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� Importance of thermal/geometric
features of composite structures to
effective thermal conductivity is
studied.

� Effective thermal conductivity is
correlated with the features using
machine learning.

� Using a machine learning model,
composites are classified based on the
existence of percolation path.

� Volume fraction of particles and
interface thermal resistance are most
influential parameters on effective
thermal conductivity.
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Data-driven thermal and percolation analyses are conducted to elucidate the effects of various character-
istics on the effective thermal conductivity of complex 3D composite structures. These characteristics
include the thermal and geometric properties of the composite constituents, the interface resistance,
and the existence of percolation paths. A series of voxel-wise microstructure samples with various char-
acteristics are generated. Their effective thermal conductivities are evaluated using a diffuse-interface-
based computational homogenization method. A voxel-based algorithm is employed to identify the
potential percolation paths in the structures. The homogenization results show particularly significant
effects of the percolation path in composite samples with higher aspect ratios and interface resistances.
The importance of different thermal and geometric features to the effective thermal conductivity is ana-
lyzed using a data-driven sensitivity study. The analysis also demonstrates that the particle volume frac-
tion and interface thermal resistance are the most influential characteristics for determining the effective
thermal conductivity. Finally, employing a surrogate-based classification model, microstructures with
and without percolation can be distinguished with an accuracy of 93%.
� 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The effective thermal conductivity (keff ) of a composite struc-
ture depends on many variables, including the intrinsic character-
istics of the different phases, the microstructures, and the
interfaces between the different phases [1–3]. Modeling
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approaches, including theoretical and simulation methods, are
powerful tools for comprehending the effects of these factors on
the keff of composites. In particular, simulation models are capable
of addressing the issue for cases requiring expensive, time-
consuming, and difficult-to-reproduce experimental processes
[1]. Moreover, a large simulation dataset of microstructures and
properties can enrich the limited experimental data and thus
enable data-driven composite design [4].

The percolation paths, along with the composite constituents
and interface properties, play a role in determining the transport
properties of composites [5–8]. Percolation theory correlates with
the formation of a truncated network in the domain, which facili-
tates the transition of thermal flux through long-range connectiv-
ity. Based on experimental observations [9,6], the effective thermal
conductivity of composite structures increases drastically when
the particle volume fraction exceeds a specific value. This is the
point at which the percolation path is formed in the composite
structure, which is called the percolation threshold. In other words,
the enhancement of effective thermal conductivity with increasing
particle content is nonlinear, based on observations from experi-
mental and numerical studies [6,7,10,11]. Monte Carlo simulation
is a well-known strategy for theoretically predicting the percola-
tion threshold in either randomly or homogeneously distributed
structures and has been widely used in previous investigations
on composite structures with different pore shapes, particle
shapes, and aspect ratios [10-13]. In some cases, marked enhance-
ment of the effective thermal conductivity does not occur with an
increase in the volume fraction of particles having very high ther-
mal conductivity [14,15]. Moreover, the percolation paths are
strongly influenced by the interface thermal resistance, which orig-
inates from interfacial phonon scattering in this region [16,17].
Therefore, it is important to consider both the interface thermal
resistance and occurrence of percolation when calculating the
effective thermal conductivity. With respect to a 3D composite
structure, studies of both the percolation path and interface mor-
phology, which are limited in the literature, become complicated.

Several analytical and numerical methods are available for pre-
dicting the effective thermal conductivities of composite materials.
Analytical approaches, such as the Maxwell [18] and Bruggeman
models [19], are easy to use but do not consider the details of
the material distribution in a composite. By contrast, numerical
approaches based on solving partial differential equations (PDE),
such as the finite element method (FEM) [20], are capable of con-
sidering the morphology and distribution of particles in the com-
posites but are very computationally expensive. With recent
advances in machine learning (ML) techniques [21–23], there has
been increasing interest in developing surrogate models to address
engineering issues based on data analysis. ML, as a subcategory of
data-driven methods, has opened a new door in the design and dis-
covery of novel materials in the material research community.
Indeed, data-driven analysis employs powerful and promising
tools to unveil the implicit correlations in data, for which various
ML models are available [24,25].

In general, using an ML surrogate model to predict the proper-
ties of a microstructure/composite structure has several advan-
tages compared to the numerical simulations using physics-
based mathematical models. For instance, each numerical simula-
tion delivers effective properties of the individual structure but
cannot directly provide an overarching correlation between the
effective properties and the microstructure. For such purposes, a
series of numerical simulations and correlation analyses are
required; this is performed by ML surrogate models. In addition,
soon after an ML model is trained, the prediction of effective prop-
erties for an unseen microstructure is computationally much more
efficient than that using a numerical simulation. Moreover, such
2

MLmodels can be easily accessed by related research communities
without requiring specific numerical skills. For example, web
access can be provided to a trained ML model with a graphical user
interface for input and output. Furthermore, the performance and
capabilities of the trained ML models can be constantly improved
or expanded as they are exposed to more datasets. Thus, the mod-
els can continue to learn and recapture accumulated knowledge
based on these growing datasets. Finally, ML surrogate models
can be employed in combination with optimization algorithms to
enable inverse design of structures.

Regarding multi-physics modeling, ML models have the poten-
tial to efficiently perform as surrogate models and support the
optimization process, feature or descriptor extraction, and sensi-
tivity analysis (SA) based on the accessible dataset [21]. To predict
the effective thermal conductivity of composite materials, ML
methods are classified into two types: conventional ML methods
and convolutional neural networks (CNNs) [23]. CNNs are a subcat-
egory of deep learning (DL) models. CNN models are not only cap-
able of predicting the effective thermal conductivity but can also
automatically extract the features describing the structural design
of materials. Because the features extracted by a CNN are not phys-
ically understandable, conventional ML algorithms that deal with
some physically intuitive features would be preferable, e.g., when
the sensitivity and correlation of each physical feature to the final
results should be analyzed, or when the prediction needs to be
compared with some analytical approaches working on those
physical features. However, it should be noted that the accuracy
of conventional ML models is highly dependent on how well the
features can describe the structure of the composite [26].

SA, which is another method used in data-driven analysis,
quantifies the uncertainties between model parameters. SA deter-
mines the performance of an assessment by measuring the extent
to which the final output is influenced, by changing the models,
methods, and variable values [27–29]. Hence, SA is employed as
a powerful tool to design a proposed material with the desired
characteristics, as it can define the most important and dependent
input variables affecting the final outcome. A sufficiently complete
and large dataset is another important component of data-driven
and ML techniques, and this can be obtained from either experi-
ments or simulations.

To investigate the effective thermal conductivity of composites
numerically and generate simulated data, FEM-based computa-
tional homogenization has been widely utilized [30–33]. Most of
the reported FEM-based schemes for thermal homogenization of
composites are based on the sharp-interface approach, which
allows direct definition of the continuity conditions at the inter-
face. However, these sharp-interface descriptions of the
microstructure face both geometric and numerical challenges
when handling highly complex morphologies. Thermal homoge-
nization schemes based on the diffuse-interface description of
the microstructure have thus been developed [34–37]. In these
schemes, the complex geometries are recaptured by a set of contin-
uous fields (phase indicators, as in the phase-field theory), varying
between two values across an interface, and the thermal properties
(mostly the thermal conductivity) are represented through the
interpolation of indicators across the interface. Recently, the
authors extended the diffuse-interface-based thermal homoge-
nization to include the effects of the existing thermal (Kapitza)
resistance and exceeding fluxes at the interface via anisotropic
interpolation of the thermal conductivity [37].

This study aimed to investigate the influences of different ther-
mal and geometric parameters of composite constituents, interface
resistance, and percolation path on the effective thermal conduc-
tivity of composites. The importance of different characteristics
to the targeted effective thermal conductivity was also investi-
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gated. The other secondary goals of this study were to develop sur-
rogate models for correlating the input parameters of the compos-
ite samples and the effective thermal conductivity response, as
well as to train a model for classifying the microstructures based
on the presence of a percolation path. The assessed composites
consisted of a series of 3D nanocomposite structural samples with
ellipsoidal particles and interfacial thermal resistance between the
matrix and the particles. A previously developed diffuse-interface
approach and computational finite element homogenization were
adopted for the thermal homogenization and calculation of the
effective thermal conductivity of the samples. A dataset consisting
of composite structure descriptors was collected as the input. The
effective thermal conductivity calculated by the FEM simulation
and the attendant possibility of a percolation path in each
microstructure constituted the output of the dataset. A sensitivity
study, which is categorized as data-driven analysis, was conducted
to identify the importance of different characteristics to the effec-
tive thermal conductivity. The ML models were trained as surro-
gate models to correlate the input parameters and the effective
thermal conductivity response and to classify the microstructures
with and without the percolation path.
2. Workflow and methods

The workflow and methods employed in this study are summa-
rized as follows. First, composite structure samples were generated
by a random generator using predefined characteristics (Fig. 1a1).
Fig. 1. Workflow of thermal percolation analysis based on the parameterized microstruct
of the initial conditions in the finite element mesh based on the generated voxels to ident
obtain the diffuse-interface; (b) thermal homogenization; (c) voxel-wise identification of
well as surrogate-based microstructure classification in terms of including the percolati

3

The digital microstructure was then employed to generate a finite
element mesh with an initial sharp-interface morphology
(Fig. 1a2). Next, the microstructure with the sharp-interface was
relaxed into a microstructure with a diffuse-interface (Fig. 1a3).
Subsequently, the meshed diffuse-interface microstructure was
subjected to computational homogenization to estimate the keff
of the corresponding geometry and thermal properties (Fig. 1b).
In parallel, the voxel-wise microstructure was utilized to identify
the percolation path and compared with the visualized local ther-
mal flux from the thermal simulations (Fig. 1c). Then, SA based
data-driven method was performed to analyze the contributions
of different characteristics, as shown in Fig. 1d and explained in
detail in Sections 2.4 and 4. Two surrogate models were trained
during the analysis, one of which could map the relationship
between the geometric/thermal characteristics and the corre-
sponding keff , and the other could classify the microstructure in
terms of percolation.
2.1. Generation of diverse RVEs with a diffuse-interface

To generate the representative volume elements (RVEs) of the
composites, the centers of the particles in free space were dis-
tributed by employing a random value generator. Then, the disper-
sion of parameter-constrained particles was created in the
200� 200� 200 voxelized domain, where a voxel value of 1 repre-
sents the particle and a voxel value of 0 represents the matrix, as
shown in Fig. 1a1. The commercial geometry generator software
ure. (a1) Generation of the voxelized microstructure; (a2) mapping and thresholding
ify the phase indicator, /; (a3) interface relaxation using the Allen–Cahn equation to
percolation paths; (d) data-driven sensitivity analysis of the factors affecting keff as
on path.
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GeoDict� (ver. 2021) was used to generate the parameterized
microstructure.

To design the numerical experiment, this study focused on
ellipsoidal particles with various geometric and thermal parame-
ters. One of the parameterized characteristics was the aspect ratio
Ar, which is defined as the ratio between the major and minor axis
lengths of the ellipsoidal particles. For simplicity, all of the parti-
cles had constant minor axis lengths of 5 nm. In addition, the ther-
mal conductivity ratio is defined as Kr ¼ k ið Þ=k mð Þ, where k mð Þ and k ið Þ
are the isotropic thermal conductivities of the matrix and the par-

ticle, respectively. The normalized Kapitza resistance, eRs ¼ Rsk ið Þ=l,
is another thermal characteristic of the microstructure. All of these
variables and their domains are listed in Table 1. The diffuse-
interface width is expressed as l.

The generated voxel-wise microstructure was then mapped
into the simulation domains as the initial condition for variable
/, regarded as the phase indicator of the microstructure, i.e.,
/ ¼ 1 represents the particle and / ¼ 0 represents the matrix
(Fig. 1a2). This process can also be extended to import a stack of
images from the layer-wise characterization method, e.g., a com-
puted tomography (CT) scan, where the pixel of each image (layer)
is thresholded into binary values according to the grayscale. It is
worth noting that the profile of / along the normal direction across
the interface must be centrally symmetric to its inflection point,
e.g., a sigmoid-shaped profile in 1D. In this study, the required
diffuse-interface was built by numerically applying the Allen–Cahn
equation as follows:

@/
@t

¼ r2/� 4a2

l2
/ 1� 3/þ 2/2� �

; ð1Þ

where l is the nominal diffuse-interface width tuned by parameter a
[38,37]. For instance, l characterizes the band / 2 0:12; 0:88½ � when
a ¼ 2, and / 2 0:05; 0:95½ � when a ¼ 2:94. In this study, a ¼ 2 and
l ¼ 1nm were set for all microstructures. To generate a sufficient
diffuse-interface without changing the morphology, each
microstructure was defined using (1) for 1–3 time steps with an
interval of 0.1 unit of time, as shown in Fig. 1a3.

2.2. Computational thermal homogenization

The diffuse-interface microstructure with anisotropic interface
thermal conductivity was numerically verified in [37] with an ana-
lytical temperature profile and closed-form thermal homogeniza-
tion models (e.g., the Maxwell estimation based on the
microstructure with sufficiently distanced spherical particles).
For the sake of completeness, a summary of the model and its for-
mulations is given below. As discussed in [37], the phase-
dependent local conductivity tensor, k, must be formulated
anisotropically with distinct eigen-conductivities, k? and kk,
between the normal and tangent directions of the diffuse-
interface, respectively.

k /ð Þ ¼ k? /ð Þn̂� n̂þ kk /ð Þ I� n̂� n̂ð Þ; ð2Þ
Table 1
Geometric and thermal parameters employed in the generated microstructures.

Parameters Value (Unit) Type Increment

Minor principal axis length 5 (nm) Constant –
Aspect ratio, Ar 1;6½ � Linear 1
Particle volume fraction, V f 5;60½ � Linear 5
Thermal conductivity ratio, Kr 15;100½ � Linear 15
Normalized interface resistance,eRs

10�6;1010
h i

Logarithmic 102
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where the normal vector, n̂, is represented by the gradient of the
phase indicator, /, i.e., n̂ ¼ r/=jr/j; I is the identity tensor; and
U ið Þ and U mð Þ are interpolation functions that are equal to one and
zero in the particle and matrix, respectively. To guarantee continu-
ity conditions along the normal and tangent directions (explained in
Supplementary Note 1 of Ref. [37]), the phase (/)-dependent inter-
polations in kk and k? are formulated as follows:

kk /ð Þ ¼ k ið ÞU ið Þ /ð Þ þ k mð ÞU mð Þ /ð Þ;
k? /ð Þ ¼ k ið Þk mð Þ

k mð ÞU ið Þ /ð Þþk ið ÞU mð Þ /ð Þþk ið Þk mð ÞRs jr/j :
ð3Þ

In this study, diffuse-interface-based computational thermal
homogenizations were performed to evaluate the keff of the geo-
metrically complex microstructure based on our recent work [37].
The governing equations are Fourier’s law and the conservation
law:

j ¼ �k � rT;

r � j ¼ 0;

�
ð4Þ

where T is the temperature field, j is the thermal flux, and k is the
defined local conductivity. The thermal homogenization problem
can then be defined as follows:

j ¼ k /ð Þ � rT on microscale; 5ð Þ
jh i ¼ keff � rTh i on macroscale; 6ð Þ

�

where keff is the homogenized effective thermal conductivity tensor
with an effective value keff ¼ tr keffð Þ=3, which is evaluated in this
study; �h i ¼ R

X �ð ÞdX=X is the mean operator. Note that the Hill-
Mandel condition for the thermal conduction problem should be
satisfied as follows:

� j � rTh i ¼ � jh i � rTh i ¼ jh i � �rTh i: ð7Þ
This condition implies that the thermal dissipation at the micro-
scale should be equal to that at the macroscale. To satisfy the
Hill-Mandel condition, a linear temperature boundary condition is
employed:

TjC ¼ g � x̂; ð8Þ
where the prescribed constant temperature gradients, g, represent
the macroscopic effect, and the coordinates x̂ indicate the domain
boundary, C ¼ @X. Thus, the mean temperature gradient was calcu-
lated as rTh i ¼ g, while jh i was evaluated via solving the thermal
conduction problem (shown in Eq. (5)) at the microscale. Eventu-

ally, the component keffij of the homogenized thermal conductivity
tensor was evaluated by calculating three components jih i under
three separately imposed gradients, gj, parallel to the corresponding
axis, i.e., i and j ¼ x; y; z, as follows:

keffij ¼ jih i=gj: ð9Þ
The models were numerically implemented by FEM in the sim-

ulator NIsoS, which was developed by the authors based on the
MOOSE framework [39,40]. Eight-node hexahedral Lagrangian ele-
ments were used to mesh the geometry. A nonlinear solver with
the preconditioned Jacobian-free Newton–Krylov method (PJFNK)
was employed for both diffuse-interface generation and the com-
putational thermal homogenization calculations. The time differ-
ential in the transient problem was calculated using the
backward Euler method. The large-scale parallel CPU computations
for each simulation case, which had degrees of freedom on the
order of 10,000,000 for both nonlinear and auxiliary systems, were
performed with 96 processors and 10 GByte RAM per processor.
Each simulation consumed eight core-hour on average.



M. Fathidoost, Y. Yang, M. Oechsner et al. Materials & Design 227 (2023) 111746
2.3. Percolation identification

In the digital voxel-wise microstructure, a pathway composed
of particles that starts from one side of the RVE and ends on the
other side is regarded as a percolation path. In this study, an algo-
rithm was employed to identify percolation paths with denoted
starting and ending sides.

When several paths from beginning to end are fully attached,
the algorithm considers them as only one path with a specific
cross-sectional diameter. It should be noted that voxels connected
only via the corners were not considered as connected phases. In
this regard, the voxels should have at least one common face.
Finally, the coordinates of the voxel centers lying in the middle
of the percolation path were extracted to construct the analytical
percolation path.
2.4. Data-driven thermal analysis

Data-driven thermal analysis was performed to extract mean-
ingful knowledge from a dataset obtained from batched computa-
tional homogenizations and percolation identification. In this
study, two objectives were pursued using data-driven analysis.
One was to identify the most important thermal or geometric char-
acteristics of the composite microstructure that were significant to
keff ; the other was to identify whether a composite microstructure
contained a percolated phase based on the geometric characteris-
tics. In addition, the tree diagram in Fig. 2a presents the objectives
of the data-driven analysis and the corresponding methods to
achieve these goals. Based on these two targets, the workflow of
the data-driven analysis also consisted of two main parallel
streams. For the first stream, two methods for SA were employed:
permutation feature importance and Pearson coefficient analysis.
The surrogate model required for permutation feature importance
Fig. 2. (a) Tree diagram representing the data-driven analysis; (b) illustration of
selected geometries in the dataset for the data-driven analysis.

5

was developed using an MLmodel. It was trained on the input data,
including thermal and geometric features describing the materials,
and the output data included the FEM simulation results. A classi-
fication surrogate model was built that targeted the second work-
flow stream. The model was trained using the geometric features
of the simulated composites as the input and the result of a
voxel-wise percolation identification algorithm for the presence
of a percolation path in the composite as the output. Each step is
clarified in more detail below.

SA is used to determine the correlation between the variations
in the output and the different sources of variations within the
assumptions, i.e., the dependence of the composite keff on the geo-
metric design and thermal parameters.

In the first approach to SA, the Pearson correlation, RX;Y , given
by (10), was used to define the importance of the characteristics,
where X ¼ x1; x2; . . . ; xi½ � and Y ¼ y1; y2; . . . ; yi½ � are the input and
output vectors, respectively, cov �ð Þ is the covariance operator,
and rX and rY are the standard deviations of X and Y, respectively.
A perfect negative linear correlation between the two variables is
represented by a value of �1. A value of 0 indicates that there is
no linear correlation between the two variables. A completely pos-
itive linear correlation between the two variables is indicated by a
value of 1. The stronger the correlation between the two variables,
the further from zero the correlation coefficient will be.
RX;Y ¼ cov X;Yð Þ
rXrY

: ð10Þ

The permutation importance methodology was also used for SA,
where the importance of a characteristic is calculated by measur-
ing the increase in the prediction error of the model after permut-
ing a feature to determine its relevance. Because the prediction of a
model relies on the input characteristics, an important feature is
the one that increases the prediction model error after permuta-
tion. However, a characteristic is less important when altering its
values does not affect the model error. Therefore, this characteris-
tic is negligible for prediction in this case.

The prerequisite for permutation importance is building a
model to predict the desired output based on the present input
characteristics, e.g., employing ML. Depending on the tasks at
hand, different ML models are available. In the present case, a
regression problem was considered to map the thermal/geometric
parameters to the keff of the composite structures. Widely used
models are available for such problems, like support vector regres-
sion (SVR) [23,26]. These are well implemented and available in
Scikit-learn, an ML library for Python [41]. In this study, different
ML algorithms were used as surrogate models for performing SA
using the permutation approach. The first algorithm was the K-
nearest neighbors (KNN), which is a nonparametric supervised
learning algorithm. In KNN, the output is calculated as the average
of K closest neighbor values because it assumes that adjacent data
points are similar. The other algorithm used was a multilayer per-
ceptron (MLP), which is a model for nonlinear mapping between an
input and output vector; the model is composed of a network of
linked neurons [42]. Gradient boosting (GB), which is an ensemble
technique, was also used. GB combines numerous weak models to
achieve better overall performance. Decision tree (DT) is another
algorithm used in this study; DT is based on the separation of data
into branches of potential output, and a random forest (RF) is an
ensemble model of several DTs. The final algorithm used in this
study was SVR, which seeks to match the best mapping within a
threshold value. This is in contrast to other regression models that
aim to reduce the error between the real and predicted values.
More details regarding the ML algorithms can be found in [43].
However, regression models require features to be selected for
the considered problem. The selection of features that can describe



Fig. 3. RVE convergence tests for various RVE edge lengths (25–150 nm) for
microstructures with Ar ¼ 6. The red curve represents V f ¼ 5% and the blue curve
represents V f ¼ 60%.
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a material system is an essential step in ML. Therefore, the dataset
including the selected geometric and thermal features was curated
carefully. Geometric features, i.e., the particle volume fraction and
aspect ratio, have been reported to be important features for the
thermal conductivity of composites [26,23]. The other thermal fea-
tures included were Kr and Rs.

To test the performance of the surrogate models with the afore-
mentioned algorithms, R-squared (R2) and mean squared error
(MSE) were used, as presented in Eqs. (11) and (12), respectively;
where N; ŷ; �y, and yn are the total number of samples, predicted
value, mean value of the output in the dataset, and real value,
respectively. Models with R-squared values closer to 1 and smaller
MSE values can be categorized as having better performance. It
should be noted that for all algorithms, the default settings were
used.

R2 ¼ 1�

XN
n¼1

yn � ŷð Þ2

XN
n¼1

yn � �yð Þ2
; ð11Þ

MSE ¼ 1=N
XN
n¼1

yn � ŷnð Þ2: ð12Þ

The dataset contained approximately 2900 computational ther-
mal homogenization records of different composite structures with
different geometric/thermal parameters, i.e., V f ;Ar;Rs, and Kr.
Table 1 presents the total thermal and geometric parameters,
which provided the large dataset needed for this study. To better
understand the geometric vastness of the dataset, some RVEs from
the dataset are illustrated in Fig. 2b. The blue points represent 72
microstructures in the dataset. The corresponding microstructures
of some points are visualized as examples. It should be noted that
Fig. 2b shows only the variation in the dataset in terms of geomet-
ric features.

ML-based surrogate models were trained and subsequent data-
driven analyses were performed using the Scikit-learn package
[41], coded in Python (ver. 3.8.8) on a PC with a 2.5 GHz Intel core
i5-7200 processor and 8 GB of RAM. The training process is
explained in more detail in Section 4.

3. Results and discussion

Focusing on the relative characteristics of the percolated struc-
tures, the resulting quantities presented hereafter adopt normal-
ized forms. In this study, the thermal conductivity of particle k ið Þ
was taken as the reference thermal property, together with the ref-
erence length �l ¼ 1 nm and temperature T ¼ 1 K. In other words,
for a given k ið Þ, the normalized thermal resistance is ~Rs ¼ Rs

�l=k ið Þ,

and the normalized thermal flux is ~j ¼ jl=k ið ÞT .

3.1. Convergence test on the RVE size

Choosing an appropriate size for the RVE is essential for evalu-
ating the thermal properties (i.e., keff ) of the composites. The RVE
should be as small as possible to reduce the computational cost.
However, the RVE should be sufficiently large to represent the
microstructure of the material system accurately [44–46]. Thus, a
convergence test concerning the keff for various RVE edge lengths
(i.e., 25–150 nm) was performed [47]. Here, only RVEs with parti-
cles having the largest aspect ratio, i.e., Ar ¼ 6, were tested because
if keff exhibits a decent convergence in this case, then it will be suf-
ficient for other cases, i.e., particles with smaller Ar. The conver-
gence tests with Ar ¼ 6 were also performed for both V f ¼ 5%
6

and 60%, forming the lower and upper bounds, as collectively
demonstrated in Fig. 3. For all test cases, ~Rs and Kr were defined
as 10�4 and 10, respectively.

To reduce the potential effects of randomness, notably, the ran-
domness introduced by microstructure random generator, three
distinct microstructures with different random seeds were gener-
ated for each RVE size. The calculated keff of these RVEs are shown
in Fig. 3. The red line with cross markers and the blue line with dot
markers represent the keff values of RVEs with different edge sizes
for V f of 5% and 60%, respectively. The Green and orange areas
around the lines represent the uncertainty error in the keff mea-
surements for three randomly generated RVEs with different ran-
dom seed numbers. It can be seen that the keff values for RVEs
with edge lengths greater than 100 nm exhibited a clear trend of
convergence. Therefore, it can be concluded that an RVE size of
100 � 100 � 100 nm can sufficiently and properly represent the
microstructure of the composites.
3.2. Demonstration of percolation paths in the simulation results

Percolation generally occurs when the particle V f is sufficiently
large. Herein, the contribution of existing percolation paths to the
enhancement of keff is demonstrated. Because visualization of the
percolation path is easier for higher Ar, the microstructure with

Ar ¼ 6 is selected as an example. Kr and eRs in this case were both
set to 100. Fig. 4a presents the homogenized keff for RVEs with V f

ranging from 5% to 60%. The point at which the curve changes its
condition from linear to nonlinear is the percolation threshold,
which is estimated as V f ¼ 15% here.

The voxel-wise algorithm for percolation identification (Sec-
tion 2.3) was also executed on the microstructure with V f ¼ 15%,
as visualized in Fig. 4b. The resulting analytical percolation path
is indicated by the purple line in Fig. 4c. The colors and sizes of
the arrows represent the magnitude of the thermal flux. It is clear
that the filtered volume with enhanced thermal conduction agreed
with the geometric percolation path identified by the voxel-wise
algorithm. Based on the visualized simulation results, the enhance-
ment of local thermal conduction can be attributed to the forma-
tion of the percolation path. Consequently, a nonlinear increase
in the overall keff is observed after exceeding the percolation
threshold of the composite.



Fig. 4. (a) Results of the thermal homogenization of different RVEs with defined parameters of Ar ¼ 6;V f ¼ 5%� 60%;Kr ¼ 102, and eRs ¼ 102. (b) Structure of the RVE at the
percolation threshold, i.e., V f ¼ 15%. (c) The filtered volume with enhanced thermal conduction is in agreement with the geometric percolation path (purple line). The size
and colors of the arrows also show the magnitude of thermal flux in the whole structure.
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3.3. Impacts of various parameters

3.3.1. Particle aspect ratio
In this section, the effect of the aspect ratio on the percolation

threshold is discussed. A 3D plot of keff vs. Ar vs. V f is shown in

Fig. 5a. For all cases, Kr and eRs were set to 10 and 10�4, respec-
tively. For a better comparison, all of the results for various keff
were normalized to the values of keff with identical V f and
Ar ¼ 1. The results show that for V f in the range of 20–35%, a higher
Ar causes a major increase in keff by increasing V f . This range is
where the formation of a percolation path is expected. Therefore,
the drastic increase in keff can be attributed to the formation of per-
colation. In other words, it is supposed that in V f smaller than the
mentioned range, percolation paths are not formed, whereas in V f

larger than this range, the microstructure is saturated with perco-
lation paths, and such a large change in keff is no longer seen.

The existence of the percolation path among the generated
RVEs with equal Ar was investigated by employing the voxel-
wise percolation identification algorithm described in Section 2.3.
The investigation began with the smallest V f , i.e., V f ¼ 5%. Then,
the V f of the first microstructure showing a percolation path was
reported as the percolation threshold for each individual Ar. The
percolation paths at the percolation thresholds for RVEs with dif-
ferent Ar values are shown in Fig. 5b. The results show that for
RVEs with a higher aspect ratio, the percolation threshold occurred
at a lower V f . For some Ar, e.g., Ar ¼ 3 and 4, it can be observed that
Fig. 5. (a) 3D plot of keff=k
Ar¼1
eff vs. Ar and V f , (b) analytical percolation path (gre

7

their percolation thresholds were the same, i.e., at V f ¼ 20%.
Because the prescribed V f parameters used to generate composite
structures in this study have discrete values between 5% and 60%
with an increment of 5%, the reported percolation thresholds in
terms of V f have a tolerance of 5%. However, percolation formation
can be initiated in structures with V f that do not appear in the
dataset. This can be further verified in Fig. 5b, where the amount
of percolation paths identified at higher Ar for the same V f is
greater; alternatively, in terms of the visualized size, it is thicker
than the percolation path at lower Ar with the same volume frac-
tion, implying the existence of a percolation threshold between
defined particle volume fractions in the dataset.
3.3.2. Interface thermal resistance
The interface thermal resistance between the particle and

matrix is denoted by eRs. The effect of eRs on keff over the entire
range of V f for Ar ¼ 1 and 6 and Kr ¼ 10 is shown in Fig. 6a. It
can be observed that the results obtained for both Ar values show

the same trend. For lower eRs, i.e., eRs < 102, an increase in V f causes
a greater increase in keff . Consequently, all of the curves for differ-

ent eRs diverge at higher V f . In addition, the curves for lower eRs have
a more linear shape, which means that the relationship between

keff and V f is more directly linear. By contrast, for higher eRs, i.e.,eRs > 104; keff increases drastically at a certain V f , and the shapes
of the curves are closer to exponential forms, which is characteris-
en line) and percolation threshold in terms of V f for different geometries.



Fig. 6. Effect of eRs on keff with increasing volume fraction for Kr ¼ 10 and (a1) Ar ¼ 1 and (a2) Ar ¼ 6. Thermal fluxes in different RVEs with Kr ¼ 10;Ar ¼ 6;V f ¼ 15%, and (b1)eRs ¼ 10�4 and (b2) eRs ¼ 1010.
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tic of percolation path formation. These observations imply that
the main method for thermal flux is limited to the geometric per-

colation path for composites with high eRs values. To verify this
claim, the thermal flux in the RVEs is shown in Fig. 6b for interface

resistances eRs ¼ 10�4 and 1010. The other parameters for these
geometries consist of Kr ¼ 10;V f ¼ 15%, and Ar ¼ 6. Here, the gray
regions represent the whole particles in the RVE, and the purple
volumes depict regions with a high thermal flux of greater than
0.5. In addition, the thermal flux arrows and percolation path are
represented by the arrows and solid purple lines, respectively.
The presented thermal fluxes are limited to those originating from
a sphere on the top side of the RVE, near the point where the per-

colation path begins. For low eRs (Fig. 6b1), the flux preferentially
flows along straight paths, regardless of the orientation and loca-

tion of the particles and percolation path. However, at higher eRs

(Fig. 6b2), the thermal flux preferentially selects longer pathways
along the percolation path to avoid the high resistance at the
interface, rather than traversing shorter and straighter paths. For
the thermal fluxes that leave the percolation path, returning to
the percolation path is difficult. This is because they must pass
through the high-resistance interface region. Consequently, these
fluxes experience high scattering in the microstructure. Therefore,

keff in composites with high eRs is mainly influenced by the
formation of the percolation path and reaching the percolation
threshold.
8

3.3.3. Thermal conductivity ratio of the particle and matrix
The other study considered is the effect of Kr on keff of the com-

posite for different V f values. The results of the investigation for

Kr ¼ 15;25;40;55;70; and 100; Ar ¼ 1 and 6; and eRs ¼ 104 are
shown in Fig. 7a. For better comparison, all of the results for differ-
ent Kr values were normalized to the values of keff for Kr ¼ 10.
With respect to the observations, a larger Kr leads to a higher
increase in the thermal conductivity by increasing the volume frac-
tion. Consequently, a larger contribution of the percolation path to
the heat transfer is expected.

In this study, Kr was investigated in the range of 10–100, which
is the typical range of thermal conductivity for high-temperature
nanocomposite material, e.g., polymer-derived ceramics [48]. In
addition, the present model only considers the heat conduction
between adjacent phases, without considering the existence of
highly thermally resistant cavities. Furthermore, the temperature
distribution computed by this diffuse-interface model was vali-
dated successfully with theoretical models such as the Maxwell
model for Kr of up to 100 in our previous study [37]. Nevertheless,
in a few studies, models capable of thermal homogenization at
higher Kr are reported (for instance in [49,9]), which is not the
aim of this study. For better clarity, the thermal flux along the per-
colation line for Kr ¼ 10 and 100 is shown in Fig. 7b. As expected,
the flux in the RVE with higher Kr prefers the percolation phase as
the best path with less hindrance to flow. This means that the per-
colation phases are critical in this situation.



Fig. 7. Effect of Kr on keff with increasing volume fraction for eRs ¼ 104 and (a1) Ar ¼ 1 and (a2) Ar ¼ 6. Thermal fluxes in different RVEs with Ar ¼ 6; eRs ¼ 104;V f ¼ 15%, and
(b1) Kr ¼ 10 and (b2) Kr ¼ 100.
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4. Results of the data-driven analysis

To elucidate the importance of different thermal and geometric
characteristics and the correlation between these parameters and
the final keff , two different approaches were used: the Pearson cor-
relation matrix and permutation importance. In the permutation
method, the importance of characteristics is measured by quantify-
ing their importance for specific models. Therefore, establishing a
model is a prerequisite for this technique. Accordingly, six different
ML algorithms, as described in Section 2.4, were utilized to estab-
lish surrogate models to correlate keff as the output with the input

characteristics, i.e., V f ;Kr; eRs, and Ar. Based on the feature selection
step described in Section 2.4, all of the utilized models were
trained on the dataset, using 80% and 20% of the entire dataset
for training and testing, respectively. The training process lasted
for a few seconds owing to well-described features, sufficient
amount of training data, and simple data structure, which can be
seen as a matrix consisting of real-valued numbers. When ML
models are trained, it is essential to evaluate their predictive per-
formance before using them in the permutation because the per-
formance of the used model needs to be accurate in this method.
A comparison of the ML models and their predictive performance
in terms of MSE and R2 is shown in Fig. 8. Based on the evaluation,
GB had the best performance with MSE ¼ 1:42� 10�3 and
R2 ¼ 0:98. As the model results already demonstrated very promis-
9

ing R2 ¼ 0:98 for the GB model, the hyperparameter tuning step
could be avoided.

The SA analysis based on permutation importance using GB as
the surrogate model is shown in Fig. 9a. The V f of particles is the
most influential characteristic in defining keff , followed succes-
sively by ~Rs;Kr, and Ar. The SA results obtained using correlation
matrix method are shown in Fig. 9b. The absolute value of the cor-
relation coefficient between keff and V f is closest to 1. This means
that the Pearson correlation also recognizes V f as the most impor-
tant characteristic in defining keff , followed by Kr;Ar, and finally ~Rs.

From a statistical perspective, it should be noted that the Pear-
son matrix can only consider the linear relationship between char-
acteristics. From a physical perspective, regarding [16], the
interface density (interfacial area per unit volume) is primarily
responsible for keff in nanocomposites. Therefore, ~Rs has a major
impact on the keff of fine-structured composites. In addition, the
percolation paths formed by these fine particles are narrow and,
consequently, less effective in improving the thermal conductivity
of random nanocomposites over a wide range of V f . Based on these
justifications, the results obtained from the permutation impor-
tance are more valid. After V f , this method considers ~Rs as the most
important characteristic for controlling the keff of composites.

Moreover, the DT algorithm was used in the surrogate-based
classification method to distinguish microstructures with and
without percolated particles. To this end, all of the microstructure



Fig. 8. Scatter plots of keff values predicted by ML models versus the simulated results obtained through thermal homogenization.
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samples in the dataset were prechecked with the voxelized algo-
rithm described in Section 2.3 to determine whether they con-
tained a percolation path. The geometric characteristics of the
microstructures consisting of V f and Ar were used as the input of
the model. Whether the microstructure was percolated was the
output of the model. It means that the output of the model was
Boolean type, i.e., 1 for percolated microstructure and 0 for
microstructures without percolation. Next, the ML model was
trained using the training data. The hyperparameter settings for
the DT algorithm were the same as the default settings in the
Scikit-learn package. The model achieved an R2 of 0.93 and MSE
of 0.066 for the unseen new data. The classification results are
visualized in Fig. 9c. The dark blue and red dots represent the sam-
ples with and without percolation, respectively. The classification
result of the ML model is illustrated by two different regions with
different colors (red and blue). If the corresponding data point of a
test case is located in a red area, it is assumed to be a nonperco-
lated microstructure. However, if it is located in a blue area, the
relevant microstructure corresponding to the data point contains
a percolation path. The narrow yellow line between these areas
indicates the percolation threshold. The results show that the
model can correctly predict the presence of the percolated phase,
except for one data point with V f ¼ 30% and Ar ¼ 1. It is expected
that increasing the size of the dataset will improve the perfor-
mance of the model.

This study showed that two characteristics, V f and Ar, mostly
determine the possibility of a percolation path. Nevertheless, as a
methodology study, it was shown that an ML-based classification
surrogate model could distinguish composite microstructure sam-
ples based on the presence of a percolation path, which can poten-
10
tially be extended to more complex microstructures with several
phases and multiple geometric descriptors.

5. Conclusion

A comprehensive 3D study of the thermal properties of compos-
ites with ellipsoidal particles was conducted using FEM-based
computational thermal homogenization and data-driven
approaches. The diffuse-interface model was used to interpret
the composite structure because it has the advantage of overcom-
ing challenges related to complex microstructures. The geometric
percolation path formed within the composite structure was also
explored. Subsequently, its contribution to the leading thermal flux
inside the material was qualitatively investigated. In addition, six
different ML algorithms were used to develop surrogate models.
The models were then used to predict the effective thermal con-
ductivity based on the thermal and geometric characteristics of
RVEs. The GB algorithm outperformed the other models, with an
R2 of 0.98. Based on the developed ML model, a data-driven SA
was used to determine the importance of different composite char-
acteristics to the effective thermal conductivity of the composite,

i.e., Ar;V f ; eRs, and Kr. The results obtained from the simulation
and data-driven analysis are summarized below:

(i)The heat flux along the percolation path in a 3D microstruc-
ture was qualitatively studied and visualized using the FEM
simulation results of thermal homogenization. The thermal flux
preferentially flows along the percolation path, particularly for
larger values of the interface thermal resistance and thermal
conductivity ratio. In these cases, the formation of a percolation



Fig. 9. SA results obtained through the (a) permutation importance and (b) Pearson coefficient methods; (c) classification of microstructures with the DT surrogate model.
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path plays an important role in facilitating the heat flux in the
material, and this percolation path is more likely to form in a
system with higher V f and Ar.
(ii)It was shown that in the microstructure in which particles

have higher Ar; eRs, and Kr, the percolation path plays an impor-
tant role in facilitating heat flux in the material. In these cases,
the percolated phases experience a high amount of internal
thermal flux.
(iii)Based on the permutation importance method used in the
sensitivity study, the particle volume fraction, followed by the
interface thermal resistance, is the most influential parameter
determining the effective thermal conductivity of the analyzed
microstructure. An understanding of the importance of differ-
ent parameters is particularly important for designing new
material systems with desired properties. This shows that to
control and optimize the effective thermal conductivity, not
only the thermal conductivity of the filler but also the surface
area of the fillers are important factors that should be tuned.
(iv)A surrogate-based classification model using the DT algo-
rithm can successfully distinguish the RVEs with and without
percolation paths by accessing information about the geometric
parameters of the composites, i.e., Ar and V f .
11
(v)A surrogate model based on the GB algorithm was developed
to predict the effective thermal conductivity of the microstruc-
tures, which was much faster than numerical methods such as
FEM simulations.

The proposed workflow supports the study of material systems
with more than two phases and composite structures with irregu-
lar particle sizes and shapes as a future extension. Future work will
focus on particle segmentation and automated feature extraction
of experimental image data [50], along with the development of
DL models that work directly with the images as input and can pre-
dict the properties of the representative structures of experimental
images.
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