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A B S T R A C T

Reducing Work-In-Process (WIP) in manufacturing systems is associated with advantages such as predictable
throughput times and increased manageability. To achieve this, an abundance of WIP control methods have
been developed, such as CONWIP1 and Kanban for repetitive manufacturing, and LUMS COR2 and POLCA3

for high-variety manufacturing. These methods take three types of control decisions, viz., release (entry to
the manufacturing system), authorization (entry to a work centre) and dispatching (order selection at a work
centre). All existing WIP control methods are hierarchical by first deciding on release and authorization before
making dispatching decisions, thereby letting the decision whether to produce precede over which order to
produce. This hierarchy is traditionally motivated by uncertainty in information between organizational levels,
but this is questionable given the advent of Industry 4.0 technologies. We develop a non-hierarchical method
– termed DRACO4 – that simultaneously considers release, authorization and dispatching when deciding. The
simulation results show that DRACO significantly outperforms LUMS COR and POLCA on mean WIP and
delivery performance measures. Additional analysis also indicates that overall manageability is improved by
the non-hierarchical method DRACO.
1. Introduction

This study develops a non-hierarchical control method to reduce
Work-in-Progress (WIP) in discrete manufacturing systems. Control
methods ensure that order flow is managed efficiently using three types
of control decisions being release (entry to the manufacturing sys-
tem), authorization (entry to the work centre) and dispatching (order
selection at the work centre). Both release and authorization decide
whether an order must be produced, and dispatching decides which
order to produce from the available options at a work centre (Thürer
et al., 2020). These decisions are crucial for reducing WIP levels,
which is an important performance measure for manufacturers. The
‘evils’ of carrying too much WIP have been well documented in the
literature, such as unpredictable throughput times (Thürer et al., 2012),
quality reductions (Hopp and Spearman, 2004b), difficult to manage
system (Hendry et al., 2013), and lower operator motivation (Schultz
et al., 1999). To achieve WIP reductions, multiple studies propose
methods and principles to control WIP. Examples include Kanban and
CONWIP1 for repetitive manufacturing, while more complex methods
are developed for high-variety manufacturing such as LUMS COR2
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E-mail addresses: t.a.kasper@rug.nl (T.A.A. Kasper), m.j.land@rug.nl (M.J. Land), r.h.teunter@rug.nl (R.H. Teunter).

1 acronym for Constant Work-In-Progress.
2 acronym for Lancaster University Management School Corrected Order Release.
3 acronym for Paired-cell Overlapping Loops of Cards with Authorization.
4 acronym for Dispatching, Release and Authorization to dynamically Control Order flow.
5 acronym for Flow and Order Control Using System state dispatching

or POLCA3 (Thürer et al., 2012; Krishnamurthy and Suri, 2009). To
our knowledge, all WIP control methods published in the literature
have a hierarchical control design; they first decide whether to release
and authorize an order and then decide which order to dispatch.
This is understandable in a more traditional setting where information
integration between a central planner and the machine operator is
challenging. However, this design is questionable in the present day
given the developments in Industry 4.0, where precise and real-time
information can be shared between global and local levels (Bendul and
Blunck, 2019; Frank et al., 2019).

In response to developments in Industry 4.0, Kasper et al. (2023)
introduced a system state dispatching method — called FOCUS5. This
method does not consider release and authorization decisions but does
take into consideration the global system state when dispatching. FO-
CUS significantly outperformed the hierarchical release method LUMS
COR on delivery performance, thereby showing the potential of inte-
grating local and global information (Kasper et al., 2023). In this paper,
we go a step further and aim to reduce WIP levels by considering
release and authorization criteria that are (i) based on system-level
information, and (ii) embedded in a non-hierarchical control design.
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This results into a novel WIP control method termed Dispatching,
elease and Authorization to dynamically Control Order flow (DRACO).

While our arguments apply to multiple types of discrete manufac-
urers (e.g., repetitive, assembly), this paper specifically focuses on
igh-variety manufacturers. These are typically Make-To-Order (MTO)
ompanies (Stevenson et al., 2005) that face variability in demand,
rocess times and order routing (Thürer et al., 2012). We specifically
ocus on high-variety manufacturing as (i) it represents the most chal-
enging setting to reduce WIP (Land and Gaalman, 1998) and (ii) it is
he situation where a WIP control hierarchy is supposed to be successful
s it enforces favourable operating conditions (Thürer et al., 2012;
ingsman, 2000). As in prior studies (e.g., Thürer et al., 2012; Kasper
t al., 2023), we use discrete event simulation to accurately represent
he complex dynamics and stochastics of high-variety manufacturing
ystems, as analytical models are usually intractable (Sabuncuoglu
nd Comlekci, 2002). This also allows comparing DRACO to methods
rom existing literature, where the simulation of systems with real-life
omplexity has been the dominant approach (e.g., Thürer et al., 2012;
aeussler et al., 2020).

. Literature review

In this literature review, the first section evaluates existing litera-
ure on WIP control by discussing the benefits, various methods and

IP control decisions. The second section discusses the hierarchical
ontrol design, whilst the last section reviews hierarchical control and
dentifies gaps in the literature.

.1. WIP control

Reducing WIP has received significant attention in multiple liter-
ture streams. Mostly applied in assembly and repetitive manufactur-
ng, Kanban is proposed by the Lean production literature (Monden,
983; Berkley, 1992), which was later generalized to CONWIP (Spear-
an et al., 1990, 2021; Spearman and Zazanis, 1992). Meanwhile,

he Workload Control (WLC) literature developed numerous WIP con-
rol methods for high-variety manufacturing systems, such as LUMS
OR (Thürer et al., 2012; Haeussler and Netzer, 2020). Another stream

s the Quick Response Manufacturing literature, which suggests the
ethod POLCA (Suri, 1998; Riezebos, 2010; Vandaele et al., 2008;
rishnamurthy and Suri, 2009).

Traditionally, the control decisions associated with WIP reductions
re release and authorization. Instead of immediately sending an order
o the manufacturing system upon arrival, control methods that use
elease (e.g., CONWIP or LUMS COR) use a pre-process order pool,
here orders wait after arrival until being released. Whether the release
f an order is allowed depends on certain system prerequisites. For
nstance, CONWIP releases if the existing WIP level is below a pre-
et WIP limit. In turn, authorization is integrated into control methods
uch as Kanban and POLCA. Whether an operation is authorized to start
epends on specified WIP conditions of one or more work centre(s). For
xample, POLCA authorizes production when the overlapping loop of
wo adjacent work centres has fewer orders in process and the queue
han a pre-set number of POLCA cards (Krishnamurthy and Suri, 2009).

Although WIP reductions are typically linked to release and autho-
ization, dispatching is also key for WIP reductions. Dispatching is tra-
itionally executed using priority rules such as First-Come-First-Serve
FCFS) or Shortest Process Time (SPT; see for more rules Panwalkar
nd Iskander, 1977; Blackstone et al., 1982). For WIP reductions in a
tochastic setting, SPT is near-optimal in reducing the average through-
ut times in systems with a single work centre (Conway et al., 1967)
nd thus – via Little’s law – more effective in reducing WIP levels than
ther rules such as FCFS. Priority rules have been fiercely criticized for
heir myopic behaviour (cf. Bechte, 1988; Ragatz and Mabert, 1988).
ecently, Kasper et al. (2023) introduced system state dispatching
ules, which base dispatching decisions at a specific work centre on
2

their system-wide implications to overcome myopia. Although they did
not consider WIP levels, their results show that average flow times
are shorter compared to hierarchical release methods and perform
close to SPT in systems with multiple work centres. This suggests that
system state dispatching rules are promising for achieving WIP level
reductions.

The attention to WIP control in various literature streams is not sur-
prising as WIP buildup is indicative of order flow problems (Land et al.,
2021). However, it is not the only important control objective; each
individual order must be completed before some targeted completion
time. For MTO manufacturers, this translates into delivery performance
by delivering an order before its due date to an external customer.
For Make-To-Stock (MTS) or Assemble-To-Order (ATO) settings, timely
internal delivery is required to avoid out-of-stock situations.

2.2. Hierarchical control

While traditional control methods such as CONWIP and POLCA
are vastly different in many aspects, they are all hierarchical. Fig. 1
describes this hierarchical control design by depicting key decision
moments in an order’s production journey. After an order has arrived –
in MTO settings or generated in MTS and ATO settings – the decisions
until the first operation are first release, then authorization and finally
dispatching. Besides dispatching, the majority of the authors use either
release or authorization to reduce WIP (e.g., Thürer et al., 2012),
although exceptions are Thürer et al. (2020) and Vandaele et al. (2008).
After the first operation, the order is authorized and then dispatched
until all operations are completed. Note that when an authorization
method (e.g., POLCA) is used without a release method, order release
and authorization are executed at the same time (Thürer et al., 2017).

Fig. 1 clearly shows the fundamental design choices underlying
hierarchical control methods; the decision is to release and/or autho-
rize first and then dispatch, thereby assuming that deciding whether
to release or authorize should precede the decision which order to
produce.

This hierarchical design of short-term control decisions has its roots
in the general movement to hierarchical production planning and
control methods in the 1970s (Hax and Meal, 1975). To the best of
our knowledge, the earliest publication that used the control hierarchy
as indicated in Fig. 1 – but without authorization – is the WLC method
proposed by Irastorza and Deane (1974). The belief was that informa-
tion sharing between centralized production control and local operators
was difficult, due to administrative complexity and the lack of infor-
mation at various levels (Bertrand and Muntslag, 1993; Baker, 1984).
Therefore, scholars disaggregated control decisions into separate and
measurable parts that could be decided upon individually (Bertrand and
Wijngaard, 1986; Missbauer and Uzsoy, 2021). Centralized planning
could decide upon release and authorization, whilst the operator would
choose which order to pick for dispatching (e.g., see case presented
by Krishnamurthy and Suri, 2009). This allows the central planner
to maintain control over the entire system but not be bothered with
dispatching itself.

2.3. Review of the hierarchical control concept

Developments in Industry 4.0 increasingly allow sharing of real-
time local and global information (Bendul and Blunck, 2019; Frank
et al., 2019). This challenges the hierarchical approach for short-term
control decision-making, as (i) information can be shared in real-time
between various levels and (ii) these decisions become increasingly
automated (Dalenogare et al., 2018; Frank et al., 2019; Waschull et al.,
2019). Therefore, the information (e.g., current WIP levels) that has
traditionally been used by WIP control methods now becomes available
at local and global levels. While this change seems subtle, it might have

strong implications for the hierarchical design.



International Journal of Production Economics 257 (2023) 108768T.A.A. Kasper et al.

t
m
c
K
f
m
o
u
(
e
n
W

3

s
h
u
T
w
d
a
c
n

i

Fig. 1. The hierarchical control design.
Fig. 2. The immediate release and authorization control design.
Fig. 3. The non-hierarchical control design.
However, some have argued that putting release and authoriza-
ion before dispatching is at the root of the success of hierarchical
ethods, as this enforced stable WIP levels and manageable operating

onditions (Bechte, 1988; Thürer et al., 2012; Fernandes et al., 2020b;
ingsman, 2000; Hendry et al., 2013; Stevenson et al., 2005). Their

indings are based on comparisons between the hierarchical versus im-
ediate release and authorization control design. In this latter setting,

rders are immediately released and authorized upon arrival in an
ncontrolled manner, making dispatching the only controlled decision
see the resulting control design in Fig. 2). While this comparison can
valuate the effect of delaying release after order arrival, it does not
ecessarily imply that the hierarchical control design explains lower
IP levels and more manageable operating conditions.

. Non-hierarchical WIP control

While the existing literature followed a hierarchical design, we
uggest that the same or better results can be achieved with a non-
ierarchical control design. Non-hierarchical WIP control jointly eval-
ates whether to release or authorize and which order to dispatch.
his creates only one decision moment before an order’s operation,
here (release), authorization and dispatching considerations together
etermine which order to select. This is in contrast with the immediate
nd hierarchical design, where multiple and separate decision moments
ontrol when an order is selected for processing. Fig. 3 illustrates
on-hierarchical control over an order’s production journey.

For the first operation, the decision to release and authorize an order
3

s postponed – i.e. the order remains in the pool after arrival – until
capacity for the order’s first operation becomes available. If the order is
selected to start its operation, it is simultaneously released, authorized
and dispatched. When the first operation is completed, the order joins
the queue for the next operation, where it waits until it is selected.

3.1. A non-hierarchical WIP control method: DRACO

We develop the non-hierarchical WIP control method DRACO to
dynamically control whether and which order is selected for process-
ing. The non-hierarchical design evaluates release, authorization and
dispatching considerations simultaneously at each decision moment.
These moments occur when a work centre becomes available to process
a new order. Postponing release, authorization and dispatching to such
moments allows DRACO to include the latest real-time system state
information. We can consider each decision moment separately, as it
is extremely unlikely that multiple work centres are available for new
orders at exactly the same time. Even if multiple order centres would
become available at the same time, we could still analyze the decisions
one by one in an arbitrary order. In our description of DRACO, we
therefore consider a specific decision moment, where some work centre
becomes available.

At each decision moment, DRACO calculates for each consideration
a ‘projected impact’ value. This value represents the effectiveness of
choosing that particular order from a release, authorization or dispatch-
ing perspective, where a larger value implies a more positive projected
impact. Releasing (or not) orders should keep the WIP at a reasonable
level. Authorizing orders controls the spread of the WIP over the work

centres. Dispatching controls the timing of orders. To have a balanced
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Fig. 4. Influence of WIP and the release target on the projected release impact.

pproach, all these three considerations obtain a projected impact value
etween 0 and 1. Ultimately, DRACO selects the order with the highest
otal projected impact, where different weights can be used to scale the
nfluence of release, authorization and dispatching. This weighing and
he three impact functions will be formally defined in the following
ubsections.

We introduce some general notation needed to define the impact
unctions below. At a decision moment, the order book set is denoted
y 𝑂, which are all orders that have arrived but are not yet completed.
e use the index 𝑖 ∈ 𝑂 to refer to an order. The set of work centres

s denoted with 𝐽 . We also need some notation per work centre; for
resentational ease, we refer to the work centre where the decision is
aken as 𝑘 ∈ 𝐽 and use index 𝑗 ∈ 𝐽 as general notation for any work

centre. Let 𝑄𝑗 ⊆ 𝑂 denote the set of orders queuing at work centre 𝑗.
In turn, the order pool 𝑃𝑗 ⊆ 𝑂 includes the unreleased orders that start
heir first operation at 𝑗. The order that is currently in production at 𝑗
s in the set 𝐻𝑗 . We assume that each work centre can handle at most
ne order at a time, and so this set contains at most one element.

.1.1. Release
The release consideration uses a WIP limiting control mechanism —

imilar to the idea of CONWIP (Spearman et al., 1990). Fig. 4 visualizes
ow the projected release impact (𝑦-axis) is obtained depending on WIP
𝑥-axis).

The central idea is that WIP levels must equal some (constant) WIP
arget 𝜏 > 0, where WIP is defined as 𝑤 =

∑

𝑗∈𝐽 |𝑄𝑗 | + |𝐻𝑗 |. If WIP
is below 𝜏, then we prefer to release a new order from the pool to the
system. If WIP is above 𝜏, then we prefer instead to process a previously
released order from the queue. Also, the further we are away from 𝜏, the
stronger the incentive must be to get closer to the target. We implement
this by defining separate functions for released and unreleased orders.

For unreleased orders, the projected release target impact 𝜌𝑃 (⋅) for
order 𝑖 in the pool of work centre 𝑘 is defined as

𝜌𝑃 (𝑖, 𝑘) =

⎧

⎪

⎨

⎪

⎩

1 − 𝑤
2𝜏

𝑤 < 2𝜏

0 𝑤 ≥ 2𝜏
∀𝑖 ∈ 𝑃𝑘, (1)

where we give a projected impact of 0 to unreleased orders when WIP
levels are twice as high as the WIP target.

For already released orders, the projected release target impact for
orders in the queue 𝜌𝑄(⋅) is defined as

𝑄(𝑖, 𝑘) =

⎧

⎪

⎨

⎪

⎩

𝑤
2𝜏

𝑤 < 2𝜏

1 𝑤 ≥ 2𝜏
∀𝑖 ∈ 𝑄𝑘. (2)

As can be seen in Fig. 4, 𝜌𝑃 (⋅) and 𝜌𝑄(⋅) have the same outcome if the
WIP equals the target 𝜏, and the impact of release (or not) – to move
towards the target – is stronger if we are further from the target, as
4

w

intended. We also remark that both 𝜌𝑃 (⋅) and 𝜌𝑄(⋅) are independent of
order and work centre specifics (and therefore independent of 𝑖 and 𝑘),
as we consider the total number of orders in the system only – similar to
CONWIP. For consistency with the other impact measures that follow
below, we do define 𝜌𝑄(⋅) and 𝜌𝑄(⋅) for each specific combination of 𝑖
and 𝑘.

Projected Release Impact : Using indicator functions that indi-
cate if an order is in the pool 𝟏𝑃𝑗 (⋅) or queue 𝟏𝑄𝑗 (⋅), the projected release
impact (⋅) is defined as

(𝑖, 𝑘) = 𝜌𝑃 (𝑖, 𝑘)𝟏𝑃𝑘 (𝑖) + 𝜌
𝑄(𝑖, 𝑘)𝟏𝑄𝑘 (𝑖). (3)

.1.2. Authorization
The authorization consideration aims to discourage processing or-

ers that, after completion, move to a downstream congested work
entre — similar to the idea of POLCA (Krishnamurthy and Suri,
009). To measure the number orders between work centres, we use an

overlapping loop’ 𝑎𝑗𝑢 = |𝐻𝑗 | + |𝑄𝑢| + |𝐻𝑢| that includes all the orders
etween work centre 𝑗 and an adjacent downstream work centre 𝑢 ∈ 𝐽 .
Projected Authorisation Impact : The aim is to authorize an

rder to move between the order’s current work centre 𝑘 and the
ork centre for the order’s next operation 𝑛𝑖 ∈ 𝐽 if 𝑎𝑘𝑛𝑖 is below

he overlapping loop target 𝜁𝑘𝑛𝑖 . Therefore, – similar to the projected
elease impact – the projected authorisation impact (⋅) is defined as

(𝑖, 𝑘) =

⎧

⎪

⎨

⎪

⎩

1 −
𝑎𝑘𝑛𝑖
𝜁𝑘𝑛𝑖

𝑎𝑘𝑛𝑖 < 𝜁𝑘𝑛𝑖 ,

0 𝑎𝑘𝑛𝑖 ≥ 𝜁𝑘𝑛𝑖 .
(4)

For orders that have their last operation at 𝑘, the projected authorisa-
tion impact (𝑖, 𝑘) = 1 as the order does not enter any new overlapping
loop.

3.1.3. Dispatching
For dispatching, we use the best performing version of FOCUS

(Kasper et al., 2023). FOCUS includes four control mechanisms viz. the
SPT-mechanism, starvation response, slack timing and pacing, which
are all defined below — see Kasper et al. (2023) for a more elaborate
discussion.

SPT-mechanism 𝝅: Let 𝐷 = {(𝑖, 𝑗),… } be defined as the set of pairs
(𝑖, 𝑗) of order 𝑖 with a remaining operation that is executed by work
centre 𝑗 from all orders in the order book 𝑂. The process time 𝑝𝑖𝑗 of
𝑖 at 𝑗 is used by the projected SPT-mechanism impact function 𝜋(⋅),
which is defined as

𝜋(𝑖, 𝑘) = 1 −
𝑝𝑖𝑘

max(𝑖,𝑗)∈𝐷{𝑝𝑖𝑗}
. (5)

The projected SPT-mechanism impact 𝜋 allows us to evaluate how fast
order 𝑖 can be completed at 𝑘, as orders with a relatively small process
time – compared to another order somewhere in the system – receive
values close to one.

Starvation Response 𝝃: Work centres without orders in the queue
– i.e. starving – are included in the starvation set 𝑆 = {𝑗 ∈ 𝐽 | 𝑄𝑗 = ∅}.

he projected starvation response impact function 𝜉(⋅) is defined as

(𝑖, 𝑘) =

⎧

⎪

⎨

⎪

⎩

𝜋(𝑖, 𝑘) 𝑛𝑖 ∈ 𝑆,

0 else.
(6)

his starvation response mechanism – embedded in 𝜉 – allows us to
end the order to a starving work centre in the least amount of time,
.e. 𝜋 returns a value close to one.
Slack timing 𝝍 : The due date 𝑑𝑖 and the set with remaining routing

teps 𝑅𝑖 ⊆ 𝐽 of 𝑖 are used to compute the slack 𝑠(𝑖) = 𝑑𝑖 − 𝑡 −
∑

𝑗∈𝑅𝑖 𝑝𝑖𝑗 ,
here continuous time is denoted by 𝑡. To obtain a time indication
hen an order needs the start all its remaining operations, slack is used
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by the projected slack timing impact function 𝜓(⋅), which is defined as

𝜓(𝑖) =

⎧

⎪

⎨

⎪

⎩

1 −
𝑠(𝑖)

max𝑖∈𝑂{𝑠(𝑖)}
𝑠(𝑖) > 0,

1 else.
(7)

Defining 𝜓 in such a way, we favour orders close to their due date,
whilst the selection amongst already late orders is determined by other
criteria than slack (Kasper et al., 2023).

Pacing 𝜹: We correct the slack for the number of remaining routing
steps |𝑅𝑖| to obtain the slack per remaining operation 𝑣(𝑖) = 𝑠(𝑖)∕|𝑅𝑖|.
This allows us to dictate the pace at which the orders’ remaining
operations need completion. Thus, we define the projected pacing
impact function 𝛿(⋅) as

𝛿(𝑖) =

⎧

⎪

⎨

⎪

⎩

1 −
𝑣(𝑖)

max𝑖∈𝑂{𝑣(𝑖)}
𝑣(𝑖) > 0,

1 else.
(8)

This formulation of 𝛿 aims to select orders that have little time left for
each operation, thereby giving the highest pace to orders that have the
least time left to complete their operations.

Projected Dispatching Impact : Since FOCUS has multiple con-
trol mechanisms, we use dispatching weights 𝑤1,… , 𝑤4 to ensure that
the projected dispatching impact can vary between [0, 1] (Kasper et al.,
2023). The weighted average projected dispatching impact (⋅) is
defined as
(𝑖, 𝑘) = 𝜋(𝑖, 𝑘)𝑤1 + 𝜉(𝑖, 𝑗)𝑤2 + 𝜓(𝑖)𝑤3 + 𝛿(𝑖)𝑤4,

𝑠.𝑡. 𝑤1 +⋯ +𝑤4 = 1.
(9)

3.1.4. Order selection
The weights in considering release, authorization and dispatching

are defined as ,  and , respectively. Ultimately, order 𝑧 ∈
𝑄𝑘 ∪ 𝑃𝑘 is selected by

𝑧 = argmax
𝑖∈𝑄𝑘∪𝑃𝑘

(𝑖, 𝑘) +(𝑖, 𝑘) +(𝑖, 𝑘). (10)

4. Simulation model

We use discrete event simulation to estimate the performance ef-
fect of DRACO as the performance estimates of WIP control methods
in stochastic high-variety manufacturing are analytically intractable.
We first describe the manufacturing system and order characteristics
and thereafter we discuss the experimental setup of DRACO and the
benchmarking hierarchical methods. Finally, we discuss performance
measures and the experimental design.

4.1. Manufacturing system and order characteristics

A high-variety manufacturing system is represented using a stylized
pure job shop (Oosterman et al., 2000) – also known as a randomly
routed job shop (Conway et al., 1967). This stylized model has been
extensively used in prior literature (e.g., Thürer et al., 2012; Kasper
et al., 2023; Fernandes et al., 2020a) as it allows us to focus on the main
performance effect of the control method by avoiding confounding
factors. This model assumes that there are no machine breakdowns
and no material restrictions, whilst setup times are included in process
times. Order characteristics, such as process times and routing, become
known upon order arrival. Table 1 provides an overview of the main
order and manufacturing system characteristics.

The manufacturing system has six work centres with each a single
capacity source. The number of operations for each order is uniformly
distributed between one and six operations. The set of work centres
where these operations are executed is randomly picked without re-
placement to avoid re-entry. Process times for each operation follow
5

a 2-Erlang distribution with a mean of one after truncation at four-
time units. Order inter-arrival times are exponentially distributed with
a mean of 1∕𝜆 = 0.648 to implement a Markovian stochastic process
with independent arrivals. This mean is chosen such that the system
achieves a steady-state utilization rate of 90%.

We use the lead time allowance (i.e., the time between arrival and
due date) as an experimental variable by applying both constant (set by
the customer or a higher-level planning module) and dynamic (based
on order characteristics) lead time allowances. Within each lead time
setting, we add two levels of lead time tightness, referred to as tight
and loose lead time allowances. Constant lead times allowances set
the due date 𝑑𝑖 = 𝑡𝑎𝑖 + 𝐶 by adding a constant allowance 𝐶 to the
order arrival time 𝑡𝑎𝑖 . Dynamic lead time allowances are based on the
total work content procedure. Recall that the set 𝑅𝑖 is the remaining
routing (and therefore the full routing at arrival). We multiply the
orders’ total process time with a constant parameter 𝐾 to obtain the
due date 𝑑𝑖 = 𝑡𝑎𝑖 + 𝐾

∑

𝑗∈𝑅𝑖 𝑝𝑖𝑗 . We set 𝐾 and 𝐶 in such a way that the
mean lead time allowances 𝐴 are the same for constant and dynamic
lead time allowances. Therefore, 𝐾 = 𝐶∕3.5 (where 3.5 is the average
otal process time) enables us to set lead times allowances using 𝐶

only. Based on pre-tests with hierarchical methods, we set tight and
loose lead time allowances by varying 𝐶 (and thus 𝐴) between 31.5 and
2, respectively. This allowed us to obtain percentages tardy between
%−20%, which is broadly seen as a reasonable and practically relevant
ange (Kasper et al., 2023; Land et al., 2015).

.2. WIP control methods

Besides testing DRACO in various versions, we include state-of-the-
rt of hierarchical release and authorization as benchmarks.

.2.1. Non-hierarchical methods
Besides the full DRACO version, we add three other sub-

onfigurations to isolate the performance effect of releasing, authoriz-
ng and dispatching. An overview is provided in Table 2.

In total, we test four different non-hierarchical methods. The first
ersion, DRACO, uses all three considerations, meaning that the pro-
ected release impact , projected authorisation impact  and pro-
ected dispatching impact  are used for order selection (thus following
he control design as outlined in Fig. 3). For DRACO, the weights for re-
ease and authorization are set to  =  = 1∕4 and the dispatching
eight is set to  = 1∕2, as this allows to evaluate whether and which
rder to produce as equally important. The second version, termed
RACO (𝐷), controls dispatching, while release and authorization are
eglected. The third version, termed DRACO (𝑅+𝐷), considers release
nd dispatching while authorization is not considered. In contrast, the
ourth version, termed DRACO (𝐴 + 𝐷), controls authorization and
ispatching but neglects release.

We use FOCUS to see the effect in an immediate release and
uthorization setting — i.e. orders are always released and authorized
pon order arrival as shown in Fig. 2. Note that all results of the
erformance measures defined below are the same for DRACO (𝐷) and
OCUS, except for WIP levels, as DRACO (𝐷) postpones release until
he first dispatching decision, while orders are released upon arrival
or FOCUS.

For all versions of DRACO and FOCUS, we set the dispatching
eights for  equal to 𝑤1,… , 𝑤4 = 1∕4 to evaluate each dispatching
echanism as equally important. This setting was found to be robust in
any different settings, including the modelled manufacturing system
sed here (Kasper et al., 2023). In our experimental design, we vary
he WIP target between 𝜏 = 3, 6, 7, 9, 12, 18, 42 for DRACO and DRACO

(𝑅+𝐷). For DRACO (𝑅+𝐷), the WIP target 𝜏 = 0.5 is also included as
a research prototype as this always favours an order from the queue
over an order from the pool. For DRACO (𝐴 + 𝐷), the overlapping
loop target 𝜁𝑗𝑢 is varied between 1, 2, 3, 4, 8, 10. To reduce the number
of experimental interactions for DRACO, we set the overlapping loop
target 𝜁𝑗𝑢 = max{1, ⌊2𝜏∕|𝐽 |⌋} proportionally to the WIP target 𝜏. Note
that an overlapping loop target of 1 is applied when 𝜏 ≤ 3 to ensure
that 𝜁 ≥ 1
𝑗𝑢
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Table 1
Overview of manufacturing system and orders characteristics.
Manufacturing system and order characteristics

Manufacturing system Pure Job Shop with six work centres
Machine capacity All equal, able to produce 𝑝𝑖𝑗 = 1 every time unit
Inter-arrival times Exponentially distributed with a mean time between arrivals of 1∕𝜆 = 0.648
Process times 2-Erlang distributed with mean equals 1 after truncation at 4 time units
Planned lead time setting (i) total work content; (ii) constant lead time allowance
Table 2
Overview of experimental non-hierarchical methods.

Experimental design non-hierarchical methods

Name Weights Description Target

DRACO
 = 1∕4 Considered: release, authorization

& dispatching
𝜏 = 3, 6, 7, 9, 12, 18, 42
𝜁𝑗𝑢 = max{1, ⌊2𝜏∕|𝐽 |⌋}

 = 1∕4
 = 1∕2

DRACO (𝐷)
 = 0 Considered: dispatching

neglected: release & authorization = 0
 = 1

DRACO (𝑅 +𝐷)
 = 1∕2 Considered: dispatching & release

neglected: authorization 𝜏 = 0.5, 3, 6, 7, 9, 12, 18, 42 = 0
 = 1∕2

DRACO (𝐴 +𝐷)
 = 0 Considered: dispatching &

authorization neglected: release 𝜁𝑗𝑢 = 1, 2, 3, 4, 8, 10 = 1∕2
 = 1∕2

FOCUS
 = 0 Considered: only dispatching with

immediate release and
authorization

 = 0
 = 1
Table 3
Overview experimental versions FOCUS.
Experimental design hierarchical methods

Name Description Targets/Cards

LC-POLCA Considered: release, authorization & dispatching Workload targets = 4.5, 4.9, 5.8, 6.7, 7.6, 8.5, 10
Number of POLCA cards = 3

LUMS COR Considered: dispatching & release neglected: authorization Workload targets = 4.5, 4.9, 5.8, 6.7, 7.6, 8.5, 10
POLCA Considered: dispatching & authorization neglected: release Number of POLCA cards = 3, 4, 5, 8, 12
ODD Considered: only dispatching with immediate release and authorization

LC-P-FOCUS Considered: release, authorization & dispatching Workload targets = 4.5, 4.9, 5.8, 6.7, 7.6, 8.5, 10
Number of POLCA cards = 3
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4.2.2. Hierarchical methods
We compare our non-hierarchical methods with multiple state-of-

the-art hierarchical methods. An overview of these methods is provided
in Table 3.

For release, we use LUMS COR which originates from the WLC liter-
ature (Thürer et al., 2012). LUMS COR periodically evaluates all orders
in the pre-process order pool using a pool sequence rule and releases
based on work centre-specific workload targets — where workload is
WIP measured in process time. If an order’s workload contribution to
the already released workload is less or equal as the workload target,
the order is released and sent to its first operation. If this target is
exceeded, the order is kept in a pool until the next release opportunity.
Besides releasing periodically, LUMS COR has a continuous release
element that triggers release – even if it violates workload targets –
if one of the work centres becomes idle whilst there are orders in the
pool available with their first operation on this work centre. We set
the parameters for LUMS COR to similar levels as prior work (e.g.
Thürer et al., 2012, 2015; Land et al., 2014; Haeussler and Netzer,
2020) and used preliminary experiments to confirm if the parameters
are appropriate. The periodic release interval is set to 4 time units. We
use the pool sequence rule Planned Release Date (PRD) 𝑔𝑖 = 𝑑𝑖 − |𝑅𝑖|𝐺,

hich plans the release date from the order due date by giving a release
ate allowance 𝐺 for each operation (Thürer et al., 2015). We set
= 4 and vary workload targets between 4.5, 4.9, 5.8, 6.7, 7.6, 8.5 and

0. See Thürer et al. (2012) for a more elaborate description of LUMS
OR.
6

d

For authorization, we use POLCA which originates from the Quick
esponse Manufacturing literature (Krishnamurthy and Suri, 2009).
OLCA imposes a WIP target, using POLCA cards, on every possible
outing combination of two adjacent work centres (i.e. overlapping
oops). POLCA evaluates orders using a card allocation rule. If a card
s available for an order’s next overlapping loop, then it is authorized
nd allowed to enter the queue to be dispatched. The original version
f POLCA can cause idleness when there are no cards left for any
verlapping loop, although there are orders available for processing.
herefore, we follow Thürer et al. (2017) and include ‘starvation cards’,
hich allow us to temporarily increase WIP levels beyond the set

arget. This WIP target is restored by requiring that an earlier returned
OLCA card – from the same overlapping loop – becomes temporarily
navailable until it can be exchanged for a later returning starvation
ard. Unlike regular POLCA cards, starvation cards are not bounded
o a specific overlapping loop, but can be used in any loop to avoid
dleness. In the experimental design, each routing step gets an equal
umber of cards as capacity in our modelled manufacturing system
s balanced. We set the parameters for POLCA to similar settings as
rior work (Thürer et al., 2017, 2019, 2020) and used preliminary
xperiments to confirm if they are appropriate. The number of cards
or each overlapping loop is varied between 3, 4, 5, 8 and 12, while we
se 6 starvation cards (equal to the number of work centres). POLCA
as a pre-defined card allocation rule, which is the same as PRD 𝑔𝑖
ule (as defined earlier). Similar to LUMS COR, we set the release
ate allowance for POLCA to 𝐺 = 4. More elaborated descriptions of
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POLCA are provided by Krishnamurthy and Suri (2009) and Thürer
et al. (2017).

For both release and authorization, we use LC-POLCA by combin-
ing LUMS COR and POLCA (thereby following the control design as
outlined in Fig. 1). For this setting, we always use 3 POLCA cards
– to reduce the number of interactions – but vary workload targets
between 4.5, 4.9, 5.8, 6.7, 7.6, 8.5 and 10. See Thürer et al. (2020) for a
more elaborate discussion of LC-POLCA.

To select which order is dispatched, the literature that discusses
hierarchical release or authorization suggests the use of priority rules
that lead to predictable total throughput times (Bechte, 1988, 1994;
Spearman et al., 2021; Kingsman, 2000; Land and Gaalman, 1996). Of
these suggested rules, we select Operational Due Date (ODD) as it is
specifically adapted for hierarchical methods (Land et al., 2014). Let 𝑡𝑟𝑖
be the release time and 𝑟𝑖𝑗 the routing step number, then ODD is defined
as 𝑜𝑖𝑗 = 𝑡𝑟𝑖 + 𝑟𝑖𝑗 max{0, (𝑑𝑖 − 𝑡𝑟𝑖 )∕|𝑅𝑖|} (Land et al., 2014). Besides using

DD as the dispatching rule for LUMS COR, POLCA and LC-POLCA, we
lso include ODD in an immediate release and authorization setting.

While priority rules such as ODD are thus recommended, Kasper
t al. (2023) showed that ODD is outperformed by FOCUS on all
erformance measures discussed below. Therefore, we include one
ersion of LC-POLCA together with FOCUS-based dispatching decisions,
ermed LC-P-FOCUS, to compare solely the difference resulting from
ierarchical and non-hierarchical release and authorization.

.3. Performance measures

We measure the mean WIP level to determine how much WIP can
e reduced. As a theoretical benchmark, we can obtain the critical WIP
evel required for a given number of work centres and utilization level
n a hypothetical job shop without any queuing time due to variability
n order arrival, process time and routing. In our case, this means that
ix work centres are occupied 90% of the time and therefore the critical
IP level is 5.4 orders.
As delivery performance measures, we use the mean total through-

ut time, mean tardiness and percentage tardy, which are the domi-
ant performance measures in the high-variety manufacturing litera-
ure (Thürer et al., 2012; Kasper et al., 2023; Land et al., 2015). Note
hat tardiness for order 𝑖 is defined as max{0, 𝑙𝑖}, where 𝑙𝑖 = 𝑡𝑑𝑖 − 𝑑𝑖 is
he lateness and 𝑡𝑑𝑖 the delivery time.

.4. Experimental design

The modelled manufacturing system and WIP control methods were
mplemented in Python using the simulation module SimPy. We have
3 non-hierarchical and 27 hierarchical methods. All these 23+ 27 = 50
ethods are tested with constant and dynamic lead time allowances.

n turn, the lead time allowance tightness is varied between tight and
oose, leading to a total of 2 × 2 × 50 = 200 experiments.

Each experiment encompasses 100 replications, where each replica-
ion takes 10,000 time units. To avoid the initialization bias, a warm-up
eriod of 3000 time units was used for each replication. Common
andom numbers are used to reduce the variance between experiments.
hese settings allowed us to get 100 independent observations and
reasonable computation time. The parameters were found to be

ufficient in our case, as already found by previous works that use the
ame manufacturing system (e.g., Thürer et al., 2012, 2020; Kasper
t al., 2023).

. Results

Table 4 presents the ANOVA results for the main experimental
ariable, i.e. control method (CM), together with lead time allowance
ightness (AT, loose and tight) and lead time setting (AS, constant
nd dynamic). Most effects are statistically significant at 𝑝-value 0.05
or all four measures. The exceptions are the main effect of AT and
7

he interaction between CM and AT for mean total throughput time.
oreover, the three-way interaction is not statistically significant for
ean WIP and mean total throughput time. For mean WIP, the 𝐹 -

atios are the highest for the chosen control method, while the lead
ime allowance tightness has the highest 𝐹 -ratios for mean tardiness
nd percentage tardy.

.1. Non-hierarchical vs. Hierarchical WIP control

Fig. 5 presents mean total throughput time, mean tardiness and
ercentage tardy on the 𝑦-axis, whilst mean WIP is shown on the 𝑥-
xis. Only the results for constant lead time allowances are shown,
s dynamic lead time allowances result in the same observations in
ualitative terms. The critical WIP level of 5.4 is shown with a grey
ashed vertical line. WIP limits, workload limits, overlapping loop limit
r the number of POLCA cards decrease from right to left.

Fig. 5 shows that DRACO outperforms LUMS COR, LC-POLCA,
OLCA and ODD on all performance measures. LUMS COR results in
IP levels between 18 and 19 orders for the lowest workload limit,
hilst DRACO obtains WIP levels between 14 and 17 orders for WIP

imits between 𝜏 = 24 and 36, independent of the lead time allowance
eing set constant or dynamic. Performance differences increase when
ead times are tight, as performance on especially mean tardiness
nd percentage tardy deteriorate for hierarchical methods — causing
OLCA, ODD and some results of LUMS COR and LC-POLCA to move
utside the graph’s plotting area.

.2. Disentangling DRACO

To understand how release, authorization and dispatching con-
ribute to the performance of DRACO, Fig. 6 presents the results
f DRACO’s sub-configurations. We only present loose lead time al-
owances, as our observations are qualitatively similar for the tight
ead time allowances. For DRACO and DRACO (𝑅 + 𝐷), the WIP limit
ecreases from left to right. The overlapping loop limits 𝜁𝑗𝑢 for DRACO
𝐴 +𝐷) decrease from the upper to the lower end of the curve, where
he lowest is 𝜁𝑗𝑢 = 10 and highest point is 𝜁𝑗𝑢 = 1.

When looking at our main performance measure viz. mean WIP,
e can see that all versions of DRACO can reduce WIP levels further

han FOCUS. To better understand how this result is realized, we first
iscuss the role of dispatching and thereafter the effect of release and
uthorization.

The performance differences between DRACO (𝐷) and FOCUS re-
lect the role of dispatching on WIP levels, as DRACO (𝐷) releases
hen the order’s first operation starts, whilst FOCUS does so directly
pon order arrival. The results indicate that dispatching plays a pivotal
ole but the magnitude depends on the allowance setting (and only
egligibly small on lead time allowance tightness). For loose dynamic
llowances, FOCUS has a mean WIP of 23.49 while DRACO (𝐷) reduces
hat by 17% to 19.43. For loose constant allowances, FOCUS has a mean

IP of 27.24 and DRACO (𝐷) manages to reduce this with almost 30%
o 19.10 orders. These results show that it is also possible to effectively
mbed the objective of WIP reduction in a dispatching decision. It
hus challenges prior literature that solely attributes WIP reductions
o release and authorization decisions in a decision hierarchy (Thürer
t al., 2012; Kingsman, 2000; Land and Gaalman, 1996).

The performance effect of release and/or authorization can be seen
hen DRACO (𝐷) is compared to: DRACO (𝑅 + 𝐷) for release only,
RACO (𝐴 +𝐷) for authorization only and DRACO for both decisions.
ontrolled release, by DRACO (𝑅+𝐷), is the most effective in reducing
IP to extremely low levels. For instance, when the WIP limit 𝜏 =
.5, DRACO (𝑅 + 𝐷) can reduce WIP levels to twice the critical WIP
evel of 5.4, which means that 50% of the time (between release and
elivery) is spent on executing the orders’ operations. As shown by
RACO (𝐴 + 𝐷), controlled authorization can slightly reduce WIP. If

elease, authorization and dispatching are all controlled, DRACO has
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Table 4
ANOVA results.
ANOVA results

Performance measure Source of variance Sum of squares Degrees of freedom Mean squares 𝐹 -ratio 𝑝-value

Mean WIP

CM 689,335.78 22 31,333.44 3,344.15 0.00
AS 8,718.13 1 8,718.13 930.47 0.00
AT 195.22 1 195.22 20.84 0.00
CM × AS 13,642.44 22 620.11 66.18 0.00
CM × AT 352.23 22 16.01 1.71 0.02
AT × AS 129.49 1 129.49 13.82 0.00
CM × AS × AT 40.98 22 1.86 0.20 1.00
Error 186,530.76 19,908 9.37

Mean total
throughput time

CM 73,544.07 22 3,342.91 1,215.58 0.00
AS 18,617.23 1 18,617.23 6,769.74 0.00
AT 5.03 1 5.03 1.83 0.18
CM × AS 594.48 22 27.02 9.83 0.00
CM × AT 21.99 22 1.00 0.36 1.00
AT × AS 68.05 1 68.05 24.75 0.00
CM × AS × AT 11.58 22 0.53 0.19 1.00
Error 54,748.31 19,908 2.75

Percentage tardy

CM 16.04 22 0.73 744.85 0.00
AS 3.93 1 3.93 4,011.88 0.00
AT 22.77 1 22.77 23,267.86 0.00
CM × AS 2.75 22 0.13 127.89 0.00
CM × AT 5.19 22 0.24 241.27 0.00
AT × AS 1.47 1 1.47 1,505.39 0.00
CM × AS × AT 0.46 22 0.02 21.34 0.00
Error 19.48 19,908 0.00

Mean tardiness

CM 3,029.80 22 137.72 442.49 0.00
AS 708.35 1 708.35 2,275.94 0.00
AT 2,369.17 1 2,369.17 7,612.15 0.00
CM × AS 121.31 22 5.51 17.72 0.00
CM × AT 234.13 22 10.64 34.19 0.00
AT × AS 172.37 1 172.37 553.83 0.00
CM × AS × AT 29.88 22 1.36 4.36 0.00
Error 6,196.06 19,908 0.31
slightly higher WIP levels than DRACO (𝑅+𝐷). These observations are
unaffected by lead time allowance tightness and setting.

Since reducing WIP might affect delivery performance, Fig. 6 shows
that DRACO can reduce WIP – compared to DRACO (𝐷) and FOCUS –
and simultaneously decrease mean total throughput time for constant
lead time allowances. This reduction is not realized for mean tardiness
and percentage tardy, where the latter measures have a clear trade-off
with mean WIP.

5.3. The role of dispatching

Recall that LC-P-FOCUS combines the methods LUMS COR and
POLCA with the dispatching rule FOCUS (instead of LC-POLCA which
also combines LUMS COR and POLCA but uses the dispatching rule
ODD). We compare DRACO with LC-P-FOCUS to ensure that our ear-
lier observed performance difference between hierarchical and non-
hierarchical WIP control is due to the control design used for release
and authorization, as the underlying dispatching rule for DRACO and
LC-P-FOCUS is the same. The results are presented in Fig. 7, which
shows that DRACO still outperforms LC-P-FOCUS on all performance
measures and, therefore, our conclusions remain unaffected. Fig. 7
only shows loose constant lead time allowances, as the performance
difference between DRACO and LC-P-FOCUS further increases when
lead time allowances are tight or dynamic.

6. Assessment of DRACO’s manageability

The main reason to reduce WIP levels is to enact more manageable
operating conditions because reducing WIP requires to use of a control
technique known as input/output (I/O) control (Wight, 1970). I/O is
arguably best captured by Wight’s 1970 admonition that ‘‘the input to
a shop must be equal or less than the output’’, as putting more orders
in the system – without increasing output – only increases congestion
8

and WIP. For manageability, this can lead to three appealing outcomes;
(i) predictable total throughput times (Bertrand and Muntslag, 1993;
Thürer et al., 2012), (ii) a transparent manufacturing system, and (iii)
effective order progress patterns (Hendry et al., 2013; Wight, 1970).
Although all these benefits are discussed in relation to hierarchical WIP
control methods (e.g., Bertrand and Muntslag, 1993; Oosterman et al.,
2000), Wight (1970) never proposed a hierarchical WIP control design.
Below, we discuss all three aforementioned manageability outcomes in
relation to DRACO and LC-POLCA, as LC-POLCA combines all aspects
that are needed for a hierarchical method to enact manageable oper-
ating conditions (e.g., see Thürer et al., 2012; Spearman et al., 2021;
Thürer et al., 2020; Bechte, 1988; Kingsman, 2000).

6.1. Predictable total throughput times

A WIP control method must ensure predictable total throughput
times for customer enquiry and material management. For customer
enquiry, ‘winning’ orders during the tendering process is – besides price
– driven by the length and the adherence to the promised (i.e., planned)
lead time allowance (Thürer et al., 2014, 2012). For (raw) material
management, WIP control methods are often embedded in a larger
planning structure (e.g., see Hopp and Spearman, 2004a for exemplary
structure). Examples are planning modules such as Material Require-
ments Planning (MRP) and Master Production Scheduling (MPS) that
coordinate long-term material planning. These planning modules com-
monly assume a constant lead time for all orders (Teo et al., 2012;
Missbauer and Uzsoy, 2021; Graves, 2021). Additionally, these modules
often operate deterministically making them prone to total throughput
times that are longer than planned, thereby hurting the modules’
effectiveness (Ioannou and Dimitriou, 2012; Whybark and Williams,
1976).

Predictable total throughput times is a multi-dimensional concept
where a key measure is percentage tardy (or service level in more
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Fig. 5. Performance of non-hierarchical and hierarchical WIP control methods for constant lead time allowance.
n

repetitive settings). To measure how much the total throughput time
deviated from the lead time, prior work used mean tardiness and mean
earliness — which is the time that an order is completed earlier than
planned. In the results section, we observed that DRACO, compared
to any of the tested hierarchical methods, was best able to adhere to
this lead time by having a low percentage tardy and mean tardiness.
However, we have thus far not discussed mean earliness. This latter
measure received much more attention in repetitive settings in the
form of Finished Good Inventory (FGI, Haeussler and Netzer, 2020;
Missbauer, 2020). Due to Little’s law (Little, 1961), mean earliness and
mean tardiness are proportional by a factor 𝜆 (mean arrival rate) to
mean FGI and mean backorders.

Discussing how DRACO performs on earliness (FGI) is complicated,
as DRACO reduces total throughput time in comparison with the hier-
archical methods (see Fig. 5). It is commonly overlooked that there is
an axiomatic relationship between the order’s total throughput (flow)
time 𝐹 , lead time allowance 𝐴 (regardless if they are set constant or
dynamic) and the resulting lateness 𝐿 = 𝐹 −𝐴. If we split lateness into
earliness 𝐸 = max{0,−𝐿} and tardiness 𝑇 = max{0, 𝐿}, it is easy to see
that

𝐹 + 𝐸 − 𝑇 = 𝐴. (11)

Due to stochasticity in the manufacturing system, 𝐹 , 𝐸, 𝑇 and 𝐴 are
andom variables. When these values are estimated, this relationship
hould be present in the results of mean total throughput (flow) time
𝐹 , mean earliness 𝐸, mean tardiness 𝑇 and the mean lead time al-
lowance 𝐴, which is already – implicitly – shown by empirical results
f Haeussler et al. (2022).

Except for Haeussler et al., 2022, the literature does not discuss
𝐹 ,𝐸 and 𝑇 at the same time. While percentage tardy is generally
sed, studies (Land et al., 2015; Thürer et al., 2012, 2019) that focus
9

on high-variety manufacturing settings discuss reductions in 𝐹 and 𝑇 ,
but rarely discuss 𝐸. Meanwhile, the literature that discusses more
repetitive environments discusses 𝐸 (FGI) and 𝑇 (backorders), but
eglects reductions in total throughput time 𝐹 (Haeussler and Netzer,

2020; Ragatz and Mabert, 1988; Spearman et al., 1990).
As in our study, virtually all prior works compare WIP control

methods under the assumption that mean lead time allowance 𝐴 are
equal for all methods (Thürer et al., 2012; Haeussler et al., 2022; Land
and Gaalman, 1998; Melnyk and Ragatz, 1989). While this allows to
compare differences in percentages tardy, this makes it impossible for
any WIP control method to simultaneously reduce 𝐹 ,𝐸 and 𝑇 – by
virtue of (11). Therefore, we need a different approach to understand
how total throughput time predictability is affected by changes in 𝐸
and 𝑇 while correcting for differences in 𝐹 . We propose to vary 𝐴
and compare methods given the same percentages tardy. Therefore,
reductions in 𝐹 have the advantage of a shorter 𝐴 but risk increasing
𝐸 and 𝑇 , or vice versa.

To execute such an analysis, we re-ran our simulation model and
varied the constant allowance 𝐶 to achieve 𝐴 = 26, 28,… , 44, 46. We
included DRACO and LC-POLCA with the release targets set to 18 and
4.5, respectively, to ensure underlying WIP levels closely match (recall
that the lead time tightness has little effect on mean WIP, see Fig. 5).
The results are presented in Fig. 8, where Fig. 8a and d show the mean
lead time allowance (𝑥-axis) and percentage tardy (𝑦-axis). Given a
certain percentage tardy (𝑥-axis), Fig. 8b and e show mean earliness
(𝑥-axis), 8c and f illustrate mean tardiness (𝑥-axis). The various lead
time allowances are connected for DRACO or LC-POLCA.

The results in Fig. 8 show that, compared to LC-POLCA, DRACO
results in more predictable total throughput times, regardless whether
lead time allowances are dynamic or constant. Fig. 8a and d show
that the percentage tardy is always lower for DRACO than LC-POLCA
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Fig. 6. Performance of DRACO, DRACO (𝐷), DRACO (𝐴 +𝐷), DRACO (𝑅 +𝐷) and FOCUS for loose constant and dynamic lead time allowances.
Fig. 7. Comparison of DRACO and LC-P-FOCUS for loose constant lead time allowances.
when they face the same mean lead time allowance. Given a specific
percentage tardy, DRACO can also operate with a shorter lead time
and lower mean earliness (8b and e) and mean tardiness (8c and f)
– especially for dynamic lead time allowances.

These results challenge prior literature, which argued that hierarchi-
cally putting release and authorization before dispatching made total
throughput times more predictable (Fredendall et al., 2010; Thürer
et al., 2012) by enforcing more stable and shorter queues (Fernandes
et al., 2020b; Thürer and Stevenson, 2021; Kingsman, 2000; Land and
10
Gaalman, 1996). In contrast, DRACO does not use such a hierarchy or
enforce stable and short queues.

6.2. Transparent manufacturing system

A transparent manufacturing system is created by ensuring low
and stable WIP levels over time. This allows managers to maintain an
overview and respond with short feedback loops (Oosterman et al.,
2000; Schultz et al., 1999). This ensures that quality problems be-
come more visible, enabling improvement efforts (Hopp and Spearman,
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Fig. 8. Predictive total throughput time analysis for constant and dynamic lead time allowances. The control methods are LC-POLCA with a workload limit of 4.5 and DRACO
with 𝜏 = 18. Note that 𝐶 = 46 indicates the longest lead time allowance.
2004b). Additionally, managers are less prone to ‘firefighting’ imme-
diate problems (see Hendry et al., 2013 for an illustrative example).
Transparency also enacts appealing behavioural outcomes; when they
have an overview, operators tend to sooner resolve productivity in-
terruptions together with their peers (Schultz et al., 1999). Maintain-
ing transparency is particularly challenging during temporal demand
peaks, as releasing not too much WIP preserves transparency.

To evaluate how the system’s transparency evolves over time, we
collected time-series data from an arbitrary simulation run with con-
stant loose lead time allowances. In this run, we picked a time frame
that includes both low and peak demand periods. The results are
illustrated in Fig. 9, which presents two graphs where each graph has
time on the 𝑥-axis and the number of orders or time on the left 𝑦-
axis depending on the curve. The order book size is all the orders
that are arrived but are not yet completed (i.e. |𝑂|), while WIP are
the orders that are released but not yet completed (i.e. 𝑤). To get a
general but temporal indication of performance, each graph presents
smoothed total throughput time, where each order’s total throughput
time is averaged with 50 proceeding and 50 successive total throughput
times.

The comparison between Fig. 9a and b shows that demand peaks
at around 750 time units, leading to an increase in the order book.
After this time, both LC-POLCA and DRACO ensure that WIP levels
remain low and stable as the order book expands. While this is a known
outcome of the hierarchical WIP control methods in general (Melnyk
and Ragatz, 1989; Thürer et al., 2012), Fig. 9b shows that the non-
hierarchical method DRACO also ensures low and stable WIP levels
— aiding a transparent manufacturing system. In the same Figures,
the grey horizontal line indicates the constant allowance 𝐶 = 42. It
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follows that if the smoothed total throughput times are above this grey
line that orders are delivered later than planned. Unlike LC-POLCA,
DRACO ensures that maintaining transparency during demand peaks
has a minor effect on performance as deviations between the lead
time and total throughput times are small. This reduces the need for
managers to expedite urgent orders.

6.3. Effective order progress patterns

Managing order progress patterns must ensure that order release
is timed precisely (Wight, 1970; Plossl and Wight, 1971; Land and
Gaalman, 1996). This timing considers how much of the lead time
allowance has passed, in combination with the expected time shop floor
throughput time — the time between order release and completion. As
shop floor throughput time increases proportional to the number of
operations, managing order patterns become more challenging when
the lead time allowance neglects the order’s number of operations —
as is the case for constant lead time allowances. In such a case, a
WIP control method must ensure that orders with many operations are
released earlier than orders with few operations.

To evaluate the resulting order patterns of DRACO and LC-POLCA,
we collected additional measures by repeating all simulation experi-
ments with constant loose lead time allowances. For each order, we
measured the shop floor throughput time (the time spend between
release and completion) and pool time (the time spend between arrival
and release) – note that the total throughput time equals the sum of the
pool and shop floor throughput time – and categorized orders based
on two dimensions. Firstly, we split orders based on their number of
operations (between one and six). Secondly, orders are put into the
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Fig. 9. Time series portraying WIP developments over time together with total throughput times. The control methods are LC-POLCA with a workload limit of 4.5 (9a) and DRACO
with 𝜏 = 18 (9b) whilst lead time allowances are constant and loose.
Fig. 10. Pool time and shop throughput time are categorized based on order book size at completion and the orders’ number of operations. The control methods are LC-POLCA
with a workload limit of 4.5 (10a) and DRACO with 𝜏 = 18 (10b) whilst lead time allowances are constant and loose.
category small and large order book size. Orders in the category small
(large) order book size are completed when there are fewer (more)
orders in the order book than the steady-state average order book size.
The resulting steady-state averages are presented in Fig. 10.

Fig. 10 indicates that DRACO (10b) manages progress patterns more
effectively compared to LC-POLCA (10a) for two reasons. Firstly, when
the order book is small, DRACO ensures that order pool times increase
when the number of operations decreases; orders with a single opera-
tion are kept the longest in the pool, while orders with six operations
are released almost directly upon arrival. The order release timing
by LC-POLCA shows a different pattern. Pool times do not increase
consistently for lower numbers of operations, as the highest pool times
12

are allocated to orders with three operations. As a result, orders with
one or two operations compete for capacity earlier but have longer
shop floor throughput times. Secondly, when we compare the small and
large order book size, all orders are kept longer in the pool when the
order book size is large. This especially applies to DRACO, where the
pool times for orders with one or two operations nearly triple when the
order book size is large. These observations challenge the idea that a
hierarchical design is needed to withhold orders from the system (Land
and Gaalman, 1996).

7. Conclusion

This study develops a non-hierarchical WIP control method for

manufacturers. Avoiding excessive WIP in manufacturing systems has
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been a major area of scholarly interest. WIP can be managed by three
control decisions which are release, authorization and dispatching.
Existing WIP control methods (e.g., Kanban, CONWIP, POLCA or LUMS
COR) all use a strict decision hierarchy, assuming that whether to
release or authorize an order should precede which order to dispatch.
This hierarchy is questionable as information uncertainty between local
and global levels – originally a reason for using this control hierarchy
– is reduced due to developments in Industry 4.0. In contrast, the non-
hierarchical WIP control method, termed DRACO, dynamically controls
release, authorization and dispatching by assuming the importance of
whether and which changes based on the system state. The simulation
results showed that DRACO significantly outperforms state-of-the-art
methods LUMS COR and POLCA on WIP levels and all delivery per-
formance measures. More specifically, DRACO could reduce WIP to
levels that are two times the critical WIP level needed in the same
system but without queues. This result is not earlier reported in the
high-variety manufacturing literature studying similar stochastic job
shop systems. When comparing the manageability of DRACO with a
hierarchical method (that included release, authorization and dispatch-
ing), we found that DRACO results in (i) more predictable throughput
times, (ii) a manufacturing system that is just as transparent, and (iii)
more effective progress patterns. As a result, our research indicates that
there is neither performability nor manageability justification for a WIP
control hierarchy. This questions the hierarchical design used by WIP
control methods developed over the last 40 years.

7.1. Managerial implications

Technologies proposed by the Industry 4.0 literature, such as
widespread and interconnected sensor networks, allow sharing of local
and global information in real-time (Frank et al., 2019). This enables
production control decisions at a local work centre at the latest mo-
ment, while incorporating all relevant global system state information.
Unlike traditional hierarchical WIP control methods might suggest, this
can be done with a non-hierarchical production control design. In this
paper, we found that such a design can also have a strong performance
benefit by reducing WIP levels and improving delivery performance.
Moreover, a non-hierarchical design enhances the manageability of
the system by ensuring predictable throughput times, a transparent
manufacturing system and effectively managed order progress patterns.
This leads to the most important managerial implication of this paper;
from a production control perspective, the benefit of Industry 4.0 for
production control can be captured by altering the organization of
production control to a non-hierarchical design.

7.2. Limitations & future research

Our simulations have been restricted to a job shop system that
assumes that every work centre can be the starting point of the or-
ders routing, allowing to release orders at every work centre. This
differs from a flow-shop-like system, common in repetitive manu-
facturing, where the directed flow limits release to the first work
centre. Preliminary simulation results using this flow line layout sug-
gest that our conclusions remain unaffected, similar to the observations
made by Kasper et al. (2023) that only used the dispatching element
of DRACO. However, future research is needed to provide further
evidence and insights. We choose to test DRACO in a complex manufac-
turing system with multiple work centres and stochasticity in demand,
routing and process times. While this reveals DRACO’s performance
in systems that approach real-life complexity, it prohibited us from
obtaining analytical insights. Future research could focus on more
simple systems to obtain for more fine-grained understanding. A further
limitation is that we did not optimize the weights to maximize the effect
of release, authorization or dispatching. Preliminary weight optimizing
simulation tests showed results close to the performance frontier ob-
served earlier in Fig. 6 for DRACO and its sub-variants. Giving a higher
13
weight to release considerations reduced WIP levels but deteriorated
delivery performance similar to decreasing the WIP limit, whilst the
opposite occurred when the weight for dispatching is increased. In turn,
increasing the weights of authorization had a minor effect, which is in
line with the relatively small influence of authorization using POLCA
and DRACO (𝐴 + 𝐷). Nonetheless, more research is needed to better
understand the role of DRACO’s weights.
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