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Abstract

In this paper we review four fuzzy extensions of the so-
called tight pair of covering based rough set approxima-
tion operators. Furthermore, we propose two new ex-
tensions of the tight pair: for the first model, we apply
the technique of representation by levels to define the
approximation operators, while the second model is an
intuitive extension of the crisp operators. For the six
models, we study which theoretical properties they sat-
isfy. Moreover, we discuss interrelationships between
the models.
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1. Introduction

To analyze incomplete information, Pawlak [1] pro-
posed the theory of rough sets, which has a widespread
application in artificial intelligence, data analysis and
pattern recognition. Originally, Pawlak designed his
model using an equivalence relation to describe the in-
discernibility between objects. This way, a set can be
approximated by a lower and upper approximation. The
former consists of equivalence classes which are in-
cluded in the set, while the latter consists of equivalence
classes which have a non-empty intersection with the
set. However, the use of an equivalence relation may be
too strict for the applications. Therefore, many general-
izations of Pawlak’s model which use coverings instead
of a partition have been presented. The first authors
proposing covering based rough sets were Zakowski [2]
and Pomykata [3]. Yao and Yao presented an extensive
survey on covering based rough sets in 2012 [4].

During the last decades, not only the research of
rough set models flourished. Hybridizations of rough
set theory and fuzzy set theory introduced by Zadeh [5]
have been a trending topic in many fields. Several au-
thors have proposed fuzzy covering based rough set
models [6, 7, 8, 9, 10]. In this paper, we discuss four
models which are all extensions of the so-called tight
pair of covering based rough set approximation opera-
tors [11]. Moreover, we introduce two new extensions
of the tight pair. We study theoretical properties of the
models, as well as interrelationships between the mod-
els.

The outline of the paper is as follows: in Section 2, we
recall the basic concepts of covering based rough sets
and fuzzy sets and a non-nested level-based represen-
tation of fuzzy concepts. In Section 3, we discuss six

fuzzy covering based rough set models which all extend
the tight covering based rough set model from a theo-
retical point of view. Moreover, in Section 4, we study
interrelationships between the six models. Conclusions
are stated in Section 5.

2. Preliminaries

In this section, we recall basic notions on covering based
rough sets, fuzzy sets and the technique of representa-
tion by levels. We will assume that the universe U is a
finite, non-empty set.

2.1. Covering based Rough Sets

In 1982, Pawlak introduced rough set theory to deal with
uncertainty due to incompleteness and indiscernibility in
information systems [1]. An equivalence relation E on
the universe of discourse U is used to describe the indis-
cernibility between the elements of the universe. Based
on the relation E, the lower and upper approximation op-
erators of a subset A C U are defined. The former con-
tains all the elements certainly belonging to the set A,
while the latter contains the elements possibly belong-
ingto A.

Definition 1. [1] Let E be an equivalence relation on U.
The lower and upper approximation operator based on
E, denoted by apr, and aprg, respectively, are defined
as follows, for A CU:

apr,(A) = {xeU|[x]g CA} )
UK eU/E | [Me €A}, ()
aprp(A) = {xeU|[xgNA#0} 3)

U{e € U/E | [XlenA#0}, (4)

where |x|g represents the equivalence class of x by E
and the quotient U |E the set of equivalence classes.

Equations (2) and (4) are sometimes called the gran-
ule based definitions of Pawlak’s rough set model [4].
For an equivalence relation E, the equivalence classes
[x]g form a partition of the universe U. A generaliza-
tion of Pawlak’s model is obtained when the partition is
replaced by a covering:

Definition 2. Let C={K; CU | K; # 0,i € I} be a col-

lection of non-empty subsets of U for a finite index set I,

then C is called a covering if .UIK,- = U. Moreover, the
e

ordered pair (U,C) is called a covering approximation
space.
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Zakowski [2] was the first to define a straightfor-
ward generalization of the granule based definitions of
Pawlak’s model, by replacing the partition U/E by a
more general covering C. However, the lower and upper
approximation operators defined by Zakowski were not
dual to each other. Therefore, Pomykata [3] adopted the
definitions of Zakowski and introduced their dual oper-
ators:

Definition 3. [3] Let (U,C) be a covering approxima-

tion space. Two pairs of dual approximation operators

(@éc,aT)r(C) and (@%,aT)r{é) are defined as follows:

apr(A) = [J{KeC|KCA}

= {xeU|(FKecC)(xeKNKCA)},
aprc(A) = co(apry(co(4)))

= {xeU|(VKeC)(xe K=KNA#0)},
apr’’(A) = co(aprl(co(4)))

= {xeU|(VKeC)(xeK=KCA)},
pr(4) = (K eC|KNA#0}

— [xeU|(EKeC)(xeKAKNA#D)),

for A C U and co the set-theoretic complement.

The pair (@&:,Tm{c) is often called the tight
pair of covering based approximation operators, and
(apr{.,aprg) is called the loose pair [11].

In this paper, we focus on the fuzzy extensions of
the tight pair (@:C,Tm&:). Since we no longer use an
equivalence relaton to define the operators, not all prop-
erties of the model of Pawlak are satisfied in the cov-
ering approximation space (U,C). For example, it no
longer holds that apr,(A N B) = apr;,(A) Napr;.(B) for
A,B C U. The properties which are satisfied by the ap-
proximation operators @gc and apr. are listed in Ta-
ble 1. Note that C C C" if and only if VK € C: K € C'.

2.2. Fuzzy Set Theory

Fuzzy set theory was introduced by Zadeh [5] in 1965
in order to model vagueness in information systems.

Definition 4. [5] A fuzzy set A in the universe U is a
mapping A: U — [0,1]. The set of fuzzy sets of U is
denoted by F (U). Given a € [0, 1], the weak o.-level set
of A is the crisp set A = {x € U | A(x) > at}. Moreover,
for a €10,1], the (fuzzy) constant a-set & is defined by
O(x)=aforallxeU.

In the crisp case, the only constant o-sets are 0 = 0
and 1 = U. Below we discuss fuzzy logical connectives
which are the fuzzy extension of the Boolean ones.

Definition 5. A conjunctor € is a mapping € - [0,1]> —
[0, 1] which is increasing in both arguments and satis-
fies the border conditions of the Boolean conjunction.
It is called a border conjunctor if €(1,a) = a for all
a € [0,1]. A commutative and associative border con-
Jjunctor is called a t-norm and is denoted by 7.

An implicator % is a mapping % : [0,1]> — [0,1]
which is decreasing in the first argument and increas-
ing in the second, and which satisfies the border condi-
tions of the Boolean implication. An implicator is called
border if #(1,a) = aforalla € [0,1].

Furthermore, a negator 4" is a decreasing mapping
A2 [0,1] = [0,1] such that A (0) =1 and A (1) =
0. A negator is called involutive if for all a € [0,1],
N (A (a)) = a. The standard negator is defined by
Ns(a) =1—aforacl0,1].

Given a negator ./, the .4 -complement of a fuzzy
set A is the fuzzy set co_y (A) defined by, for x € U,
(cor (A))(x) = A (A(x).

In order to extend the rough set models to the fuzzy
setting, we recall some notions of fuzzy relations and
fuzzy coverings.

Definition 6. A fuzzy relation R € # (U x U) is called
serial, if WVx € U)(3y € U)(R(x,y) = 1) and it is called
reflexive if (Vx € U)(R(x,x) = 1). Given a fuzzy rela-
tion R, the foreset Rx of an element x is a fuzzy set in U
defined as follows: ¥y € U: Rx(y) = R(y,x).

In literature, different definitions of fuzzy coverings
are proposed in [6, 12]. However, we will use the fol-
lowing one, where the condition UC = U is maintained
for infinite coverings.

Definition 7. Let I be an (infinite) index set. A collec-
tion C={K; € F(U) | K; # 0,i € I} is called a fuzzy
covering, if for all x € U there exists a K € C such that
K(x) = 1. If C is a fuzzy covering, then the ordered pair
(U,C) is called a fuzzy covering approximation space.

Note that the set {Rx | x € U} for R a serial fuzzy
relation is a fuzzy covering.

2.3. Technique of Representation by Levels

In 2012, Sanchez et al. [13] introduced a non-nested
level-based representation of fuzziness. The idea is
to describe a fuzzy concept with crisp representatives,
each one being a crisp realization under a certain condi-
tion [13]. Different levels of restriction are considered,
with the levels in [0,1], where level 1 is the most re-
strictive level. Level O represents no restriction at all,
but it will not be taken into account in the representa-
tion. Since humans can only distinguish a finite set of
levels, for each fuzzy concept it is assumed that there
exists a finite set of levels & = {a;,0n,...,0,} with
l=a1>0m>...>0,;,> 0,1 =0andm > 1.

A fuzzy concept A is described by a representation by
levels (RL) (A4, pa) if Ay is a finite set of levels and
pa: Ay — P(A) is a function which projects each level
« on a crisp subset of A. The set of crisp representatives
Q4 of RL (Ay,pa) is given by Q4 = {pa(@) | @ € Ay}
Note that a fuzzy set A can be seen as a special case of
RL: let Ay = {A(x) | A(x) >0} U{1} and ps(a) = Agy
for each o € Ay4.

The crisp representatives on each level are indepen-
dent of each other. Moreover, they are not necessarily

nested, i.e., o« > 3 A p(a) 2 p(B).



(D) Duality

apr(4) =

co(apr(co(A)))

(INC) Inclusion

/ anr
apri.(A) CA Capr(A)

(SM)  Set Monotonicity

A C B = apr,.(A) C apr,.(B),aprc(A) C apr(B)

(CM) Covering Monotonicity

C CC' = aprl(4) C apr, (A). 3Ty (A) C apr(A)

(ID) Idempotence

apry.(apri.(A)) = apri.(A), apr¢ (aprg(A)) = aprc(A)

(UE)  Universe and Empty Set  apr.(U) =

U = apig(U), apry, (0) = 0 = apre(0)

Table 1: Properties of (@f@aipréc) for the covering approximation space (U, C)

Although this technique is useful to represent fuzzy
information, it is not easy to interpret by humans. There-
fore, it is possible to obtain a fuzzy set that summarizes
the information given by the RL: let (A4, p4) be an RL
associated with a fuzzy concept A, then the fuzzy sum-
mary v4: U — [0, 1] is given by

Y ( Y (- Oti+1)>
YeQulxeY \ai|Y=pa(x)
) (0 — Qlit1).

aEAA|xEPA(0t;)

va(x)

Considering operations on fuzzy concepts, this tech-
nique will allow to perform the associated crisp opera-
tions on each level of the RL. Let f: Z2(U)" — 2(U)
be a crisp operation, then f is extended to RLs in
the following way: let (A1,Az,...,A,) be fuzzy con-
cepts in U with for each A; an RL (Agx;,p4;), then

f(A1,Az,...,A,) is a fuzzy concept in U represented by
(Af(a1 Aa,...40)2 Pf(A1 As,...An) ) WheTe
AfAl Ay )l U AA
1<i<n

and Vou € Aga, 4,,...A,)

PFAL Ag,ntn) (0) = (P, (@), P4, (@), .., pa, (@)

Therefore, we have the following proposition:

Proposition 1. [13] Operations on RLs satisfy all the
properties of the Boolean logic.

In other words, all properties that hold for a crisp con-
cept, will also hold for its fuzzification, when RLs are
used. This is the main advantage of non-nested level-
based representations.

3. Extensions of (@(C,aT)r(C)

In this section, we study different fuzzy covering based
rough set models which extend the crisp operators
(@{C,Tpr&) That is, if the covering C and the approxi-
mated set A are crisp, the fuzzy covering based approxi-
mation operators coincide with (apr’ ,aprg).

For each model, we discuss Wthh properties of Ta-
ble 1 are maintained. Note that in a fuzzy setting, the
property (UE) is extended to the property (CS):

(CS) Va € [0,1]: aprl(6) = & = apre(@).

Some authors specified the fuzzy logical connectives
they used in their model, while others used a general
t-norm 7 and an implicator .#. In order to obtain a
relevant comparison, we will study the properties of the
models for the following choices of logical connectives
if applicable:

e A left-continuous t-norm .7 and its R-implicator
7 defined by, for a,b € [0,1],

j?(avb) :sup{c € [0’1] | y(avc) < b}

The couple (.7, .75 ) satisfies the residuation prin-
ciple [14]:

Va,b,c €[0,1]: I (a,b) <ce I5(a,c) > b.

e The minimum t-norm Jj(a,b) = min(a,b) and the
Kleene-Dienes implicator .Zxp(a,b) = max(1 —
a,b), for a,b € [0,1].

3.1. Model of Li et al.

The first fuzzy covering based rough set model we dis-
cuss, was introduced by Li et al. in 2008 [6].

Definition 8. [6] Let (U, C) be a fuzzy covering approx-
imation space, J a t-norm and % an implicator, then
the pair of fuzzy operators (@;C LpaT’r;C.Li) is defined
as follows: letA € F(U), x € U,

(apry, ;(4))(x) = sup T (K (x), Inf I (K(y),AL));

KeC
(@pTei(A)) (x x) = inf 7 (K(x),supT (K(),A(y)))-
eC yeu

This model was proposed by the authors to define a
more general model than the model discussed in [15],
where the covering C = {Rx | x € U} was used, for a
serial fuzzy relation R.

Next, we discuss the properties of this model for
the cases (7 ,.#5) and (9, -Zkp). Note that origi-
nally, Li et al. considered a continuous t-norm and its
R-implicator.

3.1.1. Left-continuous t-norm and its R-implicator

Assume (7, .9) = (7, .77) with 7 left-continuous.



Proposition 2. Let A" be an involutive negator. If for all
x€U, I7(x,0) =4 (x), then (@;(:,Li’aT’rQCLi) satisfies
(D) with respect to A . Furthermore, (@C Li,aT)rEC’Li)
satisfies (INC), (SM), (CM) and (ID). '

Proof. (D), (INC), (SM) and (ID) are proved in [6],
while (CM) follows directly from the definition. O

Proposition 3. The pair (@;C,LVTPI.ECJJ) satisfies (CS).

Proof. Take a € [0, 1]. Since (INC) holds, it is sufficient
to prove that @;C (&) 2 & and aT)rEQLi(d) Ca. Let
x €U and K* € C such that K*(x) = 1, then
(apry (6))(x) > 7 (K" (x), inf 7 (K" (y), @)
= 1, inf & (K" = inf #(K*
70, inf # (K (), @) = inf # (K" (), )
>inf 4 (1,0) = «,
yeU

where we have used that K*(y) < 1 forall y € U, and the
fact that an R-implicator is border [14].
The proof for apr. ;;(&) C @& is analogous. O

Note that in [6], (CS) was stated given that the cover-
ing C was normalized, i.e., (VK € C)(Ix € U)(K(x) =
1). This condition was necessary, since Li et al. defined
a covering C as follows: let C be a family of non-empty
fuzzy sets in U, then it is a covering if UC = U. How-

ever, in this case it is not guaranteed that (Vx € U)(3K €
C)(K(x)=1).

3.1.2. Minimum t-norm and Kleene-Dienes implicator
Assume (7 ,.9) = (I, -Ikp)-

Proposition 4. The pair (apr, L»@PTc ;) satisfies (D)
with respect to Ns and the operators satisfy (SM) and
(CM) as well.

Proof. Straightforward from the definitions. O

The properties (INC), (ID), (CS) and (UE) do not
hold.

Example 1. Let U = {x,y}, C = {K|,K»,K3} with
Ki(x) =1 and K,(y) = 0.6, K»(x) = 0.4 and K»(y) =
I, K3(x) = 0.2 and K3(y) =0.7. Take A = U, then
(8D . 15(4)) (x) = 0.8 and (3DF..y,(4))(3) =0.7. Hence,
Ag aT)rEC,Li (A). Thus, (INC), (UE) and (CS) do not hold.
Furthermore, (ID) does not hold, since

(aprc L (@PTc 1i(A))) (x) = 0.7 # (AP 1;(A)) ().

3.2. Model of Feng et al.

The next model we discuss, is the model of Feng et al.
[7]. Feng et al. used the induced covering of a fuzzy
covering C. Given a covering C, then for each x € U, let

K.=n{KeC|K(x) =1}, ©)

then Cov(C) = {K, | x € U} is a fuzzy covering of U as
well, called the induced covering of C.

Definition 9. [7] Let (U,C) be a fuzzy covering ap-
proximation space, then the pair of fuzzy operators
(@@Fe,aipr;c’pc) is defined as follows:

(apr, 1 (4))(x) = inf max(1 ~ K.(3),A(5),

(aPTc e (A)) (x) = supmin(Ky(y), A(Y)),
yeU

forAe Z(U), x € U and K, as defined in Equation (5).

Note that this model is a fuzzy extension of the tight
pair for the induced covering of a crisp covering C,
i.e., if C is a crisp covering, then (@;C,Fe’aiprécfe) =

(@lcov((c) ’ apr/Cov((C) )

This model is very much alike to the relation based
fuzzy rough set model of Dubois and Prade [16, 17]. In-
deed, if for all x € U the fuzzy set K, of the induced
covering Cov(C) is equal to the foreset Rx for a reflex-
ive relation R, then the model of Dubois and Prade is
obtained.

Note that Feng et al. specifically use the minimum t-
norm and the Kleene-Dienes implicator. Therefore, it is
only useful to study the properties of the model for these
fuzzy logical connectives.

Proposition 5. The pair (@C Fe,aT)rEC’Fe) satisfies (D)
with respect to Ns and the properties (INC), (SM), (CM)
and (CS). It satisfies (ID) if and only if
Vx,z € U: supmin(K,(y),Ky(z)) = K«(2).
yeU
Proof. The properties (D), INC), (SM), (CM) and (CS)
are proved in [7]. The proof that property (ID) is satis-

fied, given the condition, is pursued from the following
observations:

(DT, o (3T (A)) (3)

= in[g max (1 —supmin(K,(y),Ky(z)),A(z))
z€ yeU

and
(8P e (BPTC e (4))) (%)

= supmin(supmin(K(y),K,(z)),A(z))
zeU yeu

3.3. Model of Inuiguchi et al.

Next, we study the model of Inuiguchi et al. [8, 9]. They
used the following logical connective: let .# be an im-
plicator, then £[.#]: [0,1]* — [0, 1] is defined by

Va,b e [0,1]: £[F](a,b) =inf{c €[0,1]| & (a,c) > b}.

&[#] is a conjunctor if Va € [0,1[: §[.#](1,a) < 1 [9].

Furthermore, note that .# needs to be upper semi-
continuous, which is the same as to require that .
is left-continuous in the first parameter and right-
continuous in the second, in order to have the following
equivalence [8]:

Va,b,c € [0,1]: §[F](a,b) <ce SF(a,c) > Db



The model of Inuiguchi et al. is given in the following
definition:

Definition 10. [8, 9] Let (U,C) be a fuzzy covering
approximation space, ¥ an upper semi-continuous im-
plicator and A an involutive negator, then the pair of
fuzzy operators (@;C’In,a*pr&:_’m) is defined as follows:
letAe #(U), xeU,

(01, (4))(5) = sup 1] (KL, nf 5 (K(3).AD)) ).

(apTc 1 (A)) (x) = coy (apre, | (co_y (A))) (x).

In [8] and [9], a collection .# C % (U) was used to
define the operators. However, we will always assume
that the collection .% is a covering.

In order to study the properties, we assume that .# is
either the R-implicator of a left-continuous t-norm, or
the Kleene-Dienes implicator.

3.3.1. Left-continuous t-norm and its R-implicator

Assume .# = .# 4 for a left-continuous t-norm .7. Note
that every R-implicator is upper semi-continuous [8].

In this case, the model of Inuiguchi et al. coincides
with the model of Li et al. defined in Definition 8. To
see this, we prove the following proposition:

Proposition 6. Let 7 be a left-continuous t-norm and
S its R-implicator; then §| I 7] = 7.

Proof. Take a,b € [0,1], then

E[I7)(a,b) = inf{c€[0,1]] F7(a,c)>b}
= inf{ce€[0,1]| T(a,b) <c}
= 9(a7b)7

since (7, .77 ) satisfies the residuation principle. O
Therefore, we can conclude the following

Corollary 1. Let 7 be a left-continuous t-norm and
Sz its R-implicator, then

(@C,In ) aT)r(C,In) - (@C,Li ) TI)I'C7L1) .

Hence, the properties of (@;C_’m,aim;c’m) in the case
of an R-implicator based on a left-continuous t-norm can
be obtained from the results in Section 3.1.1.

3.3.2. Minimum t-norm and Kleene-Dienes implicator

Assume . = Jxp, then

& Ikp|(a,b) = {2 1:3?:

Note that &[#kp] is a border conjunctor, but not a t-
norm. The Kleene-Dienes implicator is upper semi-
continuous [8].

Proposition 7. The pair (@;C_In,a*m@n) satisfies (D),
(INC), (SM), (CM) and (ID).

Proof. Properties (D), (INC), (SM) and (ID) are proved
in [8] and [9], (CM) follows from the definitions. L]

Furthermore, the (CS) property is fulfilled.

Proposition 8. The pair (@;C’In,a*prgc’m) satisfies (CS).

Proof. We will only prove (CS) for the lower approx-
imation operator, since (@;C In,a*pr(’mn) are dual. Let
o €10,1] and take x € U. As C is a covering, let K* € C
with K*(x) = 1. Since (INC) holds, we only need to
prove that (@(’C (@) (x) = a:

(apr. ,(60)(0) = ELSp)(K" (), inf S (K (3), 1)
— £ Fol(1, inf max(1 - K (2), 1)

= inf 1-K*(y),a) > info = a.
ylgumaX( ), )_ylgu

Hence, (CS) is satisfied. O]

3.4. Model of Wu et al.

The next model we discuss is introduced by Wu et
al. [10] in 2012. It is inspired by the use of weak «-
level sets for K € C.

Definition 11. [/0] Let (U,C) be a fuzzy covering
approximation space, then the pair of fuzzy operators
(@;C Wu,aT)rEC‘wu) is defined as follows: let A € F(U),
xeU,

(apr v, (A) (x) = supinf{A() | K() 2 K(x),y € U,

(@ wa(A)) () = inf sup{A () | K() 2 K(2),y € U},

As with the model of Feng et al., Wu et al. did not
use fuzzy logical connectives to define the model. The
properties are discussed in the next proposition.

Proposition 9. The operators @;C — aT)r(’QWu sat-
isfy (D) with respect to N5 and they satisfy (INC), (SM),
(CM), (ID) and (CS).

Proof. Properties (D), (INC), (SM), (CM) and (CS) are
stated in [10]. It is straightforward that (CS) also holds.
O

3.5. Representation by Levels

A possible way to construct a fuzzy extension of the
crisp operator @éc, is to apply the technique of repre-
sentation by levels stated in Section 2.3:

Definition 12. Let (U,C) be a fuzzy covering
approximation space and A a fuzzy set. The



B

fuzzy set apr

apr,, .o (A) is represented by the RL

(A@;C.RBL(AVPE(’QRBL(A))’ with
i g (4) T AaUAc,
p@;C.RBL(A)(a) = U{Ky|Ke€C,Ky CAy},

for all a € A@&,RBL( a)- To obtain the membership de-

B

gree of x in apr, (A), we compute the fuzzy summary:

C,RBL
(@Pre e AN = X (o= o).
aiEAﬂgc,RBL<A) |
Xep@b,RBL(A) (@)

The upper approximation operator aipréc_RBL(A) is ob-
tained in a similar way, by taking

Papt . (4) (8) = 0(Papr - (cofa)))
for each o € /\g(vC oL (A"

It is clear that for a crisp set A and a crisp covering C,
the crisp sets (apr;.(A),apri(A)) are obtained.

By construction, the model satisfies all properties:
Proposition 10. The pair (@(’C’RBL,aT)rEC?RBL) satisfies
(D), (INC), ($M), (CM), (ID) and (UE).

Proof. Immediate consequence of Proposition 1. O

3.6. Intuitive Extension

The final model we discuss is an intuitive extension of
(@:c,aT)r{C). The lower approximation operator is ob-
tained by replacing the union by the supremum, and by
taking the membership degrees of x into account. We
introduce it in the following definition:

Definition 13. Let (U,C) be a fuzzy covering approxi-
mation space and AN an involutive negator, then the pair
of fuzzy operators (apr, | - APTc g, ) is defined as fol-
lows: letAe F(U),xe U,

(aprg, 1, (A)) (¥) = sup {K(x) | K C A}

(APTC puex () () = co_y (apry, | (co_y (A))) ().

It is clear that for a crisp covering C and a crisp set
A the pair (@:C,Tpr@ is obtained. A drawback of this

model is that it is quite extreme: if VK € C: K ¢ A fora
given A € .Z (U), then @(’C i A) =0.

We study its properties in the following proposition.
Proposition 11. The pair (@&JHEX,W@HEX) satisfies
(D), (INC), (M), (CM), (ID) and (UE).

Proof. The properties (D), (INC), (SM) and (CM) fol-

low immediately from the definition. (ID) follows from
the fact that K C apr, (A) & K C A. Finally, (UE)

C,InEx(m)(x) =sup® =0and
(apre. 5, (U)) (%) > K*(x) = 1, with K* € C such that
K*(x) = 1. .

C,InEx
holds since for x € U, (@

Although (apr,, ,aPT¢ g, ) satisfies (UB), it does
not satisfy (CS): 7

Example 2. Let U = {x,y} and C = {K|,K2} with
Ki(x)=Ky(y) =1land K,(y) = Kz(x) =0.3. Let A= &
with o« = 0.4, then neither K| nor K, is included in A.

Hence, (apr., . (A))(x) = sup® = 0.

3.7. Summary of the Properties

In Table 2, we give an overview of the properties for
the different fuzzy covering based rough set model dis-
cussed in Section 3. The symbol v* indicates that the
property is satisfied, while the symbol X indicates that
the property is not satisfied. If v¢ is denoted, then the
property is satisfied given a certain condition.

The properties (SM) and (CM) are satisfied by all
models. The model of Inuiguchi et al. with the use of
the Kleene-Dienes implicator and the model using the
technique of representation by levels satisfy all proper-
ties without extra conditions. The model of Li et al. with
the connectives (Jy, Zkp) is not preferable from theo-
retic point of view, since it does not satisfy (INC), (ID),
(CS) and (UE).

4. Interrelationships between Fuzzy Extensions of
(apr/.,apre)

In this section, we study different interrelationships be-
tween the models stated in Section 3. We discuss
whether the approximation operators of the different
models are comparable. We restrict ourselves to the dis-
cussion of the lower approximation operators. Due to
duality, similar results can be obtained for the upper ap-
proximation operators. Two lower approximation op-
erators are comparable, if one can be included in the
other. Again we will distinguish between (.7, .75 ) with
T left-continuous and (T, Zkp), if applicable.

Firstly, the lower approximations of the intuitive ex-
tension, the model based on representation by levels and
the model of Wu et al. are comparable as stated in the
following two propositions:

Proposition 12. Let C be a covering and A € . (U),

then apr, (A) C apr,

C,InEx C,RBL (A)

Proof. If there is no K € C with K C A, then
@;C’IHEX (A) = 0, thus the inclusion holds.

On the other hand, take K € C with K C A, then for
all @ € [0,1], Ko C Ag. We need to prove that for x € U,
K(x) < (apry, gy (A)) ().

If K(x) — 0, then the inclusion holds, so assume
K(x) =y with y # 0. For all o < 7 it holds that
K(x) > a, hence x € K4. Since Ko C Ay, we obtain
that x € Papr’, o ( a(@).

Let A@(’C,RBL(A) = {a],az,...,am} with o > Oy

for all 1 <i<m and a1 = 0. Since K(x) =¥,
ve Aaprgc (A)- Therefore, there exists a 1 <i < m such
X C,RBL

that y = ;. By the fact that x € Papr, RBL(A)((X) for all
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Table 2: Overview of the properties for the fuzzy approximation space (U, C)

o < 7 and the definition of fuzzy summary, we obtain
that

(40’ (4)) ()
> (0 — Oi1) + (@it — O2) + o+ (G — Qr1)
Therefore, K (x) < (apr(C REL (A))(x). O
Proposition 13. Let C be a covering and A € F(U),
then apr(C rpL(A) € @C’Wu(A).
Proof. Take x € U. If there is no & € Ay, (4 such
—~ C,RBL

L<A)( ) then (apr(c RBL(A))ﬁx) =0 and

thus, (apr, g (4))(x) < (apr(C WU(A))(X)-
On the other hand, let a* € A o () be the largest

that x € ;
papr(C.RB

level such that x € Papr, o ( a(a ) We will prove that

(aplr(C rpL(A) () < o and & < (apr,, o (4))(x).
For the first inequality, note that (apr(C rpL (A) ()
(a)(@) for all o <

a*, ie., if x is in all crisp representatives for the lev-
els o < a”. Denote A, ={oy,0,...,04} with

o; > ;g forall 1 <i < m and 01 = 0. Then there
exists a 1 <i <m such that a* = o. Hence,

reaches its maximum if x € p,
L(C.RBL

(AP, gy (4)) (%)
< (0 — 1) + (01 — Qi)+ (O — Ouy1)
=o; =a*.
For the second inequality, since x € papr(C (4) (o),
RBL

there exists a K* € C with K. C Ag+ and x € Kj..
Moreover, for every y € U with K*(y) > K*(x), it holds
that y € K., and thus y € Ag+. Therefore,

(3pr. v, (4))(x) > inf {AG) | K" () > K* ()}
> inf{a’ |K'(y) > K'(9)} ="

Ot*’

This completes the proof. O

Secondly, the model of Feng et al. is incomparable
with the model of Wu et al., the model based on repre-
sentation by levels and the intuitive extension.

Finally, for comparing the models of Li et al. and
Inuiguchi et al. to these four models, we distin-
guish between (7, %5) with J left-continuous and
(Im, FkD)-

4.1. Left-continuous t-norm and its R-implicator

In this case, the model of Inuiguchi et al. coincides with
the model of Li et al., so we only discuss comparability
with the latter one. The model of Li et al. is comparable
with the intuitive extension:

Proposition 14. Ler C be a covering and A € F(U),
then for a left-continuous 7 and its R-implicator it
holds that apr A) C @;C L (A).

Proof. Define C' = {K € C| K C A} C C, then for all
K € C' it holds that ingjy(K(y),A(y)) =1 (see [14]).
ye

Therefore, we obtain for x € U that

(CIE(

(aprc, ;(4))(x) > sup 7 (K(x), inf 77 (K(3).AG)))
= sup 7 (K(x),1) = sup{K(x) | K € C'}
KeC

=sup{K(x) | K€ C,KCA} = (apr(C InEx(A))(x)'

This completes the proof. O

The model of Li et al. is incomparable with all other
models for the logical connectives (.7,.75) with
left-continuous.

4.2. Minimum t-norm and Kleene-Dienes
implicator

For the logical connectives (Jjy, Zkp), the model of Li
et al. and Inuiguchi et al. are incomparable. Both mod-
els are also incomparable to the model of Wu et al., the
model based on representation by levels and the intuitive
extension. However, both models are comparable with
the model of Feng et al. if the induced covering of C is
used:

Proposition 15. Let C be a covering and A € F(U),
then for . the minimum t-norm and % the Kleene-
Dienes implicator it holds that

(a) @C,Fe(A) CaprCov( C),L 1(A)’



(b) @C,Fe (A> < @COV(C),In (A)

Proof. To prove (a), take x € U. For K, € Cov(C) it
holds that K, (x) = 1, so we have that

<@;30v((:),Li (A) ) (x)

> min(Kx(x),yiglf]maX(l —K(y),A(»)))

= infmax(1-K:(»),A0)) = (apre g (4) (x)-

The proof of (b) is analogous. 0

Note that it is necessary to use the induced covering
of C in the models of Li et al. and Inuiguchi et al., since
both models are incomparable with the model of Feng et
al. if C # Cov(C).

5. Conclusion and Future Work

We have discussed six different fuzzy covering based
models. The models of Li et al. and Inuiguchi et al. co-
incide for (.7, .#) with 7 left-continuous. Moreover,
we have studied which properties of the tight covering
based rough set model still hold for the different models.
Only the model of Li et al. combined with the connec-
tives (I, Fkp) is not very interesting from theoretical
perspective.

Additionally, we have discussed interrelationships be-
tween the models. The model of Wu et al., the model
based on representation by levels and the intuitive exten-
sion are always comparable. The models of Li et al. and
Inuiguchi et al. are comparable with the intuitive exten-
sion for (7, .#7) and with the model of Feng et al. for
(Im,-Zkp) and Cov(C).

Future work includes the study of fuzzy extensions of
the loose pair of covering based rough set model, as well
as the research of new fuzzy covering based rough set
models. Moreover, we are interested in the applicability
of fuzzy covering based rough sets in feature selection
[18].
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