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Abstract: This work presents a linear, constrained, multivariable predictive control strategy,
i.e. EPSAC (Extended Prediction Self-Adaptive Control) applied to a train of three distillation
columns. The columns are used to obtain the carbon isotope 13C used widely in medicine
and specific industries. The oversimplified models of the three columns stem from a real-life
plant designed and constructed in the National Institute for Research and Development for
Isotopic and Molecular Technologies, in Cluj Napoca, Romania. The simulation results suggest
the strategy is applicable to this process.
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1. INTRODUCTION

There are only a few research centres in the world con-
cerned with such isotope separation processes. In Romania
the only research center in this domain is the National
Institute for Research and Development for Isotopic and
Molecular Technologies Cluj-Napoca (NIRDIMT). Here
was conceived, designed and built such a separation equip-
ment for the 13C enrichment process, becoming one of the
very few European centres or countries where is produced
this isotope. There is a lack in the literature of papers
concerned with the isotope separation processes due to
safety and copyright issues. There are no scientific or
technological data about the separation column of 13C or
works detailing the column control.

Despite the lack of production sites, the 13C carbon
isotope plays a significant role in diagnosis of cancer
and other organ function monitoring tests (Axente et al.,
1994).

One single dedicated equipment can offer 13C isotope
enrichment up to (8-10) at%, due to physical limitations
(Muntean et al., 2012). However many applications needs
higher 13C concentration, up to 90%, which can not be
achieved with a single column. Two directions are possi-
ble to increase the 13C concentration: to build a higher
column or to use more columns connected in a cascaded
fashion. The first solution has several drawbacks in terms
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of efficiency, construction, thermal insulation, etc. Neither
from economical point of view is not an approved solution,
implying higher energy consumption, higher maintenance
costs. At NIRDIMT the adopted solution was the con-
struction of a train of three columns of medium height.

The research regarding trains of distillation columns, or
more specifically of cryogenic isotope separation columns,
is scarce, with a few notable papers (Skogestad, 1997;
Luyben, 2013). A train of five distillation columns for the
recovery of valuable heavier hydrocarbons from natural
gas is presented in (Luyben, 2013). In (Muresan et al.,
2015), a multivariable internal model control approach
with time delay compensation and decoupling properties
has been introduced for the train of distillation columns
at NIRDIMT. Triggered by these results, the aim of this
paper is to perform a feasibility study whether or not a
multivariable, constrained linear model predictive control
(MPC) strategy would provide added value with respect
to performance, robustness to model uncertainty and time
delays. More specifically, we employ here our in-house
algorithm, the Extended Prediction Self-Adaptive Control
(EPSAC) strategy (De Keyser, 2003). The objective is to
tailor the control algorithm for the specific dynamics of
this exotic process. Robustness to modelling errors are also
investigated.

The paper is organized as follows: the next section de-
scribes the process and the model used to simulate the
process. Third section introduced the EPSAC approach to
MPC and fourth section presents the results obtained. A
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conclusion section summarizes the main outcome of this
work and points out to further developments.

2. DESCRIPTION OF THE PROCESS

The schematic representation of the 13C isotope separa-
tion columns built at NIRDIMT is given in Fig. 1, with
the main components of one column being: the distillation
column, the condenser (C1) at the top of the column cooled
with liquid nitrogen, electrical boiler at the bottom of
the column and vacuum jacket for thermal isolation, since
the column operates at very low temperatures. Carbon
monoxide (CO) is fed as a gas through a feeding system,
at an intermediary point in the column (Pop et al., 2010;
Muntean et al., 2012). Flow transducers (FT) and flow
controllers (FC)/pumps are installed on the feed, waste
and product flows. A dedicated level transducer (LT) for
liquid CO (Patent # RO128052) is also installed at the
bottom of the column and a level controller (LC). Pressure
transducers (PT) are installed at the top and bottom of
the column.

Fig. 1. Schematic of a train of distillation columns.

Since the vapour pressure depends on the temperature,
so is the separation coefficient (Bisgaard et al., 2015). At
very low temperatures around -196oC - the 12CO vapour
pressure is greater than that of 13CO and thus the carbon
isotopes can be separated through distillation, with the
12C accumulating in the gaseous phase and the 13C being
predominant in the liquid phase (Pop et al., 2010).

For the column to operate efficiently, the top and bottom
column pressures need to be maintained at their prescribed

set points, as well as the liquid nitrogen level in the
condenser and the liquid carbon monoxide level at the
boiler. The liquid nitrogen in the condenser represents the
main trigger for the low column temperature needed in
order to ensure a significant separation coefficient, thus the
level needs to be accurately controlled. The liquid carbon
monoxide level also plays an important role since it is
based on the boiling of this quantity that the two isotopes
can be separated. Finally, the pressures in the column play
a significant role since they influence the boiling point
of the carbon monoxide (Axente et al., 1994; Muresan
et al., 2015). The remaining three outputs of the process,
the two pressures and the liquid carbon monoxide, will
be controlled in a multivariable fashion by manipulating
the feed and waste flows, as well as the electrical power
supplied to the boiler at the bottom of the column.

Figure 1 presents the schematic of the train of distillation
columns. The first column is fed with carbon monoxide
at an intermediary point approximately one third from
the top of the column. The enriched 13C gas from the
bottom of the first column is taken as the feed to the top
of the second column, while the enriched 13C gas from
the bottom of the second column is fed to the top of
the third column. This flow occurs due to the pressure
difference that exists between the top and bottom parts
of the columns. The waste flow from the third column is
extracted at the top and is fed back into the bottom of the
second column, while the waste from this second column is
fed into the bottom of the first one. This flow is operated
using flow controllers and dedicated pumps, as indicated in
Figure 1. The waste from the first column is taken outside
the train of distillation units, into a special reservoir.

The model of a single 13C isotope separation column,
linearized around its equilibrium point and scaled in a
[-100%,+100%] range, has been determined previously
(Pop et al., 2012). As indicated in Figure 1, each column
has a different diameter, however the electrical power
supplied to the boiler and the flows that enter/exit the
column are scaled to the requirements of each individual
column. Therefore, the dynamics of the three columns
are in fact similar and may be described by similar
mathematical models (Muresan et al., 2015). These models
have been validated with partial data from the real plant
in frequency domain multivariable context identification
with the method described in (Ugryumova et al., 2015).

The model of the first column is given by:

(
pt1

hCO1

pb1

)
(s) =


−0.1111

s2 + 1.094s + 0.08423
e
−10s 0.1152

s2 + 1.211s + 0.2021
e
−32s

0

−0.001731

s2+0.1343s + 0.001961
e
−10s 0.003846

s2+0.1547s + 0.004357
e
−8s −1.104

s + 0.1176
−0.009918

s2+1.056s + 0.07036
e
−18s 0.006288

s2+1.085s + 0.09851
e
−35s 8.457

s + 0.9851

( W1

F1

Pel1

)
(s) (1)

The model of the second column is given by:

(
pt2

hCO2

pb2

)
(s) =


−0.1111

s2+1.111s + 0.1011
e
−8s 0.1152

s2+1.311s + 0.3033
e
−30s

0

−0.001731

s2+0.13s + 0.0022
e
−8.5s 0.003846

s2+0.15s + 0.0044
e
−7s −1.104

s + 0.12
−0.009918

s2+1.06s + 0.0784
e
−16s 0.006288

s2+1.105s + 0.1225
e
−30s 8.457

s + 0.98

( W2

F2

Pel2

)
(s) (2)

and the model of the third column is given by:
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(
pt3

hCO3

pb3

)
(s) =


−0.1111

s2+1.131s + 0.1213
e
−7s 0.1152

s2+1.361s + 0.3538
e
−24s

0

−0.001731

s2+0.145s + 0.003
e
−6s 0.003846

s2+0.17s + 0.006
e
−5s −1.104

s + 0.14
−0.009918

s2+1.085s + 0.0985
e
−13s 0.006288

s2+1.12s + 0.133
e
−27s 8.457

s + 0.985

( W3

F3

Pel3

)
(s) (3)

with manipulated variables the waste flow, feed-flow and electrical power supply in each column, and controlled variables: the top pressure, bottom pressure and

liquid CO level in each column.

We have assumed simple models describing the interaction
between the columns as:

hCO1(s) =
1

10s+ 1
W2(s), hCO1(s) =

−1

10s+ 1
F2(s)

hCO2(s) =
1

10s+ 1
W3(s), hCO2(s) =

−1

7.5s+ 1
F3(s)

hCO3(s) =
−1

6s+ 1
P3(s)

(4)

where P3 is the product flow from the third column.

3. THE EPSAC APPROACH TO MULTIVARIABLE
MPC

EPSAC stands for Extended Prediction Self-Adaptive
Control and its pioneering ideas have been developed in
the late 70s (De Keyser and Van Cauwenberghe, 1979),
and published in early 80s. The methodology has been
successfully applied in the last decades in several industrial
(De Keyser and Van Cauwenberghe, 1980; De Keyser,
1997; Galvez et al., 2009). A comprehensive tutorial has
been published in (De Keyser, 2003). A short summary will
be given hereafter, for a 2x2 process; however, the matrix
formulation can be easily adapted for nxn systems.

The basic equation for MIMO EPSAC for a 2x2 process is
given by:

y1(t) = x1(t) + n1(t)
y2(t) = x2(t) + n2(t)

(5)

where

x1(t) = f1[x1(t− 1), x1(t− 2), ..., u1(t− 1), u1(t− 2), ...]
x2(t) = f2[x2(t− 1), x2(t− 2), ..., u2(t− 1), u2(t− 2), ...]

(6)

These functions depend on past inputs and past model
outputs and can have any structure: linear, nonlinear,
neural networks, etc. There exists also the variant where
the past measured outputs of the process are used instead
of past model outputs, for details see (De Keyser, 2003). In
the remainder of this paper we will consider linear models.

The term in n(t) denote the disturbance and modelling
errors effects, modelled by coloured noise:

n1(t) =
C1(q−1)

D1(q−1)
e1(t)

n2(t) =
C2(q−1)

D2(q−1)
e2(t)

(7)

with e(t) white noise signals. The algorithm presented in
detail in (De Keyser, 2003) introduces the concepts of base
response and optimizing response:

y1(t+ k|t) = y1Base(t+ k|t) + y1Opt(t+ k|t)
y2(t+ k|t) = y2Base(t+ k|t) + y2Opt(t+ k|t) (8)

or in matrix format:
y1Opt(t+ 1|t)
y1Opt(t+ 2|t)

...

...
y1Opt(t+N2|t)

 =


h11

1 0 0 ... 0

h11
2 h11

1 0 ... 0
... ... ... ... ...
... ... ... ... ...

h11
N2

h11
N2−1 h11

N2−2 ... g11
N2−Nu+1




δu1(t|t)
δu1(t+ 1|t)

...

...
δu1(t+Nu − 1|t)

+


h12

1 0 0 ... 0

h12
2 h12

1 0 ... 0
... ... ... ... ...
... ... ... ... ...

h12
N2

h12
N2−1 h12

N2−2 ... g12
N2−Nu+1




δu2(t|t)
δu2(t+ 1|t)

...

...
δu2(t+Nu − 1|t)



(9)

In this equation, y1Opt(t + k|t) denotes the part in the
predicted process output y1(t + k|t) coming from both
optimizing control actions δu1(t + k|t) and δu2(t + k|t).
In the special case of a 2x2 system, we need to have 4
impulse responses, i.e. from each input j to each output i,
with notation {hij1 , h

ij
2 , h

ij
3 , ...}. From (9), a similar relation

can be derived for y2Opt(t+k|t). Notice that the prediction
horizons N2 could be different for the two outputs, whereas
the control horizons Nu could be different for the two
inputs.

The key equation for MIMO EPSAC is then:

Y1 = Ȳ1 + G11 ·U1 + G12 ·U2

Y2 = Ȳ2 + G21 ·U1 + G22 ·U2
(10)

3.1 Solidary Control

This strategy is ideally represented in figure 2. Notice there
is cooperation between all control signals.

Fig. 2. Conceptual representation of solidary EPSAC.

The cost function is given by:

N2∑
k=N1

[r1(t+ k|t)− y1(t+ k|t)]2 +

N2∑
k=N1

[r2(t+ k|t)− y2(t+ k|t)]2
(11)
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with rj denoting reference signals for all j controlled
outputs and subject to u1(t+ k|t) = u1(t+Nu − 1|t) and
to u2(t + k|t) = u2(t + Nu − 1|t) for k ≥ Nu. which is
also valid for the case when the number of inputs differs
from the number of outputs. In (11), the predicted control
errors summed over all process outputs are minimized. In
practice, this implies that some variables may deliberately
allow more errors to help other variables reach the setpoint
in order to minimize the global cost. Hence the name,
solidary control.

If one re-writes (11) in matrix format and transforms in
the standard quadratic cost index:

J(U) = UTHU + 2fTU + c (12)

it follows that:

H = GT
1 G1 + GT

2 G2

f = −
[
GT

1 (R1 − Ȳ1) + GT
2 (R2 − Ȳ2

]
c = (R1 − Ȳ1)T(R1 − Ȳ1) + (R1 − Ȳ1)T(R1 − Ȳ1)

(13)

with G1 = [G11 G12] and G2 = [G21 G22]. In the situation
there are no constraints active, the exact solution is given
by U∗ = −H−1f , as:

U∗ =
[
GT

1 G1 + G2TG2

]−1·[
GT

1 (R1 − Ȳ1) + GT
2 (R2 − Ȳ2)

] (14)

3.2 Selfish Control

This strategy is ideally represented in figure 3. Here it is
crucial the choice of the pairings as the most important
signal is chosen for each local controller. The other input
signals are treated as known disturbances. As the name
suggests, the local controller only wants to minimize errors
on its specific output.

Fig. 3. Conceptual representation of selfish EPSAC.

Following the same reasoning line as for solidary control,
we have that the optimal control vector U∗

1 is found
minimizing:

N2∑
k=N1

[r1(t+ k|t)− y1(t+ k|t)]2 (15)

subject to u1(t+ k|t) = u1(t+Nu − 1|t) for k ≥ Nu; and
that equivalently, the optimal control vector U∗

2 is found
minimizing:

N2∑
k=N1

[r2(t+ k|t)− y2(t+ k|t)]2 (16)

subject to u2(t + k|t) = u2(t + Nu − 1|t) for k ≥
Nu. This objective is applicable only if the number of

manipulated input variables is the same as the number of
controlled output variables. This cost function minimizes
the individual control error of each variable separately,
but taking into account the effect of all actions from
other variables as well. In this context, the minimization
is in competition with the other variables, hence the name
selfish control.

Applying the same quadratic formulation as in (12), it
follows that:

H1 = GT
11G11

f1 = −GT
11(R1 − Ȳ1 −G12U2)

c = (R1 − Ȳ1 −G12U2)T(R1 − Ȳ1 −G12U2)

(17)

whereas minimization with respect to U1 leads to the
explicit solution:

U∗
1 =

[
GT

11G11

]−1 [
GT

11(R1 − Ȳ1 −G12U2)
]

(18)

Similarly, one obtains for U2 the explicit solution:

U∗
2 =

[
GT

22G22

]−1 [
GT

22(R1 − Ȳ1 −G21U1)
]

(19)

In these relations, notice the presence of interaction terms,
which indicates this is a multivariable strategy and not a
single input single output formulation. We reach a SISO
approach if G12 = 0 in (18), and G21 = 0 in (19).

In matrix formulation we have that:

U∗ =

[
GT

11G1

GT
22G2

]−1 [
GT

11(R1 − Ȳ1)
GT

22(R2 − Ȳ2)

]
(20)

with G1 = [G11 G12] and G2 = [G21 G22].

When constraints are not active, both solidary and selfish
strategies give nearly identical closed loop performance.

3.3 Dealing with (Variable) Time Delays

The complexity of the prediction procedure is of a higher
order for systems with (variable) time delay than for
those with constant time delay. For a system with time
delay, changes in the controlled variable are noticeable
once the time delay has passed. Therefore, in order to
find the optimal control sequence only output predictions
occurring after the time delay should be taken in the cost
function. This means that the minimum costing horizon
N1 should be equal to the time delay. For systems with
constant time delay this is easy to do. Then the maximum
prediction horizon N2 can be set to an appropriate value
that ensures a stable and robust response and the control
loop can be operated with fixed controller parameters.

For a variable time delay however, the value of N1 (and
thus also N2) varies with the dead-time index. In (Sbarciog
et al., 2008) the structure of the process model is exploited
to design a predictive controller with constant design
parameters. The principle is illustrated in figure 4.

Figure 4 depicts the Smith-Predictor like EPSAC formu-
lation for processes with variable time delays (Normey-
Rico, 2007). At each sampling instant, the delay-free model
output x(t), resulting from the process dynamics only,
is calculated using the stored values [x(t1), ..., u(t1), ...].
At the same sampling instant, the variable time delay is
estimated/computed. Once the delay value in samples Nd
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Fig. 4. Smith-Predictor like EPSAC formulation for pro-
cesses with different time delays or variable time de-
lays.

is known, x(tNd) can be selected out of the stored x-values,
such that z(t) = x(tNd).

In this way, the prediction procedure is thoroughly sim-
plified, resulting in a Smith predictor-like scheme, with
separation of the tank and tube dynamics on one hand and
the varying time delay on the other hand. In such approach
the minimum prediction horizon is no longer varying and
obviously equal to one. Hence, the maximum prediction
horizon is also constant.

4. RESULTS AND DISCUSSION

This section presents the results of the EPSAC tests on
the train of distillation columns afore mentioned. The
sampling period is 1 minute, and all related designs are
reported in samples. The model for prediction contains
only the relations between the manipulated inputs: feed
flow in the first, second and third column respectively,
and the controlled outputs: carbon isotope in first, second
and third column. Information upon reflux from third to
second column and from second to first column is also used
for prediction.

The control scenario is as follows: follow the desired tra-
jectory in the output of the third column, while maintain-
ing the other outputs around their operating point. All
variables have been scales to work between ±100% and
normalized operating point is denoted by 0.

Constraints on the input-output variables are set as fol-
lows:

10% ≤ U1, U2, U3 ≤ 50%
−100% ≤ Y1, Y2, Y3 ≤ 100%

(21)

and a limit on the variation of the control effort between
sampling period of 10%.

The prediction horizon N2 has been set to 70 samples for
all manipulated inputs, and a constant delay of 7 samples
has been introduced in the prediction. The control horizon
Nu is one sample. Notice that there are modelling errors
present in terms of time delay, i.e. the assumed constant
delay of 7 samples for prediction purposes is obviously not

Fig. 5. Selfish EPSAC for train of distillation columns: con-
trolled percent carbon isotope (top) and manipulated
feed flows (bottom).

Fig. 6. Solidary EPSAC for train of distillation columns:
controlled percent carbon isotope (top) and manipu-
lated feed flows (bottom).

the same as the time delay in the real plant, with errors
varying between 450% and 10%. A real-time estimation
of the delay is possible to be implemented on top of
this control architecture. For instance, using correlation
function analysis from signals measured online and delay
estimated using a moving window.

Figure 5 presents the result for selfish EPSAC strategy,
while figure 6 depicts the result for solidary EPSAC strat-
egy. Both results indicate good performance in closed loop.
As expected, when active constraints are present, these
strategies differ in performance. The solidary approach is
less aggressive, more robust, trying to bring all players to
their desired values. By contrast, the selfish approach is
has faster tracking at the cost of destabilizing more the
other players, as each player is eager to reach the desired
value as fast as possible.

A more reasonable constraint interval has values centered
around the operating point where the models have been
identified. The next test has the following constraints:

−10% ≤ U1, U2, U3 ≤ 30%
−100% ≤ Y1, Y2, Y3 ≤ 100%

(22)

and a limit on the variation of the control effort between
sampling period of 10%.

Figure 7 presents the result for selfish EPSAC strategy,
while figure 8 depicts the result for solidary EPSAC
strategy. Again, we observe that the outputs follow the
reference trajectory within the constrained interval. The
same conclusion holds that selfish control has better per-
formance than solidary control at the price of a more
aggressive control effort. The fact that now the constraints
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Fig. 7. New constraints: selfish EPSAC for train of distilla-
tion columns: controlled percent carbon isotope (top)
and manipulated feed flows (bottom).

Fig. 8. New constraints: solidary EPSAC for train of dis-
tillation columns: controlled percent carbon isotope
(top) and manipulated feed flows (bottom).

are defined around the operating point leads to improved
overall performance with 30% in the settling time.

5. CONCLUSION

This work presented an important step in control of
a train of distillation column for 13C carbon isotope
production. A model based predictive control strategy has
been employed, input-output constrained, on a simplified
linear model of the cascaded columns. Next steps in this
work are the inclusion of variable time delays (due to
changes in the operating points) and robustness analysis
with respect to model uncertainty.
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