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ABSTRACT
Efficient media search applications can highly improve productivity
in various domains. This is also the case in a broadcast environment,
where large amounts of media are generated and archived. In this
paper, we show how connecting a keyword thesaurus, used to anno-
tate archived media items at the Flemish public service broadcaster
in Belgium, with the Linked Open Data (LOD) cloud can greatly
improve search applications. First, an algorithm is described that is
used to automatically link concepts defined in a thesaurus with DB-
pedia, an important linking hub in the LOD cloud. The evaluation of
this algorithm gives an overall accuracy of 81.64%. This is followed
by an overview of features that are useful in a search application that
were enabled through establishing a connection with the LOD cloud.

1. INTRODUCTION

Media retrieval is often enabled through annotating archived media
items. When searching for relevant media items in the archive, a user
typically enters some keywords in a search form initiating a search
operation on the annotation data. It is clear that the quality of the
annotations therefore has a major impact on the efficiency of search
applications.

The ‘MediaLoep’ project1 investigates how archived audiovisual
content in a media production environment can be retrieved in a more
effective and efficient way. One of the goals of this research project
is to increase the amount of quality metadata by capturing and struc-
turing the available information generated during the media produc-
tion process. This automatically retrieved metadata can then be used
by archivists as a starting point for further annotation. A data model
was developed in order to uniformly represent the information con-
tained in the data sources [1]. The data model was implemented as
an OWL ontology, enabling an unambiguous and machine process-
able representation of the information. The use of Semantic Web
technologies also allows to connect with other data sources using
the Linked Open Data (LOD) principles [2].

In this paper, we focus on the automatic enrichment of the key-
word thesaurus used to annotate archived media items at the Flemish
public service broadcaster in Belgium (i.e., Vlaamse Radio- en Tele-
visieomroep (VRT)). We then illustrate additional functionality that
is obtained through connecting thesaurus concepts with the Linked
Open Data cloud.

The remainder of the paper is organized as follows. Section 2
describes the thesaurus used at VRT. Section 3 describes how we

1http://www.vrtmedialab.be/en/projects/medialoep/

connect the thesaurus to the LOD cloud. Section 4 describes the
developed algorithm, which is evaluated in Section 5. Some features
that are enabled through connecting a keyword thesaurus with the
LOD cloud are described in Section 6. Conclusions are drawn in
Section 7.

2. BASIS THESAURUS

Basis is the main tool to annotate archived media items at VRT. Basis
currently contains over 700 000 records, spanning a period of over 20
years. A Basis record contains metadata fields such as title, textual
description, duration, keywords and identification number of the cor-
responding item in the Media Asset Management System (MAMS).

The keywords field can only contain controlled values, defined
by a manually maintained thesaurus. This thesaurus currently con-
tains over 300 000 terms. These terms not only represent named
entities such as persons and locations, but also nouns as these are
used to describe the scene of a media item.

Basis also allows the addition of relationships between terms.
The defined relationships are ‘narrower term’ (NT), ‘related’ (RT),
and ‘alternative label’ (indicated in Basis as ‘use for’, UF). However,
the majority of terms (approximately 83%) in the thesaurus have no
relationships with other terms.

A Basis keyword (lead term, LT) is represented as a capitalized
string, with the absence of diacritical signs. Although most key-
words are represented in Dutch, keywords also appear in other lan-
guages such as English and French. Unfortunately, keywords are not
provided with a language tag. In addition, keywords are not cate-
gorized in terms of types, such as persons or organizations. Some
example keywords taken from the thesaurus are illustrated in List-
ing 1.

Listing 1. Example thesaurus keywords.
1 LT = BIDEN JOSEPH

UF = BIDEN JOE
RT = JACOBS JILL

5 LT = WASHINGTON
UF = WASHINGTON DC
NT = PENTAGON
NT = LINCOLN THEATRE
NT = WITTE HUIS



3. CONNECTING TO THE LOD CLOUD

The LOD cloud2 consists of data sets that have been published ac-
cording to the LOD principles. In order to link concepts defined
in the thesaurus to the LOD cloud, the thesaurus was formalized to
RDF using SKOS [3]. Listing 2 illustrates the formalized concepts
of Listing 1 in N3 notation.

Listing 2. Formalized thesaurus concepts (N3 notation).
1 @prefix the: <http://medialoep.vrt.be/thesaurus#>.

@prefix skos: <http://www.w3.org/2004/02/skos/core#>.
the:BIDEN_JOSEPH skos:prefLabel "BIDEN JOSEPH",

skos:altLabel "BIDEN JOE",
5 skos:related the:JACOBS_JILL.

the:JACOBS_JILL skos:prefLabel "JACOBS JILL".
the:WASHINGTON skos:prefLabel "WASHINGTON",

skos:altLabel "WASHINTON DC",
skos:narrower the:WASHINGTON_DC,

10 skos:narrower the:WITTE_HUIS.
the:WASHINGTON_DC skos:prefLabel "WASHINGTON_DC".
the:WITTE_HUIS skos:prefLabel "WITTE HUIS".

A valuable data set which is considered an important linking
hub in the LOD cloud is DBpedia3, a formalization of Wikipedia.
DBpedia has links with many other data sets and many other data
sets also connect with DBpedia. In addition, DBpedia has a broad
coverage in different domains. For these reasons, DBpedia is an
ideal data set to map a keyword thesaurus to.

As DBpedia is a formalization of Wikipedia, for each Wikipedia
article a corresponding DBpedia resource is available. A resource
is provided with a label (rdfs:label) which corresponds to the article
title in Wikipedia. An abstract is generated (dbpedia:abstract) con-
sisting of maximum 500 words. Articles related to the same topic but
in different languages are all represented as the same resource. For
each available language, a label and abstract is generated with the
appropriate language tag. Articles in Wikipedia belong to different
categories. In DBpedia, these categories are represented as a hierar-
chy using SKOS. Wikipedia contains redirect pages e.g. to identify
synonym terms and disambiguation pages linking to different arti-
cles describing different meanings of homonyms. These concepts
are also present in DBpedia (using the dbpprop:redirect and dbp-
prop:disambiguates respectively). For a more detailed description
of DBpedia, we refer to [4].

4. LINKING ALGORITHM

The main steps of the algorithm are illustrated in Algorithm 1. The
following subsections discuss each step in more detail.

4.1. Context construction thesaurus concept

In order to link a keyword with the corresponding concept defined
in an external data set, we must know what the keyword represents.
For example, when only reading the keyword string OBAMA, it is
unclear whether the keyword represents a location in Japan or the
current presidential family of the United States of America or maybe
something else. For this reason, it is necessary to construct a context.
Related work [5, 6] focusing on the detection and disambiguation of
named entities in texts typically use a window of words around the
detected named entity as the context. When mapping a keyword the-
saurus, this approach is not possible. The way we construct a con-
text for thesaurus keywords is described next. A list is constructed

2A representation of the LOD cloud is available at
http://richard.cyganiak.de/2007/10/lod/

3http://dbpedia.org

Algorithm 1 General algorithm for linking thesaurus concepts with
another data set. T represents the thesaurus which is linked to the
external data set D.

1: for all t ∈ T do
2: contextt = constructContext(t, T )
3: list C = selectCandidates(t, D)
4: list S = initializeScoreList(C)
5: for all c ∈ C do
6: contextc = constructContext(c, D)
7: scorec = calculateSimilarity(contextc, contextt)
8: addToScoreList(scorec)
9: end for

10: concept = selectBestMatch(C, S)
11: categorizeConcept(concept)
12: linkConcept(t, concept)
13: end for

Table 1. Co-occurrence list for the keyword OBAMA MICHELLE
keyword frequency

OBAMA BARACK 79
USA 71

TOESPRAAK 37
PRESIDENTSVERKIEZING 34

OBAMA MALIA ANN 27
OBAMA SASHA 27

KANDIDAAT 20
...

containing all the keywords that co-occur with this keyword in at
least one Basis record. This list is then ordered according to the fre-
quency count of each keyword. For example, the first entries of the
ordered list generated for the keyword OBAMA MICHELLE are il-
lustrated in Table 1. Note that the entire list typically contains much
more entries (98 entries for the current example). However the fre-
quency count of a co-occurring keyword drops significantly as it is
positioned lower in the list. Therefore, the list is truncated using a
threshold based on the term frequency of the first item in the list.
In our implementation, a threshold of 30% was used, which means
that for the current example all co-occurring keywords having a fre-
quency count smaller than 23 are omitted. The remaining keywords
then form the initial context.

If the keyword has relationships defined with other keywords in
the thesaurus, the initial context is extended. All keywords appear-
ing in a skos:related relationship with the current keyword are added
to the context. Keywords that are defined as narrower terms of the
keyword (skos:narrower), are only added to the context if the num-
ber of narrower terms is below a certain threshold (set to 5 in our
implementation). This was done because it was observed that when
a keyword has many narrower terms, these do not contribute to the
context. Finally, when a keyword is defined as a broader term of the
current keywords, all its broader terms are recursively obtained and
added to the context.

4.2. Selecting candidates

As already mentioned in Section 3, the external data set used in this
paper is DBpedia. A list of candidate resources is constructed based
on the values of the labels (rdfs:label) of the resources. Because
it cannot be expected that the labels of the corresponding DBpe-
dia resource exactly match with the label used in the thesaurus, re-



sources containing only the words from the thesaurus keyword label
(skos:prefLabel or skos:altLabel), either with Dutch, English, Ger-
man or French label tag (because of the absence of language tags in
the thesaurus) are added to the list. Note that the word order does not
need to be the same as the word order of the keyword label (e.g., for
persons, in DBpedia the first name appears first in the label whereas
in the Basis thesaurus, the surname appears first). In addition, some
labels contain context information between parentheses. If this is the
case, the content between parentheses is ignored. Because the labels
of the keywords in the thesaurus are capitalized and contain no dia-
critics, diacritics and locations of capitalized characters are ignored
in the DBpedia labels. Also, occurrences of characters such as ‘-’
are ignored.

Because Wikipedia (and therefore DBpedia) is a multilingual
effort, it is possible that some concept is described in e.g. English
but does not have a corresponding description in Dutch. For this
reason, keyword labels are also translated to English, French and
German using an automatic translating tool. Resources matching
with the translated label as described above (with the exception that
the language tag now must match the language to which the label
was translated) are then also added to the candidate list. Note that
if the matching DBpedia resources represent a disambiguation or
redirect page, the resources that are disambiguated or redirected to
respectively are added to the candidate list instead.

4.3. Candidate context construction

For each candidate in the candidate list a context must be constructed.
The context is based on the abstract (dbpedia-owl:abstract), cat-
egory labels (skos:subject) and type labels (rdf:type). As already
mentioned in Section 3, categories in DBpedia are organized into
a large SKOS hierarchy. Because this hierarchy is not completely
transitive, a limit is set on the number of broader hierarchy levels
that is included. Note that a context can be constructed for differ-
ent languages, as every string literal in DBpedia is provided with a
language tag.

4.4. Calculating similarity

In order to calculate the similarity between a thesaurus keyword and
a candidate concept, the Vector Space Model (VSM) was used, as
described next. Every context can be represented as a string. For a
thesaurus keyword, the context string consists of the concatenation
of the labels of the selected context keywords. For the candidate re-
sources from the external data set (DBpedia), the context string con-
sists of the concatenation of the selected labels and the abstract. A
stop list is applied to each context string, followed by the application
of a stemming algorithm. Then a vocabulary list was constructed
based on the tokens present in the combined context strings. Suppose
the vocabulary list has size n. Now the thesaurus keyword and can-
didate concepts can be represented as a n-dimensional vector. Each
component of the vector represents the term frequency-inverse doc-
ument frequency (tf-idf) weight. This is a commonly used weighting
scheme in information retrieval. In order to assign a score indicat-
ing the similarity between the thesaurus keyword (k) and a candidate
concept (c), the cosine similarity measure is used. The cosine simi-
larity is calculated as follows:

sim(k, c) =
~V (k).~V (c)∥∥∥~V (k)

∥∥∥ ∥∥∥~V (c)
∥∥∥

The effect of the denominator is length normalization of the con-
text strings. In our implementation, the final score is the average of

Table 2. Evaluation data set statistics
category Basis DBpedia accuracy (%)

PER 641 268 96.26
LOC 369 348 86.18
OTH 2373 2041 76.99
All 3383 2657 81.64

the cosine similarity values calculated for the Dutch, English, French
and German vector representations. Note that a keyword is always
assumed to be in Dutch. In order to generate a keyword context in
another language, the selected keyword labels are translated to the
target language. When a translation of a label was not possible (e.g.
the label represents a name of a person, or the label is not Dutch), the
original label is used. The generation of context strings for DBpedia
candidate resources in other languages is straightforward.

4.5. Selecting best match

VSM is a commonly used model in information retrieval systems,
where it is desired to have the best matching concept as the top re-
sult, but it is often acceptable that the best matching concept appears
within the top t (e.g. t = 5) results. However, this behavior is
not acceptable when linking concepts between data sets, as the can-
didate with the highest score should always be the matching con-
cept. Therefore, we implemented the following additional heuristic
for choosing the best matching candidate concept. If only one re-
source in DBpedia has an exact label match with the thesaurus key-
word label (Dutch), we select this resource as the matching resource
if the resource belongs to the top t results, where t = 0.2c, and c
represents the candidate list size.

4.6. Categorizing concept

Once the best matching concept is chosen, categorization is per-
formed based on type (rdf:type) and category (skos:category) infor-
mation of the selected DBpedia resource. Note that many resources
in DBpedia are defined as instances of classes defined in external
data sets. For example, the DBpedia resource representing Barack
Obama is defined as having type yago:LivingPeople, which is a class
defined in YAGO4, another data set present in the LOD cloud. In our
implementation, we use type information of DBpedia and YAGO.

5. RESULTS

In order to evaluate the proposed algorithm, we collected the key-
words from the Basis records annotating news items created during
December 2009. This resulted in a list of 3383 keywords. For this
list, a ground truth was constructed, consisting of the correspond-
ing DBpedia resource (if present) and a categorization into one of
the categories ‘person’ (PER), ‘location’ (LOC), and ‘other’ (OTH).
Table 2 gives an overview of the evaluation data set statistics. The
first column (Basis) gives the number of keywords per category, the
second column (DBpedia) represents the number of thesaurus key-
words that have a corresponding mapping with DBpedia. The last
column of Table 2 gives the accuracy values. It can be seen that the
accuracy values for the ‘person’ and ‘location’ categories are signif-
icantly higher than for the ‘other’ category. This is mainly due to the
larger number of candidates that are selected for keywords in this
category. However, overall the algorithm gives acceptable results.

4http://www.mpi-inf.mpg.de/yago-naga/yago/



Table 3. Categorization results evaluation data set
correct category (%) PER LOC

91.42 89.94

Fig. 1. Overview of the MediaLoep search application.

Table 3 gives an overview of the categorization results. As a
keyword is by default categorized in the ‘other’ category, only results
for the ‘person’ and ‘location’ categories are relevant. It can be seen
that the categorization yields good results.

6. ADVANCED MEDIA SEARCH

Once a connection is established with the LOD cloud, many addi-
tional features can be implemented in a media search application.
The features we implemented in our search application are:

• Introduction of facets: By applying categorization of the
keywords based on information from the LOD cloud, the de-
velopment of a faceted search application is enabled.

• Internationalization: After conversion using SKOS, each
keyword is represented as a URI. Once linked with the cor-
responding DBpedia resource, additional labels in many lan-
guages are available, enabling media search in different lan-
guages.

• Alternative visualizations: Using geo-coordinate informa-
tion, search results can be displayed on a map. This is ob-
tained using the RDF version of GeoNames5, another data set
in the LOD cloud, which is connected to DBpedia.

• Semantic query suggestion: In addition to labels and ab-
stracts, resources described in DBpedia contain many other
formalized properties. These properties are used to enable
semantic query suggestions in the search application as de-
scribed in [1].

Fig. 1 illustrates the media search application. The left panel
contains the introduced facets. Also, using Google Maps, a spatial
representation of media items is obtained. The query panel located
at the top shows an example of semantic query suggestion enabled
through connecting the thesaurus with DBpedia. When a user for
example enters the keywords “vice president obama”, media items
annotated with these query words are returned in the result list. In
addition, the application suggests “Joe Biden” as a query the user

5http://geonames.org

might be interested in, because DBpedia contains a resource (dbpe-
dia:Barack Obama) which is linked to dbpedia:Joe Biden via a prop-
erty (dbpprop:vicepresident) with label “vicepresident”. As the the-
saurus concept representing Joe Biden is also linked with the corre-
sponding concept in DBpedia, the retrieval of annotated media items
with this keyword is enabled.

7. CONCLUSIONS

This paper presented an algorithm for linking a keyword thesaurus
that is used to annotate archived media items to the LOD cloud. Be-
cause the addition of keywords to media items is a frequently used
method to enable media retrieval, the approach described in this pa-
per is also applicable in more general use cases. Using this algo-
rithm, concepts defined in the keyword thesaurus are automatically
linked to DBpedia, an important linking hub in the LOD cloud. The
evaluation illustrates that the algorithm gives acceptable results. The
advantages of linking a keyword thesaurus to the LOD cloud are also
demonstrated through the developed media search application. Us-
ing information present in the LOD cloud, this search application
supports facets, semantic query suggestion, multilingual search and
alternative visualizations.
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