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Abstract. This work reports the implementation and verification of a new solver in OpenFOAM® open source 
computational library, able to cope with integral viscoelastic models based on the integral upper-convected Maxwell 
model. The code is verified through the comparison of its predictions with analytical solutions and numerical results 
obtained with the differential upper-convected Maxwell model. 

INTRODUCTION 

From the early nineteen-nineties onwards, we have witnessed a great evolution in computer’s performance. This 
progress promoted the creation and development of powerful computational codes for science, industry, pedagogical 
or even for entertainment purposes. Among these codes, with particular interest for the industry are the ones related 
to the modeling of highly complex systems, because nowadays, in a high competition framework, numerical 
modeling codes have a major role on design processes, assuring savings of substantial resources such as time, 
money and raw materials. 

During the initial stages, numerical modelling tools were based either on proprietary or in-house codes. Due to 
the high cost of the former software licenses, and since the last group codes were not available for general use, the 
employment of numerical modeling was rather restricted to academic studies. As time passed by, open source 
numerical codes started being developed [1–5] but, at the beginning, their impact was very low, mainly due to the 
low confidence of potential users.  

During the last decade, the computational modelling communities witnessed a major change in that paradigm, as 
the teams involved on their development were significantly enlarged and became better organized. As a direct 
outcome, nowadays, there are open source numerical codes as powerful as the major proprietary software. 
Additionally, due to the large number of persons involved in their development, covering a large range of 
research/industrial fields, the impact of some open source codes [4, 6] became extremely significant for science and 
industry, and their importance is growing on a daily basis. 
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In this work we are interested on modelling the flow of fluids, for which there are several commercial and 
noncommercial modelling codes. These numerical codes have to solve a system of partial differential equations that 
govern the fluid behavior, encompassing at least the conservation of mass and momentum. For more complex fluids, 
a new set of equations (constitutive equations) are added to the system, relating the stress and velocity fields. There 
are a large number of constitutive equations, able to cope with the most simple, Newtonian, to the most complex, 
viscoelastic, behaviors [7,8], being the viscoelastic modeling an increasing area of research.  

A large number of constitutive equations were developed for viscoelastic fluids, some empirical and other with 
strong physical foundations. The currently available macroscopic constitutive equations can be divided in two main 
types: differential and integral. Some of the constitutive equations, e.g. Maxwell [7] are available both in differential 
and integral types. However, relevant integral models, like K-BKZ [9,10], just possesses the integral form. 

Integral constitutive equations are difficult to handle numerically, because a large amount of information must be 
stored, in order to keep track of the material deformation in a Lagrangian sense [11, 12]. As a consequence, one can 
find a large number of works dealing with differential viscoelastic constitutive models [13-17], using different 
discretization methods using an Eulerian approach, the most natural framework for differential models. Regarding 
integral constitutive equations, the contributions are scarcer. Most of them employ a Lagrangian approach that 
comprises additional computational difficulties, related to the manipulation of a large amount of data and 
dynamic/moving meshes [11, 12]. The formulation based on the deformation fields, proposed by Peters et al. [18] 
and subsequently improved by Hulsen et al. [19], allowed the implementation of integral viscoelastic models in an 
Eulerian framework [20], thus facilitating the use of these models. 

The main objective of this work is to implement integral viscoelastic model in an open source numerical code. 
From the fluid flow open source codes available, OpenFOAM® (Open source Fluid Operation And Manipulation) 
computational library is one of the most preeminent. This open source code is being developed simultaneously by a 
large number of groups around the world [21], and, it already comprises several solvers able to deal with differential 
constitutive viscoelastic models, using an Eulerian approach [17, 22].  

Although very good results can be obtained with these solvers, integral models are not yet implemented, 
therefore, in this work we describe the implementation of a new solver in OpenFOAM® able to deal with integral 
constitutive models [20, 23], based on the upper-convected Maxwell (UCM) model. 

The manuscript is organized as follows. The next section contains a general description of the governing 
equations, and is followed by the description of the discretization methodology adopted. The numerical 
implementation is then verified for the UCM Model through the comparison of the code predictions with analytical 
results, for a simple problem, and with the results obtained with the same constitutive model following the 
differential viscoelastic model, for more complex case studies.  

GOVERNING EQUATIONS 

The governing equations for confined flow of incompressible fluids are the continuity, 
 

 0 u  (1) 
and the momentum, 

   p g
t

  
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u
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equations, where u is the velocity vector, p is the pressure, ρ is the fluid density, g is the gravitational acceleration  
and τ is the deviatoric stress tensor. In order to obtain a closed system of equations, a constitutive equation for τ 
must be provided, and, for this work, we have chosen the a generalized integral model, 
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M et t 




   is the memory function, t and t’ represent the current and the elapsed time, respectively, 

a, λ are model parameters, Bi(x,t) is the Finger strain tensor, a field that measures the deformation of the fluid 
element at position x, and f(Bi(x,t)) is a function of the Finger tensor, being given by f(Bi(x,t)) = H(I1, I2)Bi(x,t). The 
function H(I1, I2) is 1for the UCM model, and, it is given by  
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 for the K-BKZ model, where I1 and  I2 stand for the first and second invariants of the Finger tensor and α and β are 
model parameters. 

NUMERICAL METHOD 

On the implemented solver the system of Eqs. 1, 2 and 3 is solved using a methodology based on the finite 
volume method. The PISO (Pressure Implicit with Splitting of Operators) method was used to couple velocity, 
pressure and stress fields (although it was originally developed to deal with Newtonian fluids [24]). For the 
numerical solution of the velocity and stress discretized linear systems of equations we used the biconjugate gradient 
stabilized method, while for the pressure, the conjugate gradient method was used. 

The discretization schemes used are central differences for the diffusive terms and upwind for the convective 
terms. 

Evaluation of the Stress Tensor 

To evaluate the extra-stress tensor we employ the deformation fields method introduced by Peters et al. [18] and 
subsequently improved by Hulsen et al. [19], using a methodology proposed by Tomé et al. [20] for the finite 
difference method, that was here adapted to the finite volume method framework. 

To evaluate Eq. 3, two major steps are required: (1) define an approximation for the integral and, (2) devise an 
equation for the evolution in time of the Finger tensor. Although these steps have already been described elsewhere 
[18, 23] for ease of understanding, they are now briefly described.  

First, the time interval ]–∞,t] is divided into a finite number of N – 1 subintervals '
0, t   , ' '

0 1,t t   ,…, 

' '
1 ,N Nt t t   , so that the integral of Eq.  3 can be rewritten as: 

 

            
'max

2

' ''

0 ' '' '

0

, ,
k

k

k
t

t tt
k

x t x tM f dt M f dtt t t t t





   B Bτ  (5) 

 
Note that for t’ < 0 we assume that Bi(x,t) = Bi0(x,t). 

For the evaluation of the first integral on the right-hand-side (rhs) of Eq. 5, a simple integration is performed, 
since the exact value can be easily obtained (f(B(t, t’) is constant). To approximate the second integral on the rhs of 
Eq. 5 a second order integration formula is employed. 

For the evolution and convection of the Finger tensor along time and space, we used the transport equation 
proposed by Peters et al. [18], 
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This equation was solved with the finite volume method, with the numerical schemes described before. Note that, 
when numerically solving the equation, the time t’ is kept constant for each Finger tensor, since t’ is a label for the 
moment of creation of the tensor [18]. 
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SOLVER VERIFICATION 

Case Study 1 

In order to assess and validate the code implementation, initially we compared the numerical results with the 
analytical solution for the start-up Couette flow of an UCM viscoelastic fluid, as depicted in Fig. 1, assuming a 
known velocity field. 
 

 

FIGURE 1. Schematic of the start-up Couette flow used in the numerical simulations. 
 

A velocity field is imposed through all the domain, using the following equation 
 

 
0 , 0

, 0
, 0x y

t
u u

y t
   

 (7) 

 
and, from the moment t = 0 onwards, we measure the evolution of the stress fields. Note that in the moment right 
before t = 0 the fluid is at rest, and therefore, the stress field is assumed to be null. 

For this problem, there is an analytical solution for the evolution of the stress components that is given by, 
 

 2 22 1 exp , 1 exp , 01xx xy yy

t t t
a a     

  
                           

   (6) 

 
where   is the shear rate [23].  

In the numerical simulations the stress growth along time was monitored at three specific points of the geometry, 
identified in Fig. 1. The mesh used in the simulations is composed of 20 cells along the thickness and 50 
deformation fields. 

In Fig. 2 we can see the evolution in time of τxx and τyy (at position 2). As desired, there is a very good agreement 
between the analytical and the numerical results. The results are equal for the other two monitored points.  
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Case study 3 

A third case study was also included in this work, by comparing the velocity and stress profiles, obtained for the 
Poiseuille flow (Fig. 4) of the differential and integral UCM models. 

The numerical simulations were performed in the geometry and with the boundary conditions shown in Fig. 4. 
The problem is transient, and, a constant velocity profile (U = 0.001 m.s-1) is imposed at the inlet, while a null 
velocity field was imposed in the rest of the flow channel. The velocity and stress profiles were extracted at the 
center of the channel (x = 15H). 

 

FIGURE 4. Schematic of the Poiseuille flow used in the numerical simulations. 
 
Fig. 5 shows the different velocity profiles at for four different instants of time, for both differential and integral 

UCM models. Similarly to the previous case studies, an almost exact match was obtained, proving once again the 
accuracy of the new implemented solver. 

 
FIGURE 5. Profiles of the streamwise velocity component, ux, for the Poiseuille flow at different instants and constant x = 15H. 
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