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Abstract. Vision-based hand gesture recognition is an area of active current 

research in computer vision and machine learning. Being a natural way of 

human interaction, it is an area where many researchers are working on, with 

the goal of making human computer interaction (HCI) easier and natural, 

without the need for any extra devices. So, the primary goal of gesture 

recognition research is to create systems, which can identify specific human 

gestures and use them, for example, to convey information. For that, vision-

based hand gesture interfaces require fast and extremely robust hand detection, 

and gesture recognition in real time. Hand gestures are a powerful human 

communication modality with lots of potential applications and in this context 

we have sign language recognition, the communication method of deaf people. 

Sign languages are not standard and universal and the grammars differ from 

country to country. In this paper, a real-time system able to interpret the 

Portuguese Sign Language is presented and described. Experiments showed that 

the system was able to reliably recognize the vowels in real-time, with an 

accuracy of 99.4% with one dataset of features and an accuracy of 99.6% with a 

second dataset of features. Although the implemented solution was only trained 

to recognize the vowels, it is easily extended to recognize the rest of the 

alphabet, being a solid foundation for the development of any vision-based sign 

language recognition user interface system. 

Keywords: Sign Language Recognition, Hand Gestures, Hand Postures, 

Gesture Classification, Computer Vision, Machine Learning. 

1   Introduction 

Hand gesture recognition for human computer interaction is an area of active research 

in computer vision and machine learning. One of its primary goals is to create 

systems, which can identify specific gestures and use them to convey information or 
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to control a device. Though, gestures need to be modelled in the spatial and temporal 

domains, where a hand posture is the static structure of the hand and a gesture is the 

dynamic movement of the hand. There are basically two types of approaches for hand 

gesture recognition: vision-based approaches and data glove approaches. This work 

main focus is on creating a vision-based system able to do real-time sign language 

recognition. The reason for choosing a system based on vision relates to the fact that 

it provides a simpler and more intuitive way of communication between a human and 

a computer. Being hand-pose one of the most important communication tools in 

human’s daily life, and with the continuous advances of image and video processing 

techniques, research on human-machine interaction through gesture recognition led to 

the use of such technology in a very broad range of applications, like touch screens, 

video game consoles, virtual reality, medical applications, and sign language 

recognition. Although sign language is the most natural way of exchanging 

information among deaf people it has been observed that they are facing difficulties 

with normal people interaction. Sign language consists of vocabulary of signs in 

exactly the same way as spoken language consists of a vocabulary of words. Sign 

languages are not standard and universal and the grammars differ from country to 

country. The Portuguese Sign Language (PSL), for example, involves hand 

movements, body movements and facial expressions [1]. The purpose of Sign 

Language Recognition (SLR) systems is to provide an efficient and accurate way to 

convert sign language into text or voice has aids for the hearing impaired for example, 

or enabling very young children to interact with computers (recognizing sign 

language), among others. Since SLR implies conveying meaningful information 

through the use of hand gestures [2], careful feature selection and extraction are very 

important aspects to consider. Since visual features provide a description of the image 

content [3], their proper choice for image classification is vital for the future 

performance of the recognition system. Viewpoint invariance and user independence 

are two important requirements for this type of systems. In this paper, a vision-based 

system able to interpret static hand gestures from the Portuguese Sign Language 

alphabet is presented and described. The selected hand features were analysed with 

the help of Rapid Miner [4] in order to find the best learner for the problem under 

study. The rest of the paper is as follows. First we review related work in section 

Erro! A origem da referência não foi encontrada.. Section Erro! A origem da 

referência não foi encontrada. presents the Sign Language Recognition prototype 

architecture and implementation. In section 3.2 the experimental methodology is 

describes and the obtained results are presented and discussed. Conclusions and future 

work are drawn in section Erro! A origem da referência não foi encontrada.. 

2   Related Work 

Hand gesture recognition, either static or dynamic, for human computer interaction in 

real time systems is a challenging task and an area of active research with many 

possible applications. There are many studies on gesture recognition and 

methodologies well presented in [5, 6]. As explained in the previous section, careful 

hand features selection and extraction are very important aspects to consider in 



computer vision applications for hand gesture recognition and classification for real-

time human-computer interaction. This step is crucial to determine in the future 

whether given hands shape matches a given model, or which of the representative 

classes is the most similar. According to Wacs [7] proper feature selection, and their 

combination with sophisticated learning and recognition algorithms, can affect the 

success or failure of any existing and future work in the field of human computer 

interaction using hand gestures. Trigueiros, in is study [8], presented a comparative 

study of seven different algorithms for hand feature extraction with the goal of static 

hand gesture classification. The results showed that the radial signature and the 

centroid distance were the features that when used separately obtained better results, 

being at the same time simple in terms of computational complexity. He has also 

implemented a vision-based system [9], able to drive a wheelchair with a minimum 

number of finger commands. In the system, the user hand is detected and segmented, 

and fingertips are extracted and used as features to build user commands for 

wheelchair control. Wang [10] used the discrete Adaboost learning algorithm 

integrated with SIFT features for accomplishing in-plane rotation invariant, scale 

invariant and multi-view hand detection. Conceil [11] compared two different shape 

descriptors, Fourier descriptors and Hu moments,  for the recognition of 11 hand 

postures in a vision based approach. They concluded that Fourier descriptors gives 

good recognition rates in comparison with Hu moments. Barczak [12] performed a 

performance comparison of Fourier descriptors and geometric moment invariants on 

an American Sign Language database. The results showed that both descriptors are 

unable to differentiate some classes in the database. Bourennane [13] presented a 

shape descriptor comparison for hand posture recognition from video, with the 

objective of finding a good compromise between accuracy of recognition and 

computational load for a real-time application. They run experiments on two families 

of contour-based Fourier descriptors and two sets of region based moments, all of 

them invariant to translation, rotation and scale-changes of hands. They performed 

systematic tests on the Triesch benchmark database [14] and on their own with more 

realistic conditions, as they claim. The overall result of the research showed that the 

common set Fourier descriptors when combined with the k-nearest neighbour 

classifier had the highest recognition rate, reaching 100% in the learning set and 88% 

in the test set. Huynh [15] presents an evaluation of the SIFT (scale invariant feature 

transform), Colour SIFT, and SURF (speeded up robust features) descriptors on very 

low resolution images. The performance of the three descriptors is compared against 

each other on the precision and recall measures using ground truth correct matching 

data. His experimental results showed that both SIFT and colour SIFT are more 

robust under changes of viewing angle and viewing distance but SURF is superior 

under changes of illumination and blurring. In terms of computation time, the SURF 

descriptors offer themselves as a good alternative to SIFT and CSIFT. Fang [16] to 

address the problem of large number of labelled samples, the usually costly time spent 

on training, conversion or normalization of features into a unified feature space, 

presented a hand posture recognition approach with what they called a co-training 

strategy [17]. The main idea is to train two different classifiers with each other and 

improve the performance of both classifiers with unlabelled samples. They claim that 

their method improves the recognition performance with less labelled data in a semi-

supervised way. Rayi [18] used the centroid distance Fourier descriptors as hand 



shape descriptors in sign language recognition. Their test results showed that the 

Fourier descriptors and the Manhattan distance-based classifier achieved recognition 

rates of 95% with small computational latency. In terms of classification and learning, 

machine learning algorithms have been applied successfully to many fields of 

research like, face recognition and facial expressions [19, 20], automatic recognition 

of a musical gesture by a computer [21], classification of robotic soccer formations 

[22], classifying human physical activity from on-body accelerometers [23], 

automatic road-sign detection [24, 25], static hand gesture classification [26], serious 

games applied to rehabilitation [27-30] and intelligent wheelchairs [20, 31-34]. 

Trigueiros [26] have made a comparative study of four machine learning algorithms 

applied to two hand features datasets. In their study the datasets had a mixture of hand 

features. Ke [35] used a Support Vector Machine (SVM) in the implementation of a 

real-time hand gesture recognition system for human robot interaction. Masaki [36] 

used a SVM in conjunction with a SOM (Self-Organizing Map) for the automatic 

learning of a gesture recognition mode. He first applies the SOM to divide the sample 

into phases and construct a state machine, and then he applies the SVM to learn the 

transition conditions between nodes. Almeida [37] proposed a classification approach 

to identify the team's formation in the robotic soccer domain for the two dimensional 

(2D) simulation league employing Data Mining classification techniques. Hidden 

Markov Models (HMMs) have been widely used in a successfully way in other areas 

of application, and also applied quite successfully to gesture recognition. Oka [38] 

developed a gesture recognition system based on measured finger trajectories for an 

augmented desk interface system. They have used a Kalman filter for the prediction 

of multiple finger locations and an HMM for gesture recognition. Perrin [39] 

described a finger tracking gesture recognition system based on a laser tracking 

mechanism which can be used in hand-held devices. They have used HMM for their 

gesture recognition system with an accuracy of 95% for a set of 5 gestures. Nguyen 

[40] described a hand gesture recognition system using a real-time tracking method 

with pseudo two-dimensional Hidden Markov Models. Chen [41] used it in 

combination with Fourier descriptors for hand gesture recognition using a real-time 

tracking method. Kelly [42] implemented an extension to the standard HMM model to 

develop a gesture threshold HMM (GT-HMM) framework which is specifically 

designed to identify inter gesture transition. Zafrulla [43] have investigated the 

potential of the Kinect [44, 45] depth-mapping camera for sign language recognition 

and verification for educational games for deaf children. They used 4-state HMMs to 

train each of the 19 signs defined in their study. Cooper [46] implemented an isolated 

sign recognition system using a 1st order Markov chain. In their model, signs are 

broken down in visemes (equivalent to phonemes in speech) and a bank of Markov 

chains are used to recognize the visemes as they are produced. Trigueiros used 

HMMs in a vision-based system able to interpret gestures from a robotic soccer 

referee [47], and also in a generic solution, able to interpret user commands, 

composed of a set of dynamic and static gestures, and that can be used to build any 

human-computer interaction (HCI) system [48]. His solution has the advantage of 

being computationally simple, easy to train and use, and at the same time generic 

enough, allowing its application in any HCI interface. 



3   Approach 

The Sign Language Recognition Prototype is a real-time vision-based system whose 

purpose is to recognize the Portuguese Sign Language given in the alphabet of Fig. 1. 

The purpose of the prototype was to test the validity of a vision-based system for sign 

language recognition and at the same time, test and select hand features that could be 

used with machine learning algorithms allowing their application in any real-time sign 

language recognition systems. For that, the user must be positioned in front of the 

camera, doing the sign language gestures, that will be interpreted by the system and 

their classification will be displayed on the right side of the interface. The 

implemented solution uses only one camera, a Kinect camera [44], and is based on a 

set of assumptions, hereby defined: 

1. The user must be within a defined perimeter area, in front of the camera. 

2. The user must be within a defined distance range, due to camera limitations. The 

system-defined values are 0.7m for the near plane and 3m for the far plane. 

3. Hand pose is defined with a bare hand and not occluded by other objects. 

4. The system must be used indoor, since the selected camera does not work well 

under sun light conditions. 

    

Fig. 1. Manual alphabet for the Portuguese Language. 

The diagram of Fig. 2 shows the proposed system architecture, which consists of 

two modules, namely: data acquisition, pre-processing and feature extraction; and 

sign language gesture classification. 

In the first module, the hand is detected, tracked and segmented from the video 

images. From the obtained segmented hand, features are extracted for gesture 

classification. In the gesture classification module, the obtained feature vector 

(instance vector) is normalized and classified with a previous trained Support Vector 

Machine (SVM), which is a pattern recognition technique in the area of supervised 

machine learning, which works very well with high-dimensional data. 

3.1 Prototype Implementation 

The human-computer interface (HCI) for the prototype was developed using the 

C++ language, and the openFrameworks toolkit [49] with the OpenCV [50] and the 

OpenNI [51] addons, ofxOpenCv and ofxOpenNI respectively. OpenCV was used for 

some of the vision-based operations like extracting the hand blob contour, and 

OpenNI was responsible for the RGB and depth image acquisition. For model training 

and gesture classification the open source Dlib library was used, a general-purpose 

cross-platform C++ library capable of SVM multiclass classification [52]. The SVM 



algorithm was selected for the final implementation, because in the experiments that 

were carried out with the selected features, it was able to achieve very high values of 

accuracy. Also, the resulting obtained model was compact and fast, able to be applied 

in applications with real-time classification demands. In the following two images it is 

possible to see the Sign Language Prototype with two vowels correctly classified and 

displayed on the right side of the user interface. 

 
Fig. 2. Sign Language Recognition Prototype diagram 

  
Fig. 3. Sign Language prototype interface wit two vowels correctly classified. 

3.2 Experimental Methodology 

This experiment main goal was to test two different types of hand features in order 

to validate which one could achieve better results in terms of Portuguese Sign 

Language recognition. The first type of features, the centroid distance features, 

derived from the object boundary coordinates are also called a shape signature as 

shown in [53, 54]. According to Zhang [55] and Trigueiros [8], it gives very good 

results in shape retrieval and classification, being at the same time simple in terms of 

computational complexity. The centroid distance is expressed by the distance of the 

hand contour boundary points (xi, yi) : i = 0 … N-1, from the centroid (xc, yc) of the 

hand and given by the following formula: 

 (1) 



where is the calculated distance. Due to the subtraction of centroid, which 

represents the hand position, from boundary coordinates, the centroid distance 

representation is invariant to translation. The second type of features is obtained from 

the hand depth image distance values. The distance values, which represent the 

distance from the object to the camera, can be seen in the image of Fig. 4 (right), with 

different distances represented by different grey values. The distance values could 

represent, in our opinion, good hand features giving a more possible hand 

representations with the same viewpoint. For the centroid distance, the number of 

features (N) was defined to be 16. For the distance values, the hand image was resized 

to be 16x16 pixels in size, giving a final vector with 256 features. So, for this 

experiment, two types of images were used during the feature extraction phase and 

dataset construction: The binary hand blob for the centroid distance calculation (Fig. 

4 – left and centre) and The hand distance image for the distance feature vector (Fig. 

4 - right). For the centroid distance dataset (DataSet-1), a total of 2170 records with 

16 features were used, and for the distance values dataset (DataSet-2), a total of 2488 

records with 256 features were used. 

   
Fig. 4. Hand binary blob (left); Centroid distance signature (centre); Hand depth image (right) 

All the built feature datasets were converted to Excel files, so that they can be 

imported into RapidMiner [4] for data analysis. The experiment was divided into two 

phases with the purpose of finding out for each dataset which parameters to use for 

classification. The first goal was to run a parameter optimization process, to find in 

terms of SVM classification, which kernels would achieve the bests results among the 

following four: linear, sigmoid, rbf (radial basis function) and polynomial. Although 

the rbf kernel is a reasonable first choice, there are some situations where this is not 

suitable. In particular, when the number of features is very large, one may just use the 

linear kernel. This was the reason that led us to perform this test. The second goal was 

to run for each dataset a parameter optimization test dependent on the chosen kernel 

type, in order to find the best parameters to be implemented in the final solution.  

3.3. Results 

The first phase of the experiment, as explained in the previous section, was to learn which 

kernels behaved better in terms of SVM classification for the two datasets under study. As can 

be seen on 

Table 1, for both datasets, the obtained best kernel type was the linear kernel, with 

a difference only on the obtained cost parameter C. For this reason the second part of 

the experiment was unnecessary, since the linear kernel does not need any further 

parameter optimization. Table 2 presents the obtained accuracy for each dataset with 

the corresponding kernel type and cost parameter. 



Table 1. Parameters for each dataset. 

Parameters Dataset 1 Dataset 2 

kernel type linear linear 

C 1 2 

 

Table 2. Accuracy for each dataset. 

Parameters Dataset 1 Dataset 2 

Kernel type Linear linear 

C 1 2 

accuracy 99,4% 99,6% 

In order to analyse how classification errors were distributed among classes, a 

confusion matrix (CM) was computed for each one of the datasets under study. The 

resulting confusion matrixes are represented in the following two tables. 

Table 3. Centroid distance features CM 

  Actual class 

P
re

d
ic

te
d
 c

la
ss

 

 

1 2 3 4 5 

1 455 0 0 2 0 

2 0 394 1 1 0 

3 0 0 401 1 0 

4 4 2 0 382 0 

5 0 0 1 0 439 

Table 4. Distance features CM 

  Actual class 
P
re

d
ic

te
d
 c

la
ss

 

 

1 2 3 4 5 

1 622 0 8 0 10 

2 0 543 1 0 1 

3 0 3 451 0 0 

4 0 0 0 413 0 

5 0 0 1 0 434 

3.4 Discussion 

The goal of this experiment was to carry a comparative study of two different types of 

hand features for the problem of sign language recognition using a Support Vector 

Machine (SVM). It was decided to choose this learning algorithm since it had already 

shown good results in previous experiments, in terms of classification, with the first 

type of hand features. From Table 2 one can easily see that the two different features 

gave similar results in terms of classification accuracy, with only a small difference of 

0.2%. From the obtained results so far, one can conclude that the new features are not 

an asset, having the disadvantage of being heavier in terms of number of features and 

final sizes of the dataset and generated model. The corresponding confusion matrix 

also shows, that some major classification errors occurred between gesture one, the 

‘A’ vowel, and gestures three and five, corresponding to the ‘E’ and ‘U’ vowels 

respectively. The centroid distance, on the other hand, being simple in terms of 

computational complexity gives rise to smaller datasets and a final small model file. 

Although the results were encouraging, further tests should be carried out, including 

not only more features from new users as well as the rest of the alphabet in the 

datasets in order to test the efficiency of the proposed system as well as the final 

classification model. 



4   Conclusions and Future Work 

Hand gestures are a powerful way for human communication, with lots of potential 

applications in the area of human computer interaction. Vision-based hand gesture 

recognition techniques have many proven advantages compared with traditional 

devices. However, hand gesture recognition is a difficult problem and the current 

work is only a small contribution towards achieving the results needed in the field of 

sign language recognition. This paper presented a vision-based system able to 

interpret static hand gestures from the Portuguese Sign Language. Experiments with 

two different datasets were carried out in order to find the best hand features, among 

two different types, in terms of Portuguese Sign Language gesture classification. The 

extracted features were tested with the help of the RapidMiner tool for machine 

learning and data mining. That way, it was possible to identify the best SVM 

parameters for learning and classification. The obtained parameters were able to 

achieve very good results in terms of real-time gesture classification with a minimal 

difference (0,2%) between the two hand features. The proposed solution was tested in 

real time situations, were it was possible to prove that the obtained classification 

models were able to recognize all the trained gestures being at the same time user 

independent, important requirements for this type of systems. The selected hand 

features, in conjunction with machine learning algorithms, proved to be very efficient, 

allowing their application in any real-time sign language recognition systems. As 

future work it is intended to keep improving the system and make experiments with 

complete language datasets. It is also intended to test systems able to interpret 

dynamic sign language gestures where there is a need for reliable solutions for the 

problem of start and end gesture identification. As a final conclusion one can say that 

although there is still much to do in the area, the proposed solution is a solid 

foundation for the development of any vision-based sign language recognition user 

interface system. The sign language grammar can be easily changed and the system 

configured to train the new language gestures. 
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