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Grid-forming wind power plants

ANANT NARULA

Division of Electric Power Engineering
Department of Electrical Engineering
Chalmers University of Technology, Sweden

Abstract

With growing concerns over climate change, the power system is witnessing
an unprecedented growth in electricity generation from intermittent renew-
able energy sources (RES) such as wind and solar, which are commonly in-
terfaced to the grid by power-electronic converters. However, increasing the
penetration level of converter-interfaced generation units reduces the number
of synchronous generators (SGs) in the grid that provide system services to
support voltage and frequency, either inherently or through mandatory re-
quirements and market products. This brings several challenges for the grid
operators, which include increasing risk of harmonic interactions, decreasing
system inertia and reduction in the short-circuit power of the grid, which all
together might jeopardize the security and availability of the power systems.
As a countermeasure, it is necessary that the power-electronic-based genera-
tion units not only provide grid support services that are originally provided
by the SGs, but also operate in harmony with other generation units in all
kinds of grid conditions. As a result, the concept of grid-forming (GFM) con-
trol, which mimics the beneficial properties of the SGs in converter systems,
has emerged as a viable solution to allow effective and secured operation of
power systems with increased penetration of converter-based resources.

This thesis investigates the application of GFM control strategies in wind
power plants (WPPs). In particular, the focus of the work will be on develop-
ing an effective GFM control strategy for the energy storage systems (ESS) in
WPPs that not only supports the operation of the WPP in various grid condi-
tions, but also offers a certain degree of GFM properties to the overall WPP.
To start with, the selection of the most suitable GFM control strategy for
wind power applications is made by evaluating and comparing various control
strategies available in the literature. The comparison is based on their influ-
ence on the frequency characteristics of the converter and robustness of the



controller in varying grid strength. To address the transient stability problem
of GFM converters during current limitation, a novel strategy based on the
limitation of converter’s internal voltage vector is developed, which effectively
limits the converter current to a desired value and retains the GFM properties
of the converter at all times. An experimental setup is used to validate the
effectiveness of the proposed limitation strategy in case of various grid distur-
bances. By implementing the proposed GFM control strategy for the ESS in
a test WPP model, it is shown using detailed time-domain simulation results
that the GFM behaviour can be offered to the overall WPP. The Network
Frequency Perturbation (NFP) plots are used to verify the GFM behaviour
of the considered WPP. Furthermore, an overview of various energy storage
technologies (ESTS) suitable for providing ancillary services from WPPs is
presented. With a focus on the two most suitable ESTs; i.e., batteries and su-
percapacitors, recommendations are given for design and sizing of the ESS for
a given application. Finally, a coordinated control strategy between the WPP
and SGs is developed, which facilitates the provision of frequency support
from the WPP and at the same time reduces the energy storage requirements
for the converter system.

Keywords: Ancillary services, coordination, current limitation, energy stor-

age systems (ESS), frequency support, grid-forming (GFM), inertia, transient
stability, wind power plants (WPPs).
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CHAPTER 1

Introduction

1.1 Background and motivation

Aiming at reducing the global warming, 196 member states of the United Na-
tions Framework Convention on Climate Change (UNFCCC) have signed the
2015 Paris Agreement on climate change and have agreed to limit global tem-
perature rise to well below 2°C and to pursue efforts to limit it to 1.5°C by the
end of the century [1]. A crucial part of these efforts is the decarbonization
of the electrical power systems worldwide by using renewable energy sources
(RES) such as wind, solar, tidal and wave [2]. Focusing on wind power, ac-
cording to the statistics from Global Wind Energy Council (GWEC), the total
wind capacity has grown rapidly over the past two decades, i.e., from 178 GW
in 2010 to 830 GW in 2021 [3|. However, high penetration levels of wind power
and other non-synchronous generation units, which are commonly interfaced
with the grid through voltage-source converters (VSCs), bring new challenges
for the power system operators from stability, reliability and protection point
of view [4]-[8]. Some of these challenges are a reduction in the total system
inertia, lack of reactive power to support the system recovery after a fault,
introduction of new oscillation modes and resonance frequencies, which all
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together reduce the stability margin of the network. Consequently, new grid
codes and interconnection standards for converter systems have been devel-
oped over time to ensure the availability and reliability of the power systems
[9]-[17]. Accordingly, such systems are expected to be capable of providing
some of the beneficial functionalities of the synchronous generators (SGs) such
as frequency support, inertial response, fast fault-current injection and black
start.

It is within this context that in the last decade, the concept of grid-forming
(GFM) control has emerged as one of the promising solutions to tackle chal-
lenges associated with increased penetration of converter-interfaced resources,
thereby allowing an effective and secure operation of the future power systems
170, 18], |18]—[24]. Several GFM control strategies have been proposed over the
past years, which facilitate the provision of aforementioned functionalities
from the converter systems integrated with energy storage [25/-[39]. Being
GFM a relatively new concept, there is no single control strategy which is
prioritized over the others or has become an industry standard. This brings
the need for a classification and comparison of the various control strategies
available in the literature to facilitate selection of the most suitable control
strategy for a given application. Though the control strategies are different
from the perspective of implementation and realization of specific functional-
ities, they all share one common principle, i.e., the converter should emulate
the voltage-source behaviour of the SG [40]. This property is of particular
interest for the system operators as it provides grid-supportive responses nat-
urally from the converter without relying on the control actions to take place
following a grid disturbance [41]-[43].

However, due to the voltage-source behaviour of the converter, the current
exchanged between the converter and the grid is not directly controlled, mak-
ing its limitation challenging [44], |45]. Various current-limitation strategies
have been investigated and reported in the literature. These include strate-
gies mainly based either on a current saturation algorithm (CSA) [46]—[48]
or the use of a virtual impedance [49]—[51]. Strategies based on the CSA are
vulnerable to loss of synchronizm following a grid disturbance as reported
in [52]-|54]. On the other hand, strategies deploying virtual impedance for
current limitation require system knowledge and assumptions regarding the
worst-case scenario for selecting the parameters of virtual impedance. System
conditions differing from those assumptions can result in overcurrent or low
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utilization of the converter’s fault-current contribution capability [45], while
an adaptive virtual impedance can result in system instability [55]. Further-
more, some studies suggest the use of a phase-locked-loop (PLL) during large
grid disturbances in order to maintain synchronizm and effectively limit the
converter current 33|, [56]. However, the use of a PLL can negatively impact
the operation of the converter especially during weak grid conditions [57]—[61]
and eventually compromise the voltage-source behaviour of the converter. A
novel limitation strategy will be proposed in this thesis, which effectively lim-
its the converter current to the desired value without relying on any system
knowledge and preserves the converter’'s GFM properties at all times.

It is clear that providing ancillary services demanding controllable active
power (which also defines some of the GFM properties) such as inertial re-
sponse, frequency support and black-start capability from the wind power
plants (WPPs) requires some form of energy storage [62], [63]. Continuous
developments and a fast decrease in the costs of various energy storage tech-
nologies (ESTs) such as batteries and supercapacitors, along with the advance-
ments in power-electronic technologies have made the integration of energy
storage systems (ESS) in WPPs viable [64], [65]. Although the majority of
the works available in today’s literature focus on the GFM properties of indi-
vidual ESS, it is unclear how the overall behaviour of WPPs, which typically
comprise of VSCs in grid-following (GFL) mode, will be affected if a GFM-
ESS is introduced at the grid-connection point of the WPPs. Providing GFM
properties through the ESS in this manner can be a fast and feasible solution
as it does not require any modifications in the control structure of existing
wind turbines (WTs). Moreover, this approach does not interfere with the
optimum generation conditions and ensure the availability of various services
from the WPPs at all times. Consequently, this thesis will evaluate the poten-
tial of an ESS in GFM mode to offer a certain degree of the GFM properties
to the overall WPP. For this, an effective GFM control strategy for the ESS
will be first developed, which aids the provision of above mentioned services
from the WPPs and also improves their transient stability, thereby providing
grid-code fulfillment.



Chapter 1 Introduction

1.2 Purpose of the thesis and main contributions

The purpose of this thesis is to investigate the application of GFM control
strategies in WPPs. The ultimate goal is to design an effective GFM control
strategy, which facilitates the provision of ancillary services such as fast fault-
current injection, synthetic inertia support, fast frequency response and active
damping power from the WPPs, thereby offering the GFM properties of a
conventional SG to the WPPs. To the best of the author’s knowledge, the
main contributions of the thesis are summarized below.

e Analysis of the active-power controller, which also acts as a synchro-
nization loop of the VSC with the considered GFM control strategies
has been made. A modified structure for the active-power controller has
been developed, which unlike the more classical structure decouples the
damping and steady state frequency-droop characteristics of the con-
verter. Consequently, a higher damping factor can be selected to damp
subsynchronous oscillations (SSOs) without affecting the frequency-droop
characteristic of the converter.

e A classification and comparison of state-of-the-art GFM control strate-
gies has been performed, which allows selection of the most suitable
control strategy based on application. The comparison is based on the
ability of the VSC to prevent adverse control interactions and robustness
of the controller against large variations in the grid strength. Further-
more, input-admittance model of the converter with various GFM con-
trol strategies has been derived, which is useful for small-signal stability
analysis of the power system.

o Transient stability problem of the VSCs operated using GFM control
strategies (referred here as GFM converters) has been analyzed. A novel
current-limitation strategy has been proposed, which guarantees the sta-
bility of the converter during severe grid disturbances and preserves its
GFM properties at all times. This is achieved by limiting the converter’s
internal voltage vector (the so called virtual back-electromotive force)
instead of relying on a current limiter. To aid in this, a cascaded struc-
ture for the active-power controller has been designed, which decouples
the synchronization task of and inertia provision from the active-power
controller, thereby providing a fast control over the active power output
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of the converter.

e From detailed time-domain simulations of a test WPP model, it has
been shown that by adopting the proposed GFM control strategy for
the ESS of an appropriate size, GFM properties can be offered to the
overall WPP. The GFM behaviour of the considered WPP has been
verified further by using the recently introduced Network Frequency
Perturbation (NFP) plots.

e A coordinated control strategy between the WPP and SGs has been
proposed to provide fast frequency response from the WPP. It utilizes
the fast dynamic properties of the converter system to keep the instanta-
neous frequency following an electrical disturbance within the prescribed
limits, without deteriorating the performance of the remaining SGs in
the grid. This not only improves the frequency quality of the system, but
also reduces the energy storage requirements for the converter system.

1.3 Structure of the thesis

The thesis is organized into seven chapters with the first chapter describing the
background information, motivation, purpose and main contributions of the
thesis. Chapter [2] summarises the definition of the GFM capability provided
by various system operators, grid codes and standards. This is followed by a
description of the fundamental principle behind the GFM control, classifica-
tion of GFM control strategies into three types and evaluation of each type.
The chapter concludes by making a choice for the most suitable type of the
GFM control strategy for a given application. In Chapter [3] the transient sta-
bility problem of GFM converters during current limitation is first described.
A novel current-limitation strategy and the proposed control structure for the
GFM converters is presented next. The effectiveness of the proposed current-
limitation strategy is demonstrated using experimental tests. By considering
a test WPP model, Chapter [4] assesses the potential of a GFM-ESS to offer
a certain degree of the GFM properties to the overall WPP. The methodol-
ogy to generate the NFP plot and its interpretation are described in detail.
The GFM behaviour of the considered WPP is validated using various time-
domain simulations and NFP plots. In Chapter [f] recommendations are made
for designing and sizing of the two most suitable energy storage technologies
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for the GFM converters. A modified control strategy for the supercapacitor-
based GFM converters is proposed in this chapter, which allows the provision
of synthetic inertia support or fast frequency response from the converter
without slowing down the direct-voltage controller. Chapter [6] proposes a co-
ordinated control strategy between the WPP and SGs to facilitate frequency
support from the WPP in future power systems. It is shown that a correct
tuning of the frequency controller of the ESS facilitates a natural coordina-
tion between the WPP and SGs in the grid. The effectiveness of the proposed
control strategy is validated using detailed time-domain simulations. Finally,
the thesis concludes with a summary of the results obtained and plans for the
future work in Chapter 7.

1.4 List of publications
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CHAPTER 2

Grid-forming control for grid-connected converter systems

2.1 Introduction

One of the fundamental objectives of a voltage-source converter (VSC) con-
nected to an ac grid is to convert the dc into ac power and vice versa based
on the direction of the desired power flow. In order to achieve this goal, the
majority of the grid-connected converter systems use the conventional grid-
following (GFL) control, based on the vector-current controller (VCC) [66].
Such converter systems rely on a fast-acting synchronization mechanism, typ-
ically using a PLL, to inject (or absorb) the desired amount of active and
reactive power to (or from) the grid. In the classical GFL control, a PLL esti-
mates the grid-voltage angle at the point-of-common-coupling (PCC), which
is used to calculate the active and reactive component (reflecting active and
reactive power, respectively) of the output current supplied by the converter.
In other words, the controller adapts itself to “follow” the measured grid volt-
age, modelling the converter system as a controllable current source [67]. This
implies that if the grid-voltage angle cannot be tracked accurately and quickly
(as in weak grids, for instance), stable operation of the converter system might
be compromised.
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In the past decade, the continuous increase in the penetration level of
converter-interfaced RES has led to a reduction in the number of SGs con-
nected to the power system. Consequently, the grid strength (in terms of the
short-circuit capacity and total system inertia) has reduced [7], and the risk
of instability in converter systems has increased. Furthermore, there is a need
to provide system services that were originally provided by synchronous gen-
erators such as frequency support, contribution to total system inertia, fast
fault-current injection, black-start capability, etc., from the converter sys-
tems. To maintain the grid stability and reliability, grid codes and standards
for converter systems have been developed and requirements of capability for
the aforementioned services (sometimes referred as grid-forming capability)
are today included in several interconnection standards [13]-[17], [68].

To begin with, this chapter briefly presents a state-of-the-art definition of
the grid-forming capability based on the available grid codes, standards and
guidelines from different system operators. This is followed by the description
of the concept of GFM control. To select the most suitable GFM control
strategy that can be used later in this thesis, a comparative study of var-
ious GFM control strategies available in the literature [30], [33]-[36], [40],
[69], |70] is performed next. The considered GFM control strategies are here
broadly classified into three categories; namely, Direct Control of Converter
Voltage (DCCV), Cascaded Vector-Control (CVC), and Virtual-Admittance
Based Control (VABC). This classification is based on the identification of fun-
damental differences in their control structure. The GFM control strategies
are evaluated and compared based on the ability of the grid-connected con-
verter system to prevent adverse control interactions. For this, the frequency-
dependent input admittance of the converter system is used, which is first
derived analytically and then verified using detailed simulation models. Fur-
thermore, the robustness of the control system against large variations in the
short-circuit ratio (SCR) of the grid at the PCC is also investigated.

2.2 Definition of grid-forming capability

Recently, system operators in the UK, Germany and in general across Europe
(through the European Network of Transmission System Operators for Elec-
tricity, ENTSO-e) have identified several key features of the GFM capability
of a converter (7], |17], [71]. Some of the common key features facilitate pro-
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2.2 Definition of grid-forming capability

vision of a similar (or better) performance as that of a synchronous generator
from the converter systems, in terms of supporting the grid during distur-
bances. Accordingly, a converter system with GFM capability (referred here
as a GFM converter systerrﬂ) should be able to

Create or form the system voltage: This implies that a GFM converter
system should be able to maintain its internal voltage in terms of its
amplitude, frequency and phase angle irrespective of the load connected
to it. It also means that operation of such converter systems should not
rely on being provided with a firm clean voltage.

Contribute to fault level (short-circuit power): This refers to the fault-
current contribution of GFM converter systems which requires them to
inject fault current up to their over-current capacity within the first
quarter of a cycle (5 ms).

Contribute to the total system inertia: This implies that during fre-
quency disturbances in the grid, a GFM converter system should be
able to provide an active-power response proportional to rate-of-change-
of-frequency (RoCoF), thereby contributing to the total system inertia.
However, this requirement is limited by the energy storage capacity and
the available power rating of the GFM converter system.

Contribute to the system damping: This implies that a GFM converter
system should respond naturally, within 5 ms, to damp low-frequency
oscillations in the system, without actions being required in the control
system.

Act as a sink to counteract harmonics and unbalances in the grid volt-
age: It implies that a GFM converter system should provide a damped
response in the harmonic frequency range using harmonic current flow,
with the effect of an improved voltage quality at the PCC. Thus, the
GFM converter system should impose an inductive or inductive-resistive
behaviour towards the grid.

Prevent adverse control interactions: This requires a GFM converter
system to impose a resistive behaviour over a wide range of frequency.

LGFM converter system can be an individual converter system or group of converter sys-
tems with GFM capability.

11



Chapter 2 Grid-forming control for grid-connected converter systems

This is due to the fact that if the natural frequencies of the network
appear within a region in which the GFM converter system presents a
negative resistance behaviour, an instability might be triggered if the
network itself does not provide enough damping to compensate.

Furthermore, the National Grid Code GCO0137 provides quantitative re-
quirements with regard to various withstand capabilities for the GFM con-
verter systems [17]. For instance, it specifies that a GFM converter system
should be designed to withstand £2.0 Hz/s RoCoF and +60° phase-angle jump
without tripping offline. Furthermore, a minimum phase-angle jump limit of
+5° and RoCoF limit of £1.0 Hz/s is recommended for a GFM converter
system to remain in linear control mode without entering into current limi-
tation. Additionally, GC0137 suggests GFM converter systems to contribute
positively towards system damping, with a damping factor between 0.2 and
1.0. To ensure an adequate level of damping, contribution to inertia and a
GFM behaviour of a converter system, the National Grid Electricity System
Operator (National Grid ESO) recommends the use of Network Frequency
Perturbation (NFP) plots. Details related to the NFP plot are discussed in
Chapter [4]

2.3 Grid-forming principle and the proposed
active-power controller

Figure a) shows a generic GFM control structure for a grid-connected
converter system, where the ac grid is represented by its Thévenin’s equivalent.
The fundamental property of the GFM control strategy is that it models the
converter system as a controllable voltage-source behind an impedanceﬂ (see
Fig.[2.1b)) [67]. This is because, unlike the classical GFL control, the outer
loops in a GFM control directly calculate a reference voltage for the emulated
voltage source. Another property that characterizes the majority of GFM
control strategies is that grid synchronization is provided through the active-
power controller. Therefore, the synchronization of the converter system to
the ac grid is achieved by means of transient power transfer. As seen from
Fig. a)7 the active-power controller provides the synchronization angle,
0., for the converter system, thereby eliminating the need for a dedicated

2This represents the equivalent impedance between the emulated voltage source and PCC.
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Figure 2.1: (a) A generic GFM control structure for a grid-connected VSC. b) An
equivalent circuit representation of a GFM converter system.

synchronization unit like a PLL. Hence, the active-power controller also acts
as the synchronization loop for GFM converter systems.

In this section, one of the first and simplest structures (referred here as the
classical structure) for the active-power controller of GFM converter systems
is presented. This is followed by the description of the issues related to the
classical structure and the proposed solution.

2.3.1 Classical structure of the active-power controller

The classical structure of the active-power controller for the GFM converter
systems is based on a direct emulation of the electro-mechanical dynamics of
a SG . Accordingly, the synchronization angle for the converter system is
obtained as

we 1 1 2H SN

. . * . 3 —
9(3 = ? = ;[WN + W(Pg - Pg)]a with M = WN ’ (21)
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Chapter 2 Grid-forming control for grid-connected converter systems

where w. denotes the internal angular frequency (in rad/s) of the converter
system, wy and Sy are the rated angular frequency (in rad/s) of the ac grid and
rated power of the converter, respectively, H and Kp represents the virtual
inertia time-constant (in s) and virtual mechanical-damping coefficient (in pu)
of the converter system, respectively. The term s is the Laplace-transform
variable, which should be interpreted as d/dt wherever appropriate and “x”
denotes a reference signal in the notations. Assuming a lossless filter reactor
and an inductive grid, the active-power output of the converter system in
quasi-steady state, P, is given by

E B

P=— 5
£ X+ X + Xy

sinfr,;;  with 6y, =6, — 6, (2.2)
where FE. and Eg represent the voltage magnitudes at the terminals of the
converter and the ideal-voltage source, respectively. The terms X, X;, and X,
are the filter, transformer leakage and grid reactances, respectively; whereas,
05 denotes the voltage angle of the ideal-voltage source.

In a GFM converter system, H can be selected freely based on the desired
amount of synthetic inertia from the converter system. The upper limit of H
is dependent on the power ratings and energy storage capacity of the converter
system. Furthermore, Kp being a control parameter can be selected based on
the desired damping ratio, {, of the second-order response from the reference
to actual active-power output of the converter system. From the small-signal
models of and , the closed-loop transfer function from the reference
to actual active-power output of the converter system is obtained as

K
AP, _ Y] _ wi (2.3)
AP} 52—1—%5—1—% 52 + 2Cwys + w2’ '

With 01 representing the converter’s load angle in steady state, the synchro-
nizing power coefficient, Kj, is given by

E Es

Ky = ——————cosby.
s Xf +Xtr +Xg Lo

From ({2.3]), the virtual mechanical damping coefficient can be calculated as

KD = QCWNV KbM (24)
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2.8 Grid-forming principle and the proposed active-power controller

In order to guarantee the desired speed of response for all grid conditions, X,
is typically set for the strongest grid strength provided by the system operator
[72].

2.3.2 Impact of steady-state grid-frequency deviation on the
classical structure

The issues related to the classical structure of the active-power controller
during steady-state deviation in the grid frequency are investigated here. By
substituting s = 0 in and rearranging the terms, the equation for the
active-power flow from the converter system in steady state is obtained as

KpSn

Py=F; + (wN — We). (2.5)
During steady state, w. is equal to the angular frequency of the grid, wg.
Therefore, from it can be observed that if the grid frequency is at its
rated value during steady state, Py = P;. However, a grid-frequency deviation
in steady state will lead to an active-power deviation, resulting in an uncon-
trolled droop effect. Denoted by P, = (PgS_NPg* ), the steady state active-power
deviation is given by

Pe = KDwe. (26)

It can be observed from that P, is directly proportional to Kp and
the deviation in the grid frequency, we = % For a GFM converter
system, the value of K can be large depending upon the desired H and (.
For instance, with ¢ = 0.707, H = 5 s, Xy = 0.05 pu and X;, = 0.1 pu,
results in Kp ~ 205 pu. This implies that even very small deviations
in the grid frequency from the rated value will lead to large deviations of the
active power from the desired value; for example, according with a 0.2%
grid-frequency deviation will result in P, ~ 0.4 pu. Such large deviations in
active power are problematic for converter systems with limited active-power

injection capability and energy storage capacity.
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Chapter 2 Grid-forming control for grid-connected converter systems

Figure 2.2: Block scheme of the proposed active-power controller for GFM con-
verter systems.

2.3.3 Proposed modification in the active-power controller

To avoid the steady-state error in the active power output of the converter
system, an integrator should be added in the active-power controller [73].
This can be achieved by feed-forwarding the grid-frequency estimate from a
PLL [74] or by using a proportional-integral (PI) regulator in the active-power
controller. The latter is used in this thesis to avoid the use of a PLL in the
synchronization loop of GFM converter systems.

Figure 2.2 shows the block diagram of the proposed structure for the active-
power controller. It consists of a PI regulator for accurate reference tracking
and an active-damping term, R,, to improve the controller’s dynamic per-
formance. This control structure is inspired by the design of two-degree-of-
freedom current controller proposed in [75]. The synchronization angle in this
case is obtained by
(P; Ry

1 K; P,
0. = — = —[(K, Py e 5 Rp.—£ 2.7
c s s[( p,pc T s ) Sn 255 + wnl, (2.7)

where K, ,c and Kj . are the proportional and integrals gains, respectively,
of the PI regulator. Using small-signal models of (2.2) and (2.7)), the closed-
loop transfer function from the reference to actual active-power output of the
converter system is given by

AP, Ky pes + Kipe

- . 2.8
APy %32 + (Kppe + Ra)s + Ki pe (28)
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2.4 Grid-forming control strategies and system modeling

The existence of the zero will lead to a pronounced overshoot in the step
response [76]. By proper selection of the controller’s gains and the active-
damping term, a pole-zero cancellation can be achieved, thereby reducing
the system to first order. Accordingly, the parameters of the active-power
controller are selected as

2

«
KF‘;DC = %SNa Ki7pc = KipCSN, and Ra = Kp,pca (29)
which results in
AP, Qpe
= 2.10
APg* s+ ape ( )

with apc the loop bandwidth (in rad/s) of the active-power controller. By
equating the closed-loop bandwidths of the two transfer functions, |i and
(2.10]), ape can be related to the virtual inertia constant as

KSWN
ape =\ S (2.11)

2.4 Grid-forming control strategies and system
modeling

In this section, the three major types of GFM control strategies are presented.
The structural differences between the considered GFM control strategies are
described and the corresponding input-admittance model of the converter sys-
tem is derived. All controllers described here are designed in the rotating
dg-reference frame, using power-invariant transformation, which is defined by
the angle output of the active-power controller. For a fair comparison, the
same active-power controller as described in Section [2:3.3]is used in all GFM
control strategies. Furthermore, a stiff voltage at the dc side of the converter
system is assumed; hence, the dynamics of the dc-link voltage controller are
not included in the analysis.

3For a well damped second-order system, the closed-loop bandwidth can be approximated
to the natural frequency, wy.
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Figure 2.3: Single-line diagram of a grid-connected VSC and block scheme of CVC.

2.4.1 Cascaded vector-control (CVC)

The single-line diagram of a grid-connected VSC with cascaded vector-control
(CVCQ) is shown in Fig. [2.3l The converter is connected to the grid through
an RLC filter of resistance, Ry, inductance, L¢ (inductive reactance, X¢), and
shunt capacitance, Ct, and a lossless transformer with leakage inductance, Ly,
(leakage reactance, Xi,). The grid model comprises of an ideal-voltage source,
es, behind a grid impedance of resistance, Ry, and inductance, L, (inductive
reactance, X,). The voltage across the filter capacitor is denoted by eg, while
the voltage at the converter’s terminal is denoted by e.. The quantities i¢
and i, denote the current flowing through the converter and into the grid,
respectively; Py and (), represent the active and reactive powers exchanged
between the converter and the grid, respectively.

The CVC shown in Fig. is similar to the one proposed in [35], [77].
In this type of control, the active-power controller calculates the capacitor-
voltage angle, ;. As the outer loops in CVC directly calculate the reference
value of the capacitor-voltage vector, e, the grid-forming propertyﬂ is offered
at the connection point of the filter capacitor in this case. The vector-voltage
controller is used to regulate the capacitor-voltage vector and calculate the ref-

4The point where the voltage vector is actuated is used to define the grid-forming property
of the converter.
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2.4 Grid-forming control strategies and system modeling

erence current, i7, for the inner-current controller. Finally, the inner-current
controller regulates the current flowing through the converter and calculates
the reference voltage, e}, for the modulation stage of the converter.

Vector-current controller

The implemented current controller has a classical structure and is based on a
PI regulator with cross-coupling cancellation and voltage feed-forward that is
low-pass filtered with a closed-loop bandwidth of ag. The current controller
calculates the converter-voltage reference as

Hg Gee
(6733 K;
e = mﬁg + jwn Leig + (Kp e + S )(@F — ). (2.12)

K cc, Kicc denote the proportional and integral gains of the PI regulator for
the current controller, respectively.

The converter current can be expressed in terms of the grid current and
capacitor voltage as

ip = Ly + jwnCieg + sCre,. (2.13)

Vector-voltage controller

The vector-voltage controller calculates the reference value of the current for
the inner-current controller as

GVC
——

% . . Ki ve *
i = lg + ]WNCng + (Kp,vc + - )(Qg - Qg)v (214)

where K, v, Ki v denote the proportional and integral gains of the PI regu-
lator for the vector-voltage controller, respectively. The gains of the vector-
voltage and current controllers are selected in accordance to the recommen-
dations given in [77].

To allow operation of the converter in strong grids and alongside other
converters, a reactive-droop model is used for the vector-voltage controller.
Accordingly, the reference value of the capacitor-voltage vector is calculated
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Chapter 2 Grid-forming control for grid-connected converter systems

as

SN

Kd,chg PN
Ey’

*
€y = Eset -
Ibase

: = B with Tpese =

(2.15)

Eet¢ denotes the desired set-point of the capacitor-voltage magnitude, Kgq vc
represents the droop constant (in pu) and Ey is the rated line-to-line voltage
of the converter.

Active-power controller

The active-power controller calculates the capacitor-voltage angle as

Gpe
——
1 Kipe, (g — D, P,
O = S[(Fppe + —2%) “E—5) ~ Rk bun],  (216)

The gains of the PI regulator are selected in accordance to (2.9)), with the
synchronizing power coefficient, K, for this case given by

EEq

Input-admittance derivation

The concept of input admittance is useful for modeling of three-phase systems
(especially, those systems that comprise of power-electronics based devices), as
it provides the ability to independently investigate the impact of each device
on the overall system stability [78]. For a generic three-phase system as the
one shown in Fig. the frequency dependent input-admittance matrix, Y(s)
is defined as

10 [0 e[ ) o

d

where ¢, 17 and e?, e? represent the dg components of the current and volt-

age vectors, respectively. Due to the presence of active-power and ac-voltage
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2.4 Grid-forming control strategies and system modeling

Figure 2.4: Norton’s equivalent representation of a generic three-phase grid-
connected system.

controllers, the input-admittance matrix of the converter is not symmetri(ﬂ
in the low-frequency range and is derived as described below.

In order to account for the dynamics of the active-power controller in the
system model, the input admittance of the converter is derived in a rotating
dg-frame, which is defined by the angle 0y, obtained by integrating the rated
angular frequency, wy, and having a zero initial phase. For this, the controller
dynamics described above should be transformed to this frame (referred here
as source dg-frame). It can be observed from that the angle Oy is given
by

9N = 9g — 0]_” with 9L =

1 [Gpc(Pg* - Pg) - Rapg] (219)

SN ’

where 0y, represents the phase-angle difference between the emulated-voltage
source and the ideal-voltage source, and can be interpreted as the converter’s
load angle. Thus, any space-vector y defined earlier can be transformed to
the source dq-frame using the following relation

z=yel’. (2.20)

In order to derive the input admittance, the small-signal model of the
capacitor-voltage reference is expressed in terms of the scalar components

of capacitor-voltage (2, eZ) and grid current (if, il) using (2.15)), (2.19), and

5A transfer matrix, F(s), is symmetric if it can be expressed in the form

[Fuls)  —Far(s)
F(s) = [F;(@ Fﬁs)}
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E20) as
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Ivase 80 Ipase g
oo (2.21)
v
.d Kd,ve -q _ Kave -d d
|:Azg T cos@Long T cosfroigo Aeg
A'q d,vc -q _ Bd,ve s -d A ql
ig T sm@Long y— sinfrotgo eg
with
Gpvea
AQL Gpe 0 AP* (Gp(‘,+Ra)egO (Gpc+Ra)ego
= | sSN g -+ - sSN - sSN
AEset 0 1 A-E1set 0 0
oo (2.22)
v
Aid _ (GpetRa)igy _ (GoetRadigy | [ppd
g sSN sSN % R
Azl 0 Aed
where the expression P, = egig +edid, and Qg = —egig + egig are used for the

active and reactive powers injected to the grid, respectively. Note that “A”
denotes small-signal perturbations around the steady-state quantities repre-
sented by the subscript “0” in the notations.

The current dynamics in the source dq-frame are given by

€. = €y + jwnLiis + Ryig + sLyi;. (2.23)

As the focus here is mainly on the frequency characteristics of the converter
at low frequencies (between 0-100 Hz in the rotating dg-frame), the impact of
delays arising due to the discretization of measured quantities and that due
to the modulation stage can be neglected [79]. Hence, the converter-output
voltage, e., is given by

C)

e, = ¢ (2.24)

Now, using the small-signal models for (2.12)), (2.13), (2.14), (2.23) and (2.24)),
and using (2.20), (2.21) and (2.22)), the input admittance of the converter,
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2.4 Grid-forming control strategies and system modeling

Y conv, in the source dg-frame is derived asﬂ

Aid AP} Ael
& — g | — g
|:A’Lg:| Gconv |:AEsct:| Yconv |:A€g:| 9 (225)

where Yoy is given by

Yconv :[I - Gc,mat (GVC(GTGPv02 + GPVCl) + I)]_l

(2.26)
[Gcap + Yi,mat - Gc,mat(Gvc(GTGPVv2 + GPVVI) + GDC)]7

and I represents the identity matrix. Transfer function matrices Ge mat,
Yimat, Geap, and Gpc are given by

1
Gc,mat = Gcc sLetRitGee (1) 1 s
sLi+Ri+Gec
1 0
Yimat = (1 — Hy) SLer%erG“ 1 1 )
sLi+Ri+Gec
Gcap _ |: SCf —wNCf]
wNCf SCf
Goe = |:Gvc WNCf].
wNCf _Gvc

Input admittance verification

To verify the analytically derived Ycony, a detailed PSCAD/EMTDC time-
domain simulation of the grid-connected converter system shown in Fig. 2.3]
including all control loops (implemented in discrete time) is used. The method
presented in [80] is adopted to extract the admittance matrix of the converter
system from the simulation model. For this, a stiff-grid connection (i.e.,
L, = R, = 0) is assumed, and a perturbation is made on the grid voltage
at various frequencies. For each perturbation, the resulting perturbations in
the dg-components of the grid current are measured and the input-admittance
matrix of the grid-connected converter system as seen from the PCC, Ypcc,
is extracted using Discrete Fourier Transform (DFT) calculations. Using the

6Since the direction of current flowing out of the converter in Fig is taken as positive,
the negative sign for Ycony is used in ([2.25).
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Table 2.1: System and control parameters for CVC

System parameters Control parameters
Sy 100 MVA (1.0 pu) ag 27500 rad/s
Ex 20 kV (1.0 pu) Ky 0.73 pu

wN  314.16 rad/s Ki.. 1.19pu

Ry 0.015 pu K,ve 0.104 pu

L¢ 0.15 pu Kiv. 0.232pu

Cy  0.066 pu Kyve 0.05 pu

Li; 0.15 pu Qipe 275 rad/s

analytical model, Ypcc is calculated as

YPCC _ [Y;)lnv + Ztr}71 with Ztr _ |: SLtr _WNLtr:| )

WN Ltr SLtr

The system and control parameters used for the simulation tests are given
in Table 2.1} The simulation tests are performed with the converter transfer-
ring 0.5 pu active power and the capacitor voltage being regulated at 1.0 pu.
Figure [2.5] show the frequency response of the magnitude and phase of the
four elements of Ypce obtained analytically (solid-blue curves) and from the
detailed simulation model (dotted-red curves). One aspect to highlight here
is the frequency axis, which corresponds to the frequencies in the rotating
dg-frame. The results show a very good match between the simulation and
the analytical frequency characteristics, verifying the validity of the analytical
model.

2.4.2 Direct control of converter voltage (DCCV)

Figure 2.6 shows the block scheme of DCCV, whose structure is similar to the
Power Synchronization Control proposed in [30], [33]. Usually, the filter ca-
pacitor is not considered with this type of control strategy; however, it is here
included for the fairness in comparison with CVC. In this type of control strat-
egy, the ac-voltage controller typically regulates the magnitude of the voltage
at the PCC and calculates the reference value of the converter-voltage magni-
tude; the active-power controller calculates the converter-voltage angle, 6.. As
the outer loops directly calculate the reference value of the converter-voltage
vector, the grid-forming property is offered at the terminals of the converter
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Figure 2.5: Input-admittance matrix of the grid-connected converter system as
seen from the PCC for CVC; analytical model (solid-blue curves), sim-
ulation model (dotted-red curves)
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in this case. To allow fault-ride-through operation of the converter system,
an embedded current controller is used with this type of control strategy. As
it is transparent during normal operation but only acts during over-current
limitation [30], [33], it is not included in the system model.

AC-voltage controller

The ac-voltage controller implemented here comprises of an integrator with
a reactive-power droop. To have an analogy with the CVC, the magnitude
of the voltage at the low-voltage side of the transformer (voltage across the
filter capacitor) is regulated using the ac-voltage controller. Accordingly, the
converter voltage reference, e}, is calculated as

’
GVC

K,\ K Hfmv thf

* i,ve d,vc fmyv S /.

er = Voase + ——(FEget — — Qe — FEy) — R 2.27
e ase s ( se Ibase g s+ oy g) s+ ahpf alfy ( )

with By = /(ed)? + (eg)?. The term oy denotes the cut-off frequency of the
low-pass filter for the capacitor voltage measurement. As suggested in [30],
a transient damping term comprising of high-pass filtered converter current is
added at the output of the ac-voltage controller to prevent a poorly damped
closed-loop system. R! denotes the active resistance and ampe the cut-off
frequency of the high-pass filter, whose values are selected as suggested in
[30]. The integral gain of the controller, Kj ¢, can be calculated using the
loop-shaping approach described in [76], as

OZVC(Xf + Xtr —+ Xg)
(Xox + Xg)

Kive = , (2.28)

where oy denotes the desired closed-loop bandwidth.

Active-power controller

The structure of the active-power controller implemented here is similar to the
one described in (2.16). The only difference is that, in this case, the active-
power controller calculates the reference value of the converter-voltage angle,
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2.4 Grid-forming control strategies and system modeling

and the synchronizing power coefficient is given by

E.E,
Ki=——1-————. 2.2
(X + X + Xy) (2.29)

Input-admittance derivation

Using (2.20)) and ([2.27)), the small-signal model of the converter-voltage refer-
ence in the source dq-frame can be expressed as

Gt
d qx ! 9 / -d
Aed*|  [—(edf + GupeRLig) Glecosbro| [ Aby e Aig
- . . PVcl .
Ael* (eds + GupeRLi%)  Glesinfro| |AFse ve Add
G/PVVI
Hemycosfroeldy  HimvcosOLoed, d
+ G | Gpyer — Eso Exo Acy
ve PVvl HfmvSineLoego HmeSil’leL()e;O Aeg
Ego Ego
GpH
/ -d
+ |:GhPfRa 0 :| |:Alf:|
/ -q ’
0 —thfRa A’Lf
(2.30)

Now, using the small-signal models for (2.13), (2.23) and (2.24), and using
(2.22) and (2.30), the input admittance of the converter is derived as
Yconv = [GITGPVC2 + G;CGPVcl + G"DH - Zf}il

[G,TGPVV2 + GQC(GPVvl - Gival) + GDHGcap - Zchap - I}y
(2.31)

R+ sLy —wnLs

ith Z¢ = .
Wi f wnLg Ry + sL¢

Input admittance verification

The system and control parameters used for the simulation tests are given in
Table 2:2] The same set points as the previous case are selected for the con-
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Chapter 2 Grid-forming control for grid-connected converter systems

Table 2.2: System and control parameters for DCCV

System parameters Control parameters
Sy 100 MVA (1.0 pu)  aye 273 rad/s
Ex 20 kV (1.0 pu) Kqve 0.05pu

wn  314.16 rad/s R! 0.1 pu

Ry 0.015 pu oappf 275 rad/s
Ly 0.15 pu Qpe 275 rad/s
Cy  0.066 pu

Ly, 0.15 pu

verter. Figure[2.7]shows the frequency response of the magnitude and phase of
the four elements of Ypcc for this case that are obtained analytically (solid-
blue curves) and from the detailed simulation model (dotted-red curves). The
results show a very good match verifying the validity of the analytical model.

2.4.3 Virtual-admittance based control (VABC)

Figure[2.8)shows the single-line diagram of a grid-connected VSC with VABC,
whose structure is similar to the one proposed in [36]. Similar to the previous
case, the filter capacitor is considered here for a fair comparison with CVC.
As shown in Fig. 2.9 with this type of control strategy the VSC appears like
a virtual machine connected to the grid, when seen from the connection point
of the filter capacitor; with egyp representing the virtual back-electromotive
force (EMF) and Z, being the virtual impedance. The virtual impedance (R,
L) includes the physical converter filter impedance (Rf, L) and a tunable
virtual part (R, L!). The virtual reactance, X, = wnLy, is selected in the
range of a typical synchronous machine’s transient reactance [36]. Due to a
relatively large virtual reactance, changes in the virtual back-EMF result in a
dc-current component. Hence, the virtual resistance, R, is chosen to provide
a small time constant for the decay of this dc-current offset.

In this type of control strategy, the ac-voltage controller typically regulates
the magnitude of the voltage at the PCC, and calculates the reference value
of the virtual back-EMF magnitude; whereas, the active-power controller cal-
culates the reference value of the virtual back-EMF angle, Ogyp. As the
outer loops in this case directly calculate the reference value of the virtual
back-EMF vector, the grid-forming property is offered at the terminals of the
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Figure 2.7: Input-admittance matrix of the grid-connected converter system as
seen from the PCC for DCCV; analytical model (solid-blue curves),
simulation model (dotted-red curves)
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2.4 Grid-forming control strategies and system modeling

virtual machine. An inner-current controller as the one described in is
used to regulate the converter current and calculate the reference voltage for
the modulation stage of the converter. The gains of the PI regulator in this
case are calculated using the classical loop-shaping approach as K ¢c = qccLt
and Kj ¢c = ao Ry, where o denotes the loop bandwidth of the current con-
troller |78]. The reference value for the current controller is calculated using
the virtual admittance[] (VA), as

- EEMF — &g

= 2.32
i R, +sL, + JXV ( )

AC-voltage controller

The ac-voltage controller has a similar structure as the one described in (2.27]).
However, in this case, it calculates the virtual back-EMF voltage as

!
GVC

PN Hiny Ghpt
K, K
= V ase Lve Ese - dive - Ay E - 78 ' .
EBME b * S ( ¢ Ibasc Qg S + Ofmy & s+ Qhpf all
(2.33)
The integral gain for this case is selected as
vC XV X r X
Ki,vc = a ( tAut g) (2.34)

(Xer + Xg)

Active-power controller

The structure of the active-power controller is similar to the one described in
(2.16)). In this case, the controller calculates the virtual back-EMF angle, and
the synchronizing power coefficient is given by

Egnvr Es

Ky = . 2.
T X T Xe Xy (2.35)

Input-admittance derivation

Similar to the previous case, the first step here is to calculate the small-signal
model of (2.33) in the source dg-frame by using (2.20). Next, by using the
"The VA corresponds to the inverse of the virtual impedance shown in Fig.
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Chapter 2 Grid-forming control for grid-connected converter systems

Table 2.3: System and control parameters for VABC

System parameters Control parameters

Sy 100 MVA (1.0 pu) ag 2500 rad/s

Ex 20 kV (1.0 pu) Qe 27500 rad/s

wN  314.16 rad/s R,=025pu L,=0.5pu

Ry 0.015 pu Olve 273 rad/s

Ly 0.15 pu K ve 0.05 pu

C;  0.066 pu R, =01pu  anpr = 275 rad/s
Ly, 0.15 pu Qipe 275 rad/s

small-signal models of (2.12)), (2.13), (2.23), (2.24) and (2.32), and (2.20)),
(2.22) and (2.30)), the input admittance of the converter, Y .ony is derived as

Yconv = [I - Gc,math(G{I‘GPVCZ + G:/CGPVCI + (}DH)]_1

[Gcap + Yi,mat - Gc,matGV(G‘{I‘GPVVQ + G:IC(GP\/Vl - G%Vvl) + GDHGcap - I)]7
(2.36)

R, + sL, X,
(Ry + sLy)? + (wnLy)? -X R, +sL,|"

with G, =

Input admittance verification

The system and control parameters used for the simulation tests are given
in Table 2:3] The same set points as the previous case are selected for the
converter. Figure [2.10] shows the frequency response of the magnitude and
phase of the four elements of Ypcc for this case that are obtained analyti-
cally (solid-blue curves) and from the detailed simulation model (dotted-red
curves). Again, results show a very good match verifying the validity of the
analytical model.

2.5 Comparison of grid-forming control strategies

By using the concept of passivity, the ability of the converter system to pre-
vent adverse control interactions is assessed and compared for the three GFM
control strategies. For this, the analytically derived input admittance matri-
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Figure 2.11: Step-response of the a) ac-voltage controller b) active-power controller
with CVC (red), DCCV (blue), and VABC (green).

ces are used to asses the power-dissipative behaviour of the converter system
in the sub-synchronous frequency region. The same control parameters as
listed in Tables 2.1} 2.2 and [2:3] are used for the GFM control strategies. As
shown in Fig. the parameter choice has been made in such a way that
for all the three GFM control strategies, a similar rise-time for a step in the
active-power reference and capacitor voltage set-point is obtained in a strong
grid case (SCR = m = 10.0). Furthermore, the influence of the con-
sidered GFM control strategies on the performance of the converter system
during large variations in the grid strength is also investigated.

2.5.1 Ability to prevent adverse control interactions

In order to reduce the risk of control interactions, the converter system should
impose a passive behaviour over a large frequency range , . Passivity is
related to the resistive behaviour of a device, which is a very desirable property
for the grid-connected converter systems, as it prevents the converter system
from contributing negatively towards the stability of the network. Passivity of
a Multiple-Input/Multiple-Output (MIMO) system can be understood from
its power-dissipative property as described here. Once again considering the
generic electrical system shown in Fig. 2.4] the relation between the voltage
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2.5 Comparison of grid-forming control strategies

and current phasors v and 7 can be expressed in steady-state as
i(ju) = Y (jw)e(je). (2.37)

In a rotating dg frame and by using power-invariant Clark transformation and
(2.37)), the active input power, P, for the current direction shown in Fig.
is given by [79)

1 1 1
P= 5(61‘%‘ +ifle) = 5eH[Y(jw) + Y (jw)le = §eHYpe, (2.38)

where the superscript H denotes the Hermitian conjugate, i.e., the transpose
and complex conjugate of a matrix.

When Yp > 0 (positive-definite matrix), is positive, meaning that
the active power is dissipated at the frequency w. This holds if and only if the
eigenvalues, A1 2, of Yp are positive |79]. Therefore, the power-dissipative
property (thus, passivity) of the converter system can be understood by
analysing the frequency characteristic of the two eigenvalues, A; 2, of the ma-
trix [Ypcc + chc]. For those frequency intervals where the eigenvalues are
positive (meaning that the converter system is power dissipative), there is no
risk of negative contribution from the converter system towards stability of
the network. On the other hand, the existence of frequency intervals where
one of the eigenvalues is negative (meaning that the converter system is non-
dissipative) indicates a risk of causing instability. For all the case studies
presented in this section, one of the two eigenvalues is always positive; hence,
only the minimum of the two eigenvalues, Api,, which is termed as the pas-
sivity index, is considered for the analysis here. For the generic admittance

matrix given in (2.18]), Amin is given by [82]

Amin = 0.5([a + 0] — \/[a — b2+ [e1 + e2]? + [da — d41]?), (2.39)
where the variables are defined as

0 = Re[Yaa(ju)], b= RelYaq(juw)
a1 = Re[Yaq(jw)],  di =Im[Yaq(jw)]
c2 = Re[Yga(jw)], do = Im[Yya(jw)].

Figure shows the frequency response of the passivity index for the
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Figure 2.12: Frequency response of the passivity index with: CVC (red), DCCV
(blue), and VABC (green).
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considered GFM control strategies. It can be seen from the figure that the
converter system presents a non-passive behaviour at low frequencies for all
the three GFM control strategies. The frequency region in which the converter
system exhibits a non-passive behavior is relatively small with CVC as com-
pared to the other two control strategies. However, at very low frequencies
(between 0-4.0 Hz in this case), there is a higher risk of control interactions
with CVC. This is evident from the more negative values of the passivity index
with CVC as compared to DCCV or VABC at those frequencies. It can also
be observed from the figure that the passivity of the converter system with
VABC is slightly better as compared to DCCV.

It is found that the speed of response of both ac-voltage and active-power
controllers affect the passivity of the converter system in the low-frequency
region. It can be observed from Fig. that for all the three GFM control
strategies, reducing the speed of response of both ac-voltage and active-power
controllers improves the passivity of the converter system at low frequencies.
Hence, it is advantageous to keep the loop bandwidth of ac-voltage and active-
power controllers as low as possible from the passivity point-of-view. This
behaviour agrees well with the requirements from the National Grid ESO,
which specifies a 5 Hz limit for the loop bandwidths of both active-power
and voltage controllers for the GFM converters to avoid control interactions
[17]. However, the energy storage capacity of the converter system imposes
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Figure 2.13: Frequency response of the passivity index with speed of response of
a) ac-voltage and b) active-power controllers reduced to half (dashed
curves) of its original value (solid curves) for: CVC (red), DCCV
(blue) and VABC (green).

restrictions on the lower limit of the active-power controller’s loop bandwidth.

2.5.2 Impact of grid strength on control performance

The impact of grid strength on the performance of the converter system during
an active-power step is investigated here. For this, the closed-loop transfer
function of the active-power controller, Fj,c(s), in (2.8) is recalled.

AP, Ky pes + Kipe

- APg* - I% + (Kppe + Ra)s + Ki,pc’

Fpe(s) (2.40)

where K is given in accordance with (2.17)), (2.29) and (2.35) for CVC, DCCV
and VABC, respectively. It can be seen from and that in case of
both CVC and DCCV, a small value of X, = 0.15 pu and X; = 0.15 pu, makes
K in these two cases highly dependent on the grid reactance. This makes the
tuning of their active-power controllers more sensitive to any variations in the
SCR of the grid. On the contrary, due to a relatively large value of virtual
reactance, X, = 0.5 pu, in case of VABC, the impact of the grid strength
on Ky is lower. Hence, the tuning of active-power controller is more robust
in case of VABC as compared to the other two. This can be visualized from
the pole-zero map of Fc(s) for the three GFM control strategies shown in
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Fig211]

It can be observed from Fig. [2.14|(a) and 2.14|b) that as the grid strength
decreases, the poles of Fj,c(s) move closer towards the origin for both CVC and
DCCV. On the other hand, in case of VABC, there is a relatively less move-
ment in the poles when decreasing grid strength as seen from Fig. c).
This explains for a slower and less damped response of the active-power con-
troller with decreasing grid strength for both CVC and DCCV, whereas in
case of VABC, the change is smaller as can be visualized in Fig. 2.15]

2.6 Summary

A new structure for the active-power controller of GFM converters has been
proposed in this chapter, which allows selection of a higher damping factor
without affecting the steady state frequency-droop characteristics of the con-
verter system. Additionally, three GFM control strategies have been investi-
gated and compared, based on their influence on the frequency characteristics
of the converter system and ability to provide a robust converter operation in
varying grid strength. The case studies presented here reveal that a high loop
bandwidth of the ac-voltage and active-power controllers negatively impact
the passivity of the converter system in the sub-synchronous frequency region
for the considered GFM control strategies. Hence, it is advantageous to keep
the loop bandwidth of ac-voltage and active-power controllers as low as pos-
sible from the passivity point-of-view. However, the energy storage capacity
of the converter system imposes a restriction on the lower limit of the active-
power controller’s speed of response. Due to a relatively better performance
of the converter system from the passivity point-of-view at low frequencies
and under varying grid strength, VABC is the preferred choice in this thesis
among the investigated variants of the GFM control strategies. Furthermore,
the resistive-inductive nature of the VA used in this type of control, facilitates
provision of additional reference-current filtering (through virtual reactance)
and damping (through virtual resistance) from the converter without a need
of larger physical components.
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CHAPTER 3

Operation of grid-forming converters during current
limitation

3.1 Introduction

Unlike the conventional SGs that can withstand a fault current of up to sev-
eral times their rated value, power-electronic converters have a very limited
over-current capability. Hence, it is necessary to be able to limit the converter
current not only during normal operation, but even during grid disturbances
irrespective of the control strategy implemented for the converter. As de-
scribed in the previous chapter, in contrast to the more conventional GFL
control, GFM control strategies model the converter system as a controllable
voltage source behind an impedance. Consequently, there is no direct control
over the current exchanged between the converter and the grid, thereby mak-
ing its limitation challenging [44], [45]. Typically in grid-connected converter
systems, current limitation is reached during large grid disturbances such as
faults or large frequency excursions. It is during such conditions when the grid
is most vulnerable and in need of support. For this reason, it is desirable that
the converter systems retain as much of their GFM behaviour as possible even
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Chapter 8 Operation of grid-forming converters during current limitation

during current limitation. This implies that, if at all necessary, the converter
dynamic properties should be changed for the shortest time possible, typically
up to a few cycles at fundamental frequency; then the converter system should
return into linear control mode [41], [42].

This chapter first theoretically describes the transient stability problem
of GFM converters during current limitation. Thereafter, a novel current-
limitation strategy based on the limitation of the reference active power and
the magnitude of the virtual back-EMF is presented. Finally, the effectiveness
of the proposed limitation strategy in case of various grid disturbances is
validated using an experimental setup.

3.2 Angle stability problem of grid-forming
converters

The GFM converter’s angle stability problem is analyzed here by using the
equivalent circuit representation of a grid-connected converter system with the
VABC shown in Fig. [3.I{a). The block-scheme of the VABC is recalled and
shown in Fig. [3.1(b). Neglecting the system losses, the steady state converter
current (in pu) in the synchronous-reference frame aligned with the converter’s
virtual back-EMF voltage is given by

Epvr — Ey  Essind + j(Escosd — Epymr)
lf = . = ’ (31)
71X X
where § denotes the phase-angle difference between the virtual back-EMF
and the ideal-voltage source, and X = X, + X, is the total reactance between
them. The active power transferred from the converter to the grid is defined
as

EempEs s (3.2)

Py = Re{Egyp conj{L;}} =

To investigate the impact of current limitation on the transient stability of
the converter, a current-magnitude limiter (also addressed as circular-current
limiter [48]) is introduced. Applying this to limit the unlimited converter-
current reference, I, results in a limited converter-current reference, I7y;,
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Figure 3.1: (a) Equivalent circuit representation of a GFM converter with VABC
(b) Block scheme of the VABC.
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Figure 3.2: Phasor diagram illustrating the effect of current limitation on the vir-
tual back-EMF. Unlimited in blue, limited in red [83].

as

Ifim = 17 I?fx VI > Inax, (3.3)
f

where I,,x denotes the maximum allowed converter current. This current
limitation is equivalent to a variation of the virtual back-EMF phasor from
Epyr to Egyp as shown in Fig. 3.2l The figure shows that the current
limitation results in a reduced load angle, d, as compared to the unlimited
angle demanded by the active-power controller (APC), § Apcﬂ Even though
the load angle is manipulated by the current limitation, dapc still has an
impact on the exchanged active power as it determines the angle of the current
references I and consequently I7 ;. Using —, the relation between
the current-limited active power, Pjn, and dapc can be expressed as

Pl = Re(E, con{L 1} o
_ Egmr EsInax sin dapc
VE&yr + E2 — 2Egyr Es cos Sapc

YV IF > Ljax.

Figure illustrates the P-dapc relationship according with in blue and
in red for an example system. It can be observed from the figure that
in contrary to the unlimited case shown in blue, the power transfer decreases
with an increasing dapc after the current reaches its limit at the operating
point B.

Based on this analysis, the two main sources of GFM converter’s angle
stability problem can be identified: firstly, an active-power reference which is
too large for the prevailing grid conditions (i.e., grid-voltage magnitude and
grid strength) during a fault or in post-fault steady-state, and secondly the

1Note that without current limitation, § = dapc.
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Figure 3.3: P-dapc curve illustrating the converter angle stability problem for a
current limit of 1.2 pu. A: pre-disturbance operating point; B: current
limit reached; C: transient stability limit; Pamax: maximum decelerat-
ing power; all outlined for case 1: Egmr = Es = 1.0 pu. Case 2: Egpvr
= 1.0 pu & Es = 0.6puy; case 3: Egvmr = Es = 0.6 pu.

inability of the active-power controller to follow the grid-voltage angle during
a frequency disturbance or phase-angle jump. Both instability mechanisms
are summarized in this section.

3.2.1 Voltage-dip induced converter angle instability

The first of the two angle instability mechanisms is caused by a voltage dip
resulting from a fault, for instance. Equations and demonstrate that
the active-power transfer between the converter and the grid is proportional
to the product of Egyr and Es. Consequently, a voltage dip will result in
a reduced active-power transfer capability, no matter how the magnitude of
the virtual back-EMF is controlled in response to the voltage dip (compare
cases 2 and 3 in Fig. [3.3). As described in [55], the instability under such
conditions can occur due to violated equal-area criterion, which mainly affects
the GFM converters providing synthetic inertia support, or due to a lack of
a stable post-fault operating point. This type of instability has been studied
widely in the literature and several solutions have been proposed [84]. The
most popular solutions are scaling of the power references proportional to the
voltage magnitude [48], control-mode switching (e.g. deactivation of inertia
|85] or transition to a GFL control [30], [33]) and inclusion of additional control
terms [86]. Of these approaches, voltage-proportional power reference scaling
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has the advantage of retaining as much of the GFM capabilities as possible,
while at the same time aiding in current-limitation. Moreover, in contrast
to approaches modifying the control structure, it does not require any fault
detection mechanism [84].

3.2.2 Frequency-disturbance induced converter angle
instability

The second angle instability mechanism is caused by severe frequency dis-
turbances or phase-angle jumps in the grid, resulting in the inability of the
active-power controller to follow the grid-voltage angle and moving the oper-
ating point to the unstable part in Fig.[3.3] Since the active-power controller
in a GFM converter does not only provide power reference tracking but also
the synchronization, a power control error is required to follow a change in the
grid frequency by letting the active-power controller adapt the converter’s in-
ternal frequency, w.. For instance, a decline in the grid frequency causes dapc
to increase until the additional decelerating power Py = —2H d(‘i*;“
However, during current limitation the decelerating power might not be large
enough to keep the converter’s internal frequency synchronized with the grid

is reached.

frequency, which would lead to a continuous increase of dapc. If the unstable
equilibrium point C is crossed the synchronizm is lost, which is equivalent to
a synchronous generator’s first swing instability.

Limitation of the outer loop references as introduced in the previous in-
stability mechanism cannot prevent loss of synchronizm in this case. This is
because the requirement for the additional active power, which exceeds the
current-limited maximum, Pgpax, is not caused by a change in the reference,
but by the inability of the slow active-power controller to reject the grid distur-
bance. This slowness is desired to provide an inertial support to the grid, but
causes instability when the converter current limits are reached. As the an-
gle output of the active-power controller is manipulated to guarantee current
limitation, the synchronization signal is lost. Not only the GFM convert-
ers adopting VABC structure, but all GFM converters with non-zero inertia
time-constant that rely on the active-power controller for synchronization and
provision of synthetic inertia are vulnerable to type of instability. The risk
for this type of instability increases with a large virtual inertia constant of
the converter, H, high RoCoF and operating points close to the maximum
transferable active power, due to more decelerating power being needed or
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less current reserve being available for it, respectively.

While these instability mechanisms are studied here for a GFM converter
with circular-current limitation, the same principles apply for GFM converters
relying on a virtual impedance for current limitation. This can be understood
from , showing that an increase in the reactance between the virtual
back-EMF and the grid voltage will reduce the active-power transfer for any
given load angle, which results in similar dynamics for both instability types.

3.3 Proposed methodology to limit converter
current

From the previous section, it is understood that limitation of the current
reference for the current controller (henceforth referred to as hard-current
limiter) might in GFM converters result in a loss of synchronization with the ac
grid. Furthermore, the use of a hard-current limiter introduces non-linearities
in the control system and modifies the dynamic properties of the converter (by
hiding the impact of the voltage controller and the virtual admittance) while
activated, which is not desirable as discussed earlier [41], [42]. This section
presents a novel strategy that allows to keep the converter current within its
permissible value without relying on the hard-current limiter and alteration
of the GFM properties.

In a grid-following converter, the use of a hard-current limiter is effective
because such converters are modeled as a current source. Following the same
philosophy for GFM converters, which are modeled as a voltage source instead,
current limitation can be achieved by dynamically limiting the generated vir-
tual back-EMF, eg\ir, s0 that the resulting current reference is within the lim-
its. This is realized through the GFM control structure depicted in Fig.
It is of importance to consider that, unlike the magnitude, limiting the phase
of the voltage vector epyr is challenging. This is because in the absence of a
PLL in GFM converters, there is no direct information about the load angle;
and hence, the active-power flow from the converter dictates the phase of the
emulated voltage source. Therefore, one obvious solution is to include a PLL
in the design of the APL to calculate the converter’s load angle. However,
this can have a negative impact on the stability of the converter in weak grids,
and restrict the converter’s GFM properties [87]. Another alternative to limit
the resulting phase of the converter at all times without the aforementioned
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Figure 3.4: Block diagram of the proposed control structure for GFM converters.

restrictions is to limit the active-power reference. However, as discussed in
the previous section, this solution is not effective in GFM converter systems
emulating inertia, owing to their slow active-power controller. To overcome
this issue, a cascaded active-power controller described in the following section
is proposed. The calculation of the limits for the active power and voltage
magnitude references is described in the subsequent sections.

3.3.1 Cascaded active-power controller

The cascaded active-power controller consists of an inertia-emulation loop
(IEL) in cascade with a fast active-power loop (APL). The IEL is illustrated
in Fig. [3.5 and is based on the structure of a PLL. It is used to calculate the
inertial power, Py, to be injected (or absorbed) by the converter in case of fre-
quency disturbances. This is similar to the approach proposed in [88], where a
PLL is used to provide an inertial response from a GFL converter. The advan-
tage of this approach over other methods to provide RoCoF-proportional in-
ertial response is that the frequency derivative is implicitly determined within
the PLL. This replaces the noise-sensitive derivation step and means that the
RoCoF estimate is immediately available, reducing delays in the converter’s
inertial response [88]. The inertial power Py is then added onto the active
power set-point of the converter, Pse, to form the reference power, Py, for
the APL, which can be effectively limited. The PI-based APL then tracks the
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3.8 Proposed methodology to limit converter current

Figure 3.5: Structure of the inertia-emulation loop.

limited power reference, P}, and synchronizes the converter with the grid.

Providing the inertia through the active-power reference allows a higher
closed-loop bandwidth for the APL, thus making synchronization and refer-
ence tracking fasﬂ Decoupling the synchronization task of the APL from the
inertia provision gives the flexibility to limit and achieve a fast control over the
active-power injection from the converter, and ultimately the resulting phase
of the virtual back-EMF. The magnitude of the virtual back-EMF, Eg\r, can
then be limited based on the available PCC voltage and estimated power flow
as described in Section [3.3:3] In this way it is possible to limit the generated
current reference vector without triggering the hard-current limiter.

Tuning of the inertia-emulation loop

The IEL shown in Fig. is designed in such a way that its output is a pure
inertial power, Py, which is equivalent to the inertial response of a lossless
synchronous condenser (SC). The fundamental idea is that both SC and IEL
track the phase angle of the grid voltage with a given speed, which corresponds
to their inertia. To derive the parameters of the IEL, the swing equation of a
SC is utilized, which is given as

%swr =—PF, — f—i(wr — wg), (3.5)
where w, and w, denote the angular frequency (in rad/s) of the rotor and at
the the PCC, respectively, and P, is the electrical power (in pu) injected to
the grid. By neglecting the resistances and assuming a dg-reference frame that

2The upper limit for the closed-loop bandwidth of the APL is limited by the grid-code
requirements (5.0 Hz, for instance, from the National Grid ESO [17])
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is aligned with the machine’s back EMF, P, can be expressed in quasi-steady
state as

EepvrEy Egmr
P, = Tg sin(f, — 0g) = — e eg, (3.6)

where el denotes the g-component of the PCC voltage, and X is the sum of the
reactances between the back EMF and PCC. In case of a SC, the back EMF
and PCC voltage are aligned to each other in steady state and e is zero.
However, a change in the PCC-voltage angle will result in a misalignment

of the two voltages and an active-power flow, P, = Pg. For a small angle
difference, (3.6 can be expressed as

— ZEMES (4 — ), (3.7)

where the following relationships are utilized

$0y = wy and 505 = wy. (3.8)
Using (3.7)), (3.5 can be rearranged as
Kp WN . Epvp By
= — - P , th Pmax = 39
wr =GP’ Tog P ™ 8¢ X (39)

An equivalent expression can now be derived for the IEL. If the negation
of the emulated inertial-power reference, i.e., - Py is selected as the input to
the TEL’s Pl-regulator (see Fig. , the derivative of the loop’s estimated
frequency is determined as

swipr, = —(Kp1eLs + KieL)Pua, (3.10)

where wigy, is the loop’s frequency estimate, K, g1, and Kj gy, are the pro-
portional and integral gains, respectively. In this case, the inertial power, Py,
is defined as

*

E
==l (3.11)

with e denoting the g-component of the PCC voltage in the synchronous-
rotating frame defined by the IEL’s angle, 61, and aligned with the PCC
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voltage; whereas, Xt represents the filter reactance and E} the magnitude of
the reference voltage vector output from the current controller (CC). Basically,
is the two-port equation formulated using the terminal voltage of the
converter and PCC voltage. Unlike , the terminal voltage of the converter
is used here instead of the virtual back-EMF; this is to overcome the coupling
between active and reactive power introduced by the large virtual resistance.
The tracking behaviour of the SC given by and that of the IEL in
can be related to each other to establish an equivalent behaviour resulting in
the following tuning criteria
WN Kp E;E,

with  Ppax = . (3.12)

K; =— K = —
iTBL = o7 p,IEL SHP. X

It can be observed from that the integral gain of the IEL relates to the
inertia constant to be emulated, while the proportional gain to the damping.
To receive an accurate replication of the desired inertial response it is advis-
able to subtract the inertia constant remaining in the APL from the inertia
constant used for the IEL so that the cumulative effect is as required. The in-
ertia constant remaining in the APL depends upon its closed-loop bandwidth

and can be calculated using (2.11)).

Selection of the inertia-emulation loop’s damping coefficient

In a SC, damping is linked to the physical properties such as friction and typi-
cally associated with losses. As a consequence, SCs are usually poorly damped.
On the contrary, in the IEL, the damping does not imply any losses, which
means it becomes an additional degree of freedom. However, an increased
damping comes with a downside of slower response. Hence, the damping co-
efficient should be selected as a compromise between the speed and damping
of the inertial response.

As described earlier, the inertial response relates to tracking changes in the
grid-voltage angle with a certain speed. This tracking speed is determined by
the closed-loop transfer function of the IEL, which is given by

GIEL (5) = AeIEL _ Pmax(Kp,IELS + Ki,IEL)
Aeg s? + RnaprJELS + PInaxKi,IEL )

(3.13)

where the small-signal relationship FyAf, = AFE] is utilized. This can be
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Figure 3.6: Comparison with synchronous condenser and impact of the damping
ratio on rise time and overshoot.

related to a generalized second-order transfer function with the zero as

2Cwys + w?

GIEL(S) = 82 + QCWHS +w27

(3.14)
which using (3.12)) allows to determine the proportional gain based on the
desired damping ratio, ¢, as

20JN

Kyiern = ¢ op_
max

(3.15)

The effect of different damping ratios is shown using time-domain simu-
lations of the example grid-connected converter system shown in Fig.
For this case study, frequency of the ideal-voltage source is reduced with
1 Hz/s from 50.0-47.0 Hz, while the active power set point of the converter,
Pset = 0 pu. The inertia constant is selected as H = 5.0 s, meaning that the
specified frequency disturbance should result in an inertial power of 0.2 pu.
Figure demonstrates that the proposed controller is able to reproduce the
behaviour of a SC with good accuracy. In case of a SC, an oscillatory iner-
tial response can be observed due to its poor damping. On the other hand,
with a flexibility to choose any desired value of ( in the proposed controller,
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a well-damped response without overshoot can be achieved for ( = 1.0. How-
ever, to reduce the rise time, a damping ratio of { = 0.707 is suggested as a
compromise between speed and damping of the inertial response.

3.3.2 Calculation of active-power limits

As stated earlier, the phase of the virtual back-EMF is a resultant of the
active-power flow from the converter. Therefore, setting the limits for the
active-power reference would limit the resulting phase of the virtual back-
EMF. During limitation, prioritizing active or reactive-power injection from
the converter depends upon the grid-code requirements. Here, reactive-power
injection is prioritizecEl; accordingly, the upper limit for the active-power ref-
erence, P, is calculated as

Pu = /830 — Q% (3.16)
where Savail denotes the available apparent power of the converter, and Qg
is the reactive power injected from the converter (or, eventually, the reactive
power demanded by the grid codes). At any time instant, depending upon the
PCC-voltage magnitude, I, the available apparent power of the converter to

keep the current within its rated value is calculated as Savayn = S};lfg, where

Sn and En denote the rated power and voltage of the converter, respectively.
If Qg > Savail (this condition prevails during a voltage dip for instance, when
the converter current momentarily rises above its rated value), the upper limit
for the active-power reference is set to zero.

3.3.3 Calculation of voltage-magnitude limits

The limits for the magnitude of virtual back-EMF can be calculated by using
the estimated power flow. Considering the sign convention for the current in
Fig. a decrease in the PCC voltage will result in a positive reactive-power
injection into the grid. Hence, the upper limit for the magnitude of the virtual

3Prioritization of active and reactive power can be modified depending upon the system
requirements.
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back-EMF, E., is calculated as

]Dl?m B anvail

Ey =
! conj(e,)

e, +

3

(3.17)
with Qavail = 52 — P2

avail lim*

Similarly, if a voltage swell at the PCC is to be considered, the lower limit for
the virtual back-EMF, Ey, can be calculated accordingly, i.e.,

B + anvail .
Ey = “lim L JRAVAR R+ X)) 3.18
= |€g coni(e,) (Ry +jXv) (3.18)

It is worth mentioning here that during limitation, P, will be equal to Py
as defined in . Thus, reactive-power injection is prioritized here. Fur-
thermore, as P, = P, during limitation, the angle of the voltage phasors E;
and E); will be equal to zero in the controller’s dg-reference frame.

In order to prevent the accumulation of the voltage error during limitation,
an anti-windup loop with the gain Kaw is implemented in the ac-voltage
controller (AVC) as shown in Fig.

3.4 Experimental validation of the proposed
current-limitation strategy

In order to validate the effectiveness of the proposed current-limitation strat-
egy, experimental verification is made and discussed for various grid scenarios
in this section. A photo of the laboratory setup is depicted in Fig. and
it resembles the system shown in Fig. The grid is emulated using a RE-
GATRON’s four quadrant programmable AC power source. Furthermore, the
GFM converter system used here comprises of a 2-level VSC supplied by an
ideal DC voltage source. It is controlled using dASPACE dS1006, and is con-
nected at the PCC through a phase reactor of resistance Ry and inductance
L¢. Various system and control parameters used for the grid-interfaced con-
verter system are shown in Table The closed-loop bandwidths of the APL
and AVC are chosen to comply with the recommendations for GFM control
action defined in [17].
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)
Controllable AC &
voltage source

Figure 3.7: Photo of the laboratory setup.

Table 3.1: System and control parameters

System parameters

Control parameters

SN 1 kVA (1.0 pu)
En 100 V (1.0 pu)
wN 314.16 rad/s

Ly 0.15 pu
Ry 0.015 pu
SCR 3

L,

R,

Qpe

¢

aCC

Qe = 271 rad/s

0.5 pu

0.25 pu

275 rad/s
0.707

27500 rad/s
Kq,vc = 0.05 pu
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3.4.1 Dynamic performance in case of a RoCoF event

In order to investigate the dynamic performance of the GFM converter system
during a RoCoF event, the frequency, fs, of the voltage source behind grid
impedance is varied from 50.0 Hz to 48.0 Hz at a rate of -2.0 Hz/s between
0.5 s and 1.5 s. The active power set-point of the converter is selected as 0.8 pu
in this case. The blue curves in Fig. [3.§ show the dynamic response of the con-
verter system emulating an inertia of 5.0 s using the proposed control structure
and current-limitation strategy. For comparison, the dynamic performance of
a converter system emulating the same amount of inertia within the APL and
deploying circular-current limitation (henceforth referred as Integrated GFM
contm@ is shown with red curves in Fig. |3.8] where the upper-limit for the
hard-current limiter is set to 1.1 pu.

It can be seen from the figure that by using the proposed control structure
and current-limitation strategy, it is possible to limit the converter current
close to its rated value without triggering the hard-current limiter. Addition-
ally, the internal frequency of the converter closely follows the declining grid
frequency (light-blue curve), i.e., the converter keeps its synchronism with the
grid. Furthermore, the active-power flow from the converter is limited close
to 1.0 pu which otherwise would have reached 1.2 pu without limitation (cor-
responding to set-point power of 0.8 pu and inertial power of 0.4 pu). On
the other hand, due to the presence of inertia within the APL in the second
case, the converter loses it synchronism when the maximum-current limit of
the converter is reached.

3.4.2 Dynamic performance in case of a balanced
three-phase voltage dip

In order to investigate the dynamic performance of the converter system dur-
ing a balanced three-phase voltage dip, starting at 0.5 s, the magnitude of the
source voltage, Fg, is reduced by 50% for a duration of 1.0 s. The set point for
the active power is zero and inertia provision from the converter is minimized
by deactivating the IEL for this case. Figure shows the dynamic response
of the GFM converter system against a balanced three-phase voltage dip.

4The integrated GFM control used here for comparison corresponds to the structure dis-
played in Fig. b), which provides inertia by selecting a lower loop bandwidth for the
APC resulting in the desired inertia.
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Figure 3.8: Dynamic response of GFM converter to a frequency disturbance with
proposed control structure (blue curves), and Integrated GFM con-
trol (red curves). Top: measured active power; middle: measured
converter-current magnitude; bottom: measured PCC frequency (light-
blue curve depicts the frequency disturbance imposed by the control-
lable AC power source).
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Figure 3.9: Dynamic response of GFM converter to a balanced three-phase voltage
dip. Top: three-phase source voltage; middle: measured active (blue
curve) and reactive power (red curve); bottom: measured converter-
current magnitude.
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It can be seen from the figure that following the voltage dip, the converter
current is immediately limited close to its rated value without triggering the
hard-current limiter, thus, without changing the converter’s dynamics. Addi-
tionally, maximum reactive power (red curve) is injected from the converter
instantaneously to support the system. It can also be observed that after the
fault clearance, the active and reactive powers as well as the converter current
immediately return to their initial operating points.

3.4.3 Dynamic performance in case of a balanced
three-phase voltage dip accompanied by a RoCoF
event

In order to investigate the dynamic performance of the converter during a bal-
anced three-phase voltage dip accompanied by a RoCoF event, Fy is reduced
as in the previous case. At the same time, f; is varied from 50.0 Hz to 48.0 Hz
at a rate of -2.0 Hz/s. Such a severe event, comprising of a combination of
large voltage and frequency disturbance, might happen in extreme system
conditions like the system event reported in [89] or during the 2021 European
system split between France and Spain [90], and is here used to test the capa-
bilities and robustness of the suggested converter control. Figure [3.10] shows
the dynamic response of the GFM converter system emulating an inertia of
5.0 s for this case.

It can be observed from the figure that following the specified event, the
converter current is immediately limited close to its rated value without trig-
gering the hard-current limiter. Additionally, the converter injects maximum
reactive power (red curve) instantaneously to support the system. Since the
converter current reaches its rated value, there is no room for the active-power
injection, and hence the active-power flow from the converter stays at zero.
This results from the choice of prioritizing reactive power injection over ac-
tive power made in . Since it’s a matter of choice only, it is possible
to reduce the reactive power injection if an inertial support is desired from
the converter during limitation. It can also be observed that after the fault is
cleared, the reactive power immediately returns to its initial operating point.
Furthermore, the inertial response of the converter becomes evident from a
decrease in the inertial power of the converter from the moment the frequency
transient ends.
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Figure 3.10: Dynamic response of GFM converter to a balanced three-phase volt-
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age dip accompanied by a frequency disturbance. Top: three-phase
source voltage; top-middle: measured active (blue curve) and reactive
power (red curve); bottom-middle: measured converter-current mag-
nitude; bottom: frequency disturbance imposed by the controllable
AC power source.
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Figure 3.11: Block diagram of proposed control structure for GFM converters with
adaptations for unbalanced grid conditions.

3.5 Controller modifications for unbalanced grid
conditions

According to the latest reports from the ENTSO-e, GFM converters should
act as a sink for unbalances in the grid voltage [7]. This means that in case
of unbalanced grid conditions (for example, during unbalanced faults), the
converter must offer an inductive behaviour towards the grid for the negative-
sequence components. As an example, the recent VDE-AR-N 4120 Technical
Connection Rules establishes requirements for the negative-sequence current
injection from the grid-connected converter systems [91]. In particular, for an
unbalanced voltage dip the converter should absorb a negative-sequence cur-
rent proportional to the negative-sequence grid voltage, following the relation

I7 = kaV, 2<ky <6 (3.19)

where the gain k, specifies the relation between the magnitude of the negative-
sequence component in the grid voltage, £, and the corresponding negative-
sequence converter current I . During current limitation, prioritizing positive-
or negative-sequence current depends upon the system requirements. This im-
plies that we should be able to effectively control and limit both the positive-
and negative-sequence currents individually. Figure [3.I1] shows the modifica-
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tions made to the controller for this purpose, where a negative-sequence CC
has been added to the original control structure. It generates a negative-
sequence reference voltage for the converter, e;*, which is added to the
positive-sequence reference voltage, el*, generated by the original control
structure.

During unbalanced grid conditions, the magnitude of the voltage and cur-
rent vectors, as well as the instantaneous active and reactive powers will
present oscillations at twice the fundamental frequency. This will lead to
double-frequency oscillations in both the internal frequency of the converter
and magnitude of the virtual back-EMF. To prevent this, positive-sequence
components of the measured voltages and currents are used as inputs in the
APL and AVC, while the negative-sequence components for the negative-
sequence CC. A Recursive Least Square (RLS) algorithm based method is
used here to separate the voltage and current vectors into their respective
sequence components [92]. To adapt to the changes in the grid frequency,
the internal frequency of the converter is used as an input to the RLS-based
sequence separator.

In accordance with the relation between negative-sequence voltage and cur-
rent provided in , the converter should exhibit negative-sequence reac-
tance, X, = k. Therefore, the reference for the negative-sequence CC, i,
is calculated as

(&

£ 3.20
Xy (3:20)

Z =

where e, represents the negative-sequence component of the PCC-voltage
vector. The factor, k,, is selected here equal to 2. Circular limitation is used
for the negative-sequence current in order to keep the total converter current
within its rated value, In. Giving positive-sequence current priority for active
and reactive-power support, the upper and lower limits for the magnitude of
the negative-sequence current reference, denoted by I;, and Iy, respectively,
are calculated as
ID,=In— I,

,ul

B B (3.21)
If,n = *If,ur

If+ * denotes the magnitude of the positive-sequence current reference and is

(ifq

calculated as I = irq)?+ (ZP_(;)Q During limitation, the magnitude
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of the negative-sequence current reference, I; *, is saturated at its upper or
lower limit according to (3.21). On the other hand, its phase angle, i.e., Zi; *
is kept unchanged and is determined using (|3.20)).

3.5.1 Experimental validation under unbalanced grid
conditions

The following test cases validate the effectiveness of the proposed limitation
strategy during unbalanced grid conditions. The set point for the active-power
flow from the converter is zero for the case studies presented here.

Dynamic performance in case of a small unbalance

In order to investigate the dynamic performance of the converter during a
small unbalance, the magnitude of the source voltage in phase B and C is re-
duced by 30% for a duration of 1.0 s. Figureshows the dynamic response
of converter system for this case.

It can be observed from the figure that following the specified disturbance,
the converter injects reactive power (red curve) to boost the positive-sequence
voltage at the PCC. Since k,, = 2, the converter exhibits a negative-sequence
reactance of 0.5 pu (calculated by dividing the measured negative-sequence
voltage with resulting negative-sequence current during unbalance), hence al-
lowing the negative-sequence current to flow. Furthermore, the positive sign of
negative-sequence reactance confirms the inductive behaviour of the converter
to counter unbalance in the PCC voltage.

Dynamic performance in case of a severe unbalance

In order to investigate the dynamic performance of the converter against a
severe unbalance, the magnitude of the source voltage in phase B and C is re-
duced by 80% for a duration of 1.0 s. Figureshows the dynamic response
of converter system for this case. It can be observed from the figure that
giving positive-sequence current priority over the negative sequence results in
an injection of maximum reactive power (red curve) from the converter. Since
the converter current reaches its rated value, there is no room left for the
negative-sequence current to flow, i.e, 4; * is automatically set to zero from
(3.21)). Consequently, the measured converter current is composed of positive-
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age dip. From top to bottom: three-phase source voltage, measured
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sequence active (blue curve) and reactive (red curve) power, measured
converter-current magnitude, measured negative-sequence reactance
of the converter.
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sequence component only unlike the current in Fig. [3.12] where the 100.0 Hz
oscillation due to negative-sequence component is evident.

3.6 Summary

In this chapter, a novel current limitation strategy for GFM converters has
been presented. The causes for instability in case of large disturbances with
existing current limitation strategies for GFM converters have been discussed.
In order to guarantee converter’s stability and at the same time preserve its
GFM behaviour also during current limitation, a novel limitation strategy
has been presented. In the proposed strategy, current limitation is achieved
by dynamically limiting the virtual back-EMF vector. Experimental results
show the ability to effectively limit the current output of the converter to
the desired value for several system events, without the need to activate the
reference-current limiter at the input of the CC. Furthermore, modifications
to cope with unbalanced grid conditions and fulfill the related grid codes have
been presented.
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CHAPTER 4

Grid-forming wind power plants

4.1 Introduction

In the previous chapter, the proposed GFM control strategy for a generic
grid-connected converter has been presented. This chapter focuses more on
the application of this control strategy in wind power plants (WPPs). There
has been a rapid increase in the number of wind power installations over the
past two decades. According to the data from GWEC, onshore wind capacity
has grown from 178 GW in 2010 to 774 GW in 2021; whereas, offshore wind
has grown proportionately more, i.e., from 3.1 GW in 2010 to 55.7 GW in 2021
with a forecast to rise over 380 GW by 2030 [93], [94]. This substantial increase
in the offshore wind power is mainly driven by its higher generation capac-
ity and more stable wind conditions as compared to its onshore counterpart.
Furthermore, with the advancement in modern technologies such as static
synchronous compensator (STATCOM) and STATCOM integrated with en-
ergy storage system (here referred as ES-STATCOM) [95]-]99], it has become
technically possible to use High Voltage Alternating Current (HVAC) solu-
tions for the grid connection of wind farms that are located far from the shore
[65], [100]-[107]. Avoiding the use of High Voltage Direct Current (HVDC)
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Chapter 4 Grid-forming wind power plants

technology for power transmission and grid-code fulfillment and expanding
the potential of HVAC technology instead, significantly reduces the cost of
installation for wind power plants (WPPs) [108], |[109]. Consequently, there
is a growing interest among system operators and wind power plant owners
for such system configurations. Some examples of the ac connected offshore
wind farms include Hornsea One and Two in the UK with their 120 km and
90 km distance from the shore, respectively [110], [111].

However, use of the long power transmission cables in HVAC-WPPs, may
result in a low SCR at the WT terminals, thereby making the offshore grid
weaker. Furthermore, interaction between the WTs and shunt compensators,
which are typically used in such systems to provide reactive power compensa-
tion, can induce undesirable resonances, thereby posing challenges for a stable
system operation [112], [113]. The study performed in this chapter is aimed
at assessing the potential of an ES-STATCOM operated using the proposed
GFM control strategy to improve the dynamic performance of a WPP during
weak grid conditions and offer a certain degree of the GFM capability to the
overall WPHT] Tn order to take into account various resonances occurring due
to the long ac cables and various shunt compensators, the model of a realistic
WPP is considered here and first presented. This is followed by a description
of the control strategy used for the WTs. Furthermore, the GFM capability
of the considered WPP is assessed by evaluating the dynamic performance of
the WPP in response to various grid disturbances stated in Section [2:2] using
EMT simulations. Finally, using the Network Frequency Perturbation (NFP)
plots, the GFM behaviour of the WPP is verified.

4.2 Description of the investigated system

Figure shows the single-line diagram of the investigated system, which is
based on the Hornsea Two offshore WPP [114]-[116]. The considered WPP
has 54 WT units rated 8 MW, 690 V and 0.9 power factor. The WT units
are aggregated into 6 groups, each comprising of 9 WT units. There are
two 270 MVA, 66/220 kV step-up transformers at the collector bus. Each
transformer has three 66 kV collector feeders with a total of 27 WT units
connected. The 66 kV collector feeders are represented by an equivalent series

IThe total system comprising of the WTs, ac export cable network and associated shunt
compensators and the ES-STATCOM is referred here as the WPP.
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Figure 4.1: Single-line diagram of the considered WPP.

impedance of resistance, Req = 0.68 €, inductance, Lq = 5.2 mH, and shunt
capacitance, Coq = 5.1 pF, on the WT side. The 220 kV export cable network
comprises of 40 km long underground cable (C1) in flat layout and two sections
of submarine cables (C2 and C3) each 60 km long. The submarine cables
have a trefoil layout inside a pipe. There is a 300 MVAr shunt reactor and
80 MVAr shunt capacitor at the bus T2, 170 MVAr shunt reactor at the
bus T4 and 90 MVAr shunt reactor at the bus T5 providing reactive power
compensation. In addition, a 112 MVA, 33 kV ES-STATCOM connected at
the bus T2 through a 112 MVA, 33/220 kV step-up transformer is used to
regulate the bus voltage. The WPP is connected to the 400 kV onshore grid
through a 475 MVA 220/400 kV step-up transformer. The onshore ac grid is
represented by its Thévenin’s equivalent, comprising of a 400 kV ideal-voltage
source behind a grid impedance. The grid impedance is set in accordance
to the desired SCR at the grid terminals. The leakage reactance of all the
transformers is selected as 0.1 pu.

In order to retain as much of the transient response characteristics as possi-
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Figure 4.2: Single-line diagram of the considered WT system.

ble, the 220 kV export cables are modelled using the cable modelling toolbox in
PSCAD and the data available from the industrial partners is utilized for the
geometrical core and layout details of the cables. Furthermore, the magnetic
saturation of the transformer core is modelled in terms of the magnetizing cur-
rent (which is assumed to be 0.5%), air-core reactance (assumed to be twice
the leakage reactance), and the knee point voltage (which is assumed to be
1.17 pu).

4.3 Description of the wind turbine controller

The WT system considered here is constituted by a rotating machine (which
could be a classical wound rotor or permanent magnet synchronous machine,
or squirrel cage induction machine) connected to the grid through a back-
to-back converter, as depicted in Fig. f:2] As the dec-link of the back-to-
back converter decouples the machine-side ac system from the grid under
normal system operations, the equivalent circuit in Fig. can be employed
for analysis purpose, where a variable current source is used to represent the
machine side and the rectifier stage of the WT [79]. The main control loops
of the WT as shown in Fig. [{.3 are implemented in the rotating dg-reference
frame, which is defined using the estimated grid-voltage angle obtained from
the PLL, ég, and is aligned with the measured grid-voltage vector. Therefore,
the estimated angle from the PLL is given by

& WN

)+ —, (4.1)

~ 1 KipLL -
Oy = E(Kp,PLL + T)'Eaﬂ Y S

oqmm‘m»a

where K, pr1, and Kjpry represent the proportional and integral gains of
the PLL, respectively. With apry, denoting the loop bandwidth of the syn-
chronization algorithm, these gains are selected as K, pri, = 2aprr and
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Figure 4.3: WT main circuit diagram and control system.

Ki,PLL = Q%LL [79]

As shown in Fig[4.3] the control algorithm for WT has a cascade structure,
with an inner ac-current controller and two outer-loop controllers, namely,
the reactive-power controller and dc-voltage controller. The reactive-power
and dc-voltage controllers generate the reference reactive- and active-current
components, respectively, for the inner vector-current controller that calcu-
lates the converter voltage reference, eX , for the modulation stage of the
converter. A similar structure of the current controller as the one described
in Section 2.4.1] is used here.

The reactive-power controller is used to regulate the reactive power, @,
injected by the WT to the grid. It calculates the reference reactive-current
component, i{”, as

Ki g (Qf — Q)
% i,qc g g 4.9
't s HyB, (42)

where ()3 denotes the reference reactive power. H is the transfer function of
a low-pass filter for the measured instantaneous grid-voltage magnitude. With
0 denoting the closed-loop bandwidth of the reactive-power controller, the
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integral gain is selected using the loop-shaping approach as Kj c = —aqc [79)].

The dc-voltage controller is used to regulate the direct voltage, Eq4., of the
converter, which is measured across the dc capacitance, Cq.. It calculates the
reference active-current component, i¢*, as [82]

Z'd* — vadC(E:i(?/2 — E§C/2) + HdCPW
! HaoE, ’

(4.3)

where I, is the reference dc voltage of the converter. The power from the
machine-side converter in the WT, Py, = Eq.ly, (see Fig, is filtered using
a low-pass filter represented by the transfer function Hg4. and added as a feed-
forward term in to enhance the system dynamics. With a4, denoting
the closed-loop bandwidth of the dc-voltage controller, the proportional gain
is selected as Kp, dc = —aacCac [82].

4.4 Evaluation of the grid-forming capability of

the wind power plant

In this section, the GFM capability of the WPP shown in Fig. is assessed,
when the proposed GFM control strategy (see Fig. is adopted for the
ES-STATCOM, while the conventional GFL control described in the previ-
ous section is implemented for the WTs. Several case studies are presented
showing the dynamic performance of the WPP in response to various grid
disturbances. These case studies are mainly motivated by the recently issued
guidelines from the German VDE FNN [117], which specifies test case scenar-
ios for the verification of the GFM behaviour of the converter systems. The
following scenarios are examined for the verification of conformity:

e Phase-angle jump in the onshore grid.

e Linear frequency change in the onshore grid.

e Voltage jump in the onshore grid.

o Presence of a negative-sequence component in the onshore grid.

¢ Change in the grid impedance.
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Table 4.1: System and control parameters for the WT system

System parameters Control parameters
Sn 8.89 MVA (1.0 pu)  acc 27500 rad/s
Ex  0.69 kV (1.0 pu) ot 27500 rad/s

wn  314.16 rad/s Ode 275 rad/s
Ry 0.012 pu Qqe 275 rad/s
L; 0.12 pu apr, 275 rad/s
Cy 0.02 pu

Table 4.2: System and control parameters for the ES-STATCOM

System parameters Control parameters

Sy 112 MVA (1.0 pu) R, = 0.25 pu L, =0.5pu

Ex  33kV (1.0 pu) Qpe 275 rad/s

wn  314.16 rad/s H=50s ¢ =0.707

Ly 0.05 pu e = 2w500 rad/s  ag = 27500rad/s
Ry 0.005 pu Qe = 271 rad/s Kq,ve = 0.05 pu

In order to investigate the dynamic performance of the WPP, a detailed
time-domain simulation model of the test network shown in Fig. has been
implemented in PSCAD. The system and control parameters used for the W'Ts
and ES-STATCOM are listed in Table and [I.2] respectively. For all the
test cases, the following conditions apply unless stated explicitly; the WPP is
operated at half of its nominal value, the reactive power set-point of the WTs
and active power set-point of the ES-STATCOM is zero, and the voltage at
the bus ‘T2’ of the WPP is regulated at its rated value by the ES-STATCOM.
Furthermore, SCR of 4.0 is selected at the onshore grid terminal. Accordingly,
the magnitude of the grid impedance is calculated as, Z; = 44*04052 = 92.59 Q,
and a grid-impedance angle of 88° is assumed. Finally, all the case studies
assume a stiff dc voltage for the ES-STATCOM, which implies assuming that

a battery bank of sufficient capacity is connected at its input.

4.4.1 Phase-angle jump in the onshore grid

In order to evaluate the dynamic performance of the WPP during phase-angle
jumps, the phase angle of the source voltage, ¢s, is changed from 0° to -10°
at 0.5 s, from -10° to -40° at 2.5 s, and from -40° to -100° at 4.5 s. Figure [£.7]
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Figure 4.4: Dynamic response of the WPP to phase-angle jumps. From top to
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bottom: voltage magnitude on the LV side of the WT transformer (red
curve) and HV side of the ES-STATCOM transformer (green curve);
active power output of the WTs (red curve), ES-STATCOM (green
curve) and WPP (blue curve); reactive power output of the WT (red
curve) and ES-STATCOM (green curve); output current of the WT
converter (red curve) and ES-STATCOM (green curve).



4.4 FEwvaluation of the grid-forming capability of the wind power plant

shows the dynamic performance of the WPP for the specified event. It can
be observed from the figure that following the grid disturbance, WTs (red
curves) do not inject any significant amount of active power to the grid. This
is because the PLL in the WT converter tracks the change in the grid-voltage
angle within a few ms, thereby letting the current controller keep the active
current (hence the active power) at its reference value. On the other hand, the
ES-STATCOM (green curves) instantaneously injects active power to resist
to the changes in the phase angle of the grid. Based on its dynamics, the
APL finally drives the active power back to its initial value. Due to presence
of virtual inertia (H = 5.0 s) in the ES-STATCOM, a power swing can be
observed in the active power output of the converter and consequently in the
active power output of the WPP (blue curve). Thanks to the proposed tuning
criteria of the IEL and APL of the ES-STATCOM, the power swing is well
damped.

Furthermore, following a phase-angle jump in the onshore grid, a voltage
drop on the low-voltage (LV) side of the WT transformer as well as on the
high-voltage (HV) side of the ES-STATCOM transformer (controlled side)
can be observed from the plots of the PCC voltage. As a consequence, the
ES-STATCOM instantaneously injects reactive power to boost the voltage,
thereby supporting operation of the WPP. Since a larger phase-angle jump
results in a larger voltage drop, a higher reactive-power injection from the ES-
STATCOM takes place for larger angular jumps. By virtue of the proposed
control structure and current-limitation strategy for the ES-STATCOM, the
WPP is able to successfully ride-through large phase-angle jumps of -30° and
-60° in the onshore grid without losing stability or exceeding the current limit
of any of the converters, and supporting the grid to its full potential.

4.4.2 Linear frequency change in the onshore grid

In order to investigate the dynamic performance of the WPP during a RoCoF
event, the frequency, fs, of the source voltage is varied from 50.0 Hz to 48.0 Hz
at a rate of -2.0 Hz/s between 0.5 s and 1.5 s, and from 48.0 Hz to 50.0 Hz
at a rate of 2.0 Hz/s between 2.5 s and 4.0 s. Figure shows the dynamic
performance of the WPP during this event. It can be observed from the figure
that due to the fast tracking behaviour of the PLL, there is no change in the
active-power response of the WTs during frequency disturbance. On the other
hand, it can be seen from the figure that immediately after the frequency drop
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Figure 4.5: Dynamic response of the WPP to a frequency disturbance. From top to
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bottom: voltage magnitude on the LV side of the WT transformer (red
curve) and HV side of the ES-STATCOM transformer (green curve);
active power output of the WTs (red curve), ES-STATCOM (green
curve) and WPP (blue curve); reactive power output of the WT (red
curve), ES-STATCOM (green curve); applied variation in the source
frequency.
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in the grid, the ES-STATCOM injects active power proportional to the Ro-
CoF (inertial power), thus contributing to the total system inertia. Since the
virtual-inertia constant of the ES-STATCOM is H = 5.0 s, the inertial power
in this case corresponds to Py = %%‘;’SN = 45 MW. Furthermore, since the
frequency drop results in an increase of the equivalent shunt capacitive reac-
tance of the cable network, there is a decrease in the reactive power generated
by the cable network. Correspondingly, the reactive power absorbed by the
ES-STATCOM is reduced in order to regulate the voltage. As expected, an
opposite behavior can be observed from the WPP during frequency rises.

4.4.3 Voltage jump in the onshore grid

In order to evaluate the dynamic performance of the WPP during a voltage
jump in the onshore grid, the magnitude of the source voltage is reduced to
0.8 pu at 0.5 s for a duration of 1.0 s. Figure [£.6] shows the dynamic re-
sponse of the WPP in response to the applied grid disturbance. From the
obtained results it can be observed that due to the intrinsic voltage-source
behaviour of the ES-STATCOM, an instantaneous injection of reactive power
takes place without relying on any control action. The ac-voltage controller
of the ES-STATCOM comes into action only after a few ms. Due to the pro-
posed current-limitation approach and in accordance with and ,
the injection of reactive power from the ES-STATCOM takes place to its max-
imum value (limited by the current rating of the converter and the available
voltage at the PCC). Accordingly, the voltage at the terminals of the WPP
is restored close to its rated value. However, as mentioned in Chapter [3] the
controller can also be designed in such a way that the reactive-power injection
follows the grid codes. The speed of restoration of the voltage is dictated by
the closed-loop bandwidth of the ac-voltage controller of the ES-STATCOM,
which in this case is set to 27 rad/s.

4.4.4 Presence of a negative-sequence component in the
onshore grid

In order to evaluate the dynamic performance of the WPP in case of an un-

balance in the onshore grid, a negative-sequence voltage of magnitude 0.02 pu

is superimposed with the ideal-voltage source starting at 0.5 s. Figure [£.7]
compares the variation in the voltage magnitude of the source (blue curve)
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Figure 4.6: Dynamic response of the WPP to a voltage jump. From top to bottom:
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three-phase source voltage; voltage magnitude on the LV side of the
WT transformer (red curve) and HV side of the ES-STATCOM trans-
former (green curve); reactive power output of the WT (red curve) and
ES-STATCOM (green curve); output current of the WT converter (red
curve) and ES-STATCOM (green curve).
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Figure 4.7: Variation in the voltage magnitude of the source (blue curve) and at
the HV side of the ES-STATCOM transformer (green curve) following
an unbalance in the onshore grid.

and at the HV side of the ES-STATCOM transformer (green curve). Lower
variation in the voltage magnitude at the onshore connection point of the
WPP indicates an improvement in the voltage quality. This is mainly due to
the inductive behaviour of the ES-STATCOM, which confirms the ability of
the WPP to act as a sink to counter harmonics and unbalances in the grid.

4.4.5 Change in the grid impedance

In order to investigate the dynamic performance of the WPP during variation
in the grid strength, the SCR of the grid is changed dynamically from 4.0
to 2.67 at 0.5 s and from 2.67 to 1.33 one second later. Figure [1.8] shows
the dynamic performance of the WPP in response to the applied disturbance.
Since the grid reactance increases with a decrease in the SCR, it can be ob-
served from the figure that there is an instantaneous decrease in the active
power output of the WPP. This results in an instantaneous absorption of
active power in the ES-STATCOM. Based on its dynamics, the APL of the
ES-STATCOM drives the active power back to its initial value. The power
swing observed in the figure is once again a resultant of the virtual inertia
in the ES-STATCOM. Due to an increase in the grid reactance, the network
becomes more and more inductive resulting in a decrease of the reactive power
absorbed by the ES-STATCOM, and consequently a decrease in the output
current of the ES-STATCOM during steady state. Moreover, a stable opera-
tion of the WPP is observed during sudden changes in the grid strength.
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Figure 4.8: Dynamic response of the WPP to changes in the grid strength. From
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top to bottom: voltage magnitude on the LV side of the WT trans-
former (red curve) and HV side of the ES-STATCOM transformer
(green curve); active power output of the WTs (red curve), ES-
STATCOM (green curve) and WPP (blue curve); reactive power out-
put of the WT (red curve) and ES-STATCOM (green curve); output
current of the WT converter (red curve) and ES-STATCOM (green
curve).



4.5 Network Frequency Perturbation (NFP) plot

4.5 Network Frequency Perturbation (NFP) plot

The simulation tests performed in the previous section indicate a GFM be-
haviour of the WPP. To further verify this property, the NFP plots described
here are used. The NFP plot was first introduced in |118]. It graphically
shows the amplitude and phase of the active-power response of a device under
testing (DUT), when the voltage waveform of the distant upstream “infinite
bus” is frequency modulated with subsynchronous frequencies from 0 Hz to
20 Hz or optionally close to the fundamental [118]. Therefore, the NFP plot
essentially indicates the frequency response of the closed-loop transfer function
from the input grid-frequency variation to the output active-power variation
of a device. The Bode type plots obtained from this method give a graphical
insight of various GFM properties of a device, such as its contribution towards
damping and total system inertia, as described in this section. The NFP plot
is here used to asses the GFM behaviour of the considered WPP.

4.5.1 Methodology to generate the NFP plot and its
interpretation

The NFP plot can be obtained from either a time-domain simulation, followed
by the Fourier analysis, or from the linear analysis of the system and obtaining
a closed-loop transfer function from the input grid-frequency variation to the
output active-power variation of a device (or system). In order to generate the
NFEP plot from time-domain simulation, the DUT is placed in a test network
as shown in Fig. The frequency of the source voltage, fs, is modulated in
a sinusoidal fashion around the nominal frequency, fn, with a small frequency
deviation of amplitude A fs applied at frequency fnrp. This can be expressed
as

fs(t) = fn + Afscos(2m fxrpt + dat.), (4.4)

where ¢ag, represents the phase of the applied modulation. The amplitude of
the frequency modulation, A f, should be kept small such that saturation of
neither of the control loops is triggered. The modulation frequency, fxgp, is
swept across a broad range, from approximately 10~2 Hz to 20 Hz or optionally
close to the fundamental frequency of the ac network. The DUT responds to
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Figure 4.9: Test network for generating the NFP plot.

this changing frequency with a modulated active-power output given by
Pg(t) = Pyt + APg COS(27TfNFPt + d’APg)- (45)

It shall be noted here that the power is in pu, while the frequency is in Hz.
Using the stimulus ([4.4]) and the measured active power output of the DUT
as in (4.5)), the NFP response, Rypp, can be calculated as

APz Zonp,

: (4.6)
S loa,

LNFP —

where the amplitude and phase of the active-power variation, i.e., AP, (in
pu) and ¢ap,, respectively, are calculated from the Fourier analysis of the
response. The amplitude and phase of the stimulus, i.e., Afs and ¢ag,, re-
spectively, are also calculated from the Fourier analysis so that the NFP re-
sponse is correctly determined. The frequency of the stimulus is normalized to
obtain the overall amplitude response in pu. The NFP amplitude plot shows
|Rnpp| (in pu) on the y-axis and modulation frequency, fyrp (in Hz), on the
x-axis. The plot is best made by plotting both axes in the logarithmic scale.
The y-axis is interpreted as the amplitude of the sinusoidal variation in the
active power output of the device (in pu) in response to a 1.0 pu amplitude
sinusoidal grid-frequency modulation at fypp. Similarly, the NFP phase plot
shows ZRnpp (in ©) on the y-axis and fyrp (in Hz) on the x-axis.

As mentioned earlier, it is possible to obtain the NFP plot from the classical
linear analysis of the system. To exemplify this, the classical model of a SG
as the one shown in Fig[4.10]is considered. From the swing equation

dw, 2H

M—r=P,—-P,—Py; M="",
dt & d WN

(4.7)
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Classical synchronous
generator model g

eEmFs J; X Xg (A

Figure 4.10: Considered system model comprising of a synchronous generator to
obtain the NFP plot from linear analysis.

where H and w, = 27 f; denote the inertia time-constant (in s) and rotor
angular frequency (in rad/s) of the SG, respectively. P, is the mechanical
power input to the SG while P4 represents the damping power that can be
expressed as

WN

Py (wy — wg), (4.8)
where ws = 27 f represents the stator angular frequency (in rad/s) and Kp is
the mechanical damping coefficient (in pu). Assuming a reactive transmission
network and neglecting the impact of the excitation system, the active power
output of the SG can be approximated as

E E. 1
~ METS Ging = Praxsing; 6 = —(w; — ws), (4.9)

P, o ZEMFZs
& X+ X, s

where X} represents the transient reactance of the SG and § denotes the load
angle between the SG and the ideal-voltage source, which is constant in steady
state. Assuming an ideal governor action, the mechanical power input to the
SG is given by

Pa = Pt + —(un — w,), (4.10)
WN

where P,.; denotes the active power set-point of the SG and D represents the

frequency-droop gain (in pu). The active power set-point of the SG is set to

zero for the analysis made here. Taking the small-signal models of —,

the transfer function from the variation in the angular frequency of the grid
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to the variation in the active power output of the SG can be obtained as

APg o _Pmax(MS"_%)
Aws  Ms2 + KZiIDs—i—Pmax.

Rsa = (4.11)

The NFP plot can now be obtained from the Bode diagram of the transfer
function, Rsq, which is shown with solid light-blue curves in Fig. [{.17] for an
example SG of the same size (Sy = 112 MVA) and inertia constant (H = 5 s)
as that of the ES-STATCOM considered in the previous section. In the same
figure, the NFP plot of a synchronous condensetﬂ (SC) is shown with solid-
blue curves for comparison. The transfer function for a SC, Rgc, is obtained

by setting D = 0 in (4.11)). Accordingly,

AP, —Pax(Ms)
Aws  Ms?+ f—ﬁs—!—Pmax'

Rsc = (4.12)

Several key features of a device can be identified from the NFP plot. The
first is the identification of a droop behaviour for the devices configured with a
governor. The droop behaviour of an ideal SG is evident from Fig. [f.11] when
the modulation frequency fxgp — 0. This is characterized by a magnitude
response equal to D and a 180° phase (due to the inverse relationship between
active-power and grid-frequency variation) in the NFP plot. This can be easily
understood by substituting s = 0 in . The droop behaviour of the devices
is dominant in the lower frequency region (typically between 0 and 0.2 Hz)
marked by the red color in Fig. m Due to the absence of a turbine (and
hence the governor), droop behaviour is absent for the SC and the magnitude
response decreases towards zero in the lower frequency region.

The second key feature is that the mid-range modulation frequencies marked
by the yellow color in Fig. [I.11] allow the evaluation of the inertial response
and damping provided by the device. The inertial response can be identified
by using the inertia asymptote (shown with dashed-black curve in Fig. [4.11)).
The inertia asymptote, Ry, is obtained by ignoring the impact of the droop
response, rotor resonance and damping, i.e., by ignoring the contribution of

2A synchronous condenser is a synchronous machine whose shaft is not connected to a
turbine but spins freely.
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Figure 4.11: The NFP plot of an ideal SG (light-blue curves) and SC (blue curves).
The dashed curves are obtained by increasing the value of damping
coeflicient by 7x of its initial value (solid curves).
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the s? term in (4.12)) and substituting Kp = 0. Accordingly,

_APg_

Ry = =
H Aws

—Ms. (4.13)

It can be observed from Fig. and that the inertia asymptote has a
270° phase and a magnitude response that increases linearly with an increase
in the modulation frequency. The NFP plot of any device that claims to pro-
vide a true inertial response should approach the inertia asymptote both in
terms of magnitude and phase, over a range of modulation frequencies (typi-
cally between 0.2 and 2.0 Hz) at which the rotor inertial response is dominant
over the droop and damping responses. As seen from Fig. both the
SG and SC follow the inertia asymptote in this frequency region as expected.
Similar to the case of a SG, any device which provides both droop and inertial
responses, there must be a noticeable shift from the 180° phase of the droop
response to a more advanced phase towards 270° for demonstrating dominance
of an inertial response over the relevant range of modulation frequencies.
The third key feature is that for any device that intercepts the inertia
asymptote, Ry, there must be a resonance that occurs at the characteristic
frequency of the second-order response in or . The typical fre-
quency region of this resonance is between 1 and 3 Hz, depending upon the
inertia time-constant, damping coefficient and the total reactance between
the DUT and the ideal-voltage source, as observed for both SG and SC in
Fig. The high resonance peak in the magnitude response is resulting
from a low value of the damping coefficient, Kp, which typically is the case in
a real SG or SC. On the contrary, this parameter can be selected freely in con-
verter systems emulating an inertial response. The impact of increasing Kp to
seven times of its original value is shown in Fig. [L.11] by the dashed light-blue
and the dashed-blue curves for the case of an ideal SG and SC, respectively.
It can be observed from the figure that the damping coefficient influences the
response in both inertia and damping regionﬁ (marked by the blue color in
Fig. . Increasing Kp significantly reduces the resonance peak in the mag-
nitude response. Furthermore, a better contribution towards system damping
with increasing Kp is evident from the movement of the phase plot close to
180° for both SG and SC in the inertia and damping region. This behavior can

3In this region, damping provision from the synchronous machine is dominant over the
droop and inertial responses
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4.5 Network Frequency Perturbation (NFP) plot

be explained from the small-signal model of ; where, the damping power
component is characterized by the component of the active-power variation in
anti-phase with the variation in the angular frequency of the grid.

The fourth and the final key feature that can be identified from the NFP
plot of a device in the damping region (typically above 1.5 Hz) is the response
of the device to fast changes in the grid frequency or phase-angle jumps. As
observed from Fig. [£.11] the response in this region is characterized by a con-
tinuous decrease of the amplitude response with an increase in the modulation
frequency. Furthermore, for an ideal SG and SC, the phase starts to decline
below 180° and levels off at 90° as the modulation frequency approaches the
fundamental grid frequency. This implies a reduction in the damping power
component of the device and a positive synchronizing power component. From
the small-signal model of , the synchronizing power component is char-
acterized by the component of the active-power variation in phase with the
variation in the load angle (which is equivalent to a phase advance of 90° with
respect to variation in the grid frequency). It is particularly important for a
device claiming GFM behaviour to follow the distinctive amplitude and phase
trajectories of synchronous machines (SG or SC) in the damping region, which
is characterized by a positive synchronizing power component.

As from the analyses above, the NFP plot can be used as a tool to identify
the characteristic behaviour of a GFM converter system and thereby distin-
guish it from a GFL one. This is exemplified in Fig. [£.12] where the NFP
plots of an individual converter system with the GFM control strategy (as in
Fig. and the conventional GFL control (as in Fig. are shown with
green and red colors, respectively. For comparison, the NFP plot of the SC
from the previous example is shown in the same figure. The ratings of the
converter for both cases are kept the same as that of the SC and for a fair
comparison, the active power set-point of the converter is set to zero. Since
the magnitude response of the GFL converter is very small as compared to
that of the SC and GFM converter, it is not displayed in this figure.

It can be observed from the red curve in Fig.[£.12|that for the GFL converter,
the phase continues to decrease in the damping region and does not level off
with an increase in the modulation frequency as in the case of a SC (blue
curves). Moreover, beginning around 10 Hz, the phase becomes negative (the
sudden change in the phase plot is the wrapped phase which is displayed in
the range of 0 to 360°), meaning that both damping and synchronizing power
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Figure 4.12: The NFP plot of an ideal SC (blue curves), a GFL converter (red
curve) and a GFM converter with its virtual impedance made 0.5%
(dashed-green curves) of its original value (solid-green curves).
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components become negative in this region. This indicates a risk of instability
if an oscillation is triggered in this frequency region. The risk for instability
increases when the connecting grid becomes weak. This can be understood
from the NFP plot of the GFL converter in a weak grid shown in Fig.
where an increase in the magnitude response can be observed in the frequency
region where the phase response is negative.

On the other hand, the NFP plot of the GFM converter (solid-green curves
in Fig. is similar to that of a SC in all the three regions. A higher
damping provision from the GFM converter as compared to the SC is evident
from a reduced resonance peak in the magnitude response, as well as from
the movement of the phase plot closer to 180° in both inertia and damping
regions. Furthermore, in contrary to the converter system with GFL control,
the GFM converter does not exhibit phase wrapping, meaning that the syn-
chronizing power component remains positive throughout the upper-frequency
region. However, it can be observed from the figure that in contrast to the
phase response of an ideal SC, in case of the GFM converter, the phase plot
goes below 90°, implying a negative damping power component at high modu-
lation frequencies. This behaviour is mainly due to the choice made earlier to
select a high value for the virtual impedance, and is similar to the special case
reported in [119], [120], where the excitation system of a SG with high arma-
ture resistance and transient reactance introduces a negative damping torque
component when operating at light load conditions. If desired, by reducing
the value of virtual impedance, the phase response of the GFM converter at
high modulation frequencies can be made similar to an ideal SC as shown by
the dashed green-curves in Fig. However, this is a compromise between
the benefits of a large virtual impedance mentioned earlier and the resulting
negative damping power component at high modulation frequencies.

4.5.2 NFP plot of the offshore wind power plant

In this section, the NFP plot is used to evaluate the GFM behaviour of the
considered WPP shown in Fig.[£.1] For this, frequency perturbation is applied
at the onshore terminal ‘T1’ (see Fig. 7 while the wind farm is operated
at half of its rated power. For the ease of comparison with the previous case
study and a better visual representation, the measured output active-power
variation at the terminal ‘T'1’ is normalized with respect to the rated power of
the ES-STATCOM, which is 112 MVA. Figure[4.14] shows the NFP plot of the
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Figure 4.13: The NFP plot of a GFL converter in a strong grid (solid-red curves)
and weak grid (dashed-red curves).
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Figure 4.14: The NFP plot of an ideal SC (blue curves), a GFL converter (red
curve), a GFM converter (green curves) and the considered WPP
(black curves).
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WPP with solid-black curves. The NFP plot of an ideal SC (blue curves), the
GFL (red curve) and GFM converters (green curves) from the previous case
study are also shown in the same figure for comparison. It can be observed
from the figure that the NFP plot of the WPP closely follows the magnitude
and phase response of GFM converter in all the three regions, confirming
the GFM behaviour of the considered WPP. Furthermore, emulation of the
desired amount of inertia from the WPP is also confirmed from its magnitude
response in the droop and inertia regions, which closely follows the inertia
asymptote (dashed-black curves).

The impact of the WPP’s operating point on its GFM behaviour is inves-
tigated next. It can be observed from Fig. that operating point of the
WPP has no major impact on the GFM behaviour of the WPP. Nevertheless,
reducing the operating point slightly reduces the damping provision from the
WPP at high modulation frequencies. This behaviour agrees well with the ex-
planation made earlier for the GFM converter/SG operated under light load
conditions. Finally, the impact of reducing the size of the ES-STATCOM on
the GFM behaviour of the WPP is shown in Fig. [£:16] It can be observed
from the figure that with a reduction in the size of the ES-STATCOM, the
phase plot of the WPP (black curves) advances towards the phase plot of
the GFL converter (red curve) in the upper-frequency region. As expected,
this indicates a reduction in the GFM behaviour of the WPP. Furthermore,
a decrease in the inertia contribution of the WPP is evident from the move-
ment of the magnitude response downwards with a reduction in the size of
the ES-STATCOM.

4.6 Summary

In this chapter, the dynamic performance of a realistic WPP has been shown
for various grid disturbances. It has been shown that adopting the proposed
GFM control strategy for the ES-STATCOM aids the operation of the WPP
during weak grid conditions and provides the GFM capability to the WPP.
Furthermore, the concept of NFP has been introduced and the interpretation
of the NFP plot has been presented in detail. Finally, using the NFP plot,
the GFM behaviour of the considered WPP has been validated.
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Figure 4.15: The NFP plot of the considered WPP operating at 0.9 pu (dashed-
black curves), 0.5 pu (solid-black curves) and 0.2 pu (dashed-dotted

black curves).
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Figure 4.16: The NFP plot of a converter system with the classical GFL control
(red curve) and the considered WPP with size of the ES-STATCOM
reduced by 50% (dashed-black curves) and 75% (dashed-dotted black
curves) as compared to its original value (solid-black curves).
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CHAPTER b

Energy-storage system for wind power applications

5.1 Introduction

In the previous chapter, the role of the ES-STATCOM in providing the GFM
capabilities to a WPP has been investigated. This includes the ability of the
WPP to provide ancillary services such as active-power support to damp low-
frequency oscillations as well as in case of frequency disturbances and phase-
angle jumps in the grid. This chapter presents an overview of various energy
storage technologies (ESTs) suitable for the ES-STATCOM for this purpose.
Differences in the power and energy densities of the considered ESTs are briefly
discussed to identify what type of energy storage is feasible for a specific an-
cillary service. With focus on the two most suitable ESTs, i.e., batteries and
supercapacitors, recommendations are given for design and sizing of the en-
ergy storage system (ESS) for a given application. In addition, the equivalent
models of battery energy storage system (BESS) and supercapacitor-based
energy storage system (SCESS) suitable for power systems dynamic’s studies
are presented and discussed. Finally, an alternative control strategy for the
GFM converters with SCESS is presented, which allows a provision of syn-
thetic inertia from the converter system without compromising the speed of
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Figure 5.1: Comparison of discharge time and power ratings of different ESTs for
various ancillary services in power systems |121], [122].

response of the dc-voltage controller.

5.2 Energy storage technologies for ancillary
services

Ancillary services refer to functions and services that help system operators
to maintain a stable and reliable operation of the power grid by maintaining
a continuous power flow, addressing imbalances between supply and demand,
and helping the system recover after a disturbance. To asses what type of EST
is best suited for a given ancillary service, it is necessary to familiarize with
the characteristics of individual storage technologies. Figure shows the
classification of various ESTs based on their rated power output and discharge
time [121], [122]. Tt can be inferred from the data presented in Fig. that
supercapacitor, super conducting magnetic energy storage (SMES), flywheel
energy storage (FES) and batteries provide the most suitable match in terms
of the required power and energy levels for the services related to the grid
support (at both transmission and distribution levels) and hence the GFM
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Table 5.1: Storage characteristics of the most suitable ESTs.

Parameters Supercap SMES FES Batteries
Specific energy (Wh/kg) 2.5-15 0.5-75 5-100 75-200
Specific power (W /kg) 500-10000  500-2000 400-1500  150-2000
Cyclic efficiency (%) 85-97 95-98 90-95 90-97
Self discharge (%/day) 5-40 10-15 100 0.1-0.3
Discharge time ms-S ms-min s-min min-h

capabilities of a converter system.

Apart from power and energy levels, there are other parameters such as
specific power, specific energy and efficiency that must also be considered to
assess the suitability of an EST for a given ancillary service. Based on the
data available in [122], Table presents a comparisorﬂ of some of these
parameters for different ESTs. Specific power relates to the EST’s ability
to provide instantaneous power. A higher specific power indicates that the
EST can discharge a large amount of power on demand. On the other hand,
specific energy reflects the ability of the EST to provide continuous energy over
a period of time. A high specific energy indicates that the EST can discharge
energy for long periods. Ideally, it is desirable that an EST features both high
specific power and energy. However, as it can be observed from Table. [5.1]
ESTs with highest specific power tend to have lower specific energy; i.e, they
can discharge large amounts of power, but only for a short time. Likewise,
ESTs with highest specific energy tend to have lower specific power; i.e., they
can discharge energy for a long time, but cannot provide massive amounts
of power immediately. Accordingly, for ancillary services that require high
power for short time, such as provision of synthetic inertia support or Fast
Frequency Reserveﬂ (FFR), supercapacitors are the preferred choice owing to
their highest specific power.

On the other hand, for black start and applications related to frequency reg-
ulation in larger time frames, such as Frequency Containment Reserve (FCR)
or Frequency Restoration Reserve (FRR), batteries are the preferred choice

INote that the values presented in the table are of general nature and can vary depending
upon the maturity of the technology.

2FFR provision in the Nordic Synchronous Area requires a full response to be delivered
within 1 s and maintained for a minimum duration of 5 s.
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Table 5.2: Comparison of power and energy densities of various battery technolo-

gies [121].
Battery technology  Specific energy (Wh/kg) Specific power (W /kg)
Li-ion 90-260 150-2000
Lead-acid 30-50 75-300
Nickel-metal hydride 60-120 ~1000
Nickel-cadmium 45-80 150-300
Sodium-sulfur 100-240 150-230
Flow batteries 10-30 170
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Figure 5.2: Typical OCV versus SOC relationship for Li-ion batteries |123].

owing to their highest specific energy and low self-discharge rate. Further-
more, for selecting the most suitable battery technology among the various
alternatives, a comparison of different battery technologies is made based on
their specific power and energy as illustrated in Table 5.2} It can be inferred
from Table that owing to their high specific power and specific energy,
Li-ion batteries present a superior behaviour over other battery technologies.
Moreover, the open circuit voltage (OCV) versus state of charge (SOC) re-
lationship for Li-ion batteries is quite flat, with around 5% OCV variation
between 10% and 90% battery SOC (see Fig. [5.2). This offers a significant
advantage over other technologies with regard to less variations in the dc-link
voltage of the converter system. Hence, Li-ion batteries are considered for
BESS in this chapter.

The basic structure of a BESS or SCESS typically consists of a battery
or supercapacitor bank linked to a VSC. The topology of the VSC plays
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an important role in designing of an ESS. Typically, the STATCOMs used
in WPPs are based on modular multilevel converters (MMCs) [98]. In this
context, an ESS can be integrated with the STATCOM by either distributing
the energy storage units in the converter’s submodules, or alternatively placing
a centralized energy storage (CES) at the dc-link of the converter. Among the
two alternatives, it is found in [124] that a CES is the most feasible solution for
the ES-STATCOM, as it offers design flexibility, low storage volume and small
silicon area. Accordingly, double star bridge cell-centralized energy storage
(DSBC-CES) topology is considered here for the realization of ES-STATCOM
as shown in Fig. [5.3] The double star topology of the MMC presents dc-link
terminals necessary for the connection of CES. Furthermore, the full-bridge
cells allow a varying pole-to-pole dc-link voltage as they can generate both
positive and negative voltages. Consequently, the operation of the converter
does not depend upon a minimum dec-link voltage [125], which means that the
ESS can be designed for a lower voltage rating.

5.3 Design and modelling of BESS

The design and modelling of a BESS for ES-STATCOM is presented in this
section. As shown in Fig. [5.3] a BESS typically consists of several battery
modules connected in series to form a battery string, and parallel connection
of several battery strings to form the overall battery bank. The number of
battery modules connected in series and parallel-connected battery strings
depends upon the dc-link voltage, active power and energy requirements of
the converter, as well as on the storage capacity, maximum C—rateﬂ mini-
mum/maximum allowed voltages, and minimum/maximum allowed state-of-
charge (SOC) levels of each battery module as described below.

5.3.1 Design of BESS

The design methodology presented in this section neglects power losses in the
BESS for simplicity, and assumes the same C-rate during the charging and
discharging process of the battery. The first step is to determine the voltage

3C-rate is a measure of the rate at which a battery is charged/discharged relative to its
maximum capacity. For example, if the capacity of a battery is 100 Ah and the C-rate
is 0.5, it means that the battery can be charged/discharged with a maximum current of
50 A.
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Figure 5.3: Schematic of Double-star bridge cell MMC with centralized energy stor-
age (DSBC-CES).
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rating of the battery bank. Following the recommendations in [123], [124] this
can be calculated based on the required dc-link voltage, Fq., and considering
sinusoidal modulation as

kom V'3

where E, denotes the RMS line to line grid voltage, AE, is the maximum
assumed grid-voltage variations in pu, and kop, is the over-modulation index.
Xoq represents the equivalent reactance between the converter and PCC in
pu. In , a 5% margin is considered to guarantee a proper dynamic per-
formance of the current controller [98], and a rated output reactive current
(1.0 pu) from the converter to the grid is assumed.

Thanks to the bridge cells in DSBC-CES topology, the output voltage is not
limited by the dc-link voltage and the converter can handle dc-link voltage
variations. Accordingly, the number of series-connected battery modules, N p,

1L05E.(1 + AE, + Xef), (5.1)

can be computed as

Ny, = ceil (Ef;x) : (5.2)
where E} max is the maximum voltage of a battery module.

The total number of parallel-connected battery strings is based on two cri-
teria that the BESS must fulfill |[123], [124]. The first criterion is that the
battery bank must have a capacity to fulfill the active-power requirement, P,.
Accordingly,

. Py
Np1 = ceil <Pstr,min) , (5.3)

where Pty min is the minimum power that can be provided by a battery string
which is given as

Pstr,min = s,bEb,minCer' (54)

In (5.4), Epmin, Cr and C}, denote the minimum voltage, maximum recom-
mended C-rate and capacity of a battery module, respectively. The second
criterion is that the battery bank must fulfill energy requirement, W, of the
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Figure 5.4: Electrical equivalent model of the battery bank.

application. Accordingly,

W,
N,o = ceil .
pz = cel <Ns,bEb,NCb<SOOmaX—Socmm>>’ (5:5)

where Ey n denotes the rated voltage of a battery module, and SOChax,
SOC iy are the maximum and minimum allowed SOC of a battery module
(in pu), respectively. Finally, the number of parallel-connected battery strings,
Ny b, is given by

Np,b = max (Nph Npg) . (56)

5.3.2 Modelling of BESS

Figure. [5.4] shows the electrical equivalent model of the battery bank suitable
for dynamic studies in power systems [123]. It consists of an ideal-voltage
source in series with a constant equivalent internal resistance, Ry;. The ideal-
voltage source is used to represent the OCV of the battery bank. The OCV
versus SOC characteristic is included through a look-up table. The series
resistance accounts for the voltage drop or rise at the terminals of the battery
bank, when the bank is discharged or charged. It also accounts for the power
losses in the battery bank. This resistance is the so-called equivalent series
resistance (ESR), which is typically measured through empirical tests.
Despite of its simplicity, this aggregated model computes the battery bank’s
current and voltage. An interesting feature of this model is that its complexity
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does not depend on Ny and Np . The model also provides an estimation of
the equivalent SOC' of the battery bank. The SOC approximation is given
by

¢ .
ldc
SOC = S50C —/ dt 5.7

Lo NowCh (5.7)

idc is the instantaneous current flowing through the battery bank.

5.4 Design and modelling of SCESS

In the recent years, supercapacitors or ultracapacitors have attracted consid-
erable attention thanks to their high power density, high charge/discharge
rates, and long life cycle performance |126]-[128]. The main difference be-
tween the conventional electrolytic capacitor and a supercapacitor is that in
the conventional electrolytic capacitor, the electrodes are separated by a solid
dielectric material, while a supercapacitor uses a separator [129], [130]. Basi-
cally, the separator is an ion permeable membrane that can provide insulation
and exchange of ions of electrolyte between the electrodes. Electrochemical
double layer capacitors (EDLCs) are the most commonly used supercapacitors
in applications demanding high peak power for short duration [131]. Owing
to the presence of electric double layer, the EDLC exhibits significantly higher
capacitance rating (in the range of kF') as compared to the conventional elec-
trolytic capacitor (in the range of mF/uF) [129], [132].

5.4.1 Design of SCESS

Similar to the case of BESS, the first step here is to determine the voltage
rating of the supercapacitor bank. For this, the operating dc-link voltage,
F4co, or the nominal voltage of the bank is calculated as in . However,
unlike Li-ion batteries, which present a relatively flat voltage profile with
varying SOC, the energy stored in a supercapacitor is proportional to the
square of the voltage across it (like any other capacitor). This implies that if
an ES-STATCOM with SCESS provides active-power support to the system,
the voltage at the dc link of the ES-STATCOM will vary quite significantly.
This will result in an increase or decrease of the current on the dc side and
ultimately the arm currents of the converter. The peak value of the arm

103



Chapter 5 Energy-storage system for wind power applications

current, Ioem, in the DSBC-CES topology is given as [125)

. I, P

Ia.rm - )
2 35,

(5.8)

where fg denotes the peak value of the output converter current. During the
discharging phase of the SCESS, the voltage at the dc link of the converter,
FE4c, reduces for the given active-power requirement, P,, resulting in a sub-
stantial increase of the arm current. Hence, the SCESS should be designed in
such a way that for a given active-power requirement, the arm current does
not exceed its maximum permissible value, Ijyax (maximum allowed current
through the semiconductor devices in each submodule of the converter). Ac-
cordingly, the minimum dec-link voltage, Fqc min, can be calculated using
as

b,
. (5.9)
2Imax - Ig

[SSER )

Edc,min =

Hence, the energy available from the supercapacitor bank during its dis-
charge phase, Wiischarge, is given by

Was _ 1o (B3, — E2 5.10

ishirge = 5Cea(Bleo — Bleumin) (5.10)

where Cqq is the equivalent capacitance of the supercapacitor bank. Similarly,

to allow an active-power flow into the supercapacitor bank, an energy buffer

should be allocated for the charging phase, Weparge. If the energy buffer in

the supercapacitor bank is kept the same for its charging and discharging

phases, i.e., Waischarge = Weharge, the maximum dec-link voltage, Fqc max, can

be calculated as
Edc,max = \/m (511)

The supercapacitor bank should be designed to withstand this maximum volt-
age. Accordingly, the number of series-connected supercapacitor modules,
Ns ¢, can be computed as

Ede.max
Ny = ceil (“") , (5.12)
Eex

104



5.4 Design and modelling of SCESS

where E¢ n denotes the rated voltage of a supercapacitor module.

Similar to the case of BESS, the total number of parallel-connected super-
capacitor strings is based on two criteria that the SCESS must fulfill. The
first criterion is that the supercapacitor bank must be able to fulfill the active-
power requirement. Accordingly,

Py
Nooy = ceil [ —2 ), 1
pet ol <Edc,minlc> (5 3)

where I, is the current rating of a supercapacitor module. The second cri-
terion is that the supercapacitor bank must fulfill the energy requirements.
Accordingly,

Ny
Npeg = ceil (bccceq) , (5.14)

where Coq and C' denote the equivalent capacitance of the bank and the ca-
pacitance of a supercapacitor module, respectively. Finally, the number of
parallel-connected supercapacitor strings, IV, ¢, is given by

Np’c = Imax (Npcla Npcg) . (515)

The term C,q can be calculated based on the energy requirements of the
application. For instance, if the intended use of the supercapacitor bank is for
synthetic inertia support, Coq can be obtained by equating the energy require-
ments during a RoCoF event for the worst-case scenario and the maximum
energy that can be provided/absorbed by the SCESS; i.e.,

%Ceq(EcziCO - E(Qic,min) = %ﬁwm{ = %Ceq(Egc,max - E?icO)’ (516)
where SN denotes the rated power of the converter, wy is the rated angular
frequency of the system, H is the inertia time-constant to be emulated from
the converter, and Awy,ax is the maximum deviation in the angular frequency
of the system from its rated value. Accordingly,

4 H Sy Awmax 4H SN Awmax
C = = . 5~17
«“ wN(Ech - Egc,min) WN (Egc,max - Ec21c0) ( )
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Figure 5.5: Electrical equivalent model of supercapacitor bank.

5.4.2 Modelling of SCESS

Figure [5.5] shows the electrical equivalent model of the supercapacitor bank
suitable for dynamics studies in a power system [133], [134]. It consists of
three main elements: the equivalent capacitance of the bank, equivalent series
resistance, Rgsr, and equivalent leakage resistance, Rjeak. The equivalent se-
ries resistance is an equivalent of the electrical resistance of the electrodes and
the ionic resistance of the electrolyte; whereas, the equivalent leakage resis-
tance represents the total leakage in the supercapacitor bank that takes place
through different leakage mechanisms [135]. To maintain the supercapacitor-
bank voltage at its nominal value, a small leakage current must continuously
flow into the bank.

5.5 Control of SCESS-based grid-forming
converters

As mentioned in the previous section, if a GFM converter with SCESS is
providing temporary active-power support, the voltage at its dc link will vary
quite significantly. Hence, it is of importance to effectively regulate the dc-link
voltage, especially during the support period. Typically, in a GFM control
strategy, the dc-link voltage controller is added as an outer loop in cascade to
the active-power controller [30] as shown in Fig. In converter systems em-
ulating inertia, the dc-link voltage controller should be kept slow as compared
to the active-power controller so that the desired inertial response is delivered.
This is due to the fact that the two controllers have counteractive actions. For
instance, consider a case of negative RoCoF in the grid. In this case, the GFM
converter system will increase its active-power output to resist to changes in
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S S S —

[ DC-link voltage controller

Figure 5.6: Classical cascaded structure of the dc-link voltage and active-power
controllers.

the grid frequency. This will result in a discharge of the supercapacitor bank
and correspondingly a decrease in the dc-link voltage of the converter system.
At the same time, the dc-link voltage controller will try to keep the dc-link
voltage at its nominal value by decreasing the active-power reference. Hence,
if both controllers have a similar speed of response, inertia support cannot
be delivered. Furthermore, being the two controllers in cascade, similar loop
bandwidths might lead to control instability.

In this section, an alternative approach to regulate the dc-link voltage of
the GFM converters integrated with SCESS is presented, which allows the
provision of virtual inertia without the need to slow down the speed of response
of the dc-link voltage controller.

5.5.1 Alternative structure for the dc-link voltage controller

Figure [5.7 shows the block scheme of the alternative structure for the dc-link
voltage controller. As shown in the figure, the time integral of the inertial
power obtained from the IEL presented in Chapter [3] is used to estimate
the required energy variation, AW, in the supercapacitor bank to provide
the desired inertial response from the converter system during a frequency
excursion in the grid. The required energy variation along with the energy
stored in the supercapacitor bank at the operating dc-link voltage, Wi.o, and
the equivalent capacitance of the bank are used to calculate the reference value
for the de-link voltage controller, E32, as
Q(Wsco - AWSC)

B2 = B0 = O lse) (5.18)
Ceq
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Figure 5.7: Block scheme of the alternative structure for the dc-link voltage con-
troller.

As shown in Fig.[5.7] a hard limiter is used to keep the reference value between
2 2

Edc,min and Edc,max'
Finally, a proportional controller is used to drive the square of the dc-link

voltage, E?ic, to its reference value, E§27 and calculate the reference power,
Py, for the APL as

C.
P* — €q
& 25N

Kp.aclBa. — Eall, (5.19)

where K, 4. denotes the gain of the proportional controller. Having the dimen-
sion angular frequency, K 4. can be considered as the ideal dc-link control-
loop bandwidth. Thanks to the proposed control structure, the dc-link voltage
control loop can be as fast as the APL. Accordingly, the proportional gain of
the dc-link voltage controller can be selected as

Kp,dc = Qpc- (520)

5.5.2 Simulation verification

In order to validate the effectiveness of the proposed control structure, a
detailed simulation model of the grid-connected converter system shown in
Fig. [5.8]is implemented in PSCAD. The dc-side of the converter, which com-
prises of a SCESS, is designed in such a way that the converter emulating
H = 5.0 s is able to fulfill the active-power requirement during +2.0 Hz/s
RoCoF event, without exceeding the current through semiconductor devices
above the maximum permissible Valueﬂ The equivalent model shown in

4The value of Imax selected here is based on the data available for ABB IGBTs from the
StakPak series [136]
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Figure 5.8: Single-line diagram of a grid-connected VSC integrated with SCESS.

[

Table 5.3: System, control and SCESS design parameters
System parameters  Control parameters SCESS design parameters

SN 112 MVA L, 0.5 pu kom 1.86

En 33 kV R, 0.25 pu E, 33 kV

WN 314.16 rad/s ape 275 rad/s AE, 0.1 pu
Leq 017 pu H 505 Xeq 017 pu
Req  0.017 pu aye 27l rad/s Tax 2 kA
SCR 3 Qe 27500 rad/s  Awpmax 273 rad/s

Fig. is used to model the SCESS. Table describes the system and
control parameters, as well as the design parameters of SCESS used for the
case study presented here.

The dynamic performance of the ES-STATCOM is evaluated during a fre-
quency excursion in the grid. For this, starting at 0.5 s, the frequency of the
ideal-voltage source is varied from 50.0 Hz to 47.0 Hz at a rate of -2.0 Hz/s.
Figure [5.9|show the plots of various ac-side quantities of the converter for the
specified event. It can be observed from the figure that following the grid
disturbance, the internal frequency of the converter (blue curve) closely fol-
lows the declining grid frequency (light-blue curve), i.e, the converter stays in
synchronism with the ac grid. Immediately after the disturbance, the active-

power output of the converter (blue curve) starts to increase and reaches the
2H d

ox i
state. Correspondingly, an increase in the output current of the converter can

value corresponding to inertial power, P, = Py = = 0.4 pu, in steady
be observed during the grid disturbance.

Furthermore, it can seen from Fig. that throughout the period of in-
ertia support from the converter, the dc-link voltage (blue curve) decreases
continuously following its reference value (dashed-red curve). This results in
a continuous increase of the current on the dc-side of the converter. Based on
the design of the SCESS, the dc-link voltage and current reach their minimum
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Figure 5.9: Dynamic response at the ac side of the SCESS-based GFM converter
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during a RoCoF event. From top to bottom: voltage magnitude at the
PCC; active power (blue curve) and reactive power (red curve) output
of the converter; magnitude of the converter output current; applied
variation in the source frequency (light-blue curve), internal frequency
of the converter (blue curve).



5.6 Summary

=08
2 TN
© 0.7 ™
'S 06 \\
-~
£05 N\
O
204
0 05 1 15 2 25 3 35 4

Current [pu]

T/ L

\Vd

0 0.5 1 1.5 2 2.5 3 3.5 4
Time [s]

Figure 5.10: Dynamic response at the dc side of the SCESS-based GFM converter
during a RoCoF event. Top: dc-link voltage of the converter; bottom:
current output of the supercapacitor bank.

and maximum values, respectively, when the grid-frequency reaches 47.0 Hz.

5.6 Summary

In this chapter, the design and modelling of the two most suitable ESTs for the
ES-STATCOM, namely, BESS and SCESS has been presented. Furthermore,
an alternative control strategy for the GFM converters with SCESS has been
proposed, which allows the provision of synthetic inertia support from the
converter system without the need to slow down the dc-link voltage controller.
The effectiveness of the control strategy and design of the SCESS have been
verified using time-domain simulations in PSCAD.
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CHAPTER O

Coordination of wind power plants and synchronous
generators

6.1 Introduction

Power systems are designed to operate at a nominal frequency; however, the
actual frequency continuously fluctuates around its nominal value due to mo-
mentary imbalances between power generation and demand. In order to en-
sure a safe and reliable operation of the power system, it is necessary that
the system frequency lies within a predefined range and does not deviate too
far from its nominal value. In case of large frequency deviations protection
systems must be activated, causing disconnection of the conventional SGs
and loads from the grid. This may lead to widespread power outages and
jeopardize the operation of the power system.

In order to regulate the frequency and maintain its qualityﬂ the frequency
control reserves take balancing actions following a mismatch between electric-
ity production and consumption. In this chapter, an overview of frequency

IThe maximum instantaneous frequency deviation and RoCoF are the key indicators of
the frequency quality [137].
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control reserves in the Nordic power system is first presented. This is followed
by a description of the proposed frequency controller for the ES-STATCOM,
which facilitates the provision of frequency support from WPPs. Under the
consideration that the future RES-dominated power systems will sill include
conventional SGs (for hydro-power production, for instance), the need for a
coordinated frequency support from WPPs with the one offered by SGs is
motivated next. Finally, the tuning criteria for the proposed frequency con-
troller is presented, which facilitates a natural coordination between WPPs
and SGs without a need of any communication signal. The effectiveness of
the proposed control strategy is validated in the well-known Kundur’s four-
machines/two-area system.

6.2 Frequency regulation in the Nordic power
system

The Nordic power system is dominated by SGs whose rotational speed dic-
tates the frequency of the system. At present, the kinetic energy stored in
the rotating mass of the SGs constitute the largest portion of the power sys-
tem inertia. In case of small power imbalances, occurring due to stochastic
variations in the generation and demand for instance, the inertia prevents
sudden changes in the system frequency. During larger imbalances, resulting
from disconnection of a generating unit or a system fault, the inertia limits
the initial RoCoF, which gives the frequency control reserves a buffer time to
act, thereby reducing the risk of potentially large frequency deviations. As
the frequency continues to drop, reserves are activated to bring the system
frequency back to its nominal value.

The frequency control reserves in the Nordic power system are broadly clas-
sified into three categories, namely Frequency Containment Reserve (FCR),
Fast Frequency Reserve (FFR) and Frequency Restoration Reserve (FRR)
[138]. The FCR is used to stabilize and maintain the frequency within the
prescribed limits in case of power imbalances. It activates automatically and
responds proportionally to the frequency deviation within certain intervals.
FCR is further subdivided into two categories: Frequency Containment Re-
serve for Normal Operation (FCR-N) and Frequency Containment Reserve
for Disturbances (FCR-D). FCR-N is linearly activated within the standard
frequency range of 49.9-50.1 Hz [138]. It activates continuously as the fre-
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6.2 Frequency regulation in the Nordic power system

quency fluctuates around 50.0 Hz due to small variations in production and
consumption that occur during normal operation. On the other hand, the
purpose of the FCR-D is to contain the frequency during disturbances and it
is linearly activated between 49.5-49.9 Hz and 50.1-50.5 Hz [13§].

With a continuous increase in the penetration level of wind power and a
consequent reduction of system inertia in the Nordics, it is anticipated that
the response time of the FCR-D may not be fast enough to keep the frequency
above a minimum threshol(ﬂ following a dimensioning incident (also referred
as a reference or N-1 incident) [138], |139]. Consequently, the FFR was in-
troduced to handle this problem and was implemented in May 2020. FFR
provides a very fast active-power support for a short duration, which con-
tributes to containing the frequency until FCR-D is activated. FFR is trig-
gered when the frequency drops below a certain activation threshold which is
set at 49.5 Hz, 49.6 Hz or 49.7 Hz. The full activation time of the support
is 0.7-1.3 s depending upon the activation threshold. The minimum support
duration is either 5 s or 30 s, depending upon how fast the FFR providing
unit deactivates its response.

The FRR is used to restore the frequency back to its nominal value of
50.0 Hz after a deviation, thereby relieving FCRs and restoring their capacity.
FRR is subdivided further into two categories: automatic FRR (aFRR) and
manual FRR (mFRR). Though similar in purpose, the two FRR categories
differ in terms of their activation modes. As the name suggests, aFRR is
activated automatically and its activation is based on a control signal sent
every 10 s by the TSO [138]. On the other hand, the activation of mFRR
is ordered by the TSO to reduce existing imbalances or due to forecast of
imbalances in the near future.

For a better understanding, Fig. [6.1] shows the operating zones of various
frequency control reserves during a fictitious frequency dip in the Nordic power
system.

2The threshold for minimum instantaneous frequency (i.e. frequency nadir) in the Nordic
power system is 49.0 Hz [139]
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Figure 6.1: Operating zones of various frequency control reserves during a fictitious
frequency dip in the Nordic power system [140].

6.3 Proposed structure of the frequency controller
and problem formulation

So far in the previous chapters, only the provision of synthetic inertia from
the WPP has been considered. In order to provide the FFR provision from
the WPP, a frequency controller can be added in parallel to the IEL of the ES-
STATCOM as shown in Fig.[6.2] The frequency controller takes the estimated
frequency deviation as an input, which is then passed through a high-pass filter
having cut-off frequency, amnps, and gain K,. The triggering function, Fr,
activates the frequency controller only when the grid frequency drops below
a certain threshold set in accordance with the grid codes. Together with the
IEL, the frequency controller provides an input to the energy regulator of the
ES-STATCOM. Thanks to the high-pass filter, the frequency support from
the WPP is provided during transients only. The support is automatically
withdrawn when the system frequency reaches a new steady state following
a grid disturbance, i.e., when the input frequency deviation to the frequency
controller becomes almost constant.

When providing the FFR provision from a converter system, it is essential
to coordinate its frequency support with the one offered by the FCR providing
units. A coordinated control prevents the reaction time of the FCR providing
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Figure 6.2: Block scheme of the proposed frequency controller.

units from slowing down and reduces the peak-active power as well as energy
storage requirements for the converter system. By a careful selection of the
parameters for the frequency controller (as described later in Section ,
a natural coordination between the FFR and FCR providing units can be
achieved. This is exemplified using the test network shown in Fig. [6.3] where
a WPP comprising of the WT system and ES-STATCOM is connected to
an ac grid via a circuit breaker ‘CB1’. For the case studies presented in
this section, the synchronous generator ‘G2’ is kept disconnected. The grid
comprises of a constant active-power load ‘L1’ and a synchronous generator
‘G1’ connected through a transformer ‘T'1” and grid impedance of resistance,
R, and inductance, L,.

As this study is focused around the Nordic power system in which the hy-
dro units are the main source of FCR [138], a well-established hydro governor
model from the Nordic 32 system [141]-[143] is implemented for ‘G1’, to en-
able the FCR provision from the SG (see Fig. . In the considered hydro
governor model, the terms 7, 7, and 7¢ represent the time constant of the
penstock, actuator and frequency-measurement filter, respectively; whereas,
R denotes the steady-state frequency droop. K, and Kj, are the propor-
tionaﬂ and integral gains of the hydro governor, respectively, and are selected

3The proportional gain is also referred as the transient- or the temporary-droop gain [141],
[144].
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Figure 6.3: Single-line diagram of the test network used to exemplify the need of

coordination.
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Figure 6.4: Block scheme of the implemented hydro governor model.
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as [141], [144]

1 1
Kpg=—; Kig= )
Tg TgTrg

(6.1)

where g and 7, ¢ denote the temporary (transient) droop and time constant of
the hydro governor, respectively. Some of the typical values for the parameters
of the hydro governor model can be found in [141], [144]. Here, ry = 0.8 pu,
Treg =098 Tw=18,T,=02s, 77=0.05s and R = 0.04 pu are selected.

The ratings of various system components as well as the operating point of
‘G1’ and the WPP considered for the case studies presented here are shown
in Fig.[6.3] A frequency disturbance in the grid is simulated by performing a
step increase of 3% in the load. The dynamic response of the system following
the example disturbance is shown in Fig. for the following casesﬂ

o Case A: High value of K, and low value of ayp: solid-black curves.
» Case B: High value of K, and high value of ay,p¢: dashed-magenta curves.
o Case C: Low value of K, and low value of ayps: dotted-blue curves.

e Case D: Low value of K, and high value of onpr: dashed-dotted green
curves.

It can be observed from the bottom figure in Fig. [6.5] that with Case A, the
ES-STATCOM supports the increased power demand by injecting a higher
amount of active power to the grid for a longer duration as compared to the
other cases. Hence, a relatively high frequency nadir (top figure) is obtained
as compared to the other cases at the cost of high energy storage requirements
for the ES-STATCOM. Furthermore, since the ES-STATCOM supports the
increased power demand by injecting a higher active power during the initial
stages, the disturbance seen by the SG is small, which results in a slower
ramping of its input mechanical power (middle figure). A slower increase in
the mechanical power input to the SG indicates a slower contribution from
this unit to the frequency regulation and vice versa.

4As the primary aim here is to motivate the need of coordination, the parameters of the
frequency controller for the ES-STATCOM are selected by trial and error in such a way
that either a similar frequency minimum or a similar peak-active power output of the
converter is obtained for the considered cases.

119



Chapter 6 Coordination of wind power plants and synchronous generators

50.5

:T =~
’

: 50 DT ST I e T.Er:n
Q o ard aarey
5 R A Sy T -
=] L) s,
495 rt B 4
2 VM
= \ >< y.

49 L—me= =

0 10 20 30 40 50 60 70 80

0.9
F) -
& - ~
= AT
°§ 0.85 B A T = — o

7 T -~

2 /) —
=1 7 /
g |
- 0.8

— 03
2
— 02
= NN
QB) 0.1 .’i}. \
2 M e -
5 0 §\:‘ ......... .\::h-b.at\’ = s
a T
-
& -0.1 =

0 10 20 30 40 50 60 70 80
Time [s]

Figure 6.5: Response of the system following a step increase in the load for four
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different settings of the frequency controller: Case A (solid black), Case
B (dashed magenta), Case C (dotted blue), and Case D (dashed-dotted
green). From top to bottom: rotor angular speed of ‘G1’, mechanical
power input to ‘G1’; active power output of the ES-STATCOM.



6.4 Modeling of system frequency dynamics and design of coordinated control

Increasing appr (Case B) results in a quicker removal of the active-power
support from the ES-STATCOM as compared to Case A. Although the en-
ergy storage requirements in this case are almost half of the previous case,
a faster removal of the active-power support from the ES-STATCOM results
in a lower frequency nadir and a less damped response close to the steady
state. In addition, ramping of the mechanical power input to the SG is still
slow; this can be improved further by reducing the value of K, (Cases C
& D). Reducing the value of K, reduces the active-power support from the
ES-STATCOM during the initial stages, allowing the SG to see a larger dis-
turbance. Consequently, ramping of the mechanical power input to the SG is
faster as compared to both Cases A & B. Furthermore, a lower value of K, re-
duces the peak power of the ES-STATCOM, while still keeping the frequency
nadir similar to Case B. A low value of anpe in Case C provides frequency
support from the ES-STATCOM for a longer duration as compared to both
Cases B & D. This results in a very-well damped response close to the steady
state at the cost of higher energy storage requirements for the ES-STATCOM.

The results from this study reveal that both the FFR and FCR providing
units in the power system must work in harmony to provide the necessary
frequency support to the system following an electrical disturbance. This not
only prevents the full-activation time of the FCR providing units from slowing
down, but also reduces the active-power requirements of the FFR providing
unit for frequency support, both in terms of peak value and duration. For this,
a proper tuning criteria for the two parameters, K, and aypf, is proposed in
the next section, which facilitates a natural coordination between the FFR
and FCR providing units in the system.

6.4 Modeling of system frequency dynamics and
design of coordinated control

In this section, frequency dynamics of a system comprising of the conventional
SGs only is first modeled. The analysis performed using this model serves as
the basis for deriving the tuning criterion for the frequency controller of the
ES-STATCOM.
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6.4.1 Frequency dynamics of a system comprising of
synchronous generators only

In order to derive the frequency dynamics of a system comprising of the con-
ventional SGs only, once again the test network shown in Fig. [6.3]is considered.
However, in this case, the WPP is disconnected and the synchronous gener-
ator ‘G2’ having an inertia constant, Heo = Hg1 = 3 s, and a rated power,
Sg2 = Sg1 = 100 MVA, is connected at the PCC. To keep the analysis simple,
the same governor model (see Fig. and control parameters are used for
both the SGs. The frequency dynamics of the system can be understood from
a single machine equivalent dynamic model, in which the angular frequency,
w, and inertia constant, Hcoj, corresponding to the center-of-inertia (COI) of
the system are used and expressed as [145], [146]

_ we1Hg1 551 + weaHyaSeo

w= i Hcor =

Hglsgl + Hg25g2
Hglsgl + Hg25g2 .

SN

(6.2)

wg1 and wgo represent the angular frequency of ‘G1’ and ‘G2’, respectively,
whereas Sy denotes the rated power of the system and is expressed as the sum
of the rated power of the two SGs for this case, i.e., Sx = Sg1 + Sg2. Accord-
ingly, the variation in the angular frequency of the system can be expressed
using the swing equation in its per-unit form as

2HCOISAOJ = APm - APE, (6.3)

where AP, represents the variation in the active power of the electrical load
or the input electrical disturbance. AP, denotes the total variation in the
mechanical power of the system, which by using the governor model of the
two SGs can be expressed as

AP — (Kp,gl%g; + K 7g2%g;)5 + (Ki’gl.ssigl\,l + Kig?%g;)
w s
6.4
(—Tws + 1) 1 Aw. (6.4)

(0.57s + 1) (1gs + 1)

It shall be noted here that in (6.4]), the time constant of the frequency-
measurement filter has not been considered, due to its negligible impact on
the time-scale of interest for frequency support. Furthermore, due to its small
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Figure 6.6: Impact of the permanent droop of the governor on frequency dynamics
of the system following a step increase in the load for R = 0.08 pu
(dashed red), 0.04 pu (dotted green), and 0.02 pu (solid blue).

impact during dynamic conditions, the steady-state frequency droop is not
included in . In order to validate this claim, Fig. shows the frequency
dynamics of the system following a step increase of 3% in the load for three
different values of the steady-state droop R. It can be observed that varying
R has a very little influence on the initial RoCoF and the frequency nadir,
and it only affects the steady-state value of the system frequency following an
electrical disturbance.

Using , and denoting by G(s), the transfer function from the input
electrical disturbance to the variation in the angular frequency of the system
is given by

Aw -1

Gls)=xp = 2Hcors + D(s)

(6.5)

D(s) represents the transfer function from the variation in the angular fre-
quency of the system to the total variation in the mechanical power of the
system, which using is given by
D(s) = AP, _ (Kp,gl%i + Kp,g?%g;)s + (Ki,gl%il Ki,g?%f)
Aw s
(—Tws+ 1) 1
(0.57ws + 1) (g8 + 1)

(6.6)

The impact of changing the system inertia and control parameters of one
of the two governors on the frequency dynamics of the system following an
electrical disturbance is investigated next. This is used as a starting point
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Figure 6.7: Impact of the integral gain of the governor on (a) frequency dynamics
of the system following a unit-step disturbance (b) variation in the
total mechanical power following a unit step frequency change; for
Tr,g2 = 2X (dashed magenta), 3x (dotted red) of its initial value (solid
blue).

to derive the parameters of the frequency controller for the ES-STATCOM,
when one of the conventional SGs is replaced by the WPP.

Influence of the integral gain on the frequency dynamics

The influence of the integral gain on the frequency dynamics is investigated by
varying the governor time-constant, 7, g2, of the generator ‘G2’ and plotting
the time-domain response of the variation in the angular frequency of the
system, Aw(t), for a unit-step disturbance using and . Fig. (a)
shows the frequency dynamics of the system for three different values of 7 go.
It can be observed that varying 7, zo (or alternatively Kjgo) has a very little
influence on the frequency nadir, and a significant impact on the recovery
of the system frequency. The recovery is slowed down with a decrease in
the value of Kjgo. This behaviour can be understood by plotting the time-
domain response of the variation in the total mechanical power of the system,
AP, (t), for a unit-step (negative) frequency variation using . As seen
from Fig. b), varying Kj g2 has a negligible impact on the total mechanical-
power variation of the system during the initial phase of the transient, thus
on the frequency nadir following an electrical disturbance. The impact of

124



6.4 Modeling of system frequency dynamics and design of coordinated control

reducing K g9 is visible only during the later phase of the transient, in terms
of a reduced integral action of the governor, leading to a slow recovery of the
system frequency.

It shall be noted that in Fig. b), the total mechanical-power variation ini-
tially decreases instead of increasing. This is resulting from the non-minimum
phase property of the hydro turbines. Inside a hydro turbine, when the guide
vane is opened after the disturbance to increase the water inflow (so that the
power output increases), the water pressure initially drops. Due to this water
pressure drop, initially the power output slightly decreases and then increases
[145].

Influence of the transient-droop gain on the frequency dynamics

The influence of the transient-droop gain on the frequency dynamics is inves-
tigated by varying rge. Figure (a) shows the frequency dynamics of the
system for three different values of rgo. It can be observed that varying rgo
has a significant impact on the frequency nadir, speed of recovery, and damp-
ing. The frequency nadir improves when decreasing rg2, or in other words
increasing K, zo. In addition, both the speed of recovery and damping in-
crease when decreasing rgo. This behaviour can be explained by once again
plotting AP, (t). As it can be seen from and Fig. b), increasing
K, oo increases the effective transient-droop gain, Ky, which is defined as

g1

Sg2
Sx '

Ktr = Kp,gl SN

+ Kp g2 (6.7)
This explains for the improvement in the frequency nadir and damping when
increasing K, 5o. Furthermore, it can be observed from (6.1)), and
Fig. b) that the integral action of the governor also increases when de-

creasing rgo, leading to a faster recovery of the system frequency.

Influence of the system inertia on the frequency dynamics

Finally, the influence of the system inertia on the frequency dynamics is inves-
tigated by varying the inertia constant, H..;. Figure shows the frequency
dynamics of the system for three different values of H.y;. It can be observed
that increasing the system inertia improves the frequency nadir; however, as
expected, it leads to a slower recovery and a decreased damping.
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Figure 6.8: Impact of the effective transient-droop gain on (a) frequency dynamics
of the system following a unit-step disturbance (b) variation in the
total mechanical power following a unit step frequency change; for
rg2 = 0.5x (dashed green), 2x (dotted red) of its initial value (solid
blue).
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Figure 6.9: Impact of the system inertia on the frequency dynamics following a
unit-step disturbance for Heo; = 2.0x (dashed green), 0.5x (dotted
red) of its initial value (solid blue).
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6.4.2 Frequency dynamics of a system comprising of
synchronous generator and WPP

The synchronous generator ‘G2’ in Fig. [6.3]is now disconnected and replaced
by the WPP. In general, this can be seen as the case when a non-environmental
friendly power plant is replaced by RES-based power plant. Furthermore, it
is considered that the hydro units are still meant to be the main providers of
FCR. As the primary goal here is to obtain a tuning criterion for the frequency
controller, it is assumed that the inertia emulation from the ES-STATCOM
(with H = 15.0 s) is accurate to keep the H.,; unchanged. In analogy to
the previous case of two SGs, the transfer function from the input electrical
disturbance to the variation in the angular frequency of the system for this
case, G'(s), can be expressed as

Aw(s) -1
G'(s) = = 6.8
)= ARG " s 1 D(5)° (68)
with
Sgl Sgl
AP, Kogg)s + (Kigig) (—rys+1) 1
D'(s) = — = N N
Aw s (0.57ws + 1) (Tgs + 1)
5oy (6.9)
(K 57, )s
(s + anpe)
The rated power of the system for this case is expressed as, S\ = Sg1 + Se1 +

Sco, with S.; and Seo denoting the rated power of the ES-STATCOM and
WT system, respectively.

From the analysis performed in the previous section, it is known that the fre-
quency nadir is greatly influenced by the system inertia and effective transient-
droop gain. Since H..; is kept unchanged, to obtain a similar or better per-
formance in terms of the frequency nadir, the effective transient-droop gain
for this case, K{,, should be

Scl S 1

3 Ky 51551 +Kp g25g2 SI/\I Kp 5151
Accordingly, from 1) and 1D K, > 5o . In

addition, removal of the frequency support from the converter system should

Kl =K, > K. (6.10)
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Figure 6.10: Frequency dynamics of the system following a unit-step disturbance
for Case A (solid blue), Case B (dashed green), and Case C (dotted
magenta).

not take place faster than the increment in the support from the synchronous
generator ‘G1’, which is dictated by the integral gain of its governor. For
this, the value of anpr should be selected smaller than or equal to the integral
gain of the hydro governor, i.e., anps < Ki,gl%. The upper limit of K,
depends upon the power rating of the ES—STA'fVCOM and capacity of the
energy storage, whereas the lower limit of ay,ps depends upon the capacity of
the energy storage only.

Figure [6.10] shows the frequency dynamics of the test network shown in
Fig. [6.3] following a unit-step disturbance for the following three cases:

o Case A: Two synchronous generators in the system (base case): solid-
blue curve.

e Case B: One synchronous generator and a WPP in the system with
Ky =5K, 40 and onpsr = 0.44Kj 41: dashed-green curve.

e Case C: One synchronous generator and a WPP in the system with
Ky = 5K, 42 and appy = 0. This is equivalent to the conventional
droop-based frequency controller: dotted-magenta curve.

It can be observed from Fig. that in Case B the frequency nadir is very
close to that in the base case. However, both the speed of recovery and
damping are reduced. These phenomena can be explained by plotting APy, (t).
From Fig. [6.11] it can be observed that the effective transient-droop gains are
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Figure 6.11: Variation in the total mechanical power following a unit step fre-
quency change for Case A (solid blue), Case B (dashed green) and
Case C (dotted magenta). Variation in the FFR power of the ES-
STATCOM following a unit step frequency change for Case B (green
curve with round markers) and Case C (dashed-dotted magenta).

similar for both Cases A & B, i.e., Ki;, = K{,. This explains for a similar
frequency nadir in these two cases. It can also be observed from the dashed-
green curve in Fig. [6.11] that the integral action is reduced in Case B, which
explains for the slower recovery of the system frequency. Furthermore, it
can be seen from the green curve with round markers in Fig. that the
frequency support from the converter decreases over time in Case B, leading
to a reduced damping. A decrease in the value of aypr (Case C) will provide a
better damping and an increase in the speed of recovery, as can be visualized
from the dotted-magenta curve in Fig. [6.10] However, this is at the cost of an
increase in the energy storage requirements of the converter system (dashed-
dotted magenta curve in Fig. |6.11)).

The tuning criterion for the proposed frequency controller can be general-
ized as follows: in order to prevent a deterioration of the frequency nadir fol-
lowing a given electrical disturbance, the gain K, of the high-pass filter should
be selected such that the effective transient-droop gain after the replacement
of the conventional SG is at least equal to the effective transient-droop gain
before. Furthermore, the cut-off frequency of the high-pass filter, anp, should
be at most equal to the effective integral gain of the remaining SGs in the
network.
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Figure 6.12: Two-area system used to verify the proposed coordination between
the wind power plant and hydro generators.

6.5 Simulation verification

As a proof of the concept, the proposed design for the frequency controller of
the ES-STATCOM is tested in the well-known Kundur’s four-machines/two-
area system shown in Fig. [6.12] using detailed time-domain simulation in
PSCAD. The ratings of the various system components and the operating
point of the SGs are kept the same as in the original model [119]. The inertia
constant of 3.0 s and hydro-governor model shown in Fig. [6.4] is implemented
for all the SGs. The system model with all four synchronous generators con-
nected is selected as the base-case scenario for comparison purpose. It is found
that when a step-increase of 113 MW (corresponding to approximately 4% of
the total system load) is applied to the load connected at Bus 7, the frequency
nadir of 49.0 Hz is obtained for the base-case scenario. Hence, this is selected
as the dimensioning incident in the system.

The synchronous generator ‘G2’ is now disconnected and replaced by a WPP
comprising of a WT system of similar ratings as ‘G2’ and an ES-STATCOM.
The ES-STATCOM is used to regulate the ac voltage at Bus 2 and provide
synthetic inertia and frequency support to the system. In order to tune the
frequency controller, the relations derived in the previous section are used
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here. Accordingly, the values of K, and anps are selected as

Kp,61551 + KpgaSea + Kp 393 + Kp gaSs4 Sy
Scl SN

_ Kpnggl + Kp7g35g3 + Kp7g45g4,

Scl ’

K, =

Kig15g1 + Kig35g3 + KigaSga
Sk ’

Qhpf =

with Sx = Sg1 + Sg2 + Sa3 + Sga and S = Se1 + Sc1 + Sc2 + Sg3 + Sau.
Figure [6.13] shows the frequency dynamics of the system, mechanical power
input to ‘G1’, active power output of the ES-STATCOM and output of its
frequency controller (referred as FFR power in the figure), following the di-
mensioning incident in the system. It can be observed from the figure that
providing neither inertia nor frequency support from the WPP leads to a de-
terioration of the frequency nadir below the acceptable limit. Furthermore,
providing only inertia support from the WPP improves the frequency nadir;
however, it is still below the acceptable limit. On the other hand, providing
both inertia and frequency support makes the frequency nadir in this case
equal to the one obtained in the base-case scenario. Thanks to the proposed
tuning criterion for the frequency controller, the ramping of the frequency
support from the SGs is not deteriorated. This is evident from the plot of me-
chanical power input to ‘G1’ with blue and green colors, which have a similar
rise time. However, as expected from the theoretical analysis, the recovery
of the system frequency in this case is slower than the base case. It shall be
noted that in order to fulfill the grid code requirements for the FFR provision,
the frequency support from the WPP starts when the system frequency drops
below 49.5 Hz in this case, and not directly at the beginning of the transient.
The case studies presented in this section validate the effectiveness of the
proposed tuning criterion for the frequency controller of the ES-STATCOM.

6.6 Summary

A coordinated control strategy between the WPP and hydro generators is pro-
posed in this chapter. The fast dynamic properties of the converter system
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Figure 6.13: Response of the system following the dimensioning incident for four
different cases: base-case (solid blue); WPP providing neither iner-
tia nor frequency support (dashed red), inertia support only (dot-
ted black), inertia support as well as frequency support (dashed-
dotted green). From top to bottom: frequency corresponding to the
COI, mechanical power input to ‘G1’, acitve power output of the ES-
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6.6 Summary

are utilized to keep the instantaneous frequency following an electrical distur-
bance within the prescribed limits, without deteriorating the performance of
the remaining synchronous generators in the system. This not only improves
the frequency quality of the system, but also minimizes the energy storage
requirements for the converter system. It is shown that with the proposed
tuning criterion for the frequency controller of the ES-STATCOM, a natural
coordination can be achieved between the WPP providing the FFR, provision
and SGs providing the FCR provision. The effectiveness of the proposed co-
ordination is validated in the Kundur’s four-machines/two-area system using
detailed time-domain simulation in PSCAD.
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CHAPTER [

Conclusions and future Work

7.1 Conclusions

This thesis has dealt with the application of GFM control strategies in WPPs.
In particular, the focus of the thesis has been on developing an effective control
strategy for the ES-STATCOM that supports the operation of the WPP for
different grid conditions, as well as provide the GFM capability to the WPP.

To start with, a Pl-regulator based active-power controller with an active
damping has been developed for the GFM converters in Chapter 2] This type
of control structure prevents the coupling between the damping factor and
steady state frequency-droop characteristic of the converter, and also improves
the dynamic performance of the converter during variations in the active-
power reference. From the comparison of various GFM control strategies
made in this chapter, it has been found that the VABC outperforms the
other variants in terms of providing more natural response; less control action
taking place; less need for fast controllers. Furthermore, due to its resistive-
inductive nature, the virtual admittance provides reference-current filtering
(through virtual reactance) and damping (through virtual resistance). It also
helps in preserving the converter’s dynamic performance under varying grid
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strengths by reducing the impact of grid impedance on the total impedance
variation.

To address the transient-stability problem of the GFM converters during
current limitation, a novel limitation strategy and an overall control structure
for the GFM converters has been proposed in Chapter[3] From the theoretical
analysis performed in this chapter, it has been found that severe grid distur-
bances resulting in a high RoCoF can cause an instability in GFM converters
providing synthetic inertia during current limitation. This is mainly due to the
inability of the slow active-power controller to follow the grid-voltage angle
during current limitation, thereby resulting in a loss of synchronizm. Con-
sequently, a cascaded structure for the active-power controller consisting of
an TEL and a fast APL has been proposed, which effectively decouples the
control elements responsible for providing synthetic inertia and grid synchro-
nization in the GFM converters. This gives the flexibility to limit and achieve
a fast control over the active-power injection from the converter and ulti-
mately the resulting phase of the virtual back-EMF, when the current limit
of the converter is reached. Furthermore, by limiting the magnitude of the
virtual back-EMF, the reactive-power injection from the converter can be lim-
ited. In this way, current limitation is achieved by dynamically limiting the
virtual-back EMF vector without relying on the current limiter. This not only
limits the converter current to a desired value, but also preserves the GFM
behaviour of the converter even during current limitation. The effectiveness of
the proposed current-limitation strategy has been verified using experimental
tests.

The GFM capability of a WPP comprising of the WTs in GFL mode and
an ES-STATCOM in GFM mode has been investigated in Chapter [d For
this, a detailed time-domain simulation model of a realistic WPP has been
developed and the GFM control structure proposed in Chapter [3] has been
adopted for the ES-STATCOM. In order to assess the GFM behaviour, the
dynamic performance of the WPP in response to various grid disturbances has
been analyzed. The simulation tests in this chapter have been performed in
accordance with the conformity testing procedures provided by the German
VDE FNN. Moreover, the NFP plots have been utilized to further verify the
GFM behaviour of the WPP. It has been shown using both simulation results
as well as the NFP plots that the ES-STATCOM of an appropriate size, which
is operated using the proposed GFM control strategy, has a potential to offer
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a certain degree of the GFM capability to the overall WPP. Furthermore, it
aids in the operation of the WPP during weak grid conditions.

An overview of various ESTs has been provided in Chapter [f] Recommen-
dations have been made for design and sizing of the two most suitable ESTs,
i.e., BESS and SCESS, for providing ancillary services from the WPPs. Fur-
thermore, a modified control strategy for the SCESS-based GFM converters
has been presented, which allows the provision of synthetic inertia or FFR
from the converter without compromising the speed of response of the dc-
voltage controller. This is achieved by varying the reference for the dc-voltage
controller based on the energy requirements of the given application.

Finally, a coordinated control strategy between the WPP and SGs in the
grid has been proposed in Chapter [6] which enables the FFR provision from
the WPP. Thanks to the proposed coordinated control, the fast dynamic prop-
erties of the converter can be utilized to improve the frequency quality of the
power system, without deteriorating the performance of the remaining SGs
in the grid. Furthermore, a coordinated control reduces the energy storage
requirements for the converter system. It has been shown that by properly
tuning the frequency controller of the ES-STATCOM, a natural coordination
between the FFR provision from the WPP and the FCR provision from the
SGs can be achieved. The effectiveness of the proposed tuning criterion has
been validated using detailed EMT simulations.

7.2 Future work

The main focus of this thesis has been on developing an effective GFM control
strategy for ESS used in WPPs. With the proposed GFM control structure,
the grid synchronization of the converter is realized through the active-power
controller, while the dc-link voltage controller generates the active-power ref-
erence. It can be of interest to analyze the possibility to provide grid synchro-
nization directly from the dc-link voltage controller and investigate its impact
on the stability of the converter compared to the power-based synchroniza-
tion approach, especially when the energy storage is limited. In addition,
analyzing the impact of the IEL and dc-link voltage controller on the small-
signal dynamics of the converter could be an interesting task. Furthermore,
expanding the concept of NFP for systems without SGs and relating it to
the passivity behaviour can be useful to analyze stability of the future power
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systems. Finally, it could be interesting to develop a centralized controller for
the WPP that provides set points to the converter systems in WTs as well as
ES-STATCOM to distribute various grid support services such as fast-fault
current injection and inertia provision, and investigate its impact on the GFM
behaviour of the WPP.
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