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Abstract
There will be more and more users while beyond-5G (B5G) and 6G bring more
wireless applications. Current cellular communication networks assign specific serving
boundaries for each radio, which becomes a limitation when too many users work
with one radio simultaneously. By physically distributing radios. user’s service can
be more uniform. Radio-over-fiber is a promising enabling technology for distributed
antenna systems.

To have several tens of Gbit/s data rate, we need to apply millimeter-wave
(mm-wave) frequency band in radio-over-fiber (RoF). However, mm-wave signals
have weak penetration and high propagation loss. Hence, beamforming and/or
multiple-input-multiple-output (MIMO) technology become necessary for mm-wave
RoF to overcome those drawbacks.

This thesis introduces an automatic distributed MIMO (D-MIMO) testbed with
a statistical MIMO capacity analysis for an indoor use case. Raytracing-based
simulations also predicts the indoor case to make a comparison. The statistical
MIMO capacity analysis shows that D-MIMO has a higher and more uniform capacity
than co-located MIMO (C-MIMO) in measurements and simulations.

Next, a mm-wave sigma-delta-over-fiber (SDoF) link architecture is proposed for
MIMO applications. In the implementation of this link, a QSFP28 fiber link connects
a central unit with a remote radio unit with four bandpass sigma-delta-modulation
(BPSDM) bitstreams. The remote radio unit generates four mm-wave signals from
four BPSDM signals and feeds a linear array antenna. The measurement characterizes
the remote radio head at each stage and concludes that this proposed link can reach
800 Msym/s data rate with -0.5 dBm output bandpower.

Furthermore, the proposed link is demonstrated with digital beamforming and
multi-user MIMO (MU-MIMO) functionalities. The digital beamforming function
reaches 700 Msym/s with -25 dB error vector magnitude (EVM) results by improving
the received bandpower in comparison to (single-input-single-output) SISO results.
The MU-MIMO function serves two independent users at 500 Msym/s symbol rate
and satisfies 3GPP requirements at 1 m over-the-air distance.

In conclusion, this thesis proves that D-MIMO has a higher and more uniform
capacity than C-MIMO by statistical analysis from measurements and simulations.
The proposed novel mm-wave SDoF link can pave the way for future D-MIMO
applications.

Keywords: Radio-over-Fiber, central unit, remote radio head, multiple-input-
multiple-output, millimeter-wave.
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Chapter 1

Introduction

1.1 Motivation
The fifth generation (5G) communication network introduces enhanced Mobile
Broadband, Ultra-Reliable and Low Latency Communications, massive Machine-
Type Communications, and other applications at tens of Gbit/s data rates [2][3].
Meanwhile, the Internet of things (IoT) will reach millions of devices per square
kilometer, and such device density reaches high data rates [4]. Hence, wireless
communication systems need to provide higher capacity solutions as user densities
increase in 5G and IoT [5][6].

Recently Ericsson reports mobile user subscriptions, 5G subscriptions, and
monthly data traffic per user [1], as shown in Figure 1.1. All subscriptions are
summarized for 2018 - 2021 and are predicted to be more than 9000 million by
the end of 2027 with a steady increase. Since 5G was initially deployed in 2019,
the 5G subscriptions are growing aggressively and will be around 4400 million by
2027. Around 2027, the 5G subscriptions will be almost half of all subscriptions,
which means 5G will be the dominant communication network in the near future.
The mobile data traffic per device per month was 11.9 GB/month in 2021, which is
forecast to reach 40 GB/month. This tremendous data traffic and 5G devices are an

(a) (b) (c)

Figure 1.1: Ericsson worldwide study results [1]. (a) User subscriptions; (b) 5G
subscriptions; (c) Monthly data traffic per user.
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2 1.2. Thesis Scope and Outline

urgent requirement for high capacity wireless communication systems.
Commercial 5G is now available in more than 1300 cities in 61 countries worldwide

[7]. On the other hand, the sixth generation (6G) communication network is at the
fundamental research stage and aims for a higher capacity, lower latency, higher
reliability, and high-density communication strategy by 2030 [8]. Another exciting
goal of 6G is low power consumption while allowing anything to communicate
anywhere and anytime [9]. For the 6G ambitions, many research institutions and
universities have taken action. Ericsson Research expanded the 6G research unit in
Britain and predicts new ways of seamless communications [10]. Nokia Bell Labs has
5G and 6G research being developed in parallel, while 6G technology research is in
the exploratory start-up phase [11]. Eindhoven University of Technology organized
a center for wireless technology from collaborations with five research groups and
covers the study of future communication networks [12]. University of Oulu hosts a
6G Flagship Center as the world’s first 6G research program towards sustainable
solutions for society’s needs [13]. In short, 6G is coming as a sustainable ultra-high
data rate communication network.

The dramatic increase in 5G subscriptions and 5G commercial network deploy-
ments prove that high capacity communication network is a solid requirement a
solid requirement in societies. The ultra-high data rate communication system is
a hot research topic as 6G research is being developed in world-leading wireless
communication research groups.

Research work [14] introduced massive co-located multiple-input-multiple-output
(C-MIMO) as a key technology to increase communication capacity in 5G applications.
Furthermore, distributed MIMO (D-MIMO) and cell-free (MIMO) have recently been
proposed to further improve communication capacity and user service uniformity for
6G [15]. Radio-over-fiber (RoF) has been proposed as a key technology for realization
of D-MIMO systems. The RoF testbeds of [16] [17] are D-MIMO implementations
as well as fiber-connected wireless systems.

Therefore, this thesis addresses the high capacity fiber connected wireless MIMO
communication system as one potential key technology to support the development
of future sustainable, high density communication networks.

1.2 Thesis Scope and Outline
Chapter 2 describes the MIMO technology evolution. An overview of different fiber-
connected wireless system architectures is also presented in Chapter 2 for D-MIMO
implementations, as well as the underlying theories.

Chapter 3 studies the capacity of the proposed fiber-connected D-MIMO sys-
tem through extensive measurements and simulations. The chapter starts with
a summary of the current low-frequency C-MIMO/D-MIMO testbed. The most
important contribution is the statistical D-MIMO and C-MIMO study in an indoor
environment through an automated testbed in paper [A], and the study concludes
that D-MIMO has a more uniform/higher communication capacity than C-MIMO.
Paper [B] strengthens the contribution by a comparison between simulation and
measurement.
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Chapter 4 focuses on millimeter wave (mm-wave) sigma-delta-over-fiber (SDoF)
systems and discusses the available solutions. Paper [C] proposes a wideband, flexible,
and simple all-digital mm-wave architecture and implements the architecture with
commercially available hardware. Chapter 4 also includes an over-the-air (OTA)
demonstration of the proposed link and compares the results with state-of-the-art
results as in paper [D]. The demonstration of the proposed architecture documents
the highest data rate reported so far in any of mm-wave SDoF MIMO system.

The final chapter summarizes the current work and proposes relevant future
research topics.





Chapter 2

Wireless MIMO Technology
Evolution

The electromagnetic spectrum is extremely crowded in the low-frequency band (up
to 6 GHz) with countless applications, for example from business and consumer
terminals, and the dense spectrum makes spectral efficiency extremely important.
One of the most powerful techniques to increase spectral efficiency is to explore
spatial multiplexing through multi-antenna MIMO techniques as proposed in [18]
and has been further developed since then. Today, MIMO is a key technology in all
modern wireless systems, starting from the fourth generation (4G) mobile system but
further exploited in 5G and likely even more in the future. The following subsections
cover single-input-single-output (SISO)/multiple-input-single-output (MISO)/MIMO
fundamentals for wireless MIMO.

Wireless MIMO systems can be categorized into co − located and distributed vari-
ants, where RoF technology plays a key role in the practical system implementation.

2.1 SISO Fundamentals
For the SISO fundamentals, this section goes through the SISO model and the SISO
capacity.

2.1.1 SISO Model
A wireless communication system has at least one transmitter (TX) and one receiver
(RX). An antenna is the final part of the TX side and radiates the signal into the
channel, while the RX side receives the radiated signal from the channel by an
antenna at the first stage. The TX antenna is the input port for the wireless channel,
and the RX antenna is the output port. A wireless communication system with one
TX antenna and one RX antenna constitutes a SISO system.

In Figure 2.1, an ideal SISO communication system is presented, having only one
coefficient, h, describing the channel between TX and RX. This channel element is a
complex value and describes the amplitude and the phase of the received signal as

5



6 2.2. MISO Fundamentals

TX RX

(a)

TX RX

ℎ𝑥[𝑛] 𝑦[𝑛]

𝑤[𝑛]

(b)

Figure 2.1: Principal illustration of (a) SISO case; (b) SISO model.

y [n] = hx [n] + w [n], (2.1)

where x [n] is the discrete signal at time index n from the TX and y [n] is the
corresponding received signal at the RX side, as in Figure 2.1b. In reality, the
received signal has additive noise w [n] contributed by the system components and
the wireless channel.

2.1.2 SISO Capacity
Assuming a Gaussian channel, a SISO communication system has the ideal commu-
nication capacity as [19]

C = B log2

(
1 + S

N

)
[bit/s] , (2.2)

where B is communication bandwidth and S
N is the signal-to-noise ratio (SNR). Ideally,

we can increase bandwidth or SNR to have higher capacity. However, there is limited
bandwidth in reality, especially in a low-frequency band. Conversely, increasing SNR
will only get a logarithmic capacity increase. Hence, the communication link needs
MIMO technology to increase system capacity [20].

2.2 MISO Fundamentals
For the MISO fundamentals, this section goes through the MISO model and the
MISO precoding.

2.2.1 MISO Model
One TX antenna has a fixed radiation pattern and must have wide coverage/low
gain to assist a mobile user. By replacing the single antenna with a phased array
antenna, the radiated signal can be concentrated in the desired direction of the user.
In other words, a MISO system has an electrically steerable high-gain antenna at
the TX side.
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TX RX

(a)

TX RX

ℎ1

ℎ2

ℎ3

𝑥1[𝑛]

𝑦[𝑛]𝑥2[𝑛]

𝑥3[𝑛]

𝑤[𝑛]

(b)

TX RX

ℎ1

ℎ2

ℎ3

𝑥1[𝑛]

𝑦[𝑛]𝑥2[𝑛]

𝑥3[𝑛]

𝑤[𝑛]

෤𝑥[𝑛]

𝑎1𝑒
𝑗𝑝1

𝑎2𝑒
𝑗𝑝2

𝑎3𝑒
𝑗𝑝3

precoding

(c)

Figure 2.2: Principal illustration of (a) MISO case; (b) MISO model; (c) MISO
model with precoding.

Figure 2.2 illustrates a specific case of a 3 × 1 MISO configuration. Three
TX transmit x1 [n], x2 [n], and x3 [n] signals into the communication channel. The
channel coefficients h1, h2, and h3 multiply with TX signals, and the RX receives a
superimposed signal y [n] given by

y [n] = h1x1 [n] + h2x2 [n] + h3x3 [n] + w [n]

=
[
h1 h2 h3

] x1 [n]
x2 [n]
x3 [n]

+ w [n].
(2.3)

This expression can be generalized with precoding to

y [n] =
[
h1 h2 h3

] a1e
jp1

a2e
jp2

a3e
jp3

 x̃ [n] + w [n]. (2.4)

where x̃ [n] is a scalar signal to transmit.
The expression of (2.4) is generalized into a k × 1 MISO case as

y [n] =
[
h1 h2 ... hk

] 
a1e

jp1

a2e
jp2

...
akejpk

 x̃ [n] + w [n]

= hTax̃ [n] + w [n].

(2.5)

The signals from k antennas superimpose at the RX side with the channel effects.
The superimposition can be either constructive or destructive by changing the phases
of p1, p2, and pk . The amplitudes of a1, a2, and ak are unity for most cases. The
TX changes the amplitudes to decrease the sidelobes in some special cases, which is
called amplitude tapering. It is the MISO beamforming function of a k × 1 wireless
communication system.
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2.2.2 Channel Estimation and Precoding
To estimate the channel coefficients, the TX transmits a pilot signal at first. If
the transmitted pilot signal xp and the received pilot signal yp are known with N
samples, a least-square (LS) estimate of the channel information, ĥ, can be expressed
as

ĥ =
(
xp

Txp
)−1

xp
Typ. (2.6)

The estimated ĥ can be used for precoding. The Zero-forcing (ZF) precoding
starts from Moore–Penrose inverse

p =
(
ĥĥ∗

)−1
ĥ. (2.7)

For MISO beamforming, there is no multi-user interference in the channels , and
TX can radiate maximum power. To maximize the receiver SNR, all TX branches
can transmit at the same power. A precoder where only the phase information is
kept is therefore optimum

pBF = ej∠p. (2.8)

The MISO beamforming expression is

x [n] = pT
BFx̃ [n]. (2.9)

2.3 MIMO Fundamentals
For the MIMO fundamentals, this section goes through the MIMO model, channel
matrix decomposition, precoding, and capacity expressions.

2.3.1 MIMO Model
Increasing the TX/RX antennas means increasing the possible independent channels
between RX users and TX. Figure 2.3 illustrates the principle of the MIMO technology,
in which Figure 2.3a is a single-user case and Figure 2.3b is a multi-user case. Both
cases can be modeled in Figure 2.3c where the received signals of y1 and y2 are linear
combinations of channel elements, RX signals, and additive noises as

[
y1 [n]
y2 [n]

]
=
[
h11x1 [n] + h12x2 [n] + h13x3 [n] + w1 [n]
h21x1 [n] + h22x2 [n] + h23x3 [n] + w2 [n]

]

=
[
h11 h12 h13
h21 h22 h23

] x1 [n]
x2 [n]
x3 [n]

+
[
w1 [n]
w2 [n]

]
,

(2.10)

where h11, h12, and h13 are channel elements from TX antennas to RX antenna one,
while h21, h22, and h23 are channel elements from TX antennas to RX antenna two.
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Figure 2.3: Principal illustration of (a) single-user MIMO case; (b) multi-user
MIMO case; (c) general MIMO model.

Three TX signals of x1, x2, and x3. The additive noise contributions are w1 and w2
for two RX signals.

In a general k × r MIMO system, the signal expression becomes

y1 [n]
...

yr [n]

 =

h11 h12 ... h1k

... ... ... ...
hr1 hr2 ... hrk




x1 [n]
x2 [n]

...
xk [n]

+

w1 [n]
...

wr [n]

, (2.11)

or in a matrix form
y = Hx + w. (2.12)

where x is the transmitted signal with k × 1 dimension, and k is the number of TX
antennas. y is the received signal matrix with r × 1 dimension, and r is the number
of RX antennas. w is a additive channel noise matrix with r × 1 dimension.

2.3.2 Channel Matrix Decomposition
The singular value decomposition of a r × k complex matrix H is

H = UΣV∗

=


u11 u12 ... u1r

u21 u22 ... u2r

... ... ... ...
ur1 ur2 ... urr



σ11 0 ... 0
0 ... ... 0
... ... σii ...
0 0 ... ...




v11 v12 ... v1k

v21 v22 ... v2k

... ... ... ...
vk1 vk2 ... vkk


∗

,
(2.13)

where U is a r × r complex unitary matrix, Σ is a r × k rectangular diagonal
matrix with non-negative real numbers on the diagonal, V is a k × k complex unitary
matrix, and V∗ is the conjugate transpose of V. Such decomposition exists for any
complex matrix. The matrices U and V have the property that U∗ = U−1 and
V∗ = V−1, which means the conjugate transpose is the same as the inverse. The
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Figure 2.4: The MIMO model with precoding and post-combining.

diagonal entries σii of Σ are uniquely determined by H and are known as the singular
values of H. The number of non-zero singular values is equal to the rank of H. The
rank is also the number of independent sub-channels that the MIMO system ideally
can support [21].

Figure 2.4 explains precoding and post-combining based on the matrix V and
U∗. The resulting independent MIMO channels are given by

ỹ = U∗y
x̃ = V∗x

w̃ = U∗w.
(2.14)

The resulting channel model is

ỹ = Σx̃ + w̃. (2.15)

2.3.3 Channel Estimation and Precoding
Channel estimation is the process of estimating the channel matrix, H. The LS
principle [22] minimizes the channel estimation errors [20]. The channel matrix is
then used for precoding. With the transmitted pilot signals Xp and the received
pilot signals Yp, the LS algorithm calculates the channel information Ĥ as

Ĥ =
(
Xp

TXp
)−1

Xp
TYp. (2.16)

In MU-MIMO, there is no post-combining in the RX since they cannot collaborate,
and this section only explains the precoding at the TX. The ZF precoding, which
is commonly used, is designed to minimize the multi-user interference for MIMO
communication. The ZF MIMO precoder is derived from the Moore–Penrose inverse
of the estimated channel matrix as

P =
(
ĤĤ∗

)−1
Ĥ. (2.17)

The ZF precoding of user data x̃ is done according to

x = PTx̃. (2.18)
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Maximum ratio transmission (MRT) precoding maximizes signal power for RX
users by conjugate matching with channel matrix. MRT is also referred to as a
matched filter or conjugate beamforming since MRT precoding is a multiplication of
conjugate transpose of estimated channel information and user data as

x = Ĥ∗x̃. (2.19)

2.3.4 Capacity Expressions
MIMO introduces spatial diversity for wireless systems, thereby increasing the channel
capacity using channel information and exploiting parallel channels. The sum MIMO
capacity is from [23] as

CMIMO =
M∑

m=1
B log2

(
1 + σ2

m
S
N

)
[bit/s] , (2.20)

where CMIMO is the sum MIMO capacity and σ2
m is the channel weight. Equation

(2.20) is based on the assumption of identical S
N for all channels. M is the number

of independent channels and is decided by the rank of H. In theory, increasing the
channel number can increase MIMO capacity linearly. However, the actual MIMO
capacity also depends on non-line-of-sight conditions and interference [24]. Only
simulations are not enough to ultimately show the MIMO system’s ability. The
following sections will go through MIMO testbeds and study the capacity of MIMO
cases by experiment and simulation.

2.4 Wireless MIMO Technology
MIMO technology in wireless communication improves the capacity as described in
the previous section. A critical prerequisite for MIMO technology is phase coherence
between TXs. In this section, C-MIMO, D-MIMO, and cell-free MIMO architectures
are described.

2.4.1 Co-located MIMO
The conventional and intuitive MIMO implementation is the C-MIMO method. C-
MIMO has multiple closely located antennas at the TX side and transmits signals for
multiple RX users. The C-MIMO communication system applies an array antenna,
for instance in the form of linear array antenna, planar array antenna, or circular
array antenna, which contributes to increased antenna gain and improved signal
SNR. The users are coherently served by all the antennas, in the same time-frequency
resources but separated in the spatial domain by receiving very directive and different
signals.

However, C-MIMO has some drawbacks in reality. The user-interference is
becoming the major bottleneck as we densify the users. It cannot be removed as
long as we rely on co-located implementations [14]. In Figure 2.5a, the TX (as a
C-MIMO) serves two users simultaneously. The TX signals are too close and coupled
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(a)

TX1

TX2

TX3

(b)

Figure 2.5: A specific case of (a) C-MIMO can not reach users due to blockage.
(b) D-MIMO has a better possibility to cover users irrespective of their location .

with each other. From each user’s perspective, the TX antennas do not show enough
channel diversity. The signals that the users receive from different antennas are too
similar, which means that adding another antenna does not add much protection
against fading dips and outages. For a high-frequency band, a single building can
block any users and degrades the signal quality, as shown in Figure 2.5a.

2.4.2 Distributed MIMO

When payments, navigation, entertainment, and control of autonomous vehicles are
all relying on wireless connectivity, we must raise the uniformity of the data service
quality. With the increased peak data rates, the more important is that rates can
be guaranteed to the vast majority of the locations in the geographical coverage
area [25]. This leads to the D-MIMO communication system which has multiple
distributed TXs. Physically distributed antennas with different TX do not have
signal coupling problems and are more likely to have line-of-sight communication with
RX. Figure 2.5b is a specific D-MIMO technology illustration with three distributed
TXs serving the users. The high-density urban area can have a uniform service from
such a distributed system. Dense deployment of D-MIMO systems can lead to the
important communication system concept, cell-free MIMO, to be discussed in the
next subsection.

For the wireless communication technologies mentioned above, the MIMO anten-
nas need coherent transmitters that generate wireless signals. The phase coherence
requirement is one big challenging factor for D-MIMO implementations. Sections 2.5
and 2.6 cover the MIMO implementation and the RoF architectures for the MIMO
technologies.
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Figure 2.6: (a) The cell-free system is user-centralized. (b) The cellular system
has an unbalanced load.

2.4.3 Cell-free MIMO

The word “cell-free” signifies that there are no cell boundaries during data transmis-
sion, but all (or a subset of) remote radio heads (RRHs) in the network cooperate
to serve the users in a user-centric fashion jointly [26]. The RRHs are connected
via fronthaul connections to the central unit (CU), which is responsible for the
coordination as Figure 2.6a shows. Figure 2.6 compares a cellular MIMO with a
cell-free MIMO. A cell-free system can serve users dynamically without specific
serving area definitions and suggests a user-friendly communication system. In the
cell-free of Figure 2.6a, the service’s load is balanced by the three RRHs equally.

In contrast, in a cellular communication system, each RRH has a specific serving
area with a boundary and only connects with users in that area. An important fact
is that signal power rapidly decays with the propagation distance. The user that
happens to be close to an RRH (i.e., in the cell center) will experience a higher SNR
than those that are close to the edge between two cells. A 10000 times (40 dB)
difference is common between the cell center and cell edge [26]. Moreover, users
at the cell edge are also affected by interference from neighboring RRHs [25]. For
mobile communication systems, the users can move around the cell edge and might
be traveling cell boundaries back and forth. The cells must release and frequently
schedule all resources for such cell edge users. In the end, the cellular communication
system has a nonuniform service. A specific example is in Figure 2.6b. While RRH1
and RRH2 are busy, RRH3 is free due to cellular system-defined boundaries.

2.5 Wireless MIMO Transmitter Implementations
This section covers the TX implementations for wireless C-MIMO/D-MIMO tech-
nologies.
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Figure 2.7: The general transmitter structure for C-MIMO implementations.
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Figure 2.8: The D-MIMO transmitter implementation illustration.

2.5.1 Co-located MIMO Implementations

In C-MIMO implementations, all antennas, electronics and signal processing compo-
nents needed for MIMO communication are placed in the same unit. The critical
thing is that the branches can use the same local oscillator, and it is much easier to
maintain phase coherence between the channels, which is a prerequisite for MIMO.

There are several branches of a power amplifier (PA), a mixer for an array antenna
in C-MIMO implementations, as shown in Figure 2.7. The input baseband signal is
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upconverted by the mixer and the oscillator to a radio frequency signal. The TX also
needs filters to suppress unwanted spectrum and keeps target frequency. For specific
applications, the structure needs to be modified. A high-frequency communication
system might need upconversions at several stages. An amplifier stage could be
needed before the mixer if the baseband signal is weak. In a word, TXs generate
radio frequency signals with sufficient power to the array antenna.

2.5.2 Distributed MIMO Implementations
D-MIMO requires the transmitters to be physically and remotely distributed to
introduce channel diversity. The fronthaul connection separates the CU and the
RRH, as in Figure 2.8. This way, the CU implements the central processing of
MIMO technology for the distributed RRHs and simplifies the RRH. The fronthaul
connection is also responsible for keeping coherence signals for remote radios as
MIMO technology required.

2.6 Radio-over-Fiber Technology
For the D-MIMO implementations, RoF technology is commonly used for this
purpose. The RoF technology can have several architectures, which are described in
this section.

2.6.1 Architecture
Optical fiber is low-cost material with low attenuation of optical signals in the
order of 0.2 dB/km. Moreover, fiber-connected wireless communication structure
allows the RRH to be deployed remotely at several kilometers of distance. The RoF
architectures are already a mature technology in 4G and 5G radio access network
(RAN) deployments [27] [28].

For a low-frequency (sub-6 GHz) band, RoF architectures are classified into
analog radio-over-fiber (ARoF), digital radio-over-fiber (DRoF) [29], [30], and SDoF
[16], [17], [31], generally as in Figure 2.9. The modern CU has a digital signal
processing (DSP) unit for baseband signal processing. ARoF generates an analog
radio frequency (RF) signal from the digital-to-analog converter (DAC) and transmits
it to the RRH through a fiber, as shown in Figure 2.9a. ARoF only needs a PA to
amplify the analog RF signal from the fiber connection. Even if the ARoF can have
such a simple RRH, the optical signal may cause distortion due to impairments in
the optical components [32] [33].

In Figure 2.9b, the DRoF structure shifts the DAC to the RRH and transmits
digitized RF signals through the fiber connection. Since the digital signal only has
zeros and ones, the optical signal does not have any significant distortion problem.
However, the signal from the optical/electrical (O/E) converter can not be connected
to the DAC directly because of the different signal protocols between the optical
signal and the DAC signal requirements [29]. There is usually a DSP unit that is
a signal protocol agency between the O/E and the DAC in the RRH [30]. This
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Figure 2.9: The principle illustration of (a) Analog Radio-over-Fiber. (b) Digital
Radio-over-Fiber. (c) Sigma-Delta-over-Fiber .

DSP requirement makes the DRoF structure more complicated and not an optimum
choice for massive MIMO deployment. A high-speed DAC is usually really expensive
and hard to design. Therefore, the DAC is another limitation in the ARoF and
DRoF structure.

Some studies introduce SDoF architecture with simple RRH which overcomes
the problem of the previous architectures [16], [17], [31]. In Figure 2.9c, the CU
applies bandpass sigma-delta modulation (SDM) with a digital RF signal to generate
bit-streams for fiber connection, and the RRH only needs a bandpass filter (BPF)
to recover the analog RF signal. Therefore, the SDoF structure does not need an
expensive DAC and has a high tolerance for the optical signal. Chapter 3 will go
through low-frequency specific RoF testbeds with these architectures.

The RoF architectures mentioned above need improvements for the mm-wave
band (above 24 GHz). For example, the RoF architectures need to generate a
mm-wave signal at CU or RRH [34]. Meanwhile, the fiber connection must also be
capable of broad bandwidth signals. Chapter 4 will introduce such mm-wave RoF
systems.
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2.6.2 MIMO Applications
In current 4G and 5G systems, the centralized radio access network (C-RAN)
implementation is a centralized system [35]. The C-RAN communication system
keeps intensive computations in a CU and allows simple RRHs [4]. Such a centralized
network, C-RAN, can have a high capacity from the MIMO function [36], which
requires coherent RRHs. Based on previous architecture discussions, the RoF MIMO
system can share synchronized signals from the CU by a fiber connection. However,
DRoF has the most complicated RRH and is therefore not an attractive solution
for MIMO systems. Chapter 3 covers the current RoF D-MIMO systems, including
ARoF, DRoF, and SDoF structures.

2.7 Chapter Conclusion
This chapter has summarized the system model and the capacity for SISO/MISO/MIMO
technologies theoretically. In wireless MIMO communication, the D-MIMO technol-
ogy forms a basis for the cell-free MIMO system concept. In the end, the wireless
MIMO implementations address different architectures in terms of pros and cons.





Chapter 3

Experimental Evaluation of
Wireless MIMO Systems

MIMO technology improves channel capacity in wireless communication systems
for increasing users, as discussed in Chapter 2. This chapter reviews the current
testbeds for experimentally statistically exploring MIMO capacity in realistic envi-
ronments. MIMO simulations are also important to be included as a comparison of
the experimental results.

3.1 Communication Testbeds
The theoretical ideas and mathematical simulation always simplify noise and propa-
gation parameters in a real environment full of multipath. Hence, the MIMO study
needs a proof-of-concept prototyping system to verify real MIMO communication
performance. This section addresses MIMO testbeds from academia and industry in
C-MIMO and D-MIMO categories.

3.1.1 C-MIMO Communication Testbeds
In 2014, with the collaboration of the University of Bristol, Lund University mas-
sive MIMO (LuMaMi) was reported with a real-time digital transceiver chain [37].
LuMaMi has a ’T’ shaped array antenna with 160 dual-polarized elements and can
support 4 × 25 and 10 × 10 configurations. In the testbed platform, the upper part
of the ’T’ shape, with 4 × 25 elements, connects with 50 software-defined radios
(SDRs), each of them has two independent RF transceivers. These radios work with
20 MHz bandwidths at 3.7 GHz carrier frequency and are connected to a central pro-
cessor through switch combiners. The central processor deals with real-time uplink
(UL)/downlink (DL) 384 Gbps data. With the engineering improvements, some of the
real-time baseband signal processing is shifted to the SDRs, and the total data rate
is reduced for switch combiners as the latency time is also dropped. All components
are off-the-shelf hardware equipped on a trolley to have mobility for measurements.
LuMaMi has indoor and outdoor measurements serving 12 simultaneously active
users with ZF and MRT precoding at time division duplex (TDD) mode [38]. The

19



20 3.1. Communication Testbeds

measurement results showed that it is possible to separate up to 12 user equipments
on the same time/frequency resource when using massive MIMO. LuMaMi is also
able to communicate with moving cars at 29 km/h velocity by updating the channel
state information and the power control [39]. During measurements, 100 RF signals
are synchronized and coherent by a standard distributed reference clock and timing
trigger at the base station. Receivers are synchronized to global positioning system
(GPS) reference and primary synchronization signal of orthogonal frequency-division
multiplexing (OFDM) symbols.

EURECOM, a French research center in Sophia Antipolis, has the OpenAirInter-
face massive MIMO testbed, an open-source long-term evolution (LTE) compliant
base station. equipped with array antenna [40]. It has an array antenna with 64
elements and works at 2.6 GHz carrier frequency with 5 MHz bandwidth. Four
commercial user terminals connect with the internet service simultaneously through
this massive MIMO testbed at TDD mode [40].

Despite these academic testbeds above, there are also C-MIMO research results
or products from industry. A proof-of-concept base-station prototype reached a
full-dimension MIMO technology at Samsung Research [41]. An array antenna with
8 × 4 dual-polarized patch elements connects 32 transceivers, followed by a baseband
board. During the indoor/outdoor measurements, 12 user terminals get real-time
LTE service at 3.5 GHz carrier frequency with 20 MHz bandwidth by sharing same
time/frequency resources [41]. Ericsson has a wideband MIMO product of AIR 6428,
which has 64 transceivers for 192 antenna elements [42]. AIR 6428 supports 400 MHz
instantaneous bandwidth at sub 6-GHz frequency band [42]. Ericsson introduces
2 × 1, 4 × 1, and 8 × 1 sub-array MIMO configurations for dense urban high-
rise, urban low-rise, and rural areas respectively [43]. At the same time, Nokia’s
AirScale massive MIMO Adaptive Antenna also has 64 transceivers and made a
joint beamforming demonstration with a U.S. operator at Mobile World Congress in
Barcelona, Spain [44].

3.1.2 D-MIMO Communication Testbeds

Katholieke Universiteit Leuven (Belgium) first analyzed the infrastructure sharing
spectrum efficiency with a D-MIMO testbed [45] for an outdoor environment. This
Leuven D-MIMO testbed has two base stations (or RRHs), each based on the MIMO
testbed in [46] and has an array antenna with 32 patch elements. All antenna elements
have independent RF signals from SDRs and radiate 20 MHz LTE signal at 2.6 GHz
carrier frequency with TDD mode. The outdoor measurement results conclude that
D-MIMO configuration significantly increases spectrum efficiency with minimum-
mean squared error (MMSE) precoding. Furthermore, the Leuven D-MIMO testbed
tackled the inter-user interference problem in an indoor experiment [47]. Some
researchers propose a new RAN concept of RadioWeaves [48] based on the Leuven
D-MIMO testbed. The measurements in [49] validate the advantages of RadioWeaves
(planar distributed) topology by comparing it with Ericsson’s RadioStripes (linear
distributed topology) [50].
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Recently, Samsung Research upgraded the C-MIMO testbed to a D-MIMO one,
with three RRHs connected from one CU by common public radio interface (CPRI)
enabled fiber connection [29]. Each RRH has one antenna panel with four dual-
polarized antenna elements, one field programmable gate array (FPGA) board with
eight high-speed data converters, and RF circuits. For D-MIMO measurement results,
this testbed shows a users-assisted OTA channel calibration method for seven user
terminals at 3.5 GHz carrier frequency with 20 MHz LTE signal [29]. Another
digital fronthaul D-MIMO testbed [30] is based on the open source OpenAirInterface
platform from EURECOM [40]. This DRoF D-MIMO testbed has two remote RRHs,
each with two antennas. The CU has Ethernet fronthaul links with the RRHs
and supports commercial internet access. This digital D-MIMO testbed works on
frequency division duplex (FDD) mode and DL/UL frequency is 2.66 GHz/2.54 GHz,
respectively. In measurements, two commercial user terminals have Internet service
from the testbed with six combinations of 5/10/20 MHz bandwidth signal, and two
different fronthaul function splits. The systems conclude the occupied resources of
different combinations [30].

A real-time SDM-enabled 2 × 2 D-MIMO system [31] works at 3.5 GHz carrier
frequency with 163.84 MHz bandwidth and demonstrates indoor D-MIMO commu-
nication in seven cases to compare with SISO cases. This work has been extended
to have UL direction with two RRHs, each of which has four antenna elements [17].
The antennas work in TDD mode so that UL and DL can share it by switching [17].
Another SDoF-based massive D-MIMO testbed has 12 distributed RRHs and works
at 2.365 GHz carrier frequency with a single carrier 35 MHz 64-quadrature amplitude
modulation (64-QAM) signal [16]. This massive D-MIMO testbed allows simple
C-RAN structure by having offline signal processing and shows better communication
signal quality than the C-MIMO case in an indoor measurement.

Paper [A] designs a user terminal with a robot car and makes the SDoF-based
massive D-MIMO testbed an automatic testbed suitable for any MIMO measurements.
The massive measurement results in Paper [A] can experimentally show the statistical
capacity advantage of D-MIMO system over C-MIMO. Section 2.4 describes the
detailed MIMO measurements and statistically analyzed results.

3.2 Communication Simulations
There are theoretical simulations available for MIMO capacity study.

3.2.1 MIMO Simulation Example
The simulation in [51] puts 100 RRHs for 40 users at 1.9 GHz carrier frequency
with 20 MHz bandwidth and considers a model with channel estimation and power
control abilities. With this close-to-reality configuration, [51] simulated user capacity
for cell-free MIMO (D-MIMO) and small-cell MIMO (C-MIMO) at uncorrelated
and correlated fading. The result in [51] concludes that D-MIMO improves user
capacity fivefold in uncorrelated fading and tenfold in correlated fading over C-
MIMO. Asymptotic analysis in [52] proves that D-MIMO gets more capacity gain
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than C-MIMO when the system has a large number of antennas. The analytical
and simulation results in [53] are from a specific high-speed train case with a MIMO
system and conclude that D-MIMO offers more uniform user capacity than the
C-MIMO. However, these simulations do not have an actual measurement reference
to compare.

3.2.2 Raytracing MIMO Simulation
The work in [54] has an indoor MIMO simulation using a raytracing method based
on geometrical optics. The simulated narrowband signal frequency is 2.45 GHz for
four transmitters and 2500 receiving positions. This simulation model only considers
line-of-sight propagation by having the maximum reflection number of three for six
MIMO cases (three C-MIMO and three D-MIMO). The results plot a capacity map
for all cases, and the D-MIMO has the more uniform capacity distribution for an
IID fading channel.

In a recent master’s thesis project at the Microwave Electronics Laboratory (De-
partment of Microtechnology and Nanoscience, Chalmers University of Technology)
studies MIMO communication with raytracing-based electromagnetic propagation
[55]. This master thesis work gets the MIMO channel response as a complex value by
comparing the phase/amplitude information between the original and propagated sig-
nals. Subsection 3.3.4 presents the detailed MIMO simulation results, and subsection
3.3.5 compares the simulation with the measured results.

3.3 Comparison Between C-MIMO and D-MIMO
in an Indoor Environment

The research results of [56] claim that D-MIMO can reduce the distance to users and
offers larger capacity gain than traditional MIMO by equal-power allocation. The
channel model in [56] considers path-loss, log-normal fading, and Rayleigh fading to
the conclusion, proving that the receiver’s location affects the MIMO capacity. This
section statistically compares C-MIMO and D-MIMO in an indoor environment.

3.3.1 Environment Description
The automatic MIMO testbed in paper [A] has been used to perform C-MIMO and
D-MIMO measurements in an indoor office area of 8 m × 10 m. The area is a
rich multipath environment since the area covers an open office, a separate office, a
kitchen, a meeting room, and laboratories. The C-MIMO and D-MIMO measurement
layouts are in Figure 3.1a and Figure 3.1b, respectively. The only difference between
the two measurements are locations of RRHs. The C-MIMO measurement puts all
RRHs at one corner of the layout as in a conventional case. In comparison, the
D-MIMO measurement equally distributes RRHs around the area. For both cases,
the automatic receiver collects channel information and MIMO information following
the positions marked as 1 – 44 one at a time.



Chapter 3. Experimental Evaluation of Wireless MIMO Systems 23

14
4 2

3

4

5

6

7

8

9

1
0
1
1
1
2
1
3
1
4
1
5
1
6
1
7
1
8
1
9
2
0
2
1

2
2

2
3

25
26

27
28
29
30

31
32
33

3
4

3
5

3
6

3
7

3
8

3
9

4
0
4
1

4
2
4
3

Co-located MIMO

(a)

14
4 2

3

4

5

6

7

8

9

1
0
1
1
1
2
1
3
1
4
1
5
1
6
1
7
1
8
1
9
2
0
2
1

2
2

2
3

25
26

27
28
29
30

31
32
33

3
4

3
5

3
6 3
7

3
8 3
9

4
0
4
1
4
2

4
3

Distributed MIMO

(b)

Figure 3.1: The MIMO antenna configuration with measured positions in the
indoor 8 m × 10 m area. (a) C-MIMO; (b) D-MIMO.
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Figure 3.2: The automatic MIMO measurement setup in the indoor 8 m × 10 m
area. (a) Indoor measurement area; (b) The designed automatic receiver.

3.3.2 Experimental Setup

The publication [16] shows an SDoF downlink testbed with 12 independent RRHs
for MIMO measurements. Paper [A] extends this system with an automatic receiver
to do extensive MIMO studies. Figure 3.2a shows an indoor area where distributed
RRHs are located, and the automatic robot-based receiver can run freely. In Figure
3.2b, the automatic receiver is a robot car that carries a software-controlled RF
receiver (USRP [57]) with an omnidirectional antenna. The automatic receiver also
has an ultrasonic sensor, infrared sensors, and a camera to follow measurement
positions labeled on the ground.



24 3.3. Comparison Between C-MIMO and D-MIMO in an Indoor Environment

1. RRHs transmit 
pilot 

Move to next 
position

9. Precoding

10. MIMO signal 
transmit

2. Receive signal

3. Frequency 
offset adjustment

4. Resample and 
preamble detection

5. Matched 
filtering

6. Timing adjustment 
and downsample

7. Channel 
estimation

8. User data 
generation

12. Frequency offset 
adjustment

14. Matched 
filtering

11. Receive signal

15. Timing adjustment 
and downsample

16. Amplitude and 
phase adjustment

13. Resample and 
preamble detection

Marked 
position

Channel estimation MIMO communication

Figure 3.3: The operation procedure of the automatic MIMO measurement testbed
[A].

The automatic receiver processes several steps at each position, as Figure 3.3
shows. In the channel estimation procedure, the RRHs transmit the pilot signal in
the first step, and the automatic receiver downconverts the received signal to the
baseband in the second step. Steps 3 – 6 do frequency offset adjustment, resample
with preamble detection, matched filtering, timing adjustment, and downsampling
to the 7th step of least-square channel estimation. For the MIMO communication
procedure, steps 8 – 10 generate user data with ZF precoding, as described in Section
2.3. The automatic receiver captures data again in the 11th step for RX baseband
signal processing of steps 12 - 16. After these 16 steps, the automatic receiver finishes
the measurements at the current position and moves to the next one.

3.3.3 Experimental Results

Figure 3.4 summarizes the received power and the normalized mean square error
(NMSE) results for C-MIMO and D-MIMO measurements at 44 positions with 5 MHz
bandwidth signal at 2.365 GHz center frequency. The NMSE results for C-MIMO and
D-MIMO are solid orange and dashed orange curves, respectively. The NMSE curves
fluctuate between -26 dB and -21 dB for both cases, which means that all positions
have reasonable communication performance at any measurement. The received
power for C-MIMO and D-MIMO are solid blue and dashed blue, respectively. The
dashed blue curve is uniform around -50 dBm and shows that D-MIMO distributes
power equally for users. In comparison, the solid blue of C-MIMO varies from
-80 dBm to -35 dBm and drops dramatically for positions 23 – 35, which are not in
the line-of-sight (see Figure 3.1).

From the collected channel matrix, the capacity expression of user m for MIMO
cases is given by [58]

Cm = log2

(
1 + σ2

m
S
N

)
[bit/s/Hz] , (3.1)
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Figure 3.4: The power and NMSE results of the MIMO measurements [A].
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Figure 3.5: The boxplot of user capacity variation in MIMO measurements [A].

where Cm is capacity for user m and S
N is SNR. σ2

m is the channel weight and is
the mth eigenvalue obtained by singular value decomposition of the 12 × M MIMO
channel matrix.

An assumed scenario with 50000 randomized sets of 4 user locations among the 44
positions has been studied for statistical analysis. The corresponding user capacities
have been determined from (3.1) using eigenvalues obtained from the decomposition
of the measured channel matrices with with an assumption of 30 dB SNR. The user’s
capacity depends on combinations with the other three users. Figure 3.5 illustrates
the user capacity distribution as a box-plot organized versus location. The capacity
in C-MIMO shows a significant variation depending on the position of the other
users, particularly for positions 1-4, which are close to the co-located RRHs. The
locations, far away from C-MIMO antennas, have low capacity. On the other hand,
D-MIMO can promise a stable and higher median capacity for all positions.

3.3.4 Simulation Results
The automatic testbed measurements of paper [A] are supported by the master’s thesis
report [55] using raytracing-based electromagnetic propagation in the simulation
software [59]. The software needs a three dimensional (3D) measurement area model
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Figure 3.6: The 3D simulation model with 831 user positions for the indoor
8 m × 10 m area [55].

(a) C-MIMO (b) D-MIMO

Figure 3.7: The heatmap of MIMO received power [55].

with material parameters of the walls, ceiling, floor, desks, and chairs. The 3D
model with labeled positions is in Figure 3.6 and also includes RRHs as in real
measurements. The simulation has 831 user locations and results in 12 × 831 C-
MIMO and D-MIMO channel responses, in which 12 × 44 channel responses are for
comparison with measurements.

The simulation software also gives a power distribution heatmap in Figure 3.7. At
the C-MIMO heatmap, there is an apparent low power area in green and blue colors,
and the high power area is concentrated around co-located RRHs in one corner. In
comparison, the D-MIMO heatmap has a more uniform power distribution and does
not show noticeable power variations.

The sum capacity is calculated for one 12 × 4 case based on (3.1). Reducing
the number of RRHs helps power savings but affects channel capacity. In Figure
3.8, when removing one RRH, the C-MIMO user sum capacity is only 16 bit/s/Hz,
and D-MIMO has a 20 bit/s/Hz user capacity. After 7 RRHs were removed, the
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Figure 3.8: The MIMO capacity when reducing 1 - 8 RRHs [B].
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Figure 3.9: The received power during MIMO transmission in (a) measurement
[A]; (b) simulation.

D-MIMO still shows the same user capacity as C-MIMO with one RRH removed. It
proves that D-MIMO can give the same service as C-MIMO with fewer RRHs.

3.3.5 Measurement versus Simulation
Since the measurements and simulation are made for the same indoor environment, it
is possible to do a direct comparison of received power and user capacity probability.

The MIMO received power of measurements, and simulation is shown in Figure
3.9a and Figure 3.9b. The blue curves are D-MIMO received power for measurements
and simulation, and they agree with each other by fluctuating around -50 dBm. Both
red curves show relatively limited received power at positions 23 - 35 at measurements
and simulation. Hence, the MIMO received power indicates excellent agreement
between measurements and simulation.

The 12 × 44 MIMO scenario with 4 randomly chosen user positions among the
44 measured locations has 135,751 unique 12 × 4 combinations. All user capacities
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(a) (b)

Figure 3.10: The MIMO channel capacity histogram in [B]. (a) measurement; (b)
simulation.

of possible combinations are calculated using equation (3.1), and the probability
is plotted in Figure 3.10a/Figure 3.10b for measurements and simulations. The
D-MIMO generally has a higher user capacity of 22 bit/s/Hz than the C-MIMO,
which has an average sum capacity of 7 bit/s/Hz (in measurement) and 16 bit/s/Hz
(in simulation). Specifically, the C-MIMO’s central user capacity differs between
measurements and simulation. This difference comes from the uncertainties in
material parameters and geometrical definitions. However, it does not affect the
general results and conclusions.

3.4 Chapter Conclusion
This chapter has presented an automated radio testbed suitable for D-MIMO, C-
MIMO, and other applications. Moreover, this chapter also studied the statistical
analysis of channel capacity for the measurements of D-MIMO and C-MIMO in an
indoor environment. The capacity predictions made with a raytracing-based electro-
magnetic propagation software show relatively good agreement with measurement
data.



Chapter 4

mm-wave RoF MIMO Link

To serve more user devices/data subscriptions, RoF technology needs to work on
larger bandwidth and, therefore higher data rate. The mm-wave signals can introduce
more bandwidth for RoF than a lower-frequency band. Moreover, MIMO technology
helps to overcome high path loss of mm-wave and increase capacity through spatial
multiplexing. This chapter provides an overview of available mm-wave RoF architec-
tures with examples and introduces an innovative mm-wave SDoF link architecture
for MIMO applications. The proposed architecture is verified and demonstrated with
conclusions.

4.1 mm-wave RoF Architectures
Section 2.5.2 introduces low-frequency RoF architectures which are not suitable for
mm-wave frequency. In this section, several RoF architectures suitable for mm-wave
operation are presented, starting with the ones already published in literatures.

4.1.1 Analog RoF
There are two mm-wave ARoF architectures in Figure 4.1. Both start with a
digital IF signal because it is impractical to upconvert a baseband signal directly
to mm-wave frequency. Having a digital IF signal at the beginning also helps to
simplify hardware connections of an I/Q baseband signal and avoids the potential
I/Q imbalance problem. The first architecture of Figure 4.1a transmits the analog IF
signal from the CU to the RRH through a fiber connection. In the RRH, the mixer
and the oscillator upconvert the IF signal to mm-wave frequency before feeding the
PA and the antenna. The antenna could be a phased array antenna for an analog
beamforming RoF system [60]. The second architecture of Figure 4.1b includes the
mm-wave conversion in the CU after the analog IF signal from the DAC block. In
this way, the fiber transmits the mm-wave signal to a simple RRH, which only has
O/E and PA functions. Such a simple and phase coherent RRH enables massive
MIMO applications for high-capacity RAN infrastructure. However, the modulation
signal of the optical modulator/photodiode has limitations for higher frequency in
the electrical/optical (E/O) and O/E functions. In conclusion, Figure 4.1a has a

29
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Figure 4.1: The mm-wave Analog-Radio-over-Fiber architecture illustrations. (a)
The mm-wave signal generated in the remote radio unit; (b) The mm-wave signal
generated in the central unit.

simple fiber connection with a complex RRH, while the second architecture of Figure
4.1b has a complex fiber connection with a simple RRH.

Several mm-wave ARoF SISO experiments have been implemented with laboratory
equipment [60]–[62]. The work in [61] is compatible with the structure of Figure
4.1b and generates quaternary-amplitude-shift-keying (4-ASK) modulated 35.75 GHz
at the CU. The study in [60] shares the optical oscillation signal from the CU and
generates an optical mm-wave signal at 28 GHz in the RRH. The ARoF in [62]
transmits an mm-wave signal from the CU and applies a photodetector in the RRH to
recover the electrical mm-wave signal. An ARoF-enabled 2 × 1 MISO demonstration
[63] works on 28.4 GHz carrier frequency with an outphasing principle. However,
they are far from working as real solutions with commercial components and have
limitations for coherent MIMO extension.

There are several mm-wave ARoF-based D-MIMO solutions. The results, in [64],
reached the highest data rate of 328 Gbit/s with 2 × 2 MIMO antenna configurations.
However, this system works as two independent SISO systems based on narrow
beam horn antennas and can not support MIMO precoding [64]. The study in [65]
transmits analog IF signals and synchronization clocks to RRHs. The demonstration
results have 800 MHz bandwidth at 28 GHz frequency [65]. However, the ARoF
architecture suffers from optical signal distortion [32] [33].
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4.1.2 Optical Beamforming
Another interesting mm-wave RoF study is the optical beamforming topic based on
ARoF structure. Figure 4.2 summarizes the available mm-wave optical beamforming
RoF structures, which all generate mm-wave RF signals in the CU. The systems in
[66], [67] are based on the illustration in Figure 4.2a, where the CU feeds the optical
modulated RF signal from E/O into several branches with different time delay δn.
The fiber connection is a multi core fiber (MCF) which transmits optical signals, each
with different with time delay δn. In the RRH, each branch of the optical signals has
an individual O/E to recover RF signals with optical time delay δn for the following
phased array antenna. The time delay of the optical signal corresponds to the
phase delay of electrical RF signals at the input of the phased array antenna. In the
demonstration of [66], optical delay lines and attenuators change the amplitude/phase
of the seven optical signals to have the optical beamforming function at 60 GHz for
1.76 GHz bandwidth. The research in [67] employs optical ring resonators for the
optical signal time delay in CU to have mm-wave beamforming functionality. The
CU thermo-optically adjusts the heaters to have different time delays for the optical
beamforming, and the system successfully demonstrates 3 GHz bandwidth for a 19
GHz RF signal.

In the second mm-wave optical beamforming RoF structure, the fiber connection
can be a single mode fiber between the CU and the RRH as Figure 4.2b. The RRH
divides the received RF optical signal N times and assigns the time delay δn for each
branch, followed by O/E and phased array antenna. The system in [68] designs a
switchable optical time delay circuit in the RRH and reports the mm-wave optical
beamforming with 2.2 GHz bandwidth (13.2 Gbit/s data rate) at 28 GHz carrier
frequency. The final mm-wave optical beamforming RoF structure is proposed in
the study [69] as Figure 4.2c. The system in [69] can configure nine wavelengths
for the optical modulator in the CU. In the RRH, each optical signal wavelength
is converted to the electrical domain by the individual O/E converter. The array
antenna has nine individual input ports, which decide nine different beamforming
fixed directions. A 64-QAM OFDM signal with 100 MHz bandwidth is used for OTA
measurements at 28.25 GHz carrier frequency [69].

All three structures of Figure 4.2 need a Mach-Zehnder modulator (MZM) and
external laser to modulate RF signal to the optical domain and have the same system
complexity. However, there is main difference comes from the fiber link. Because
MCF is mostly suitable for a short distance of connection due to modal dispersion,
while single mode fiber (SMF) solution needs a precise laser-fiber interface and can
work for several tens of kilometers distance.

4.1.3 Digital RoF
Figure 4.3 illustrates the digital RoF architectures proposed for mm-wave systems.
The first architecture in Figure 4.3a is based on the low-frequency structure and
includes an upconversion function to generate an mm-wave signal in the RRH. The
fiber link transmits CPRI or Enhanced CPRI (eCPRI) data between the CU and the
RRH. The DSP supports the fiber data protocols and feeds the high-speed DAC.
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Figure 4.2: The mm-wave optical beamforming Radio-over-Fiber architecture
illustrations. (a) Hardware delay in the cental unit enabled optical beamforming
architecture; Multi core fiber (MCF); (b) Hardware delay in the remote radio
head enabled optical beamforming architecture; (c) Multiple wavelengths enabled
Optical beamforming architecture; Demultiplexer (DEMUX).

Similar to the architecture in Figure 4.3b, a SDoF system was proposed in [70].
The work in [70] uses a bandpass filter to suppress the out-of-band SDM quantization
noise. It enables distributed MIMO operation with coherent LO signals from the clock
data recovery (CDR) and the phase-locked loop (PLL). A 160.32 MHz bandwidth is
presented for a 2 × 1 MISO configuration. However, this bandwidth is limited by
the 10 Gbps data rate of the fiber connection and phase noise of the phase-locked
loop (PLL) used [70]. Then, an SDoF solution with real-time SDM is studied, with a
100 Gbps bitrate, for the demonstration of 22.75 GHz – 27.5 GHz carrier frequency
range achieving symbol rate of 390 Msym/s performance [71].

4.2 mm-wave SDoF MIMO Link Architecture
The SDM digital RoF architecture with the system above has phase noise and a
limited symbol rate. Hence, this section proposes IF SDoF and baseband SDoF
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Figure 4.3: The mm-wave Digital Radio-over-Fiber architecture illustrations. (a)
CPRI or eCPRI based; (b) Signal-delta modulation based.

MIMO link architectures. Below, these proposed architectures are studied in more
detail.

4.2.1 IF SDoF

Paper [C] proposed an innovative mm-wave IF SDoF MIMO link architecture based
on a quad small form-factor pluggable 28 (QSFP28) fiber connection as illustrated in
Figure 4.4. The QSFP28 is a standardized and commercially available module, which
has four independent subchannels at 25 Gbps data rate. The architecture is based
on using SDM coded IF with remote LO for upconversion. The CU generates four
parallel and coherent bandpass sigma-delta modulation (BPSDM) bit streams offline
from four IF digital signals. The FPGA board connects with the personal computer
(PC) and transmits four electrical bit streams to the QSFP28 fiber connection. The
RRH consists of a QSFP28 transceiver, 90° hybrids, upconverters, and oscillation
signals. The 90° hybrids connect with the outputs of QSFP28 to have quadrature IF
signals for the single sideband upconverters. In theory, the SDM signals require a
bandpass filter to recover analog IF signal [72]. However, the 90° hybrids and the
inputs of upconverters can act as bandpass filters in this implementation. The RRH
feeds four independent inputs of an array antenna. This way, the CU can digitally,
remotely, and fully control the independent four-channel signals for this mm-Mave
MIMO link architecture.



34 4.2. mm-wave SDoF MIMO Link Architecture

Remote radio head

Channel 2

Channel 3

Fiber
QSFP28

 

MixerIF_Q

IF_I

90° 
hybrid IF_Q

IF_I

90° 
hybrid

 

MixerIF_Q

IF_I

90° 
hybrid

 

MixerIF_Q

IF_I

90° 
hybrid

 

MixerIF_Q

IF_I

90° 
hybrid IF_Q

IF_I

90° 
hybrid

 

MixerIF_Q

IF_I

90° 
hybrid

 

MixerIF_Q

IF_I

90° 
hybrid

 

MixerIF_Q

IF_I

90° 
hybrid IF_Q

IF_I

90° 
hybrid

 

MixerIF_Q

IF_I

90° 
hybrid

 

MixerIF_Q

IF_I

90° 
hybrid

 

MixerIF_Q

IF_I

90° 
hybrid

IF_Q

IF_I

90° 
hybrid  

MixerIF_Q

IF_I

90° 
hybrid  

MixerIF_Q

IF_I

90° 
hybrid

QSFP28

 

MixerIF_Q

IF_I

90° 
hybrid

 

MixerIF_Q

IF_I

90° 
hybrid

 

MixerIF_Q

IF_I

90° 
hybrid

 

MixerIF_Q

IF_I

90° 
hybrid

Channel 0

Array antennaArray antenna

Channel  1

PC (Matlab)
Q
S
F
P
2
8

F
P
G
A

Local 
oscillation

Baseband 3

Baseband 2

Baseband 1

Baseband 0

Intermediate
frequency 3Intermediate

frequency 2Intermediate
frequency 1Intermediate

frequency 0

Sigma-delta
Modulator 3Sigma-delta

Modulator 2Sigma-delta
Modulator 1Sigma-delta

Modulator 0
0

1

2

3

Figure 4.4: The proposed mm-wave IF SDoF architecture [D].
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Figure 4.5: The proposed mm-wave baseband SDoF architecture.

4.2.2 Baseband SDoF
The QSFP28 fiber connection-based architecture can also work with a baseband SDM
principle as shown in an mm-wave baseband SDoF MIMO link architecture of Figure
4.5. The parallel low pass SDM modulates the I/Q branch of the baseband signal
to a pair of bitstreams. The QSFP28 fiber connection transmits four bitstreams
(two baseband SDM signals) to the RRH. The remote local oscillation and the mixer
upconverts the baseband SDM bitstreams to an mm-wave signal which connects with
the inputs of an array antenna.

4.2.3 Comparison
Figure 4.6 is the theoretical simulated NMSE results of the proposed mm-wave IF
SDoF and baseband SDoF link for a single carrier 64-QAM signal at 25 Gbps. The
blue curve is the IF SDM for the mm-wave IF SDoF link and has -23.3 dB NMSE at
1200 Msym/s. At the same time, the baseband SDM NMSE is still -38.9 dB NMSE
at 1200 Msym/s. However, the baseband SDoF architecture can only support two
baseband signals from each QSFP28 fiber connection, while the IF SDoF architecture
transmits four IF signals. The IF SDoF architecture needs hybrids to do single
sideband upconversion, while the baseband SDoF does not need it. The carrier
frequency is more flexible for the IF SDoF architecture by changing the IF or LO
frequency. On the other hand, only the LO frequency decides the carrier frequency
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Baseband SDoF architectures.

in the baseband SDoF architecture.

4.3 mm-wave SDoF MIMO Link Demonstrator

The previously proposed mm-wave IF SDoF structure is implemented with off-the-
shelf components and verified in this section.

4.3.1 IF SDoF MIMO Link Implementation

The proposed architecture has been implemented for validation in paper [D], as
in Figure 4.7. In the CU, the IF frequency is 2.2 GHz, the center frequency of
the selected 90° hybrid. The oscillation frequency from the signal synthesizer is
6.45 GHz, with a built-in LO quadrupler in the mixer so that the RF frequency can
be 28 GHz as 6.45 GHz × 4 + 2.2 GHz = 28 GHz. This architecture can radiate RF
frequency up to 44 GHz by changing either the oscillation frequency or IF frequency.
The mm-wave signals from the RRH feed to the linear array antenna with four
independent inputs.

Paper [D] studies the power levels at different positions in the transmitter imple-
mentation. The positions labeled A/B/C in Fig. 4.7 have the average bandpower of
-11.6 dBm/-15.7 dBm/-0.5 dBm, respectively. Position A’s power is the same for all
the QSFP28 output channels. At position B, the bandpower has dropped due to the
loss of the 90° hybrid, SMA connector, and coaxial cable. The active mixer has a
15.2 dB gain for the mm-wave signal at position C.

At the receiver side, Vivaldi antennas are used and connected with a low noise
amplifier (LNA) and a powerful Keysight VSA (N9042B UXA X-Series Signal
Analyzer [73]). The VSA can verify the spectrum power levels and does down
conversion for RX signal processing.
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4.3.2 Hardware
All off-the-shelf hardware used for the TX implementation is reported in Table 4.1.
The 90° hybrid (ZX10Q-2-27-S+) supports frequency from 1.7 GHz to 2.7 GHz.
Therefore, the system bandwidth is limited to 800 MHz during the following measure-
ment results. The power dividers (ZX10R-14-S+) can work up to 10 GHz and divide
the LO signal into four upconverters. The upconverting mixers (EVAL-ADMV1013)
are upconverters and generate frequencies up to 44 GHz in IF or baseband input
signal mode.

Table 4.1: Commercial hardware list of the IF SDoF transmitter demonstrator.

Hardware Manufacturer Model Quantity Ref.
FPGA board Xilinx VCU128 1 [74]

QSFP28 FS QSFP28-SR4-100G 2 [75]
90° Hybrid Mini-Circuits ZX10Q-2-27-S+ 4 [76]

Power divider Mini-Circuits ZX10R-14-S+ 3 [77]
Mixer Analog Devices EVAL-ADMV1013 4 [78]

Some technical specifications of the QSFP28 module used for the fiber connection
are reported in Table 4.2. The connection between CU QSFP28 and RRH QSFP28
is made through a 10 m long cable with multifiber termination push-on (MTO-12)
connectors at both ends. The cable includes twelve fibers, four of which transmit four
data streams in this implementation. The maximum data rate can be 4 × 25.78 Gbps,
and this implementation works on 4 × 25 Gbps.

Table 4.2: Technical specifications of the QSFP28 module used.

Specification Description Specification Description
Wavelength 850 nm Connector MTOa-12

Media Multi-mode fiber Max fiber length 100 m
TX Type VCSELb Receiver Type PINc

TX Power -8.4 to 2.4 dBm Max Data Rate 4x25.78 Gbps
a Multifiber Termination Push-on/Pull-off.
b Vertical Cavity Surface Emitting Laser.
c P-doped - Intrinsic - N-doped.

The TX antenna array has ports fed with the four parallel coherent signals from
the RRH. The TX antenna is designed for 28 GHz frequency in CST Microwave
Studio. The antenna consists of 16 patch elements in total, where each column
has four fixed patch elements, creating a narrow elevation beam width. The half-
power beamwidth of the TX antenna is 79.8°/20° in azimuth/elevation direction,
respectively. The TX antenna is a linear array patch antenna and can steer the
transmitted beam in the azimuth direction by controlling the phase of the inputs.
The separation distance between elements in the azimuth/elevation direction is
5.35 mm/5.63 mm, respectively, corresponding to approximately a half wavelength
at the center frequency.
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4.3.3 Signal Processing
During the following OTA measurements, we are accounting for the total phase
differences of the system by channel estimation and compensating for the phase
differences by precoding. The MIMO link works in TDD mode in paper [C] and
paper [D].

There are two steps for MISO or MIMO demonstration, and channel estimation
is the first step. The orthogonal pilot signal Xp is

Xp =


x0 0 0 0
0 x1 0 0
0 0 x2 0
0 0 0 x3


N×4

, (4.1)

where the x0, x1, x2, x3 and 0 have N/4 samples. Moreover, the least-square
algorithm calculates the channel information Ĥ according to equation (2.16). The
second step is the ZF MIMO precoding of user data, as explained in subsection 2.3.3.
The MISO digital beamforming follows the precoding of subsection 2.2.2.

4.4 Wireless Communication Experiments
In this section, the implemented mm-wave IF SDoF MIMO link of the previous
section is used to demonstrate wireless communication of digital beamforming MISO
and MIMO experiments.

4.4.1 Prerequisites
Paper [D] studies the proposed IF SDoF architecture for MIMO applications ex-
tensively. The link characterization works on the setup of Figure 4.8 at a center
frequency of 28 GHz.

All of the link characterizations are performed with a single-carrier 64-QAM
signal. The mm-wave full-band output spectrum is shown in Figure 4.9a. As shown
in the figure, the inband signal is at least 20 dB higher than the quantization noise,
lower band image transmission, and LO leakage. The output signal has an adjacent
channel power ratio (ACPR) of 30.6 dBc for a 100 MHz bandwidth signal as shown
in Figure 4.9b.

Due to the hybrid’s bandwidth, the symbol rate verification is limited to a
maximum of 800 Msym/s in Figure 4.10. The bottom curve (Sim) in Figure 4.10 is
the simulated SDM signal performance as a reference for measured results. Positions
A/B/C are as labeled in Figure 4.7. Position B’s performance is worse than position
A’s because of the power difference. The limitation of position C’s performance is from
the upconverter’s noise figure and the noise floor of the VSA. The simulated result
(Sim) is still 5 dB better than measurements at 800 Msym/s, which is reasonable
for hardware performance, as the same results concluded in [16]. Generally, the
measured results follow the simulated trend.
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Figure 4.8: The setup photo for link implementation [D].
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Figure 4.9: The results of the link characterization with 100 MHz single-carrier
64-QAM signal [D]. (a) Output spectrum; (b) Adjacent channel power ratio
(ACPR) and output bandpower.
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Figure 4.11: Channel information obtained in digital beamforming demonstration
[D]. (a) Polar plot; (b) Normalized relative phase variations.

4.4.2 Beamforming MISO

The OTA demonstration includes SISO, MISO, and MIMO cases across a 1 m
distance between RX and TX antennas. Moreover, those demonstrations will be
introduced in the following subsections.

As introduced in Section 3.3, the digital beamforming demonstration needs two
steps which are channel estimation and MISO beamforming. The TX radiates pilot
signals at the channel estimation step, and the RX calculates the channel informa-
tion. The 208 times repeated channel measurement results of the RX antenna 1
are presented in Figure 4.11a. The phase and amplitude of Channel 0/1/2 are
normalized against Channel 3. The normalized {amplitude, phase} channel infor-
mation is {−0.69 dB, −150◦} / {−0.69 dB, 45◦} / {−1.04 dB, 142◦} for the channels
Channel 0/Channel 1/Channel 2, respectively. Because the four elements of the TX
antenna are mounted at the same height as RX antenna 1, the amplitude difference
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Figure 4.12: The received OTA performance in [D] of (a) SISO OTA; (b) MISO
OTA; (c) SISO constellation; (d) MISO constellation.

100 200 300 400 500 600 700

Symbol rate (Msym/s)

-50

-40

-30

N
M

S
E

 (
d

B
)

C of RRH (28 GHz)

SISO OTA (28 GHz)

MISO OTA (28 GHz)

Sim

Figure 4.13: Performance of digital beamforming demonstration [D].

between the four channels is only around 1 dB. Figure 4.11b shows the histogram
for the normalized phase variations of all channel coefficients with a maximum phase
variation within -2° to 2° . This concludes that this MISO demonstration has stable
and precise channel information.

In Figure 4.12, the MISO OTA received bandpower is 3.2 dBm and the SISO
OTA case only has -8.1 dBm received bandpower. This means that the digital
beamforming gives 11.3 dB more bandpower, and it is well matching with the theory
which would suggest 12 dB beamforming gain for 4 antennas.
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Figure 4.14: The channel estimation results from 225 repeated MU-MIMO over-
the-air measurements [D]. (a) Polar plot of channel information for between
transmitter and receiver with antenna1. (b) Polar plot of channel information for
between transmitter and receiver with antenna2. (c) Histogram of normalized
channel phase variations for antenna1. (d) Histogram of normalized channel phase
variations for antenna2.

There are cable-connected mm-wave, SISO OTA, MISO OTA, and simulated
NMSE results for up to 700 Msym/s symbol rate reported in Figure 4.13. The worst
one is SISO OTA at the top and is limited by the high path loss of 28 GHz signal
for a 1 m distance. When all TX sub-channels are active, the digital beamforming
improves the NMSE to -25.2 dB, close to the NMSE at the upconverter output port
(position C in Figure 4.7).

This proposed architecture demonstrated a digital beamforming function that im-
proves the received power and NMSE performance with precise channel information.

4.4.3 MU-MIMO
The next demonstration is to evaluate the proposed architecture for a realistic
MU-MIMO scenario. There are also two steps in the MU-MIMO communication
demonstration: channel estimation and ZF MIMO communication. Since the system
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only has one low noise amplifier LNA and one VSA, channel information must
be collected one by one by switching cables between antenna 1 and 2. During
measurements, antenna 1’s channel information is collected first when TX radiates
the pilot signal. The antenna 1’s channel information is presented in Figure 4.14a and
Figure 4.14c at a symbol rate of 100 Msym/s. The antenna 2’s channel information
is collected in Figure 4.14b and Figure 4.14d with 100 Msym/s. The normalized
polar plots of two antennas are stable for 225 times repeated measurements, and the
normalized relative phase variation is only -2° to 2° . This phase variation is the
same as digital beamforming’s result, which means the system works stable. Two
RX antennas have different polar plots because they work independently.

The system can demonstrate MIMO communication for two independent users
with stable channel information. Since antenna 2 connects with LNA from the
previous channel estimation step, antenna 2 does MIMO communication before
switching cable to antenna 1. During the experiments, the symbol rate was varied
from 100 Msym/s to 500 Msym/s by repeating the channel estimation and ZF MIMO
communication steps. Figure 4.15 shows the NMSE results of two users along with
the 3rd generation partnership (3GPP) requirements. At 500 Msym/s, both users
still have -22.1 dB and -23.3 dB NMSE, which satisfies the 3GPP requirements of
64-QAM modulation [79]. Antenna 2 is always better than antenna 1 based on NMSE
results. Even if the demonstration changes the cable switching order, the results
do not change. It shows that cable switching does not affect MIMO demonstration.
Another limitation might be the position and radiation of RX/TX antennas causing
a difference in the effective signal power received [80].

4.5 Chapter Conclusion
This chapter first introduces an innovative, flexible mm-wave SDoF architecture,
and by demonstrations, it is then confirmed that this architecture is a feasible and
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close-to-reality solution. The step-by-step power study and bandwidth verification
validate system performance by measurements.

Table 4.3 compares this demonstration with the state-of-the-art RoF publications.
There are ARoF and SDoF architectures for the mm-wave band. From the table, it is
concluded that this demonstration has the highest symbol rate for SDoF publications.
This architecture can also be a building block for a D-MIMO system in the future.

Table 4.3: Comparison with state-of-the-art RoF publications.

Ref. RoF MIMO Symbol rate OTA Carrier NMSE
[60] ARoF 1 × 1 1.96 Gsym/s 2.2 m 28 GHz -14 dBa

[81] ARoF 2 × 2 1 Gsym/s 10 m 28 GHz -24.3 dB
[69] ARoF 9 × 1 100 Msym/s 6.3 m 28 GHz -31.3 dB
[64] ARoF 2 × 2b 22 Gsym/s 0.2 m 140 GHz -14 dBa

[82] ARoF 2 × 1 3 Gsym/s 1.5 m 28 GHz -23 dB
[66] ARoF 8 × 1 3.5 Gsym/s 0.5 m 60 GHz -19.6 dB
[70] SDoF 2 × 1 160.32 Msym/s 2.0 m > 24 GHz -24.4 dB

Paper [D] SDoF 4 × 1 700 Msym/s 1.0 m 28 GHz -25.2 dB
Paper [D] SDoF 4 × 2 500 Msym/s 1.0 m 28 GHz -22 dB

a The paper repoets the bit error rate (BER) corresponding to forward error
correction (FEC) with 25% overhead. The NMSE requirement for this
BER is -14 dB [83].

b This is only antenna configuration and does not have MIMO precoding.





Chapter 5

Conclusions and Future Work

5.1 Conclusions
This thesis studied fiber-connected wireless MIMO communication systems to increase
channel capacity for future beyond-5G and 6G systems. The MIMO capacity is statis-
tically investigated with an automatic measurement testbed and a raytracing-based
electromagnetic propagation software. We also proposed an innovative wideband
mm-wave SDoF link architecture for future mm-wave D-MIMO systems.

A MIMO testbed is designed with 12 RRHs and one automatic receiver to study
MIMO capacity. The automatic receiver is a radio frequency receiver mounted on
a programmed robot car that can go anywhere as a user. Using this testbed, the
automatic testbed collected 44 users’ channel information in an indoor environment
with D-MIMO and C-MIMO antenna configurations. Furthermore, a raytracing-based
electromagnetic propagation software did a channel simulation for the same indoor
area. The thesis calculates MIMO capacity by deriving traditional Shannon capacity.
By calculating MIMO capacity with randomly selected four-channel information, the
probability results show that the D-MIMO channel has a higher capacity than the
C-MIMO case. The box plot results prove that the D-MIMO gives more uniform
capacity for any random combinations than C-MIMO.

The mm-wave band has wider bandwidth than a low-frequency signal and can
support more high-capacity applications. But mm-wave signal has the drawbacks
of high pass loss and low penetration. Hence, this thesis introduced and verified
a mm-wave sigma-delta-over-fiber link architecture with digital beamforming and
MU-MIMO functionalities. In this mm-wave link, a QSFP28-based fiber connected
the CU with the RRH and supported four sub-channels. A linear array antenna
works for the RRH to radiate the mm-wave signal, and communicate with two
users, represented by measurement equipment. The demonstration of the digital
beamforming function goes up to 700 MSym/s, and the MU-MIMO function has 500
MSym/s for two users.

The thesis proves that D-MIMO has a more uniform and higher capacity than
C-MIMO by having more spatial diversity. This thesis also implemented a flexible
wideband mm-wave SDoF architecture with digital beamforming and MU-MIMO
functionalities suitable for communication networks.

45
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5.2 Future Work
With the future communication system requirement and current technology evolve-
ment, the following topics will be exciting directions to explore.

5.2.1 mm-wave D-MIMO
There are lots of mm-wave single-link studies implemented with high-cost and
advanced laboratory equipment. However, those experiments are far from being a
real case. An ARoF D-MIMO system has the most complex RRH and is not practical
for a massive distributed RHH study. Recently, an SDoF MIMO system works for
mm-wave band but suffers from phase noise and lower fiber data rate [70]. This
thesis has only studied an mm-wave SDoF link architecture with one RRH, and it
can be a building block for the mm-wave D-MIMO system. The fiber connection’s
high data rate, introduced in this thesis, can have more communication bandwidth
than others.

5.2.2 Localization
Future communication networks will be more powerful by having localization func-
tions. With localization functions, the user not only has a communication service but
also has localizing service. Previously, the author studied the localization functions
with a low-frequency, narrowband SDoF D-MIMO system, and the author proved
the theoretical and practical possibilities. The author believes an mm-wave D-MIMO
system can significantly improve the localizing accuracy.
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