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A B S T R A C T

This paper presents the experimental validation of a transmission line protection scheme based on dynamic
state estimation for different fault types and conditions. The protection scheme utilizes real-time high-frequency
sampled measurements from advanced sensors and evaluates the operating condition of the transmission line
based on which a tripping signal is generated in case a fault occurs. The validation is performed using a physical
scaled-down model of a power system, consisting of a transmission line, transformer, synchronous generator,
and loads. The following faults are examined during the validation: unbalanced faults under different load
conditions, high impedance fault, fault current fed from both ends, hidden failure, external fault, and load
change conditions. The results show that the scheme performs as intended and thus proves its efficacy to detect
various types of faults. The maximum fault detection time is calculated to be 42.5 ms, while the maximum
fault clearing time comes out to be 82.5 ms, on par with currently employed protection methods. The obtained
results demonstrate the ability of the scheme to detect different fault types under varying conditions and avoid
potential issues with relay coordination.
1. Introduction

Power system protection is one of the essential topics in power
system operation which requires high accuracy, reliability, and selec-
tivity to isolate faulted parts in case of any undesirable event. Relay
mis-operations are one of the current challenges in protection, leading
to interruptions in power supply and failure of existing protection
schemes [1,2]. In addition, conventional transmission line protection
schemes have some protection gaps and limitations: (i) Non-pilot dis-
tance and directional overcurrent schemes face issues such as complex
coordination, simultaneous tripping of both ends of the line, insensitiv-
ity to high impedance faults; (ii) Pilot relaying schemes face issues such
as communication failures which could lead to scheme failure, detec-
tion of high impedance; and (iii) Differential protection has limitations
such as relay desensitization forced due to capacitive currents in long
transmission lines, detection of high impedance faults in long transmis-
sion lines, current inversion in series compensated transmission lines
that could lead to failures [3–5]. Further, the unusual fault current and
voltage characteristics from inverter-interfaced renewable resources
also bring challenges to conventional protection schemes [2,6].

∗ Corresponding author.
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A potential solution to address some of these protection gaps and
limitations is offered by a dynamic state estimation (DSE)-based pro-
tection scheme [7]. The motivations to apply DSE in the protection
applications are explained in [8]. Some of the key motivations as
mentioned in [8] are (i) DSE provides real-time operating conditions
and enhanced visibility of the system, (ii) DSE can accurately estimate
the system’s dynamic states and track the complex system dynamics
which can be used for evaluating fault conditions, (iii) the application
of DSE in protection could help in avoiding complex coordination
issues among relays by examining the consistency between the mea-
surements and the dynamic model of the transmission line, and, (iv)
the inherent redundancy available with the measurements in DSE could
help in detecting hidden failures by identifying and rejecting bad
data. The idea of applying DSE in protection is further supplemented
with recent advancements in measurement devices and substation au-
tomation, which can provide good quality measurements with high
sampling rates. The feasibility of the DSE-based protection solution
is discussed in [9]. A detailed explanation of this scheme along with
its capabilities to improve zone protection, detection, and self-healing
against hidden failures is presented in [3]. Further, a dynamic state
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estimation-based protection scheme (DSEBPS) is a generalized concept
and could be applied to power systems and their components such
as series compensated transmission lines [4], transmission line fault
classification [10], and distribution systems with high penetration of
distributed energy resources [11], etc. A centralized substation protec-
tion scheme is developed in [12] which employs a DSE-based protection
scheme. Synchrophasor-based state estimation is utilized in [13] to
develop a protection scheme for a microgrid. In [14], a protection
scheme for large synchronous generators during out-of-step conditions
is developed based on DSE. Similarly, a novel fault location method
for transmission lines in modular multilevel converter-HVDC grids is
proposed in [15] which utilizes both DSE and gradient descent. In [16],
a wide-area backup protection scheme is developed based on the
cubature Kalman filter-based DSE which acquires full network observ-
ability with limited phasor measurement unit (PMU) measurements.
Besides finding applications in the protection of various components,
most of the existing studies have used simulation or hardware-in-loop
(HIL) platforms to study the performance of DSEBPS, which limits the
practical application of the scheme. Thus, field testing or laboratory
testing of DSEBPS with physical components is required to increase the
technology readiness level so that it reaches the real world faster.

Our previous work [17] has demonstrated the feasibility of using
DSEBPS for transmission line protection by performing the simulations
under different fault types and conditions and validation using an
experimental setup, consisting of an accurate scaled-down model of a
simple power system. The experimental setup also included the inter-
face of circuit breakers, preparation of communication requirements,
and the setting up of advanced sensors as an affordable and reliable
real-time measurement solution. After the preparation of the experi-
mental setup, the DSE algorithm along with the open platform of the
advanced sensors was implemented in Python to be employed in carry-
ing out the test and then evaluating the practical feasibility of DSEBPS.
However, the work presented in [17] has validated the performance
of DSEBPS for a three-phase fault only, while in reality transmission
lines are exposed to different types of faults and conditions. From
a design perspective, any new protection scheme should be able to
accurately and timely detect all the different fault types and conditions.
In this regard, this paper continues the work presented in [17] by
additionally evaluating the performance of DSEBPS in the case of a
transmission line with different fault types and conditions, such as
single-line-to-ground and double-line-to-ground fault under resistive
and inductive load, high impedance fault, fault current fed from both
ends, hidden failure, external fault, and load change conditions. Prior
to the experimental validation, this work involves the implementation
and execution of DSEBPS in simulation and thereafter extensive case
studies, which help to set up the requirements of the experimental
setup. An open platform approach employing Python is adopted for the
implementation of DSEBPS in experimental validation. The advanced
sensors used in the setup provide real-time measurements which are
one of the key inputs for DSEBPS. The experimental validation of
DSEBPS in transmission line protection under different fault types
contributes to the enhancement of the maturity of the scheme and
brings it closer to real-world applications. The main contributions of
the paper can be summarized as follow:

• Preparing the extended experimental setup for the validation of
DSEBPS in the laboratory environment which includes setup of in-
ductive loads, synchronization of generator with the grid, different
fault impedance, etc.

• Carrying out different fault test cases for a transmission line under
different fault types and conditions such as unbalanced faults
under different load conditions, high impedance fault, fault current
fed from both ends, hidden failure, external fault, and load change
2

conditions.
• Evaluating performance and validating the practical feasibility of
DSEBPS in the laboratory environment, which is a step ahead of
the conventional simulation or HIL studies, and thus advancing the
maturity (technology readiness level) of DSEBPS for transmission
line protection.

The rest of the paper is organized as follows. The description of the
dynamic state estimation-based protection scheme for the transmission
line is given in Section 2. The details of the case study are presented
in Section 3. Section 4 discusses the results obtained from different
case studies. The details about the estimation error are presented
in Section 5. The explanation of the fault clearing time is given in
Section 6. Finally, the concluding remarks are outlined in Section 7.

2. Dynamic state estimation-based protection scheme for trans-
mission lines

2.1. Introduction to DSEBPS: How it works?

DSEBPS has been motivated by differential protection and monitors
all the physical laws that a transmission line should satisfy. The dy-
namic model of the transmission line is constantly observed by DSE
and any abnormality in the operating conditions is comprehended. The
real-time measurements from the terminals of the transmission line
are provided as inputs to DSE which then estimates the current states.
Subsequently, the Chi-square test is performed to evaluate the goodness
of fit between the transmission line dynamic model and measurements.
The results from the Chi-square test are quantified for evaluating the
confidence level in transmission line health [3]. The confidence level is
then interpreted to generate the trip signal to isolate the transmission
line by clearing the fault. In this work, if the objective function remains
above the threshold value for forty consecutive samples, then the con-
fidence level goes low, and hence a trip signal is sent to the breakers.
It shall be noted that any user-defined number of consecutive samples
could be used for the trip logic.

2.2. Problem formulation

2.2.1. Dynamic modelling of transmission line
The dynamic modelling is done using the algebraic quadratic com-

panion form (AQCF) and quadratic integration (QI) method. The three-
phase representation of one 𝜋-section of a transmission line with des-
ignated variables is presented in Fig. 1. The sending end currents
(

𝑖𝐴, 𝑖𝐵 , 𝑖𝐶
)

, receiving end currents
(

𝑖𝑎, 𝑖𝑏, 𝑖𝑐
)

, and receiving end volt-
ages

(

𝑣𝑎, 𝑣𝑏, 𝑣𝑐
)

, are considered as the measurements in the state es-
timation (SE) problem, while the sending end voltages

(

𝑣𝐴, 𝑣𝐵 , 𝑣𝐶
)

,
and series branch currents

(

𝑖𝑑𝐴, 𝑖𝑑𝐵 , 𝑖𝑑𝐶
)

are taken as the estimated
variables in the SE problem. The selection of these variables as mea-
surements and estimated variables is done on an arbitrary basis except
the series branch currents

(

𝑖𝑑𝐴, 𝑖𝑑𝐵 , 𝑖𝑑𝐶
)

which is due to their un-
availability in the experimental setup. Any set of quantities could be
chosen as measurements and estimated variables such that with a
given selection of quantities, the state estimation remains an over-
determined problem. The series resistances of the three phases are
represented as

(

𝑅𝐴, 𝑅𝐵 , 𝑅𝐶
)

, inductances as
(

𝐿𝐴, 𝐿𝐵 , 𝐿𝐶
)

, and capaci-
tances as

(

𝐶𝐴, 𝐶𝐵 , 𝐶𝐶
)

. (𝐺𝐴, 𝐺𝐵 , 𝐺𝐶 ) are not a part of the physical line
model and are incorporated for the numerical stability of differential
equations. When numerical integration is applied to differential equa-
tions, the incorporation of (𝐺𝐴, 𝐺𝐵 , 𝐺𝐶 ) helps in avoiding the expansion
of round-off errors or fluctuations in the input data which might result
in a considerable deviation of the final answer [18]. The dynamic
modelling equations for phase A are presented as follows:

𝑖𝐴 + 𝐺𝐴𝑣𝑎 = 𝑖𝑑𝐴 + 𝐺𝐴𝑣𝐴 + 𝐶𝐴
𝑑𝑣𝐴
𝑑𝑡

(1)

𝑖 − 𝐺 𝑣 − 𝐶
𝑑𝑣𝑎 = −𝑖 − 𝐺 𝑣 (2)
𝑎 𝐴 𝑎 𝐴 𝑑𝑡 𝑑𝐴 𝐴 𝐴
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Fig. 1. Three-phase representation of a 𝜋-section of a transmission line.

𝑣𝑎 = 𝑣𝐴 − 𝑅𝐴𝑖𝑑𝐴 − 𝐿𝐴
𝑑𝑖𝑑𝐴
𝑑𝑡

(3)

long with phase B and C equations, (1)–(3) can be reformulated and
an be expressed as follows:

1𝑧 + 𝑅2
𝑑𝑧
𝑑𝑡

= 𝑆1𝑥 + 𝑆2
𝑑𝑥
𝑑𝑡

(4)

here 𝑧 is the measurement vector and 𝑥 is the state vector, which can
e expressed as:

=
[

𝑖𝐴 𝑖𝐵 𝑖𝐶 𝑖𝑎 𝑖𝑏 𝑖𝑐 𝑣𝑎 𝑣𝑏 𝑣𝑐
]

,

=
[

𝑣𝐴 𝑣𝐵 𝑣𝐶 𝑖𝑑𝐴 𝑖𝑑𝐵 𝑖𝑑𝐶
]

nd 𝑅1, 𝑅2, 𝑆1, and 𝑆2, are the constant matrices formed with trans-
ission line parameter values, which can be expressed as:

1 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 0 0 0 0 0 𝐺𝐴 0 0
0 1 0 0 0 0 0 𝐺𝐵 0
0 0 1 0 0 0 0 0 𝐺𝐶
0 0 0 1 0 0 −𝐺𝐴 0 0
0 0 0 0 1 0 0 −𝐺𝐵 0
0 0 0 0 0 1 0 0 −𝐺𝐶
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, 𝑅2 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −𝐶𝐴 0 0
0 0 0 0 0 0 0 −𝐶𝐵 0
0 0 0 0 0 0 0 0 −𝐶𝐶
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

⎤

⎥

⎥

⎥

⎥

⎥

⎦

1 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝐺𝐴 0 0 1 0 0
0 𝐺𝐵 0 0 1 0
0 0 𝐺𝐶 0 0 1

−𝐺𝐴 0 0 −1 0 0
0 −𝐺𝐵 0 0 −1 0
0 0 −𝐺𝐶 0 0 −1
1 0 0 −𝑅𝐴 0 0
0 1 0 0 −𝑅𝐵 0
0 0 1 0 0 −𝑅𝐶

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, 𝑆2 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝐶𝐴 0 0 0 0 0
0 𝐶𝐵 0 0 0 0
0 0 𝐶𝐶 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 −𝐿𝐴 0 0
0 0 0 0 −𝐿𝐵 0
0 0 0 0 0 −𝐿𝐶

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

After obtaining (4) in the given form, QI method is applied to
onvert the differential equations into algebraic equations. QI method
s applied over the two intervals

[

𝑡 − 𝑘, 𝑡 − 𝑘∕2
]

, and [𝑡 − 𝑘, 𝑡], and the
ollowing equation is obtained:

1

[

𝑧 (𝑡)
𝑧
(

𝑡 − 𝑘
2

)

]

= 𝐻2

[

𝑥 (𝑡)
𝑥
(

𝑡 − 𝑘
2

)

]

−𝐻3 [𝑧 (𝑡 − 𝑘)] −𝐻4 [𝑥 (𝑡 − 𝑘)] (5)

where 𝑘 is a one-time step of QI method, and matrices 𝐻1, 𝐻2, 𝐻3, and
𝐻4 are defined as follows.

𝐻1 =
⎡

⎢

⎢

⎣

𝑘
6
𝑅1 + 𝑅2

2𝑘
3
𝑅1

− 𝑘
24

𝑅1
𝑘
3
𝑅1 + 𝑅2

⎤

⎥

⎥

⎦

,𝐻2 =
⎡

⎢

⎢

⎣

𝑘
6
𝑆1 + 𝑆2

2𝑘
3
𝑆1

− 𝑘
24

𝑆1
𝑘
3
𝑆1 + 𝑆2

⎤

⎥

⎥

⎦

3 =

⎡

⎢

⎢

⎢

⎣

𝑘
6
𝑅1 − 𝑅2

5𝑘
24

𝑅1 − 𝑅2

⎤

⎥

⎥

⎥

⎦

,𝐻4 =

⎡

⎢

⎢

⎢

⎣

−𝑘
6
𝑆1 + 𝑆2

−5𝑘
24

𝑆1 + 𝑆2

⎤

⎥

⎥

⎥

⎦

The detailed derivation and explanation of the QI method are
resented in [18], AQCF model in [19], and transmission line dynamic
odelling along with the derivation of matrices 𝐻1, 𝐻2, 𝐻3, and 𝐻4

are presented in [20].
The restructuring of (5) in the standard form of the SE equation,

gives the following:
[

𝑧 (𝑡)
𝑧
(

𝑡 − 𝑘)
]

= 𝐻

[

𝑥 (𝑡)
𝑥
(

𝑡 − 𝑘)
]

+ 𝐶 (6)
3

2 2
here 𝐻 = 𝐻−1
1 𝐻2, 𝐶 = −𝐶1 [𝑧 (𝑡 − 𝑘)] −𝐶2 [𝑥 (𝑡 − 𝑘)] , 𝐶1 = 𝐻−1

1 𝐻3, 𝐶2
= 𝐻−1

1 𝐻4.

2.2.2. State estimation
The linear version of the weighted least square (WLS) algorithm is

used for solving the state estimation problem and can be stated as:

𝑧 = 𝐻𝑥 + 𝜂 (7)

where 𝑧 represents the measurement vector consisting of sampled
values of voltages and currents, 𝐻 represents the Jacobian matrix, 𝑥
represents the state vector and 𝜂 represents the measurement error
ector.

.2.3. Chi-square test
For the quantification of the confidence level, the Chi-square test

s used which requires the degree of freedom and state estimation
bjective function as inputs. The following steps are involved:

• Calculation of state estimation objective function which is defined
as

𝐽 = (𝑧 −𝐻�̂�)𝑇 𝑊 −1 (𝑧 −𝐻�̂�) = 𝜂𝑇𝑊 −1𝜂 (8)

where, �̂� is the WLS estimate, 𝑊 −1 is the diagonal weight matrix
and defined as

𝑑𝑖𝑎𝑔
(

𝜎21 , 𝜎
2
2 , 𝜎

2
3 ,… , 𝜎2𝑚

)

and 𝜎𝑖 represents the standard deviation of each measurement 𝑖.
The standard maximum measurement uncertainties associated
with the voltage and current (PMU) measurements considered in
this work are presented in Table 1 [21,22].

• The confidence level is quantified based on state estimation ob-
jective function 𝐽 and degree of freedom (𝑑) which is defined as
𝑑 = 𝑚 − 𝑛, where 𝑚 is the number of measurements and 𝑛 is the
number of state variables. Thereafter, the Chi-square distribution
table is checked for quantification of the confidence level.

Table 1
Standard maximum measurement uncertainties associated with different
types of PMU measurements.

Measurement type Voltage Current

Maximum uncertainty 0.02% 0.03%

2.2.4. Confidence level
The evaluation of confidence level (ℎ) in transmission line health

is done based on the goodness of fit between the transmission line
dynamic model and measurements obtained from the Chi-square test,
as below:

ℎ = 1 − 𝑝[𝜒2 ≤𝐽
] (9)

where, 𝑝[𝜒2 ≤𝐽
] is the probability of the 𝜒2 distribution for 𝜒2 ≤ 𝐽 .

2.2.5. Threshold value and low pass filter
A threshold value is required to be selected to bring the state

estimation objective function values to zero so that the confidence level
remains high during normal operating conditions. The main reason
behind the threshold value is the mismatch that occurs between the
measurements and their estimated values, and it leads to non-zero
finite values of the state estimation objective function. The basis for the
selection of the threshold value is the range of the objective function
values obtained during normal operating conditions with due consider-
ation of the measurement uncertainties and any changes in network
configuration. The credible way of obtaining a threshold value that
works in most cases is simulating a case with maximum fault current
and then validating whether it works in other cases such as external
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faults, and minimum fault current with the highest fault impedance
and weakest source. Further, it should be verified that the tripping is
not initiated during high load conditions, instrumentation errors, and
current transformer saturation. From the experience of validations with
various types of faults carried out in this paper using the scaled-down
model of a 150-km 400 kV (L-L) transmission line under the given load
conditions, the threshold value ranges between 30e3 to 40e3, while the
maximum measurement uncertainties were in the range of 0.02% and
0.03%. In addition to the threshold value, a low pass filter is also used
for smoothing and avoiding any unreasonable spike in the objective
function curve. The following low pass filter is employed:

𝐽𝑓
𝑛𝑒𝑤 = (𝛼 × 𝐽 ) +

[

(1 − 𝛼) × 𝐽𝑓
𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠

]

(10)

where 𝛼 is the smoothing factor which varies between 0 and 1, 𝐽 and
𝐽𝑓 are the original and new objective functions, respectively. This work
considers the value of 𝛼 as 0.09 which is based on the experience from
the different case studies carried out in this work. All the following
objective function plots presented in the paper involve the application
of a low pass filter.

3. Description of Experimental Setup and Implementation of
DSEBPS

This section presents a detailed explanation of the case study used
in the experimental validation of DSEBPS. The subsections present
the details of advanced sensors and their usage, the laboratory and
experimental setup details, the implementation of the scheme, and the
trip signal logic.

3.1. Advanced sensors usage

Advanced sensors have been continuously developed by Smart State
Technology [23]. They provide real-time global positioning system
(GPS) synchronized sampled measurements which are required as in-
puts to DSE. The quality (i.e., accuracy, time synchronization, and
sampling frequency) of the sampled measurements is the backbone
of DSEBPS and thus it is an important requirement for the accurate
and timely detection of the fault. Advanced sensors provided sampled
measurements at the frequency of 4 kHz i.e., one sample in 250 μs.
The high sampling frequency of GPS-synchronized measurements en-
sures the proper capturing of any dynamical change in the network.
This work employs three advanced sensors, out of which two are
current sensors and one is a voltage sensor. They provide voltage and
current measurements that constitute the measurement vector which is
represented as 𝑧 in (7).
4

3.2. Laboratory and experimental setup description

A physical setup available at the Chalmers power system laboratory
consisting of six 𝜋-sections of transmission line, transformers, syn-
chronous generator, and loads, is considered in this work. The setup is
an accurate scaled-down model of a power system where each 𝜋-section
represents 150 km of a 400 kV transmission line. The per-phase param-
eters for each 𝜋-section are as follows: resistance 0.052 Ω, inductance
3.033 mH, and capacitance 46 μF. The synchronous generator has a
rated three-phase voltage of 400 V and is driven by an 85 kW DC motor
(which functions as a prime mover). The setup is connected to a three-
phase 400 V (L-L), 50 Hz distribution grid on the grid end. The setup
also contains two three-phase transformers, one on the generator end
which has a YD11 connection with Y-connection on the transmission
line side and D-connection on the generator side. The other transformer
is on the grid end which has a DYn11 connection with D-connection on
the grid side and Yn-connection on the transmission line side. The en-
tire setup is solidly grounded through a copper strip for safety purposes.
Various types of loads could be connected with the setup at different
locations. The laboratory has a provision to create temporary (self-
clearing) faults using a timer and push button. Advanced sensors used
in the experimental setup measure sending end currents

(

𝑖𝐴, 𝑖𝐵 , 𝑖𝐶
)

,
receiving end currents

(

𝑖𝑎, 𝑖𝑏, 𝑖𝑐
)

, and receiving end voltages
(

𝑣𝑎, 𝑣𝑏, 𝑣𝑐
)

.
The current sensors employ split-core current transformers (CTs) of the
measurement class with a current range from normal operating current
to maximum fault current. The voltage sensors directly measure the
voltage without employing the voltage transformers.

3.3. Implementation

The implementation diagram of DSEBPS with the experimental
setup is shown in Fig. 2. The real-time sampled measurements are
received by the smart node (a laptop in this setup) by installing
advanced sensors at the transmission line. The configuration details of
the laptop used in the setup are presented in [17]. The measurements
are processed along with the transmission line dynamic model to
perform DSE. The state estimates are obtained using DSE after which
the Chi-square test is performed to obtain the goodness of fit between
the transmission line dynamic model and measurements. The results
obtained for the goodness of fit are used to derive the health condition
of the transmission line and subsequently the confidence level. Finally,
the confidence level helps in designing the protection logic and issuing
a trip signal.
Fig. 2. Implementation figure of DSEBPS with the experimental setup.
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Fig. 3. Schematic of the experimental setup for an unbalanced fault.
3.4. Trip signal logic

The consistency of the objective function is used to obtain the
confidence level which in turn is used to generate the trip signal. In
order to generate the trip signal, the confidence level signal should be
low. The objective function is observed for forty consecutive samples
(or any desired number of samples by the user) to be above a threshold
value and then the confidence level signal goes low. The motivation
to observe the objective function for forty consecutive samples is to
obtain enhanced reliability of the protection decision. Once the trip
signal is generated, it is sent to the circuit breakers which isolate the
transmission line from the rest of the network.

4. Performed test cases: Results and discussion

4.1. Unbalanced faults

This subsection presents the results of the unbalanced faults using
the experimental setup which is explained in Section 3. The schematic
of the experimental setup in case of an unbalanced fault is presented in
Fig. 3. In this section, the results for two unbalanced faults i.e., single-
line-to-ground and double-line-to-ground faults, are presented.

4.1.1. Single-line-to-ground fault
A single-line-to-ground fault is the most common and frequently

occurring fault type in transmission systems. The sampled measure-
ments are received at a sampling frequency of 4 kHz, or each sampled
measurement is received in 250 μs. The validation results in terms
5

of measured and estimated values of sending end currents
(

𝑖𝐴, 𝑖𝐵 , 𝑖𝐶
)

,
receiving end currents

(

𝑖𝑎, 𝑖𝑏, 𝑖𝑐
)

, and receiving end voltages
(

𝑣𝑎, 𝑣𝑏, 𝑣𝑐
)

are presented in Fig. 4. The objective function and confidence level
results are presented in Fig. 5. The measurements, estimated values,
objective function, and confidence level are obtained continuously and
plotted in Fig. 4 and Fig. 5. As can be seen from Fig. 4, during the
normal operating conditions (until 4.95 s) the measured and estimated
values are in concurrence with each other. The concurrency between
the measured and their estimated values signify the correct modelling
of the transmission line. Consequently, the objective function has lower
values, and the confidence level remains high.

Thereafter, a single-line-to-ground fault is created in phase A (at
sending end of the fourth 𝜋-section) for 40 ms at around 4.95 s. It can
be seen from Fig. 4 that during the fault the sending end current in
phase A

(

𝑖𝐴
)

increases significantly and reaches a peak value up to
130 Amperes (as it is the faulted phase), while the sending end currents
in other phases (𝑖𝐵 and 𝑖𝐶 ) see some distortions during the fault as they
are healthy phases. The receiving end current in phase A

(

𝑖𝑎
)

reduces
during the fault as the short circuit fault occurs before the receiving
end and part of the current is fed to the fault, while the receiving end
currents in other phases (𝑖𝑏 and 𝑖𝑐) see a very small dip in currents as
they are healthy phases. Conversely, the receiving end voltage in phase
A

(

𝑣𝑎
)

reduces to zero during the fault because the fault occurs with
a zero impedance path, and hence the voltage becomes close to zero
at the fault point, while the receiving end voltages in healthy phases
(𝑣𝑏 and 𝑣𝑐) see an increase because the grid-end transformer in the lab
setup has DYn11 winding connection with the neutral of the secondary
side solidly grounded which gives a ground path to the zero-sequence
Fig. 4. Validation results for a single line-to-ground fault in terms of measured and estimated values of the sending end currents
(

𝑖𝐴 , 𝑖𝐵 , 𝑖𝐶
)

, receiving end currents
(

𝑖𝑎 , 𝑖𝑏 , 𝑖𝑐
)

, and
receiving end voltages

(

𝑣𝑎 , 𝑣𝑏 , 𝑣𝑐
)

.
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Fig. 5. Validation results for a single line-to-ground fault in terms of objective function
and confidence level.

current to flow and hence the voltages in healthy phases are affected.
Further, it can be seen from Fig. 5 that as soon as the single-line-to-
ground fault occurs at around 4.95 s the objective function goes higher
than the threshold value of 35e3, and subsequently, the confidence
level goes low (i.e., 0) after 40 samples (10 ms) at around 4.96 s.
The low confidence level generates a trip signal to isolate the fault.
The results obtained from the case study suggest that DSEBPS works as
intended during a single-line-to-ground fault.

4.1.2. Double-line-to-ground fault
A double-line-to-ground fault involves any of the two phases and

ground during the fault conditions. The validation results in terms of
6

measured and estimated values of sending end currents
(

𝑖𝐴, 𝑖𝐵 , 𝑖𝐶
)

,
receiving end currents

(

𝑖𝑎, 𝑖𝑏, 𝑖𝑐
)

, and receiving end voltages
(

𝑣𝑎, 𝑣𝑏, 𝑣𝑐
)

are presented in Fig. 6. The objective function and confidence level
results are presented in Fig. 7. The measurements, estimated values,
objective function, and confidence level are obtained continuously and
plotted in Fig. 6 and Fig. 7. As can be seen from Fig. 6, during the
normal operating conditions (until 2.76 s) the measured and estimated
values are in concurrence with each other. The concurrency between
the measured and their estimated values proves the correct modelling
of the transmission line. Consequently, the objective function has lower
values and the confidence level is high until 2.76 s.

Thereafter, a double-line-to-ground fault is created in phases A and
B (at sending end of the fourth 𝜋-section) for 40 ms at around 2.76 s. It
can be seen from Fig. 6 that during the fault the sending end currents
in phases A and B (𝑖𝐴 and 𝑖𝐵) increase significantly and reaches a
peak value up to 130 Amperes (as they are the faulted phases), while
the sending end current in phase C (𝑖𝐶 ) see some distortions during
the fault as it is the healthy phase. The receiving end currents in
phases A and B (𝑖𝑎 and 𝑖𝑏) reduce during the fault as the short circuit
fault occurs before the receiving end and part of the current is fed to
the fault, while the receiving end current in phase C (𝑖𝑐) see a very
small reduction in current as it is the healthy phase. Conversely, the
receiving end voltages in phases A and B (𝑣𝑎 and 𝑣𝑏) reduce to zero
during the fault because the fault occurs with a zero impedance path,
and hence the voltage reaches close to zero at the fault point, while
the receiving end voltage in the healthy phase (𝑣𝑐) see an increase
because the grid-end transformer in the lab setup has DYn11 winding
connection with the neutral of the secondary side solidly grounded
which gives a ground path to the zero-sequence current to flow and
hence the voltage in healthy phase is affected. Further, it can be seen
from Fig. 7 that as soon as the double-line-to-ground fault occurs at
around 2.76 s the objective function goes higher than the threshold
value of 35e3, and subsequently, the confidence level goes low after
40 samples at around 2.77 s. The low confidence level generates a trip
signal to clear the fault. The results suggest that DSEBPS successfully
detects the double-line-to-ground fault.
Fig. 6. Validation results for a double line-to-ground fault in terms of measured and estimated values of the sending end currents
(

𝑖𝐴 , 𝑖𝐵 , 𝑖𝐶
)

, receiving end currents
(

𝑖𝑎 , 𝑖𝑏 , 𝑖𝑐
)

, and
receiving end voltages

(

𝑣𝑎 , 𝑣𝑏 , 𝑣𝑐
)

.
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Fig. 7. Validation results for a double line-to-ground fault in terms of objective function
nd confidence level.

.2. Unbalanced fault with different load conditions

Power systems mostly operate with inductive power factor load
onditions. The inductive load conditions not just make the system
esponse to disturbances more sluggish due to increased time con-
tant but also increases the phase difference between the voltage and
urrent (compared to resistive load). Due to this different protection
ettings are required in some phasor-based protection methods such
s distance and directional overcurrent, as the decision is based on
oth the magnitude and angle of the phasor. In this regard, this
ase study is performed to validate the performance of DSEBPS under
nductive load conditions. The picture showing the experimental setup
or the inductive load conditions is presented in Fig. 9(a). DSEBPS is
7

alidated with an inductive load of 0.78 power factor (2.2 kW and
1.7 kVAr) using the same experimental setup. The validation results in
terms of measured and estimated values of sending end current

(

𝑖𝐴
)

,
eceiving end current

(

𝑖𝑎
)

, and receiving end voltage
(

𝑣𝑎
)

for phase
A, are presented in Fig. 8. The objective function and confidence level
results are presented in Fig. 9(b). The measurements, estimated values,
objective function, and confidence level are obtained continuously and
plotted in Fig. 8 and Fig. 9(b). As can be seen from Fig. 8, during the
normal operating conditions (until 2.47 s) the measured and estimated
values are in concurrence with each other. The concurrency between
the measured and their estimated values signify the correct modelling
of the transmission line. Consequently, the objective function has lower
values, and the confidence level is high until 2.47 s.

Thereafter, a single-line-to-ground fault is created in phase A (at
sending end of the fourth 𝜋-section) for 40 ms at around 2.47 s. It
can be seen from Fig. 8 that during the fault the sending end current
in phase A (𝑖𝐴) increases significantly and reaches a peak value of
130 Amperes (as it is the faulted phase), while the sending end currents
in other phases (𝑖𝐵 and 𝑖𝐶 ) see some distortions during the fault as they
are healthy phases. The receiving end current in phase A (𝑖𝑎) reduces
during the fault as the short circuit fault occurs before the receiving
end and part of the current is fed to the fault, while the receiving end
currents in other phases (𝑖𝑏 and 𝑖𝑐) see a very small dip in currents
as they are healthy phases. Conversely, the receiving end voltage in
phase A (𝑣𝑎) reduces to zero during the fault because the fault occurs
with a zero impedance path and hence the voltage becomes close to
zero at the fault point, while the receiving end voltages in healthy
phases (𝑣𝑏 and 𝑣𝑐) see an increase because the grid-end transformer
in the lab setup has DYn11 winding connection with the neutral of the
secondary side solidly grounded which gives a ground path to the zero-
sequence current to flow and hence the voltages in healthy phases are
affected. Further, it can be seen from Fig. 9(b) that immediately after
the occurrence of a single-line-to-ground fault at around 2.47 s, the
objective function goes higher than the threshold value of 35e3, and
subsequently, the confidence level goes low (i.e., 0) after 40 samples
at around 2.48 s. The low confidence level leads to the generation of a
trip signal and hence the fault is successfully detected. It is important to
highlight here that the transient response of the system to the fault with
inductive load is a little sluggish when compared to the system with

purely resistive load. However, the results affirmed that the difference
Fig. 8. Validation results for a single line-to-ground fault with R-L load in terms of measured and estimated values of the sending end currents
(

𝑖𝐴 , 𝑖𝐵 , 𝑖𝐶
)

, receiving end currents
(

𝑖𝑎 , 𝑖𝑏 , 𝑖𝑐
)

, and receiving end voltages
(

𝑣𝑎 , 𝑣𝑏 , 𝑣𝑐
)

.
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Fig. 9. Inductive Load - (a) Picture showing the experimental setup of DSEBPS and (b) Objective function and confidence level results in case of a single line-to-ground fault.
Fig. 10. Validation results for a single line-to-ground fault with high impedance in terms of measured and estimated values of the sending end currents
(

𝑖𝐴 , 𝑖𝐵 , 𝑖𝐶
)

, receiving end
currents

(

𝑖𝑎 , 𝑖𝑏 , 𝑖𝑐
)

, and receiving end voltages
(

𝑣𝑎 , 𝑣𝑏 , 𝑣𝑐
)

.

in system response does not have any impact on the performance of
DSEBPS. The fault is detected and cleared well within the standard
fault-clearing time and does not require any changes in this case.
The results from the case study confirm the intended performance of
DSEBPS with the inductive load as well.

4.3. High impedance fault

A high impedance fault can be classified as a fault that includes
high impedance in the fault path. The high impedance fault path
distinguishes it from the low impedance fault path as the fault current
is reduced significantly, sometimes close to or less than the normal
operating conditions. The reduced fault current makes it difficult to
detect and clear the fault. The picture showing the experimental setup
8

for a high impedance fault is presented in Fig. 11(a). DSEBPS is
validated for a high impedance (single-line-to-ground) fault using the
same experimental setup. The validation results in terms of measured
and estimated values of sending end currents

(

𝑖𝐴, 𝑖𝐵 , 𝑖𝐶
)

, receiving end
currents

(

𝑖𝑎, 𝑖𝑏, 𝑖𝑐
)

, and receiving end voltages
(

𝑣𝑎, 𝑣𝑏, 𝑣𝑐
)

are presented
in Fig. 10. The objective function and confidence level results are
presented in Fig. 11(b). The measurements, estimated values, objective
function, and confidence level are obtained continuously and plotted
in Fig. 10 and Fig. 11(b). As can be seen from Fig. 10, during the
normal operating conditions (until 2.90 s) the measured and estimated
values are in concurrence with each other. The concurrency between
the measured and their estimated values indicates the correct modelling
of the transmission line. Consequently, the objective function has lower
values and the confidence level is high.
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Fig. 11. High Impedance Fault - (a) Picture showing the experimental setup of DSEBPS and (b) Objective function and confidence level results in case of a single line-to-ground
fault.
Fig. 12. Schematic of the experimental setup for a fault current fed from both ends.
Thereafter, a single-line-to-ground fault with a fault impedance of
9 Ω is created in phase A (at sending end of the fourth 𝜋-section) for
40 ms at around 2.90 s. It can be seen from Fig. 10 that during the fault
the sending end current in phase A

(

𝑖𝐴
)

does not increase significantly
(compared to a single-phase-to-ground fault with a low impedance
fault path) as the fault path has increased impedance and reduced
current is fed to the fault and reaches a peak value of 50 Amperes
(compared to 130 Amperes in a single-phase-to-ground fault with zero
fault impedance), while the sending end currents in other phases (𝑖𝐵
and 𝑖𝐶 ) see some distortions during the fault as they are healthy phases.
The receiving end current in phase A (𝑖𝑎) sees a slight reduction during
the fault as the fault current has reduced compared to a case with
zero impedance fault, while the receiving end currents in other phases
(𝑖𝑏 and 𝑖𝑐) remain close to normal operating value due to lesser fault
effects on the faulted phase. Conversely, the receiving end voltage in
phase A (𝑣𝑎) does not reduce to zero during the fault (compared to
a single-phase-to-ground fault with zero fault impedance), while the
receiving end voltages in other phases (𝑣𝑏 and 𝑣𝑐) see a slight spike.
Further, it can be seen from Fig. 11(b) that as soon as the single-
line-to-ground fault occurs at around 2.90 s the objective function
goes higher than the threshold value of 35e3, and subsequently, the
confidence level goes low (i.e., 0) after 40 samples at around 2.91 s.
However, it can be observed that the spike in the objective function is
lower than the objective function obtained with a single-line-to-ground
fault with zero fault impedance. But since the confidence level signal
is based on the consistency of the objective function, thus when the
objective function remains above (crosses) the threshold value for 40
samples, the confidence level goes low (i.e., 0). The low confidence
level generates a trip signal and hence the fault is successfully detected.
9

It is important to highlight here that DSEBPS performs as intended
during a high impedance fault and hence affirms it is one of the
significant features.

4.4. Fault current fed from both ends

Transmission systems are generally connected as meshed networks
where the fault is fed from both ends of the transmission line. The
schematic of the system with a fault current fed from both ends is
presented in Fig. 12, while the corresponding experimental setup is
presented in Fig. 14(a).

The validation results in terms of measured and estimated values of
sending end currents

(

𝑖𝐴, 𝑖𝐵 , 𝑖𝐶
)

, receiving end currents
(

𝑖𝑎, 𝑖𝑏, 𝑖𝑐
)

, and
receiving end voltages

(

𝑣𝑎, 𝑣𝑏, 𝑣𝑐
)

are presented in Fig. 13. The objec-
tive function and confidence level results are presented in Fig. 14(b).
The measurements, estimated values, objective function, and confi-
dence level are obtained continuously and plotted in Fig. 13 and
Fig. 14(b). All the plots in Fig. 13 show that during the normal
operating conditions (until 1.03 s) the measured and estimated values
are in concurrence with each other signifies the correct modelling of
the transmission line. Consequently, the objective function has lower
values, and the confidence level is high until 1.03 s in Fig. 14(b).

Thereafter, a three-phase fault is created (at sending end of the
fourth 𝜋-section) for 40 ms at around 1.03 s. It can be seen from Fig. 13
that during the fault the sending end currents

(

𝑖𝐴, 𝑖𝐵 , 𝑖𝐶
)

increase
significantly and reach a peak value up to 180 Amperes as the fault path
has zero impedance which leads to high fault current. The receiving
end currents

(

𝑖𝑎, 𝑖𝑏, 𝑖𝑐
)

also increase during the fault (unlike the fault
current fed from one end) as the fault current is fed from both ends
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Fig. 13. Validation results for a three-phase fault current fed from both ends in terms of measured and estimated values of the sending end currents
(

𝑖𝐴 , 𝑖𝐵 , 𝑖𝐶
)

, receiving end
currents

(

𝑖𝑎 , 𝑖𝑏 , 𝑖𝑐
)

, and receiving end voltages
(

𝑣𝑎 , 𝑣𝑏 , 𝑣𝑐
)

.

Fig. 14. Fault Fed from Both Ends - (a) Picture showing the experimental setup of DSEBPS and (b) Objective function and confidence level results in case of a three-phase fault.
and thus generator also contributes to the fault current leading to the
high current on the receiving end. In the case of the receiving end
voltages

(

𝑣𝑎, 𝑣𝑏, 𝑣𝑐
)

a reduction can be seen during the fault but they
are not reduced to zero unlike the fault current fed from one end as
the corresponding receiving end current is not zero as fault current is
fed from both ends. Further, it can be seen from Fig. 14(b) that as soon
as the three-phase fault occurs at around 1.03 s, the objective function
goes higher than the threshold value, and subsequently, the confidence
level goes low (i.e., 0) after 40 samples at around 1.04 s. The low con-
fidence level generates a trip signal and hence the fault is successfully
detected. However, a different value of the threshold value i.e., 189e3
is used in this case study as the network configuration is changed due to
the addition of a generator. This case study demonstrated the expected
10
performance of DSEBPS during the condition where the fault current is
fed from both ends.

4.5. Hidden failure

Hidden failure can be described as one which could be caused due to
failure of instrument transformers, or human errors such as wrong con-
nections, incorrect settings, etc. In this case study, DSEBPS is validated
with the same experimental setup for a case of a hidden failure where
a CT connected to sending end side of phase B is considered as failed.
The validation results in terms of measured and estimated values of
sending end currents

(

𝑖𝐴, 𝑖𝐵 , 𝑖𝐶
)

, receiving end currents
(

𝑖𝑎, 𝑖𝑏, 𝑖𝑐
)

, and
receiving end voltages

(

𝑣𝑎, 𝑣𝑏, 𝑣𝑐
)

are presented in Fig. 15. The objective
function and confidence level results are presented in Fig. 16. The
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Fig. 15. Validation results for a hidden failure in terms of measured and estimated values of the sending end currents
(

𝑖𝐴 , 𝑖𝐵 , 𝑖𝐶
)

, receiving end currents
(

𝑖𝑎 , 𝑖𝑏 , 𝑖𝑐
)

, and receiving
end voltages

(

𝑣𝑎 , 𝑣𝑏 , 𝑣𝑐
)

.

measurements, estimated values, objective function, and confidence
level are obtained continuously and plotted in Fig. 15 and Fig. 16. As
can be seen from Fig. 15, due to consideration of CT failure connected
to sending end of phase B, the measurements are not received, and
consequently, the estimated values are also not obtained. However,
the corresponding plot shows the noise values associated with that
measurement. The other plots in Fig. 15 show that during the normal
operating conditions (until 2.27 s) the measured and estimated values
are in concurrence with each other. The concurrency between the
other measurements and their estimated values indicates the correct
modelling of the transmission line. Consequently, the objective function
has lower values, and the confidence level is high until 2.27 s.

Thereafter, a single-phase-to-ground fault is created (at sending end
of the fourth 𝜋-section) for 40 ms at around 2.27 s. It can be seen from
Fig. 16 that during the fault the sending end current in phase A (𝑖𝐴)
reaches a peak value of 130 Amperes (as it is the faulted phase), sending
end current in phase C (𝑖𝐶 ) slightly decreases while sending end current
in phase B (𝑖𝐵) does not change. The receiving end currents in all the
phases (𝑖𝑎, 𝑖𝑏, 𝑖𝑐 ) see a slight reduction during the fault as the short
circuit fault occurs before the receiving end and part of the current is
fed to the fault. Also, the receiving end voltage in phase A (𝑣𝑎) reduces
to zero during the fault because the fault occurs with a zero impedance
path, and hence the voltage becomes close to zero at the fault point,
while the receiving end voltages in healthy phases (𝑣𝑏 and 𝑣𝑐) see an
increase because the grid-end transformer in the lab setup has DYn11
winding connection with the neutral of the secondary side solidly
grounded which gives a ground path to the zero-sequence current to
flow and hence the voltages in healthy phases are affected. Further, it
can be seen from Fig. 16 that as soon as the single-phase-to-ground fault
occurs at around 2.27 s, the objective function goes higher than the
threshold value of 35e3, and subsequently, the confidence level goes
low (i.e., 0) after 40 samples at around 2.28 s. The low confidence level
generates a trip signal and hence the fault is successfully detected and
cleared. It is important to highlight here that despite the hidden failure
(in CT of sending end side of phase B), the fault is detected and cleared
within the standard fault clearing time. The results from the case study
suggest that DSEBPS performed as expected in case of a hidden failure
and thereby confirming its robustness.
11
Fig. 16. Validation results for a hidden failure in terms of objective function and
confidence level.

4.6. External fault

An external fault is one that does not occur inside the designated
protection zone implying that it should not be detected as an internal
fault and hence a trip signal should not be generated. In this case study,
DSEBPS is validated for a case of an external fault (at receiving end
of the third 𝜋-section). The validation results in terms of measured
and estimated values of sending end currents

(

𝑖𝐴, 𝑖𝐵 , 𝑖𝐶
)

, receiving end
currents

(

𝑖𝑎, 𝑖𝑏, 𝑖𝑐
)

, and receiving end voltages
(

𝑣𝑎, 𝑣𝑏, 𝑣𝑐
)

are presented
in Fig. 17. The objective function and confidence level results are
presented in Fig. 18. The measurements, estimated values, objective
function, and confidence level are obtained continuously and plotted
in Fig. 17 and Fig. 18. As the external fault occurs at approximately
1.56 s, the transients in the currents and voltages can be seen in Fig. 17.
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Fig. 17. Validation results for an external fault in terms of measured and estimated values of the sending end currents
(

𝑖𝐴 , 𝑖𝐵 , 𝑖𝐶
)

, receiving end currents
(

𝑖𝑎 , 𝑖𝑏 , 𝑖𝑐
)

, and receiving
end voltages

(

𝑣𝑎 , 𝑣𝑏 , 𝑣𝑐
)

.

The origination of transients could be due to the radial structure of
the transmission line setup which means the fault current is fed from
one end only and hence whenever the fault occurs in any 𝜋-section its
impact could be seen in the other 𝜋-sections. Also, the capacitive line
charging currents could lead to the origination of transients. Despite the
transients, the estimated values are in concurrency with the measured
values. However, there is a sharp spike in the objective function when
the fault starts but soon after (within 5 ms) the objective function comes
below the threshold value. Since the spike in the objective function is
very impulsive and does not meet the criteria for lowering the confi-
dence level i.e., remains above the threshold value for more than 40
samples, thus the confidence level remains high during this condition
and hence the trip signal is not generated (which is desired). The results
from this case study imply that DSEBPS clearly discriminates against
the external fault and thus does not generate a trip signal.

4.7. Load change conditions

Load change is a frequent operation in power systems that might
require changes in the protection settings (for example when load cur-
rent contributes significantly to the fault current like in large induction
motors) and failing to do so could lead to maloperation. In this case
study, DSEBPS is validated for a case where a load change (in the form
of load increment) occurs. The type of load employed in this case study
is purely resistive. The initial load in the studied system is 0 kW, while
it is increased up to 18 kW in four steps, each of 4.5 kW. The objective
function corresponding to these load changes is obtained continuously
and plotted in Fig. 19. It can be seen from Fig. 19 that as the first load
change occurs (i.e., from 0 to 4.5 kW) at around 0.25 s, the objective
function increases and settles at a new higher value (approximately
1e4). Again, as the load increases further (i.e., from 4.5 to 9 kW) at
around 1 s, the objective function further increases and settles at a new
higher value (approximately 3e4). Similar changes could be seen for the
further increments i.e., from 9 to 13.5 kW and 13.5 to 18 kW. The result
from the case study suggests that the change in the loading conditions
has an impact on the objective function and subsequently the threshold
12

value is required to be changed for achieving the correct operation.
Fig. 18. Validation results for an external fault in terms of objective function and
confidence level.

4.8. Lessons learned from experimental validation of DSEBPS

This subsection presents the lessons learned from results obtained
with the experimental validation of DSEBPS.

• In the case of a high impedance fault, the overshoot in the
objective function during the fault conditions is lower compared
to the fault with a low or zero fault impedance path. It is due
to the fact that during a high impedance fault, the fault currents
do not shoot to a high value, unlike the fault with a zero fault
impedance path, which results in a reduced mismatch between
the measured and estimated values and hence reduced overshoot
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Fig. 19. Validation results for a load change in terms of the objective function and confidence level.
in the objective function. This observation provides motivation
to explore further the limit of the fault impedance path until
which the high impedance faults could be detected. The physical
limitations of the experimental setup are a barrier to determining
this limit.

• Under the load change conditions, the steady-state values of the
objective function vary with the variations in load. From the
case study presented in this paper, the general observation is
that the increase in loading leads to an increase in the steady
state value of the objective function. This observation signifies
the direct connection of the objective function with the loading
conditions and suggests the objective function threshold value
could be adaptive to the load changes. The application of machine
learning techniques could be one of the potential solutions to
determine the threshold value in real-time.

• In a case study with fault current fed from both ends, the objective
function has higher values compared to the fault fed from one
end, while the overshoot in the objective function values during
the fault conditions is smaller compared to the fault fed from
one end and also shows an oscillatory nature. Due to the smaller
overshoot in the objective function, reduced leverage is available
for distinguishing the normal and fault conditions. The thresh-
old value for the objective function is required to be changed
based on the values obtained during normal operating conditions.
These changes mainly occur due to the change in the network
configuration by the addition of a synchronous generator.

5. Estimation error

Estimation error is one of the important indicators for evaluating
the performance and accuracy of the SE algorithm. In order to evaluate
13
the estimation error for the WLS SE algorithm used in this work, the
following formulation is used:

Estimation error = Measured value − Estimated value

To obtain the estimation error distribution, the estimation error is
calculated for 10 000 samples (collected during the normal operating
conditions), and thereafter a histogram of the obtained errors is plotted
along with the normal distribution fit as shown in Fig. 20. The function
histfit in MATLAB R2021a is used for this purpose. The number of bins
used in these plots is 30. Since the estimation error could vary based
on the type of measurements (i.e., voltages and currents), therefore
the estimation error is plotted separately for sending end current,
receiving end current, and receiving end voltage, however, due to space
limitations, these are plotted only for phase-A.

It can be seen from Fig. 20 that the standard deviation of the
estimation error for the sending end current (𝑖𝐴) ranges approximately
between −5 and 5, for receiving end current (𝑖𝑎) between −7 and 7,
and for receiving end voltage (𝑣𝑎) between −0.25 and 0.25. However,
the mean of the estimation errors in all the cases remains close to zero.
The main inference from the plots is that the estimation error is much
lower in the case of receiving end voltage compared to sending end
current and receiving end current, while the estimation error is within
the same range in the case of sending end current and receiving end
current.

6. Fault detection time

The fault detection time is an important criterion to evaluate the
performance of a protection scheme. For good performance, the scheme
should be able to detect the fault within the standard fault detection
time. Distance protection, one of the most widely employed protection
Fig. 20. Histogram plot with distribution fit for the estimation error in sending end current (𝑖𝐴), receiving end current (𝑖𝑎), and receiving end voltage (𝑣𝑎) of phase-A.
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Fig. 21. Timing diagram showing different steps such as sample collection, model calculation, confidence level, and trip signal generation involved in DSEBPS.
schemes in transmission systems, takes around 1 to 2 cycles (20 to
40 ms in a 50 Hz system) for fault detection depending on how close
to the relay the fault has occurred. Therefore, a performance analysis
is done with regard to the fault detection time of DSEBPS. From the
implementation diagram of DSEBPS as presented in Fig. 2, the main
components of the fault detection time include sample collection time,
communication time for a sample block to reach smart node (𝑐1),
model calculation time, communication time from model calculation
step to confidence level step (𝑐2), confidence level calculation time,
communication time from confidence level step to trip signal step
(𝑐3), and trip signal generation time. To avoid missing any signal
events, sample block streaming and processing calculations are done
continuously. Further, processing time and communication delays must
be less than the time required to capture a sample block in order to
ensure processing in real-time. A block size of 40 samples is chosen
in this work so that it is large enough to contain the fault frequency
information and minimize the noise effects. Although the samples are
sent in blocks, they are processed on a per-sample basis and keep the
same timestamp. Therefore, any processing delay is not visible in the
result plots as presented in Section 4.

The timing diagram showing different steps from the instant when
the event started until the event is cleared is presented in Fig. 21. The
first step includes the sample collection (SC) step and requires time
which is 𝑁(= 40 × 250 μs = 10 ms). The model calculation (MC)
step is triggered by the reception of the sample block and requires
time which is 𝑁 to reach the confidence level calculation step. The
confidence level (CL) step operates in a sliding window (sw) with
40 samples which slide over the results of the MC step. The logic
of the trip signal is designed using the confidence level signal which
is based on the consistency of the objective function. For increased
reliability of DSEBPS, the confidence level goes low if the objective
function remains above the threshold for forty consecutive samples. It
implies that the worst-case delay for the CL step could stretch over two
sample blocks and hence two sample blocks are required for accurate
calculation of the confidence level. Thus, the confidence level step
requires time which is 2𝑁 to reach the trip signal decision. Once
the CL determination is done a trip signal is generated and requires
time which is 𝑀 and sent to the circuit breakers’ for clearing the
fault. The communication time required for a sample block to reach
from SC step to MC step is 𝑐1, MC step to CL step is 𝑐2, and CL step
to TS step is 𝑐3. Thus, the fault detection time (in the worst case)
using DSEBPS comes out as 4𝑁 + 𝑐 + 2𝑐 + 𝑐 + 𝑀 . In practice,
14

1 2 3
the communication delays 𝑐1, 𝑐2, and 𝑐3 are generally very small as
compared to processing delays and thus neglected. Further, the time
for the trip signal generation (M) is considered 2.5 ms, and the circuit
breaker operating time (mechanical device) is widely considered to be
2 cycles (40 ms in the case of a 50 Hz system). Thus, the fault detection
time (in the worst case) is 42.5 ms, while the fault clearing time (in the
worst case) is 82.5 ms as tested in the lab.

7. Conclusion

In this paper, a transmission line protection scheme using dynamic
state estimation has been validated in a laboratory environment and
proven to work satisfactorily under different fault types and conditions.
Further, adequate performance is achieved in terms of selectivity and
time during the experimental validation of the scheme. During normal
operating conditions and external faults, the trip signal is not generated
(avoiding unwanted tripping), while the trip signal is successfully gen-
erated during unbalanced faults, fault with inductive load conditions,
high impedance fault, fault current fed from both ends, and hidden fail-
ure. The key outcomes from the validation demonstrate the advantages
of the scheme such as avoidance of complex relay settings and coor-
dination, which could substantially reduce the mis-operations caused
by incorrect relay settings. Future works could involve advancements
in the DSE method to reduce processing time, reduce the redundancy
ratio and dependency on communication infrastructure. Extending the
experimental validation of DSEBPS to other power system components
such as transformers, alternators, inverters, etc, could also be explored.
The validation of each of these components could lay the foundation for
the development, implementation, and validation of a dynamic state
estimation-based centralized protection scheme for a power system.
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