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A Simplified Binary Artificial Fish Swarm
Algorithm for Uncapacitated Facility
Location Problems
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Abstract—Uncapacitated facility location problem (UFLP) many applications such as bank account allocation, clustering
is a combinatorial optimization problem, which has many analysis, location of offshore drilling platforms, economic lot

applications. The artificial fish swarm algorithm has recently  gjing ' machine scheduling, portfolio management, design of
emerged in continuous optimization problem. In this paper, we P ' !
communication networks, etc.

present a simplified binary version of the artificial fish swarm i ] )
algorithm (S-bAFSA) for solving the UFLP. In S-bAFSA, trial Let in the UFLP, the number of alternative candidate
points are created by using crossover and mutation. In order to facility locations bem and the number of customers he
improve the quality of the solutions, a cyclic reinitialization of The mathematical formulation of the UFLP is given as
the population is carried out. To enhance the accuracy of the follows:

solution, a local search is applied on a predefined number of '

points. The presented algorithm is tested on a set of benchmark mon m
uncapacitated facility location problems. minimize z(x,y) = ZZ CijTij + Z fiy
Index Terms—Uncapacitated facility location, 0—1 program- =1j=1 i=1
ming, artificial fish swarm algorithm, local search. subject to inj — 1, forall j (1)
i=1
I. INTRODUCTION zij <y forall i, j

e . . . Tij,Yi € {07 1} for all 1,7,
HE artificial fish swarm algorithm (AFSA) is one of

the recent population-based stochastic methods thehere
has appeared for solving continuous and engineering design .
optimization problems [1], [2], [3], [4]. When applying to an ’
optimization problem, a ‘fish’ represents an individual point fi
in a population. The algorithm simulates the behavior of a " . - .
fish swarm inside water. At each iteration, trial points are Tij = {1 if CUStO.meU is served from locatior,
generated from the current ones using either a chasing behav- 0 otherwise;
ior, a swarming behavior, a searching behavior or a random , ~ _ { 1 if a facility is opened at location,
behavior. Each trial point competes with the corresponding 0 otherwise.
current and the one with best fitness is passed to the next
iteration as current point. There are different versions afdis noted thatz;; is a binary variable (0/1bit) since the

; = the delivery cost of meeting customgs
demand from facility at location;
= the setup cost of facility at locatioin

hybridizations of AFSA available in [5], [6], [7]. demanq_of qustomej, j-: 1, Ty is fulfilled b){ exactly
the literature are combinatorial optimization problems arky*, in which casery; =1, zi; = 0,i=1,...,m, i # k.

NP-hard. We are interested about the uncapacitated facility!S @lS0 & binary variable since a facilityis either opened
location problem (UFLP). The UFLP involves a set oft: = 1), in which case the fixed setup caftis incurred, or
customers with known demands and a set of alternatilfidS Not opened (y= 0) and no fixed setup cost is incurred.
candidate facility locations. If a candidate location is to be For solving uncapacitated facility location problem (1),
selected for open a facility, a known fixed setup cost wigeveral exact solution methods as well as stochastic solu-
be incurred. Moreover, there is also a fixed known delive®Pn methods exist. Some well-known exact methods are:
cost from each candidate facility location to each customér.dual approach [8], a branch and bound method [9], and
The goal of UFLP is to connect each customer to exactfy Primal-dual approach [10]. On the other hand, the avail-
one opened facility in the way that the sum of all associatédle stochastic solution methods are: a tabu search [11],
costs (setup and delivery) is minimized. It is assumed thidiZl: [13], a neighborhood search heuristic [14], a genetic
the facilities have sufficient capacities to meet all customalgorithm [15], a differential evolution algorithm [16], an

demands connected to them. The UFLP is used to modélificial bee colony algorithm [17], and a particle swarm
optimization algorithm [18]. In [16], Kashan et al. proposed
Manuscript received March 05, 2013; revised April 07, 2013y nove| differential evolution algorithm, the DisDE, and
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in a continuous particle swarm optimization algorithm, PSSection Il describes the experimental results and finally we

with local search [18]. draw the conclusion of this study in Section IV.
This paper presents a binary version of AFSA for solving
the uncapacitated facility location problem (1). A previous [l. THE PROPOSEDS-BAFSA

binary version of AFSA, denoted by bAFSA, is presented |n hAFSA [19], each trial point is created from the current
in [19], where a set of small 0-1 multidimensional knapsaghe py using the original concept of ‘visual scope’ of a
problems were successfully solved. To create the trial poifsint. To identify the points inside the ‘visual scope’ of
from the current ones in a population, bAFSA chooses eaghich individual point, the Hamming distance is used. For
point/fish behavior according to the number of points insidgyints of equal bits length, this distance is the number of
its ‘visual scope’, i.e., inside a closed neighborhood centerggsitions at which the corresponding bits are different. The
at the point. To identify those points, the Hamming distanggmputational requirement of this procedure grows rapidly
between pairs of points is used. with problem’s dimension. Furthermore, in some cases the
For instance, the chasing behavior is chosen when t§gpulation stagnates and the algorithm converges to a non-
‘'visual scope’ is assumed to be not crowded. In terms ghtimal solution.
fish behavior, this happens when a fish, or a group of fishTg overcome these drawbacks, the herein presented
in the swarm, discover food and the others find the foaslhAFSA will not make use of the concept of ‘visual scope’
dangling quickly after it. The bAFSA creates the trial poingf an individual point, will select each fish/point behavior
after a uniform crossover between the individual point angh the basis of two user defined target probability values
the best point inside the ‘visual scope’ is performed.  and will not perform the swarming behavior ever, since the
Alternatively, when swimming, fish naturally assemblegentral point may not depict the center of the distribution
in groups which is a living habit in order to guarantee thgf solutions. Furthermore, to be able to reach the solution
existence of the swarm and avoid dangers. This is a swarmiggh high accuracy and avoid convergence to a non-optimal
behavior and the ‘visual scope’ is also assumed to be n@jiution, a simple local search and a random reinitialization
crowded. Here, a uniform crossover between the individugf the population are performed.
point and the central point of the ‘visual scope’ is performed petails of the proposed S-bAFSA to solve the uncapac-
to create the trial point. itated facility location problem (1) are described in the
The searching behavior occurs when fish discoversf@lowing. The first step of S-bAFSA is to design a suitable
region with more food, by vision or sense, going directlyepresentation scheme of a current point in a population for
and quickly to that region. This behavior assumes that thg|ving the UFLP. Since the facilities are to be opened or not
‘'visual scope’ is crowded. The trial point is created byt candidate locations, a current point= (y1, 42, - - - ; Ym)
performing a uniform crossover between the individual pOIﬁg represented by a binary String of 0/1 bits of |en@ﬁh
and a randomly chosen point from the ‘visual scope’. At initial iteration/generationN individual points,y’,l =
FinaIIy, in the random behavior, a fish with no other ﬁSfL e N, ina popu]ation are rand0m|y generated [19], [20]
in its neighborhood to follow, moves randomly looking fofye note that the maximum population si2é of binary
food in another region. This happens when the ‘visual scopgtrings of 0/1 bits of lengtn is 2™.
is empty and the trial point is created by randomly setting awhen the locations of facilities to be opened are deter-
binary string of 0/1 bits. mined, i.e., after initializing a current poit’, the optimal
Past experience has shown that the computational effortc@nection of customers will be obtained easily. Indeed,
computing the ‘visual scope’ of each individual and checkingach customer; is connected by the facility opened at
the points that are inside the ‘visual scope’, along all itergocation k& (with bit 1) whose delivery costy; is minimal
tions, increases enormously with the number of variables( = arg min {c;;}). Then f’«‘fw' — 1 and wﬁj =0,i =
The purpose of the herein presented study is to reduce the =1,..m L . N
computational requirements, in terms of number of iteratioris” "~ """ * # k._Then, the _quectlve_ functpr;(x Y IS
and execution time, to reach the optimal solution. T valuated aqd this is the facility location decision that should
procedures that are used to choose which behavior is %done optimally.
be performed to each current point in order to create the
corresponding trial point are simplified. Thus, a simplified- Generating Trial Points in S-bAFSA
binary version of AFSA, henceforth denoted by S-bAFSA, is After initializing current pointsy!, I = 1,...,N and
produced. Briefly, for all points of the population, except theonnecting customers to opened facilities crossover and
best, random, searching and chasing behavior are randomiytation are performed to create trial point$,based ony'
chosen using two target probability valugés< < 7, < 1, in successive iterations by using the fish behavior of random,
and uniform crossover is performed to create the trial pointssarching and chasing. We introduce the probabilifies
A simple 4-flip mutation is performed in the best point; < 7 < 1 in order to perform the movements of random,
of the population to generate the corresponding trial poirdearching and chasing. The fish behavior in S-bAFSA that
To improve the accuracy of the solutions obtained by trereate the trial points are outlined as follows.
algorithm, a swap move local search adapted from [17] andThe random behavior is implemented when a uniformly
a cyclic reinitialization of the population are implementeddistributed random numbernd(0,1) is less than or equal
A benchmark set of uncapacitated facility location problente 7. In this behavior the trial pointv! is created by
is used to test the performance of the S-bAFSA. randomly setting 0/1 bits of length.
The organization of this paper is as follows. The proposed The chasing behavior is implemented whemd(0,1) >
simplified binary version of AFSA is described in Section ll» and it is related to the movement towards the best point
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found so far in the populationy;est Here, the trial point!

Algorithm 1 Local search

is created using a uniform crossover betwgérand y°est .
In uniform crossover, each bit of the trial point is created b)%;

Require: the values of parameterg and 4
ComputeNjge = int(t3N)
Randomly selectVioc points i.e.y”,r = 1,..., Njoc from current

copying the corresponding bit from one or the other current population

point with equal probability.

The searching behavior is related to the movement towar@_'s

a point y"9 where ‘rand’ is an index randomly chosense:
from the set{1,2,..., N}. This behavior is implemented in 7:
S-bAFSA whenr; < rand(0,1) < 72. A uniform crossover :
betweeny! andy™@"is performed to create the trial point.

In S-bAFSA, the three fish behavior previously describen:
are implemented to creat¥ — 1 trial points; the best point 11:
yPestis treated separately. A mutation is performed in the,.

3: for r = 1 to Njgc do

Sets” :=y", z := z(x",y") and computeNpj o
Computemswap = int(74 Npit_o)
if mswap> 0 then
fori=1to Mswap do
Perform swap move os" to createsg
Determine optimal connection Qfg, xg,
2(x}, %)
if zg < z- then
Sets” = sg and replace corresponding connection and
objective function value

and setzg :=

end if
point yP®stto create the corresponding trial point In mu-  13: end for
tation, a 4-flip bit operation is performed, i.e., four position&*: g‘?d if
are randomly selected and the bits of the correspondi?‘% end for

positions are changed from 0 to 1 or vice versa.

After creating the trial pointv!, the optimal connection
of customers corresponding to thi$ (opened facility),u’,
is done according to the procedure described above for
1,..., N and then the objective function is evaluated.

B. Selection of the New Population

At each iteration, each trial point’ and corresponding
u! competes with the current poigt and corresponding’,
in order to decide which one should become a member of
the population in the next iteration. Hence,zifu’, v!) <
z(x!,y'), then the trial point becomes a member of th
population in the next iteration, otherwise the current poin
is preserved to the next iteration.

C. Local Search

E. The Algorithm

The proposed S-bAFSA terminates when the minimum
objective function value reaches the known optimal value
within a tolerance > 0, or a maximum number of iterations
is exceeded, i.e., when

t > Tiax OF |Zbest— Zopt| <e (2)

holds, whereT,,.« is the allowed maximum number of
.ﬁerations, zpest IS the minimum objective function value
atttained at iteratiort and zop is the known optimal value
available in the literature. However, when the optimal value
of the problem is not known, the algorithm may use other

termination conditions. The pseudocode of S-bAFSA for

A local search is often important to improve a currenf
solution. It searches for a better solution in the neighborhoga
of the current solution. If such solution is found then it
replaces the current solution. In S-bAFSA, we implement

lving the uncapacitated facility location problem (1) is
own in Algorithm 2.

a simple local search based on swap move [17] after thigOrithm 2 SbAFSA

selection procedure. In this local search, the swap mofgauire: Tmax andzop and other values of parameters

Sett := 1. Initialize populationy’,1 =1,2,..., N

changes the value of a 0 bit of a current point to 1 and. petermine optimal connection, evaluate them and ide#Rpst yoesy
simultaneously another 1 bit to O, so that the total number and zpest

of opened facilities does not change. Here, the local seart.;‘*{_h""h

method has two parameter®ioc (= 73N, 73 € (0,1)), the &
number of current points selected randomly from the popula:
tion to perform local search and@syap (= 74 Nuit_ o (NnUmMber
of 0 bits in a current pointy'), 74 € (0, 1)), the number of g
positions selected randomly in a point to perform the swap:
move. After performing the local search, the new optimjfl’f
connection of customers to the new opened facilities is made.
Then the new points become members of the populationif:
they improve the objective function value with respect to th’éf
corresponding current points. 16:

The pseudocode of the local search used in S-bAFSA1®

shown in Algorithm 1. 18:
20:
D. Reinitialization of the Population 21

While testing bAFSA [19], it was noticed that, in Some,,,.
cases, the points in a population converged to a non-optima!
point. To diversify the search, we propose to reinitialize th&:

; ; ; ; 25:
population randomly, evenR iterations keeping the best26_

ile ‘termination conditions are not metio
if MOD(¢, R) = 0 then
Reinitialize populatiory!,l =1,2,...,N — 1
Determine optimal connection, evaluate them and identify
(Xbest7 ybest) and Zbest
end if
for l=1to N do
if I = bestthen
Perform 4-flip bit mutation to create trial point
else
if rand(0,1) < 71 then
Perform random behavior to create trial poirit
else ifrand(0,1) > 7 then
Perform chasing behavior to create trial poirit
else
Perform searching behavior to create trial poifit
end if
end if
end for
Determine optimal connection! for v!, | =
evaluate them
Select the population of next iteratigr!, y*), 1 = 1,2,..., N
Perform local search
Identify (xP€st yPesh and zpeg
Sett :=t+1

1,2,...,N and

end while

solution found so far. In practical terms, this technique has-
greatly improved the quality of the solutions.
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TABLE |
COMPARATIVE RESULTS OF MDE1,MDE2 AND S-BAFSA

mDE1 mDE2 S-bAFSA

Prob. mxmn APD AT Nsr APD AT Nsr APD AT Nsr BT
Cap71 16 x 50 0.00 0.017 30 0.00 0.030 30 0.00 0.007 30 0.00
Cap72 16 x 50 0.00 0.024 30 0.00 0.029 30 0.00 0.006 30 0.00
Cap73 16 x 50 0.00 0.035 30 0.00 0.026 30 0.00 0.005 30 0.00
Cap74 16 x 50 0.00 0.029 30 0.00 0.026 30 0.00 0.007 30 0.00
Cap101 25 x 50 0.00 0.127 30 0.00 0.177 30 0.00 0.060 30 0.00
Cap102 25 x 50 0.00 0.166 30 0.00 0.179 30 0.00 0.019 30 0.01
Cap103 25 x 50 0.00 0.218 30 0.00 0.189 30 0.00 0.029 30 0.00
Cap104 25 x 50 0.00 0.175 30 0.00 0.109 30 0.00 0.013 30 0.00
Cap131 50 x 50 0.27 1.921 1 0.27  1.885 1 0.00 0.144 30 0.03
Cap132 50 x 50 0.25 1.875 1 0.19 1.833 1 0.00 0.098 30 0.04
Cap133 50 x 50 0.23 1.793 0 0.10 1.687 5 0.00 0.101 30 0.03
Cap134 50 x 50 0.38 1.664 6 0.05 1365 21 0.00 0.044 30 0.038
Capa 100 x 1000 67.30 31.453 0 32.81 27.317 0 0.00 2436 30 1.87
Capb 100 x 1000 27.65 32.302 0 13.22 27.819 0 0.06 7.797 27 232
Capc 100 x 1000 20.29 32.175 0 11.03 27.883 0 0.08 28.601 10 5.02

I1l. EXPERIMENTAL RESULTS wheresig(g;) is the sigmoid limiting function expressed by
. 1
Wi ; : : : sig(gi) = ———.
e code S-bAFSA in C and compile with Microsoft 14e 9
Visual Studio 10.0 compiler in a PC having 2.5 GHz Intebn the other hand, in mDE2, current points are initialized
Core 2 Duo processor and 4 GB RAM. We considér within the bounds(0,10.0) and mutation is performed ac-
benchmark uncapacitated facility location problems availabd®rdingly. Then the continuous current points and mutant
in OR-Library [21]. Among them, Cap71-Cap74 are smafoints are transformed into binary strings of 0/1 bits accord-
size problems, Capl101-Capl04 and Capl31-Capl34 jagto the transformation procedure described in [18]. The
medium size problems and the other three Capa—Capc gi€rein presented procedure transforms each compgnenht

large size problems. It is worth mentioning that the namescontinuous point intg;, for i = 1,...,m in the following
of the problems are the originally used in OR-Library. Weyay

set N = 100, Tihax = 1000 ande = 10~%. We setR = 100 yi = ||gs mod 2| (3)
for the reinitialization of the population and; = 0.1,

7 = 0.9, 73 = 0.1 and 7, = 0.25 after performing several where | -] represents the floor function. All the other steps

experiments. Thirty independent runs were carried out wifff the mDE algorithm are performed similarly to those
each problem. described in [22].

Firstly, we compare S-bAFSA with two binary versionsseyvﬁ/. alio f(())éieTvarlantf T(I)D()%lair:jdEmBEZmILC'O\Q(]eeraISO
of the modified differential evolution algorithm (mDE) pre- iy Loomax . '

sented in [22]. The differential evolution algorithm WaValues of the parameters are set according to [22]. Here,

originally presented in [23] to solve continuous global optis‘-)’o independent runs were also carried out. The comparative

mization problems. In [22], a modified mutation is presenter sults are §hown in Table I. The performance criteria among
First a linear convex combination of two mutant points isO funs are- L o ,
implemented: one comes from the usual DE/rand/1 strategy’ '€ average percentage deviation to optimality, ‘APD’;
and the other from a DE/rand/1 case where the base point i¢ (€ average computational time (in seconds), ‘AT,

the best of the three randomly chosen points. Second, the best the number of successful runs, *Nsr'.

point found so far is cyclically used as the base point to credtea run if the algorithm finds the optimal solution (or near
the mutant point at those iterations. The two binary versiof®timal according to an error tolerance) of a test problem,
of the mDE are herein denoted by mDE1 and mDE2. jigen the run is considered to be a successful run. The ‘APD’
mDEL, current points in a population are initialized randomf defined by

by setting 0/1 bits and mutation is performed according to 30 (i e 2opt) X 100

[22]. After performing mutation, the continuous components APD = Z ( best” ~opt )/30, (4)

of a point are transformed into 0/1 bits of a binary string i=1 “opt

according to the procedure described in [24]. This procedyfgere i is the ith best solution among0 runs. From the
deFermlnes the pI’Oba.t.)I.“tles of components'ln a continuopsyie it is observed that the S-bAFSA outperforms mDEL1
point. These probabilities are then taken into account ip,4 mpE2 with respect to all performance criteria. The last
transform a continuous point into a binary string. SUPPOSEyumn of the table shows the best time (in seconds), ‘BT,

gi» ©=1,...,m s a continuous point; then each componen}, fing the optimal solution among0 runs of a given test
g; is transformed intqy; in the following way problem by using S-bAFSA.
Finally, we compare S-bAFSA with PS@Q (PSO with
_f 1if rand(0,1) < sig(g;) local search), DisDE and DisABC described in [18], [16],
Yi = { 0 otherwise, [17], respectively. The comparative results of B3ODisDE
ISBN: 978-988-19251-0-7 WCE 2013
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TABLE Il
COMPARATIVE RESULTS OFPSQOy, 5, DISDE AND DISABC

uncapacitated facility location problems has been presented.

In S-bAFSA, random, searching and chasing behavior are

PSO, s DisDE DisABC
Prob. APD BT Nsr APD AT Nsr APD AT Nsr
Cap71 0.00 0.01 30 0.00 09 30 0.00 31
Cap72 0.00 0.01 30 0.00 09 30 0.00 1.8
Cap73 0.00 0.01 30 0.00 1.5 30 0.00 36
Cap74 0.00 0.01 30 0.00 1.2 30 0.00 1.3
Capl01 0.00 0.08 30 0.00 32 30 0.00 17.7
Capl02 0.00 0.02 30 0.00 33 30 0.00 9.7 30
Capl03 0.00 0.07 30 0.00 36 30 000 7.2
Capl04 0.00 0.02 30 0.00 25 30 0.00 4.0
Cap131 0.00 0.57 30 0.00 176 30 0.00 73.6
Cap132 0.00 0.18 30 0.00 10.3 30 0.00 423 30
Cap133 0.00 0.42 30 0.0026 20.1 29 0.00 305 3
Capl134 0.00 0.09 30 0.00 6.1 30 0.00 94
Capa 0.00 3.03 30 0.00 776 30 0.00 86.8
Capb 0.00 5.18 30 0.00 172.1 30 0.00 378.3
Capc 0.02 843 15 0.0085 332.1 24 0.0186

used for the movement of the points according to two target
probability values. To create the trial points, crossover and
mutation are implemented. To enhance the search for an
30 optimal solution, a swap move local search and a cyclic
30 reinitialization of the population are also implemented. After
30 determining the opened facilities at candidate locations the
30 optimal connection of customers to the opened facilities have
30 Peen presented. Numerical experiments with a set of well-
30 known benchmark UFLP show that the presented method
30could be an alternative population-based solution method.
Here, a preliminary study of the presented S-bAFSA has
3(?been shown. We did not show the effects of different values
30 Of parameters setting. In future, we will address these issues
3oand will focus on techniques to accelerate the algorithm
886.4 13and reduce computational time as well. Then other binary

problems will be considered for solving efficiently using
S-bAFSA.

and DisABC are shown in Table Il and are taken from respec-
tive literatures. The binary version P9 for solving the
UFLP (1) generates continuous initial positions and velocities
within the bounds (-10.0,+10.0) and (-4.0,+4.0), respectively,
Then the continuous position points are transformed into
binary position points according to (3). P9 also has

a local search embedded into PSO to be able to produce
more satisfactory solutions [18]. The algorithm performs d1]
maximum of 250 main iterations. However, at each iteration
the local search applies a flip operator as long as it gets bettey
solutions. The execution time reported in Table Il (adopted
directly from [18]) corresponds to the time “... obtained when
the best value is got over 250 iterations for BSO[18].

Both DisDE and DisABC rely on a measure of dissim-[3]
ilarity between binary vectors to be able to use problem
structure-based heuristics to construct a new solution in
binary space. They are also hybridized with a local search]
that uses a neighborhood structure based on swap moves.
The results of DisDE and DisABC, reported in Table II, cor-
respond to the scheme whehg,.,; solutions are generated [5]
and evaluated during the local search phase that is called
with a certain probabilityp;cq;. 1IN DISDE, Njgeqr = 50
and pioca; = 0.01 and in DiISABC Nyyep = 100 and
Dlocal = 0.02.

From Table | and Table Il, we may conclude that, based on
‘APD’ and ‘Nsr’, S-bAfSA gives competitive performance [7]
except with the problems Capb and Capc. Based on ‘AT’,
S-bAFSA gives better performance than those of DisDE and
DisABC; and based on ‘BT’, S-bAFSA also gives better
performance than that of P$Q. However, we observe [8l
that PSQs and DisABC show better performances than[g]
S-bAFSA and DisDE when comparing ‘APD’. We may con-
clude from these experiments and Table | that S-bAFSA gives
very good minimum computational time to find the optima[llol
solution (or near optimal according to an error tolerance)
among 30 runs. It should be noted that the computationatl
time depends on the machine used.

(6]

[12]
IV. CONCLUSION

In this paper, a simplified binary version of the artificiaps]
fish swarm algorithm, denoted by S-bAFSA, for solving the
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