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Abstract

Objective—The purpose of this research is to identify how data science is applied in suicide 

prevention literature, describe the current landscape of this literature and highlight areas where 

data science may be useful for future injury prevention research.

Design—We conducted a literature review of injury prevention and data science in April 2020 

and January 2021 in three databases.

Methods—For the included 99 articles, we extracted the following: (1) author(s) and year; 

(2) title; (3) study approach (4) reason for applying data science method; (5) data science 

method type; (6) study description; (7) data source and (8) focus on a disproportionately affected 

population.

Results—Results showed the literature on data science and suicide more than doubled from 

2019 to 2020, with articles with individual-level approaches more prevalent than population-level 

approaches. Most population-level articles applied data science methods to describe (n=10) 

outcomes, while most individual-level articles identified risk factors (n=27). Machine learning 

was the most common data science method applied in the studies (n=48). A wide array of 

data sources was used for suicide research, with most articles (n=45) using social media and 
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web-based behaviour data. Eleven studies demonstrated the value of applying data science to 

suicide prevention literature for disproportionately affected groups.

Conclusion—Data science techniques proved to be effective tools in describing suicidal 

thoughts or behaviour, identifying individual risk factors and predicting outcomes. Future research 

should focus on identifying how data science can be applied in other injury-related topics.

BACKGROUND

The increase in availability and type of data in recent years has given rise to expanding the 

epidemiologic methods used to improve the understanding of disease burden. Traditionally, 

epidemiology has been based on primary data collection (eg, surveys) or secondary use of 

data sources (eg, administrative billing records). In recent years, novel data sources have 

emerged as communication and information collection modernised at an exponential pace. 

This data modernisation also gave rise to many new analytic approaches to understand 

and harness data, primarily through advances in data science methodologies. Data science 

is a multidisciplinary field incorporating statistics, computer science, programming and 

subject matter expertise to extract knowledge and insights from structured and unstructured 

data.1 Data science domains include static and interactive data visualisation (eg, maps), 

computer automation, machine learning and prediction analytics.2 Expanding traditional 

epidemiologic methods to include data science methodologies provides a unique approach to 

advancing the field of injury prevention.

Ballesteros et al2 recently outlined a public health strategy for applying data science 

to injury prevention research and surveillance across different injury topics. Their paper 

highlighted the growing application and added value of data science methods and techniques 

to injury prevention research. To date, data science has applied techniques and methods to 

several injury topics, including motor vehicle accidents,3 falls,4 5 poisoning,6 7 violence8 9 

and suicide.10 Previous reviews have investigated suicide and specific data science 

methodologies, such as machine learning,11 and novel data sources.12 13 However, no study 

to our knowledge has broadly described how data science as a field has been applied to 

suicide research.

Suicide is the tenth leading cause of death overall and second leading cause of death for 

people ages 10–34 years in the USA.14 About 47 500 lives were lost to suicide in 2019 in 

the USA14 and many more people think about (12 million), plan (3.5 million) or attempt 

(1.4 million) suicide.15 Suicide and suicide attempts have profound impacts on the society. 

Suicide attempts may lead to physical injuries16 and emotional trauma17 for individuals. 

Additionally, families, friends and communities may experience immeasurable emotional 

suffering18 and economic consequence in terms of medical care and loss of productivity due 

to suicide and suicide attempts.14 However, suicide is preventable through evidence-based 

strategies.19 Data science may be uniquely positioned to advance our understanding of 

disproportionately impacted communities and aid in the clinical and public health decision-

making process for suicide prevention.
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The purpose of this research is to identify in the literature how data science is applied in 

suicide prevention, describe the current landscape of this literature and highlight areas where 

data science may be useful for future injury prevention research.

METHODS

Design and search strategy

We conducted a literature review in April 2020 and January 2021 in Medline, PsycInfo and 

Scopus using the search terms listed in table 1. Due to the nature of this literature review, 

it was not appropriate or possible to involve patients or the public in the design, conduct, 

reporting or dissemination plans of this review. This search yielded 2436 records. We 

removed 622 duplicates. The original literature search involved all topics related to injury 

prevention and data science. Out of all injury topics, suicide emerged as having the most 

published research available. For this manuscript, we limited our review to suicide-related 

articles.

Screening and eligibility assessment

To narrow our review to suicide-related manuscripts, we screened the 1814 records based 

on titles, abstracts and keywords. We excluded articles that were not original reports and 

not grey literature (ie, review articles, program or policy evaluations and editorials were 

excluded), unrelated to suicide (ie, did not contain suicide terms in the abstract, title or 

keywords), not available in English or did not apply data science methodologies. Data 

science and suicide were determined using the following criteria.

Data science—Only records that included data science terms such as, ‘machine learning’, 

‘natural language processing’, ‘data mining’, ‘data linkage’ and ‘predictive analytics’ were 

included (table 1). Studies about social media were only included if they used social media 

data.

Suicide—Only records that included the terms ‘suicide’, ‘suicidality’, ‘suicidal ideation (or 

thinking about suicide)’, ‘suicidal behaviours’, ‘suicide attempt’ or ‘die by suicide’ were 

included. This broad range of suicide-related terms was referred to as suicidal thoughts or 

behaviour in general in this review. Suicidal behaviour was used to refer to acts including 

suicide plans, non-fatal suicide attempts or suicides (deaths by suicide). We excluded articles 

where suicide was not central to the paper. Non-suicidal self-injury was not included in 

the suicide terminology unless it also stated an interest in suicide specifically. Of note, the 

suicide terms used during the manual review were not applied during the keyword search of 

the databases.

This screening phase resulted in 225 articles. Two authors individually reviewed the full 

articles applying the same prior criteria, additionally screening out records not published 

from 2017 to 2020 to capture the most recent articles for this review. This assessment 

resulted in 99 eligible articles. Figure 1 illustrates the literature review screening process.
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DATA EXTRACTION

For the included 99 articles, we extracted the following: (1) author(s) and year; (2) title; (3) 

study approach (4) reason for applying data science method; (5) data science method type; 

(6) study description; (7) data source and (8) disproportionately affected population.

We identified each article’s study approach by categorising the article as focusing on 

individual-level risk factors (eg, Agne et al20 identified predictors of suicide attempts in 

patients diagnosed with obsessive-compulsive disorder using a machine-learning algorithm) 

or population-level risk factors (eg, van Mens et al21 used machine learning to predict future 

suicidal behaviour with population-based longitudinal data).

We categorised five main reasons a study applied data science methods in the suicide 

literature. We categorised these reasons as follows: (1) identify, (2) predict, (3) classify, (4) 

describe and (5) link. Studies that aimed to identify suicidal cases were labelled identify. 

For example, one study used natural-language processing (NLP) of electronic health records 

(EHRs) to identify suicidal behaviour among psychiatrically hospitalised adolescents.22 

Studies predicting whether individuals or groups are at high risk for suicidal thoughts or 

behaviour were labelled as predict. Shen et al23 developed a machine-learning algorithm that 

predicted the probability of suicide attempts in medical college students using self-report 

data. Records classifying individuals or groups into subgroups of risk for suicidal thoughts 

or behaviour were categorised as classify, such as the study by Burke et al24 that used 

machine learning to classify suicide attempt history among youth presenting to medical 

settings. Articles describing suicidal thoughts or behaviour within a sample population were 

labelled as describe. Dagar and Falcone25 analysed content from YouTube videos to describe 

information on teenage suicide and viewer’s engagement with these videos. Records linking 

datasets together were labelled as link, such as the study by Borschmann et al26 linking 

ambulance service data to baseline interview data to identify factors for self-harm, including 

suicide attempts, following release from prison in Australia. Most studies fell into one 

of the five data analysis types; however, some were classified into two groups when the 

study used data science methods for two purposes. For instance, Low et al27 illustrated 

the benefits of NLP to identify and describe changes in language, such as posts related to 

suicidal thoughts, from online mental health support groups during the initial months of the 

COVID-19 pandemic.

Type of data science method included:

• Application of novel data—application of novel data in this context involves the 

use of non-traditional data sources such as social media data or forum-based 

data for answering suicide-related research questions. Tasks within this category 

generally require a data science approach as the datasets are difficult to obtain, 

wrangle and clean and oftentimes require NLP to extract meaningful information 

from unstructured data.

• Machine learning—machine learning is defined in this context as the capability 

of a machine to improve its own performance using statistical models to make 

decisions and incorporate results of each new trial into that model.
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• NLP or linguistic analysis—NLP or linguistic analysis involves any method 

where computers or analytic methods process complex and often unstructured 

human language.

• Data mining—data mining involves scoping large datasets to identify and extract 

data and is frequently used as an exploratory tool.

• Data linkage—data linkage is a method of connecting two or more large, 

independent datasets together to provide new insight into a topic.

• Data sources were categorised into six main groups, multiple categories were 

selected if applicable:

• Medical record data—medical record data were defined in this context as any 

data source that directly referred to the health information of an individual or 

community, including clinical notes and EHR data.

• Survey/questionnaire data—survey/questionnaire data refer to any data collected 

from individual interviews, self-reported scales and measures and other 

questionnaires.

• Administrative data— administrative data refers to data collected for 

administrative purposes (eg, ambulance or correctional facility data).

• Social media and web-based behaviour data—social media data include data 

extracted from social media platforms, blogs, search trends or other open-

sourced websites. (eg, Twitter and Facebook posts).

• Population-based/aggregated data—population-based/aggregated data in this 

context refer to surveillance data or other systems level data with information 

about populations or communities (eg, registry data).

• Internet of things (IOT) data—IOT data refer to data collected from technologies 

people use daily, such as wearable technologies (eg, smart watches) or cellphone 

data.

Lastly, to identify trends related to health equity, we noted any articles where the 

population of interest involved disproportionately affected groups. Disproportionately 

affected groups in this review included veterans/military personnel, incarcerated or formerly 

incarcerated persons, older adults and Native American/Alaskan Native people. While 

people experiencing mental illness are also disproportionately affected by suicide,28 29 we 

did not include them in this category since most studies in this review identified this group 

as their population of interest.

RESULTS

Study approach

Characteristics, main findings and the main variables used in the study from all articles 

focusing on individual-level risk factors and population-level risk factors are found in online 

supplemental files 1 and 2. The majority of the articles in the review were focused on 

individual-level risk factors (n=77). The remaining articles focused on population-level risk 
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factors (n=22). Figure 2 shows the counts of individual-level, population-level and overall 

articles published between 2017 and 2020. The literature on data science and suicide more 

than doubled overall from 2019 to 2020. Both individual-level and population-level articles 

increased each year, with individual-level articles substantially increasing from 2019 to 

2020. Articles with individual-level approaches are more than four times as prevalent than 

articles with population-level approaches (figure 2).

Reason for applying data science method

Most population-level articles applied data science methods to describe (n=10) suicidal 

thoughts or behaviour or to predict cases of suicidal thoughts or behaviour within a 

population (n=7) (figure 3). Individual-level articles also tended to use data science methods 

to predict (n=19) suicidal thoughts or behaviour, as well as to identify (n=27) individual 

risk factors for suicidal thoughts or behaviour (figure 3). Eleven individual-level articles 

used data science to describe suicidal thoughts or behaviour in a population or sample. 

In addition, 11 articles had multiple reasons for applying data science methods to suicide 

research (figure 3). Less common reasons for applying data science methods in individual-

level and population-level articles included linking one or more datasets together and 

classifying individuals or cases into subgroups for risk of suicidal thoughts or behaviour 

(figure 3).

Type of data science method

The type of data science method the study employed varied between articles. Table 2 shows 

the number of articles by article dimension and by individual-level and population-level 

articles. The most common types of data science methods applied in this review were 

machine learning (n=46) and application of novel data (n=22). Articles such as by Liu et 
al,30 Tadesse et al31 and Hettige et al32 used machine learning to identify individuals at risk 

for suicide. Several studies applied novel data, such as social media data or Google Trends 

data,33 34 to their study design to identify and predict suicidal thoughts or behaviour. Less 

common data science methods used included NLP (n=9), data linkage (n=7) and data mining 

(n=4). Studies such as by O’Dea et al35 applied NLP or linguistic analysis to identify social 

media posts to predict suicidal behaviour. Other articles such as by Young et al36 applied 

data linkage methods to combine different types of data (ie, administrative data, EHR data 

and baseline survey data) together to predict suicidal thoughts or behaviour.

Both individual-level (n=36) and population-level (n=11) articles tended to use machine 

learning over other methods, with application of novel data as the second most applied 

method for individual-level (n=13) and population-level (n=9) studies.

Several articles applied two or more data science methods in one study. For example, 

Kessler et al37 used data linkage to join two independent datasets together and then applied 

machine learning to identify inpatient veterans who may be at increased risk of suicide 

after discharge from a hospital. Additionally, Arendt et al38 analysed Instagram data for 

suicidal subliminal messages using frame-by-frame coding procedures illustrating the value 

of applying novel data and NLP together.
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Data source

Table 2 also shows the number of individual-level and population-level articles by data 

source. The majority of data sources used in articles included in this review were 

social media-based/web-based behaviour (n=45), survey/questionnaire (n=30) and medical 

record (n=26) data. Not surprising, population-level articles tended to use population-based/

aggregated data more than individual-level articles (n=14 vs n=6). Only two studies 

incorporated IOT data.

Disproportionately affected populations

Eleven studies assessed suicidal thoughts or behaviour on disproportionally affected 

populations. In particular, six studies focused on veterans or military personnel34 39–43 (table 

2). Borschmann et al,26 Borschmann et al44 and Young et al36 conducted suicide prevention 

research with people released from prison. Additionally, one study conducted research on 

the application of data science to suicide data for Native American people45 and another 

applied data science to suicide data from older adults living in nursing homes.46

DISCUSSION

The present study described the current landscape of the literature that applies data science 

to suicide prevention to illustrate how data science can advance injury prevention. Our 

results show that articles with individual-level approaches are more prevalent than articles 

with population-level approaches. One reason for this difference may be the complexity 

and availability of data to conduct studies at the population-level. However, applying data 

science methods to population-level surveillance and epidemiology research in public health 

may increase efficiency of data collection, improve the development of predictive models 

and quickly analyse large quantities of data. For example, Choi et al47 illustrated ways 

to apply machine-learning methods using multiple novel data sources to predict national 

suicide rates in near real time. This study shows how data science addresses the need to 

improve timeliness of suicide surveillance to inform public health response.

Most studies in this review described suicidal thoughts and behaviour, identified individual 

risk factors for suicidal thoughts and behaviour or predicted trends or risks for suicidal 

thoughts or behaviour. These results highlight ways various data science methodologies can 

be applied to achieve different study goals.

Novel data are often used to improve timeliness compared with traditional public health 

data systems, such as annual mortality data from U.S. death certificates that are typically 

released 11 months after the end of the calendar year.48 These data are often publicly 

available increasing access and timeliness. Novel data also have the benefit of capturing 

insights that are traditionally difficult or otherwise expensive to measure, such as contextual 

information. For example, Vioules et al49 examined posts in Twitter data streams to identify 

sudden changes in a user’s online behaviour to detect individuals who are at risk with 

suicidal thoughts. As individuals interact and communicate in new ways, their digital trails 

left behind, or novel data, may provide added insight into their physical, mental, emotional 

and social well-being.
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Machine learning can identify trends not identified through traditional epidemiologic 

methods, which often requires a priori knowledge of causation and relationships. NLP is 

a field of machine learning with the ability of a computer to understand, analyse and 

manipulate human language. NLP removes the human dependency to preidentify words; the 

computer determines relationships and similarities to better capture and translate language 

to a numerical format for ease of computation and analysis. While the use of NLP can save 

significant time and human resources dedicated to data processing such as categorising data, 

removing identifying information and extracting summary information from large volumes 

of data, extracting meaning from text data is complex and may require sophisticated 

methods or nuanced solutions to avoid errors such as misclassification. Nonetheless, NLP 

remains a useful tool for suicide prevention research. For instance, Carson et al22 developed 

a machine-learning algorithm using NLP of EHRs to identify suicidal behaviour among 

adolescents who were psychiatrically hospitalised.

This review illustrates the wide array of data sources that researchers used for suicide 

research, such as social media data and Google search data. Public health professionals may 

be interested in connecting two or more data sources together creating an innovative dataset 

to identify trends or analyse information in a new way. The data-linkage technique results 

in a different dataset from the original sources, illustrating data science’s added value to 

research methods and developing new data sources for research. This review showed only 

two studies incorporating IOT data for suicide prevention.50 51 Smartphone application data 

may be an untapped data source for suicide-related research, since smartphone applications 

can be used for real-time data collection and efficient data sharing. For example, Cohen et 
al50 used a smartphone application to record the entire therapy session and collect therapist’s 

notes and impressions from clinical sessions with adolescents who indicated suicide risk. 

Incorporating smartphone technology into the study enabled fast data collection and more 

efficient data analysis. In addition, as wearable technology becomes less expensive and more 

accessible, more people will have access to these products resulting in larger datasets for 

IOT data. For example, a feasibility study by Coppersmith et al51 analysed multiple data 

sources, including social media and wearable technology (eg, Fitbit, Jawbone), using NLP 

and machine learning to design an automated system for estimating suicide risk based on the 

detection of quantifiable signals around suicide attempts.

This review demonstrates the value of applying data science to suicide prevention literature 

for disproportionately affected groups. Although, only 11 of the included studies prioritised 

disproportionately affected groups, these articles highlight ways to creatively apply data 

science to advance health equity-related research. For example, Haroz et al45 applied 

machine-learning approaches to community-based suicide surveillance system data to better 

understand factors that impact Native American individuals who attempt suicide.45 These 

findings pave the way for future injury-related topics to use data science methods to focus on 

disproportionately affected groups.

As more individual behaviours are shared online, data science can be used for epidemiologic 

discovery. Not only does online data tend to have a larger volume but also the data are often 

contextualised offering additional insight into behaviour, risk factors and circumstance. Data 
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science methods, such as machine learning, are well positioned to identify and contextualise 

data for suicide prevention efforts.

While data science proves to bring added value to suicide prevention research, there are 

important ethical considerations that should be acknowledged such as transparency and 

interpretability of machine-learning models, user privacy issues in large-scale online data, 

data security and risk of identification with linked data and bias in some data sources.2 

Other areas of consideration include the applicability of prediction models to real-world 

clinical practice. For instance, a model may be able to accurately predict half of all future 

suicides given that the model classified case into ‘high risk’ and ‘low risk’ groups. While 

half of the cases could be identified for intervention, the other half of missed cases would 

occur in the ‘low risk’ group.52 Clinical applications of classification based on predictive 

risk assessments can impact resource allocation or unequal access to treatment.53 Future 

research on improving translation of predictive models to clinical practices of assessing 

suicide risk may be useful. As data science is used more, advances in ethical practices 

should be considered in all stages of the research process.54

There are several limitations to this literature review. First, we may have missed data science 

articles. Data science represents a multidisciplinary field that includes many different types 

of methodologies. Second, due to the cross-cutting nature of data science, we may have 

oversimplified categorisations for analysis. For instance, the reasons for applying data 

science categories, such as identify, predict and classify, may oversimplify the reasons 

researchers harnessed data science methods for their study. In addition, many studies 

employ multiple data science methods and for some studies it was difficult to tease out 

methodologies; this analysis may represent under-representation in some of the categories.

CONCLUSION

Suicide prevention researchers have applied data science methodologies to advance the 

field. Data science techniques proved to be effective tools in describing suicidal thoughts 

or behaviour, identifying risk factors or other variables and predicting outcomes which may 

contribute to suicide prevention efforts. Additional research may focus on applying data 

science techniques to identify protective factors for suicide, alongside risk factors. Focus on 

how data science can be applied in other injury-related topics should also be considered.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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What is already known on this subject

• Data science is a useful tool for efficiently analysing data and predicting 

outcome.

• Data science has been applied to injury prevention research.
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What this study adds

• This study highlights areas where data science may be useful for future injury 

prevention research including:

– Reasons for applying data science.

– Common data science methods used.

– Types of data sources harnessed for applying data science to injury 

prevention research.
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Figure 1. 
Literature review screening process.
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Figure 2. 
Counts of individual-level, population-level and overall articles published in each year.
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Figure 3. 
Counts of individual-level and population-level articles categorised by reason for applying 

data science methods. ‘Multiple’ refers to any article with more than one reason for applying 

data science methods. These counts are not included in the other groups.
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