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Abstract 

Objective 
Medical coding, or the translation of healthcare 
information into numeric codes, is expensive and time 
intensive. This exploratory study evaluates the use of 
machine learning classifiers to perform automated 
medical coding for large statistical healthcare surveys. 

Methods 
This research used medically coded data from the 
Emergency Department portion of the 2016 and 2017 
National Hospital Ambulatory Medical Care Survey 
(NHAMCS-ED). Natural language processing classifiers 
were developed to assign medical codes using verbatim 
text from patient visits as inputs. Medical codes 
assigned included three-digit truncated 10th Revision 
of the International Statistical Classification of Diseases 
and Related Health Problems, Clinical  Modification 
(ICD-10-CM) codes for diagnoses (DIAG) and cause of 
injury (CAUSE), as well as the full length NCHS reason for 
visit (RFV) classification codes. 

Results 
The best-performing model of the multiple machine 
learning models assessed was a multilabel logistic 
regression. The Jaccard coefficient was used for 

measuring the degree of agreement between a model 
and a human versus two humans on the same set of 
codes. The human-to-human agreement consistently 
outperformed the model-to-human agreement, 
though both performed best on diagnosis (human-to-
human: 0.88, model-to-human: 0.78) and worst on 
injury codes (human: 0.50, model: 0.28). The model 
outperformed the human coders on 7.7% of the unique 
codes assigned by both the model and a human, with 
strong performance on specific truncated ICD–10–CM 
diagnosis codes. 

Conclusion 
This case study demonstrates the potential of machine 
learning for medical coding in the context of large 
statistical healthcare surveys. While trained medical 
coders outperformed the assessed models across the 
medical coding tasks of assigning correct diagnosis, 
injury, and RFV codes, machine learning models showed 
promise in assisting with medical coding projects, 
particularly if used as an adjunct to human coding. 

Keywords: clinical coding • ICD–10–CM • health surveys 
• NHAMCS–ED • natural language processing 

Introduction 
Medical coding, the translation of written diagnoses, 
procedures, and other healthcare information into numeric 
codes, has traditionally been a difficult and labor-intensive 
task requiring trained coders to consistently classify medical 
information into clinically meaningful categories according 
to the International Statistical Classification of Diseases and 
Related Health Problems, 10th Revision, Clinical Modification 
(ICD–10–CM), and the National Center for Health Statistics 
(NCHS) classification for reason for visit (RFV) codes. This 
study explores the use of machine learning models to replicate 
medical coding results for the top-level ICD–10–CM and RFV. 
The objective was to explore the feasibility and effectiveness 
of machine learning classifiers to perform automated coding 
of verbatim medical text from patient visits. 

Challenges of Medical Coding 

Medical coding systems are essential for standardizing 
complex healthcare processes such as medical payment 
systems, monitoring use of healthcare services, and tracking 
public health risks (1). Traditionally, human medical coders 
assign relevant medical codes by interpreting information 
in a patient record, including but not limited to case notes, 
drug charts, and patient administrative data (2). In assigning 
codes, clinical coders must consider many codes arranged 
in a hierarchical structure, potentially with multiple codes 
corresponding to each record in a specific sequence. Electronic 
dictionary browsers can assist with searches and lookups, but 
ultimately correct classification relies on the skill of the coder. 
Coders make judgements despite nonstandard abbreviations, 
misspellings, and irrelevant information contained in clinical 
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notes. Though unavoidable, these obstacles make medical 
coding a difficult and challenging task. 

For the Emergency Department portion of the National 
Hospital Ambulatory Medical Care Survey (NHAMCS–ED), 
U.S. Census Bureau data collection staff access and abstract 
patient data from a healthcare provider’s records and record 
these data verbatim into a computerized NHAMCS–ED 
patient record form. Medical coders do not have access to 
the full set of information from the patient medical record. 
Prior research has found that clinical coders with limited 
patient record information have lower coding accuracy 
compared with clinical coders with medical support or 
complete case notes (2). In addition, while medical coders 
are usually trained on code classification systems that are 
common for medical billing, some classification systems are 
used exclusively for healthcare statistical purposes, such 
as the NCHS RFV classification dictionary. Training medical 
coders on additional systems and unique coding exceptions 
can add considerable expense to coding healthcare surveys. 

This study seeks to use the high-quality, coded NHAMCS–ED 
data from NCHS to make the following contributions to the 
literature on automated medical coding: 

1. Assess the use of machine learning for automated 
coding of patient-level records on both standard 
medical classification systems (ICD–10–CM) and the 
RFV classification that is unique to NCHS healthcare 
surveys. 

2. Propose and demonstrate a useful metric for comparing 
human coders with machine coding (Jaccard similarity) 
in anticipation of real-world applications of automated 
coding. 

Related Work 

Automation of medical coding 
Since the advent of electronic clinical information systems, 
researchers have evaluated opportunities to automate 
medical coding for a variety of coding classification systems 
(3). Early machine-automated approaches were deterministic 
algorithms that assigned codes by matching specific words 
in a text entry with specific words in a code definition 
(4). Later, machine-automated approaches expanded the 
rules-based approach to a larger collection of definitions 
that included similar terms (5). Some of these approaches 
also incorporated natural-language processing techniques 
to handle misspellings, abbreviations, and negation (6). 
However, these expert-based systems can be laborious to 
create, extend, and maintain (7,8). 

As an alternative, in recent years researchers have applied 
machine learning to the task of automated coding. Machine 
learning is a field of artificial intelligence that uses statistical 
techniques to progressively improve performance on a 
specific task. Specifically, supervised machine learning 
methods use observations containing an outcome of interest 

and various covariates to model how the outcome changes 
when conditioned on the covariates. This fitted model 
can then be applied to covariate values of new examples 
to predict the outcome when it is not present. A primary 
use of machine learning is for partially or fully automating 
repetitive, laborious classification tasks currently performed 
by humans, as machines can generally perform the same 
repetitive tasks quickly and consistently. This includes the 
task of classifying text (covariates) as alphanumeric codes 
(outcomes). In the case of medical coding, a machine 
learning algorithm can be used to suggest codes for or 
assign codes to an electronic medical record (EMR) or similar 
medical text, potentially reducing the time and labor costs of 
manual medical coding (9). 

Several researchers have used machine learning to address 
the challenge of automating the assignment of alphanumeric 
codes directly to text in medical documents, including: 

● Assignment of ICD–9–CM codes and ICD–9–CM three-
digit category to inpatient discharge summaries (10,11) 

● Assignment of ICD–9-CM codes to radiology reports (9) 
● Assignment of Hospital International Classification of 

Diseases Adaptation codes, an adaptation of ICD–8 for 
hospital morbidity, to EMRs (12) 

● Assignment of the first digit of ICD–10–CM codes to 
discharge notes (13) 

● Assignment of ICD–10–CM codes to diagnosis descriptions 
written by physicians in the discharge diagnosis in EMRs 
(14). 

Machine learning models used for these tasks include 
conventional machine learning classifiers such as K-nearest 
neighbors (10), Naïve Bayes (11,12), random forests (11), 
support-vector machines (SVM) (11), logistic regression (11), 
and example-based classification (12), as well as the growing 
field of neural networks (9,13,14). No model has emerged as 
a consistent top performer, though Karimi et al. (9) found that 
SVM and logistic regression outperformed random forests 
and that convolutional neural networks could meet or exceed 
the performance of conventional classifiers for their sample. 

It is challenging to develop models that can predict large 
numbers of unique codes accurately, particularly when some 
codes occur infrequently (14,15); there are over 70,000 
ICD–10 codes (16). To address the large number of codes, 
researchers have used both truncation of medical codes 
(9,10,13) and limiting the number of codes evaluated (17). 
Some researchers have also suggested opportunities to 
enhance training data using PubMed articles (18). 

One key requirement for many machine learning text 
techniques is a large, high-quality coded dataset (19). 
These datasets are generally difficult and costly to create, 
so researchers often resort to using smaller datasets from 
specific hospitals (2,5,18) or adopting the frequently used 
and publicly available Medical Information Mart for Intensive 
Care III (MIMIC–III) dataset (14,20). 
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Methods for comparing traditional and 
automated approaches to medical coding 
While many automated medical coding models show 
promise, researchers have raised concerns about validating 
these models before applying them to real-world tasks (4,19). 
Because medical codes are often used for financial and policy 
decisions, accuracy is critical (1). Many researchers evaluate 
models using precision, recall, and F1 scores on a gold-
standard dataset (5,9–11,20). Table 1 shows the definitions 
of these common evaluation metrics. 

While this approach is helpful for comparing performance 
among models, it does not directly compare model 
performance with human coder performance. Xu et al. (17) 
proposed using the Jaccard similarity metric to compare 
the overlapping text features that physicians and computer 
models use when assigning ICD–10 codes. Dougherty et al. 
(21) evaluated humans using automated coding assistance 
and found an increase in accuracy and a 22% decrease in time 
per record. Pakhomov et al. (12) implemented an automated 
medical coding system at the Mayo Clinic where two-thirds 
of diagnoses were coded with high accuracy, and one-half 
of these codes did not need to be reviewed manually. The 
Mayo Clinic was therefore able to reduce the number of staff 
engaged in manual coding from 34 coders to 7 verifiers. 

Methods 

Data Source 

The datasets used for this evaluation come from the 2016 
and 2017 NHAMCS–ED conducted by NCHS. Coding data 
were drawn from work performed under contract by 
Research Triangle Institute and its subcontractor HealthCare 
Resolution Services (HCRS), awarded as “Coding Medical 
Information in the National Ambulatory Medical Care Survey 
and the National Hospital Ambulatory Medical Care Survey– 
Emergency Department.” The data used in this evaluation 
are not available to the public through public-use files but 
are available for use in the NCHS Research Data Center. 

NHAMCS–ED is a nationally representative survey that 
estimates the use and provision of ambulatory care 
services in nonfederal, noninstitutional hospital emergency 
departments (22). The survey is conducted annually and 
collects information on patient demographics, visits, 
physician characteristics, and hospital administrative data 
relevant to healthcare use, healthcare quality, and disparities 
in healthcare services in the United States. 

Patient visit information includes text entries for reason for 
visit (RFV), cause of injury (CAUSE), and diagnosis (DIAG). 
Text entries range in length from a phrase to a sentence. 
Medical coders use the ICD–10–CM for CAUSE and DIAG, 
except where NCHS instructions supersede standard coding 
guidelines. Coders use the custom NCHS RFV classification 
system for RFV. The ICD–10–CM hierarchical classification 

system uses three to seven characters to denote specific 
types of morbidity (17). As it encompasses a comprehensive 
set of codes, it can be used for both classifying diagnosis and 
cause of injury. The RFV classification system was developed 
by NCHS to specify reasons for seeking ambulatory medical 
care and employs a modular, five-character design for each 
code (23). 

In standard survey-coding procedures, medical coders 
create a sequenced list of codes from a selection of verbatim 
texts for each variable set (RFV, CAUSE, and DIAG). For each 
verbatim text field, medical coders may assign zero to several 
codes, for a total of up to five codes per visit for RFV and 
DIAG and up to three codes for CAUSE. Every patient record 
is coded by at least one medical coder. For quality assurance, 
at least 10% of records are randomly selected for double 
coding by a second, independent medical coder. If the two 
coders assign different codes, an adjudicator determines the 
final code. If disagreement occurs on 5% or more codes, the 
entire batch is double-coded and adjudicated. These manual 
coding practices were followed to code the 2016–2017 
NHAMCS–ED for this study. 

Table 2 provides an overview of the number of visits in the 
analytic dataset, stratified by the number of codes per visit 
and the medical code group. The distribution of the number 
of codes per visit varies across code groups (RFV, CAUSE, and 
DIAG). 

Data Preparation for Machine Learning 
Analysis 

Data preparation is necessary to ensure a high-quality dataset 
for the purposes of training machine learning models. The 
dataset included verbatim text entries for DIAG, CAUSE, 
and RFV, as well as the ICD–10–CM and RFV codes assigned 
by medical coders for each text entry. In the dataset for 
machine learning analysis, the record with codes assigned 
by the initial medical coder was used unless the record had 
been reviewed by multiple coders and an adjudicated record 
was available, in which case only the adjudicated record was 
retained. 

The RFV, DIAG, and CAUSE text input could include multiple 
text fields. To allow for processing by a machine learning 
model, the multiple verbatim text fields for a patient visit 
were combined into a single field. Similarly, multiple medical 
codes were linked together into a single list of codes for each 
code group. The motivation and validation for this compound 
approach has been demonstrated by other medical 
researchers exploring automated coding (12). This process is 
demonstrated in Figure 1 using a hypothetical RFV example 
with three verbatim input fields and three associated codes. 
Combining the verbatim text fields for each visit allowed for 
the use of a multilabel classification approach. 

The ICD–10–CM codes for the CAUSE and DIAG coding 
tasks were truncated to the three-digit category level. This 
approach has been previously used by other researchers 
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Figure 1. Illustration of data element concatenation for three verbatim reasons for visit and three reason-for-
visit codes 

1Variables used in this example are actual survey variables, but the verbatim text and codes did not come from an actual record.
 SOURCE: National Center for Health Statistics, National Hospital Ambulatory Medical Care Survey–Emergency Department, 2016–2017. 

Fever; sore throat; congested sinuses 

Verbatim reason 
for visit 1 

Verbatim reason 
for visit 2 

Verbatim reason 
for visit 3 

Input: Verbatim Text1 

Fever Sore throat Congested 
sinuses 

Transformed into 

Reason 
for visit 1 

Reason 
for visit 2 

Reason 
for visit 3 

[10100, 14551, 14103] 

10100 14551 14103 

Output: Codes 

Transformed into 

with ICD–9 codes due to the difficulty of predicting the 
full unique codes with limited datasets (10,11). Truncating 
the codes facilitated combining the 2016 and 2017 survey 
years for CAUSE and DIAG respectively, because categories 
are generally more stable over time compared with more 
granular subcategories. In addition, working at the three-
digit category level provided a larger number of data records 
for training and testing each code. 

Verbatim text was set to lowercase and transformed 
using the term frequency–inverse document frequency 
(TF–IDF) method (24), and patient age and sex were also 
included in the model. TF–IDF was selected due to the 
computational limitations of this project. Modern natural-
language processing techniques for alternative inputs, 
such as word embeddings (25) and transformers (26), are 
promising methods that could enhance future analyses. 
The data were split using a commonly accepted machine 
learning heuristic that has been found to be in the range of 
optimal performance (27), with 80% of the dataset used for 
developing and training the model (training set) and 20% 
used for evaluating the out-of-sample model performance 
(test set). 

Multilabel Classifcation Models 

For the standard survey coding, medical coders may assign 
one or more codes for a given set of verbatim text. To emulate 
this behavior, the model used a multilabel classification 
approach. Multilabel text classification models are designed 
to predict zero to many classes for a given set of text, as 
opposed to traditional multiclass text classification models, 
which assign a single class to a set of input text (28). Instead 
of applying a multiclass model independently for each 
text field, the modeling paradigm used in this analysis also 
prevents duplicate code predictions for a specific code group 
within the same patient visit record. 

An evaluation was performed of various multilabel model 
types in Python using the scikit-learn (29) and scikit-

multilearn (30) libraries, including random forests, SVM, 
and specialized multilabel modeling techniques, such as 
Multilabel k-Nearest Neighbors. The logistic regression 
models were both the fastest to train and the most accurate 
across tasks. For the multilabel context, a composite model 
was trained consisting of a separate logistic regression 
model for each code predicting the presence of that code 
in the input text. To tune the model hyperparameters, a grid 
search was performed on a separate training set for each 
case (CAUSE, RFV, DIAG). The resulting model was then 
trained and evaluated for each case on the initial training 
and test datasets. The sorted list of predicted codes was 
truncated by the number of codes that a human coder 
is permitted to assign (five for RFV and DIAG, three for 
CAUSE). The best model was selected using the F1 score, the 
harmonic mean of precision and recall, as the distribution of 
codes is imbalanced with some codes occurring much more 
frequently than others and the F1 score is commonly used 
with imbalanced datasets (31). 

Jaccard Coefficient for Comparison to 
Human Coders 

The Jaccard coefficient score was used to compare human 
medical coders and model predictions to provide more 
meaningful context for the model results and to understand 
how the models might perform in a more realistic medical 
coding setting. The Jaccard coefficient (also referred to as 
Jaccard similarity) between two sets is the number of items 
in common divided by the total number of unique items 
between the two sets (32). The Jaccard coefficient is further 
detailed in Figure 2. The Jaccard coefficients calculated 
between 1) the top model predictions and the final medical 
codes (with the number of model predictions reduced to 
match the number of final medical codes) were compared 
against 2) the Jaccard coefficients calculated between 
independent medical coders for double-coded records. 
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Figure 2. An explanation and example of the Jaccard coefficient using 
reason-for-visit codes 

Jaccard coefficient 

How many codes exist in both sets divided by how many codes are in either set? 

Code set A 
[3100.0, 1900.1, 1140.0, 1110.0] 

Code set B 
[3100.0. 1900.1, 4605.0, 1110.0] 

In both 
[3100.0, 1900.1, 1110.0] 

(size = 3) 
In either 

[3100.0, 1900.1, 1110.0, 1140.0, 4605.0] 
(size = 5) 

Jaccard coefficient: 3 ÷ 5 = 0.6 

Code set A 

Code set B 

1140.0 3100.0 

1900.1 

1110.0 4605.0 

The Jaccard coefficient can be applied when code sets come from two coders or from 
a coder and a predictive model. 

NOTE: Variables used in this example are actual survey variables, but the verbatim text and codes did not come 
from an actual record. 
SOURCE: National Center for Health Statistics, National Hospital Ambulatory Medical Care Survey–Emergency 
Department, 2016–2017. 

These double-coded records were part of the quality assurance checks mentioned 
in the Data Source section. The Jaccard coefficient is not intended to be used 
as a measure to evaluate coder accuracy or quality, but instead to compare the 
performance of the model with humans and the relative difficulty of the coding 
task. Ideally, the Jaccard coefficient between the model predictions and the final 
medical codes would match or exceed the Jaccard coefficient of the double-
coded records, suggesting the model is experiencing similar levels of accuracy and 
difficulty as a human coder. 

To assess how well the model and medical coders performed on individual codes, 
a modified Jaccard similarity metric was separately calculated for each code. For 
each code, the following were compared: 

● For double-coded records where at least one human coder used the given code, 
the number of instances when both human coders recorded the code was 
divided by the total number of times either coder recorded a code; the result 
ranges from zero to one, where zero occurs when the two human coders never 
used the code on the same records, and one occurs if the two human coders 
always used the code on the same records. 

● For records with a model prediction and a human assignment, the number of 
times the model output and the final human assignment both contained the 
code was calculated and divided by the total number of instances when either 
the model or human assigned the code; the result ranges from zero to one, 
where zero occurs when the model and the human never used the code on the 
same records, and one occurs if the model and the human always used the code 
on the same records. 

For results evaluation, results closer to one are considered particularly strong. 

Results 

Model Results 

In total, three models were trained, 
one for each code group (RFV, CAUSE, 
and DIAG). Table 3 shows the precision, 
recall, and F1-score results for the 
multilabel classification models in 
the test sets across the three variable 
sets. The recall scores are uniformly 
higher than the precision scores, 
which indicate that the models make 
a wide set of predictions that cover 
the set of true codes relatively well. 
However, the lower precision values 
indicate that false positive predictions 
were common in some modeling tasks. 
This discrepancy between precision 
and recall is likely more pronounced 
in these models because a multilabel 
classifier can assign multiple codes 
per verbatim text; with increased 
predictions, it becomes more likely 
to detect the correct medical codes 
at the expense of more false positive 
predictions. 

Comparison to Human 
Benchmark, by Visit 

Table 4 compares the average Jaccard 
coefficients for the human coders and 
the model. While the trained human 
coders consistently outperformed the 
model in all coding tasks, the human 
coders and the model showed a 
similar pattern of performance. Both 
the human coders and the model 
did particularly well when assigning 
truncated ICD–10–CM DIAG codes 
(humans: 0.88, model: 0.78) and well 
with RFV codes (humans: 0.83, model: 
0.67). Both the model and the humans 
tended to not perform as well with the 
truncated ICD–10–CM CAUSE codes 
(humans: 0.50, model: 0.28). 

Comparison to Human 
Benchmark, by Code 

Figures 3–5 illustrate the performance 
of the model compared with human 
coders on individual ICD–10–CM 
and RFV codes. Each dot on the graph 
reflects a different code. The dot size 
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corresponds to the number of times a code was used in the dataset by any coder 
(primary, double coder, or adjudicator). The model-to-human agreement and 
human-to-human agreement is the Jaccard coefficient, a measure of performance 
described in Methods. The diagonal reference line represents equivalent 
performance. For the assigned codes where the model-to-human agreement 
outperformed human-to-human coder agreement, the dots appear above the 
line, whereas for the assigned codes where human-to-human coder agreement 
outperformed the model, the dots are below the line. Note that a code must have 
been used at least once in the subset of double-coded data and at least once in the 
test dataset to be considered. 

In Figures 3 and 4, many of the larger dots are close to the reference line, illustrating 
that both the model and the humans performed similarly on frequently used codes. 
Table 5 provides specific counts for the dots shown in the figures where model 
agreement exceeded human agreement. Overall, the model-to-human agreement 
was equal to or greater than the human-to-human agreement for 7.7% of codes. 
DIAG had the largest proportion of codes with similar or greater performance 
for model-to-human agreement (10.8%), reflected in the number of dots above 
the reference line in Figure 3. The model-to-human agreement outperformed 
the human-to-human agreement on a small percentage of the RFV codes (3.3%), 
reflected in very few dots above the reference line in Figure 5. 

Patterns in performance are further investigated by disaggregating the results 
with the ICD–10–CM chapter categorizations for DIAG and the RFV module 
categorizations for RFV in Table 6 and Table 7, respectively. The truncated ICD– 
10–CM codes for CAUSE only include one ICD–10–CM chapter (External causes 
of morbidity and mortality), so the summary statistics for CAUSE are the same 
as in Table 5. In Table 6, the average human-to-human agreement for the DIAG 
categories is consistently higher than the average model-to-human agreement. 
The results show a positive trend where human-to-human agreement and model-

Figure 3. Model agreement versus human agreement, by diagnosis 
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SOURCE: National Center for Health Statistics, National Hospital Ambulatory Medical Care Survey–Emergency 
Department, 2016–2017. 
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to-human agreement are both highest 
on similar ICD–10–CM chapters. There 
is some positive trend between more 
occurrences of a chapter and higher 
levels of agreement, though it is not 
particularly strong. Table 7 shows 
similar trends for RFV modules. 

Figure 6 and Figure 7 highlight the 
percentage of codes (truncated in the 
case of DIAG) in the dataset for each 
ICD–10–CM chapter or RFV module, 
respectively, where the model-to-
human agreement was higher than 
the human-to-human agreement. No 
ICD–10–CM chapter or RFV module 
resulted in a majority of codes 
where model-to-human agreement 
was higher than human-to-human 
agreement. These findings suggest that 
the model did not outperform humans 
when looking at ICD chapters broadly, 
but it did outperform humans for some 
specific codes. Four DIAG ICD–10–CM 
chapters (R00–R99: Symptoms, signs 
and abnormal clinical and laboratory 
findings, not elsewhere classified; J00– 
J99: Diseases of the respiratory system; 
Z00–Z99: Factors influencing health 
status and contact with health services; 
and P00–P96: Certain conditions 
originating in the perinatal period) 
and one RFV module (8: Uncodable 
entries) had model-to-human 
agreement greater than human-to-
human agreement for approximately 
17%–19% of codes in the chapter or 
module. While the RFV performance 
may be misleading as it reflects better 
performance on one code out of six 
total codes in the Uncodable entries 
RFV module, the performance on 
the ICD–10–CM chapters in DIAG are 
notable as they include a range of 
unique codes and code frequencies 
highlighted in Table 6. 

Tables 8–10 list the individual truncated 
ICD–10–CM codes or the RFV codes 
where model-to-human agreement was 
larger than human-to-human agreement. 
They illustrate the wide variety of 
codes with stronger model-to-human 
performance, even within ICD–10–CM 
chapters and RFV modules. In particular, 
DIAG codes in Table 8 with large sample 
sizes that performed well included J02: 
Acute pharyngitis, J44: Other chronic 
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Figure 4. Model agreement versus human agreement, by cause of injury 

Figure 5. Model agreement versus human agreement, by reason for visit 
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SOURCE: National Center for Health Statistics, National Hospital Ambulatory Medical Care Survey–Emergency 
Department, 2016–2017. 
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SOURCE: National Center for Health Statistics, National Hospital Ambulatory Medical Care Survey–Emergency 
Department, 2016–2017. 
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obstructive pulmonary disease, and F17: 
Nicotine dependence. A number of codes 
occur infrequently, particularly the RFV 
codes in Table 10, and Jaccard scores can 
be low, particularly for CAUSE in Table 9. 

Discussion 
Though trained human medical coders 
consistently outperformed the model 
on the assessed evaluation metrics for 
the entire code set, the model’s results 
still show promise in approaching 
human benchmarks, especially for 
codes used frequently. The results 
for CAUSE and DIAG add to limited 
existing literature on automated 
medical coding for ICD–10 codes, and 
the high Jaccard coefficients for DIAG 
may be of particular interest. This 
project may be the first time that the 
NCHS RFV classification system has 
been assessed for automated medical 
coding, so the results of the RFV 
analysis contribute novel findings. 

A few limited comparisons can be 
made between this approach and 
similar approaches in the literature. 
This study used a multilabel approach 
and, as expected, the F1 scores were 
higher than those in the multiclass 
approach used by Catling et al. (20) 
with three-digit ICD–9 codes. The 
recall scores for the top 5 predicted 
codes for RFV and DIAG exceeded the 
recall scores for the top 15 three-digit 
ICD–9 predicted codes using K-nearest-
neighbor and Bayesian independence 
classifiers in Larkey (10), though 
Larkey used discharge summary data 
with an average length of 633 words 
rather than the short text segments 
used in this project. Logistic regression 
outperformed random forests and 
SVM in this project, and Karimi et al. 
(9) also found that logistic regression 
outperformed random forests (though 
not SVM) when predicting 16 unique, 
full ICD–9 codes in 894 documents. 
Like other approaches (14,15), the 
models did not perform as well with 
the prediction of uncommon codes. 
Similar to the results in this project, 
Xu et al. (17) found that the Jaccard 
coefficient between human coders 
(physicians) was higher than with a 
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Figure 6. Percentage of ICD–10–CM codes in data comparing human-
to-human and model-to-human Jaccard scores, categorized by ICD-10 
chapter 
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SOURCE: National Center for Health Statistics, National Hospital Ambulatory Medical Care Survey–Emergency 
Department, 2016–2017. 

machine learning model, while also acknowledging that even the human coders did 
not have perfect agreement. Recognizing that these human and model comparisons 
can be useful when discussing relative strengths and weaknesses (and similar to 
the Stanfill et al. [3] review of 113 automated coding studies), the conclusion can 
be made that, while machine learning holds promise for automated coding tasks, 
further study is needed to set automated coding performance standards. 

There are acknowledged areas for 
growth in this project and future 
work could address limitations. 
Inclusion of more training data could 
have improved results, especially for 
infrequent codes and for the CAUSE 
variables set. Alternatively, limiting 
the model’s results to codes above a 
certain frequency of use may improve 
measures of performance. Though 
existing security and compliance 
constraints prevented training 
neural-network models for this data, 
deep-learning models have shown 
significant performance improvements 
on similar modeling tasks (33–35) and 
could be useful for this application. 
Incorporating Bayesian hierarchical 
methods may allow for sequential 
prediction of codes to better emulate 
the human medical-coding process 
(36). Future work could also explore 
joint inference of code predictions 
by incorporating information across 
the coding variable sets (37). In cases 
where there is new verbatim text that 
is different than anything previously 
encountered (for example, a rare 
disease or condition), the model-
predicted probabilities will not fully 
capture this uncertainty. Advances in 
high-dimensional inference such as 
conformal prediction can output more 
cautious and nuanced predictions, 
such as a null set (“I don’t know”) 
when the text does not resemble the 
training examples (38). 

Figure 7. Percentage of reason-for-visit codes in data comparing human-to-human and model-to-human Jaccard 
scores, categorized by reason-for-visit module 

SOURCE: National Center for Health Statistics, National Hospital Ambulatory Medical Care Survey–Emergency Department, 2016–2017. 
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Conclusion 
While human medical coders still outperform machine 
learning models in assigning codes to verbatim patient record 
text, machine learning models show promise in approaching 
human-level accuracy for coding tasks. Opportunities exist 
to improve the machine learning models developed in the 
project and to continue research on appropriate performance 
metrics for machine learning in automated medical coding. 
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Table 1. Classification evaluation metrics 

Metric Definition 

Precision� � � � � � � � � � � � � � � � � � � � � � � � � � � � � 
Recall  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 
F1 score  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 

True positives / (true positives + false positives) 
True positives / (true positives + false negatives) 
Harmonic mean of precision and recall 

SOURCE: Japkowicz N, Shah M. Evaluating learning algorithms: A classifcation perspective. New 
York, NY: Cambridge University Press. 2011. 

Table 2. Number of observations, by the number of codes assigned by 
medical coders for each code group 

Codes per 
observation 

Reason for visit 

Count Percent 

Cause of injury 

Count Percent 

Diagnosis 

Count Percent 

At least 1� � � � � � � � � 
1  � � � � � � � � � � � � � 
2  � � � � � � � � � � � � � 
3 or more  � � � � � � 

36,821 
12,826
9,495

14,500 

100 
35 
26 
39 

8,577 
4,954 
2,958 
6651 

100 
58 
35 
81 

36,703 
16,287 
9,520 

10,896 

100 
44 
26 
30 

1Whereas medical coders can code up to fve reasons for visit and diagnoses, only three or fewer 
causes of injury are recorded per visit. 

SOURCE: National Center for Health Statistics, National Hospital Ambulatory Medical Care 
Survey–Emergency Department, 2016–2017. 
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Table 3. Results from the multilabel classification 
model for the reason for visit, cause of injury, and 
diagnosis coding 

Code group Precision Recall F1 score 

Reason for visit � � � � � � � � � � � � � � � � � 0�51 0�83 0�60 
Cause of injury (3-digit)  � � � � � � � � � � 0�39 0�70 0�48 
Diagnosis (3-digit)  � � � � � � � � � � � � � � 0�74 0�89 0�80 

NOTES: Table reports weighted precision, recall, and F1 score. Each 
metric is calculated for each output code, weighted according to how many 
visits contained the output code, and averaged. 

SOURCE: National Center for Health Statistics, National Hospital 
Ambulatory Medical Care Survey–Emergency Department, 2016–2017. 

Table 4. Comparison in Jaccard coefficients for 
human-to-human agreement and human-to-model 
agreement for the reason for visit, cause of injury, 
and diagnosis coding 

Code group 
Human-to-human 

agreement 
Human-to-model 

agreement 

Reason for visit � � � � � � � � � � � � � � 
Cause of injury (3-digit)  � � � � � � � 
Diagnosis (3-digit)  � � � � � � � � � � � 

0�83 
0�50 
0�88 

0�67 
0�28 
0�78 

SOURCE: National Center for Health Statistics, National Hospital 
Ambulatory Medical Care Survey–Emergency Department, 2016–2017. 
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Table 5. Count of codes where model agreement exceeded human agreement for the reason for visit, cause of 
injury, and diagnosis codes 

Dataset 

Number of codes model 
agreement greater than 

human agreement Number of considered codes 

Number of codes model 
agreement greater than human 

agreement as percent of number 
of considered codes 

Reason for visit � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 
Cause of injury (3-digit)  � � � � � � � � � � � � � � � � � � � � � � � � � � 
Diagnosis (3-digit)  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 

22 
10 
97 

657 
131 
898 

3�3 
7�6 

10�8 

Total  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 129 1,686 7�7 

SOURCE: National Center for Health Statistics, National Hospital Ambulatory Medical Care Survey–Emergency Department, 2016–2017. 
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Table 6. Summary of results, by ICD–10–CM chapter for diagnosis-truncated ICD–10–CM codes 

Jaccard score Jaccard score Truncated codes for 
human-to-human model-to-human chapter in dataset 

Standard Standard 
ICD–10 chapter name Average deviation Average deviation Unique Frequency 

Certain conditions originating in the perinatal 
period � � � � � � � � � � � � � � � � � � � � � � � � � � � � P00–P96 0�23 0�410 0�16 0�278 11 76 

Certain infectious and parasitic 
diseases  � � � � � � � � � � � � � � � � � � � � � � � � � � A00–B99 0�75 0�341 0�41 0�362 48 2,431 

Congenital malformations, deformations and 
chromosomal abnormalities � � � � � � � � � � � Q00–Q99 0�56 0�482 0�09 0�249 18 93 

Diseases of the blood and blood-forming 
organs and certain disorders involving the 
immune mechanism � � � � � � � � � � � � � � � � � D50–D89 0�64 0�397 0�23 0�335 36 1,132 

Diseases of the circulatory system � � � � � � � � I00–I99 0�81 0�287 0�47 0�341 51 6,148 
Diseases of the digestive system  � � � � � � � � K00–K95 0�83 0�224 0�53 0�301 57 5,482 
Diseases of the ear and mastoid 
process � � � � � � � � � � � � � � � � � � � � � � � � � � � H60–H95 0�73 0�326 0�52 0�356 16 1,641 

Diseases of the eye and adnexa  � � � � � � � � � H00–H59 0�75 0�324 0�45 0�374 19 805 
Diseases of the genitourinary 
system  � � � � � � � � � � � � � � � � � � � � � � � � � � � N00–N99 0�77 0�278 0�45 0�320 51 5,180 

Diseases of the musculoskeletal 
system and connective tissue � � � � � � � � � M00–M99 0�72 0�350 0�37 0�366 56 7,233 

Diseases of the nervous system � � � � � � � � � G00–G99 0�80 0�272 0�39 0�354 35 2,551 
Diseases of the respiratory system � � � � � � � J00–J99 0�71 0�290 0�53 0�335 48 8,688 
Diseases of the skin and subcutaneous 
tissue  � � � � � � � � � � � � � � � � � � � � � � � � � � � � L00–L99 0�66 0�387 0�46 0�375 36 2,812 

Endocrine, nutritional and metabolic 
diseases  � � � � � � � � � � � � � � � � � � � � � � � � � � E00–E89 0�85 0�267 0�53 0�377 28 4,687 

External causes of morbidity and 
mortality � � � � � � � � � � � � � � � � � � � � � � � � � � V00–Y99 0�00 0�000 0�00 0�000 14 92 

Factors influencing health status and 
contact with health services � � � � � � � � � � � Z00–Z99 0�55 0�368 0�32 0�294 65 6,597 

Injury, poisoning and certain other 
consequences of external causes � � � � � � � S00–T88 0�64 0�305 0�29 0�242 121 15,634 

Mental and behavioral disorders � � � � � � � � � F01–F99 0�70 0�338 0�40 0�362 51 6,995 
Neoplasms � � � � � � � � � � � � � � � � � � � � � � � � � C00–D49 0�76 0�347 0�21 0�235 27 359 
Pregnancy, childbirth and the 
puerperium � � � � � � � � � � � � � � � � � � � � � � � �O00–O9A 0�61 0�380 0�27 0�290 35 1,831 

Symptoms, signs and abnormal clinical and 
laboratory findings, not elsewhere 
classified� � � � � � � � � � � � � � � � � � � � � � � � � � R00–R99 0�75 0�288 0�54 0�338 74 22,290 

SOURCE: National Center for Health Statistics, National Hospital Ambulatory Medical Care Survey–Emergency Department, 2016–2017. 
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Table 7. Summary of results, by reason-for-visit module for reason-for-visit codes 

Jaccard score Jaccard score Truncated codes for 
human-to-human model-to-human module in dataset 

Standard Standard 
Module Average deviation Average deviation Unique Frequency 

1� Symptom module � � � � � � � � � � � � � � � � � � � � � � � � � � 0�58 0�339 0�18 0�225 395 89,658 
2� Disease module� � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�67 0�306 0�12 0�210 88 8,887 
3� Diagnostic, screening, and preventive 

module � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�33 0�300 0�08 0�099 23 1,260 
4� Treatment module � � � � � � � � � � � � � � � � � � � � � � � � � � 0�34 0�293 0�10 0�144 45 4,190 
5� Injuries and adverse effects module � � � � � � � � � � � � 0�57 0�288 0�14 0�145 89 15,014 
6� Test results module� � � � � � � � � � � � � � � � � � � � � � � � � 0�54 0�309 0�15 0�149 7 608 
7� Administrative module  � � � � � � � � � � � � � � � � � � � � � � 0�10 0�158 0�04 0�044 4 118 
8� Uncodable entries � � � � � � � � � � � � � � � � � � � � � � � � � � 0�11 0�193 0�01 0�012 6 522 

SOURCE: National Center for Health Statistics, National Hospital Ambulatory Medical Care Survey–Emergency Department, 2016–2017. 
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Table 8. Line listing of truncated ICD–10–CM diagnosis codes comparing human-to-human and model-to-human 
Jaccard scores, categorized by ICD–10–CM chapter 

Jaccard score Jaccard score 
human-to- model-to- Frequency in 

ICD–10–CM category and description human human dataset 

A00–B99: Certain infectious and parasitic diseases 
A08 Viral and other specified intestinal infections � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�70 0�72 123 
A31 Infection due to other mycobacteria � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 1�00 4 
A49 Bacterial infection of unspecified site � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�31 32 
A54 Gonococcal infection� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�25 7 
A69 Other spirochetal infections  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�67 1�00 12 

C00–D49: Neoplasms 
D25 Leiomyoma of uterus  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�38 0�71 47 

D50–D89: Diseases of the blood and blood-forming organs and 
certain disorders involving the immune mechanism 

D62 Acute posthemorrhagic anemia  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�17 0�50 32 
D72 Other disorders of white blood cells � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�93 0�96 193 

E00–E90: Endocrine, nutritional and metabolic diseases 
E13 Other specified diabetes mellitus  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�20 0�42 33 
E16 Other disorders of pancreatic internal secretion � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�75 0�78 113 
E80 Disorders of porphyrin and bilirubin metabolism � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�50 1�00 26 

F00–F99: Mental and behavioral disorders 
F12 Cannabis related disorders � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�91 0�96 141 
F13 Sedative, hypnotic, or anxiolytic related disorders � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�50 0�83 40 
F17 Nicotine dependence� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�87 0�92 1,023 
F41 Other anxiety disorders� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�91 0�92 1,083 
F91 Conduct disorders� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�33 0�40 63 

G00–G99: Diseases of the nervous system 
G20 Parkinson’s disease� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�88 1�00 42 
G62 Other and unspecified polyneuropathies � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�43 0�56 59 
G81 Hemiplegia and hemiparesis � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�17 12 

H60–H95: Diseases of the ear and mastoid process 
H83 Other diseases of inner ear � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�50 1�00 8 
H90 Conductive and sensorineural hearing loss� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�25 8 

I00–199: Diseases of the circulatory system 
I46 Cardiac arrest � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�75 1�00 57 
I70 Atherosclerosis � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�67 0�75 18 

J00–J99: Diseases of the respiratory system 
J00 Acute nasopharyngitis [common cold] � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�67 0�73 71 
J02 Acute pharyngitis  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�93 0�94 966 
J05 Acute obstructive laryngitis [croup] and epiglottitis � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�86 1�00 167 
J09 Influenza due to certain identified influenza viruses  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�64 0�78 71 
J10 Influenza due to other identified influenza virus  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�44 0�65 82 
J38 Diseases of vocal cords and larynx, not elsewhere classified � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�29 1�00 11 
J43 Emphysema  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�60 1�00 32 
J44 Other chronic obstructive pulmonary disease� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�94 0�99 759 
J80 Acute respiratory distress syndrome  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�71 23 

K00–K93: Diseases of the digestive system 
K03 Other diseases of hard tissues of teeth � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�60 0�75 19 
K31 Other diseases of stomach and duodenum � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�67 0�83 51 
K37 Unspecified appendicitis � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�43 1�00 24 

L00–L99: Diseases of the skin and subcutaneous tissue 
L22 Diaper dermatitis� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�83 0�88 48 
L24 Irritant contact dermatitis � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�50 7 
L60 Nail disorders � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�80 1�00 32 
L93 Lupus erythematosus � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�25 5 
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Table 10. Line listing of reason-for-visit codes comparing human-to-human and model-to-human Jaccard 
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1150�1 Substance abuse, not otherwise specified � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�15 24 
1455�6 Lump or mass� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�11 0�28 45 
1470�0 Abnormalities of sputum or phlegm � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�05 25 
1515�4 Abnormal color, ridges, coated � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�50 8 
1575�0 Difficulty eating � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�20 0�27 36 
1610�0 Symptoms of liver, gallbladder, and biliary tract � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�14 13 
1665�0 Symptoms of bladder � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�20 0�29 28 
1670�0 Symptoms of the kidneys � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�20 10 
1740�3 Abnormal material, including clots � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�10 22 
1895�0 Navel problems� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�04 22 
1925�0 Knee symptoms  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�11 0�12 44 
1930�4 Ankle symptoms—weakness � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�33 6 
1935�3 Foot and toe symptoms—limitation of movement, stiffness, tightness  � � � � � � � 0�00 0�33 7 
1935�4 Foot and toe symptoms—weakness � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�20 11 

4: Treatment module 
4415�0 Radiation therapy � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�25 14 
4518�0 Detoxification  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�17 0�21 49 
4520�0 Minor surgery � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�06 22 

5: Injuries and adverse effects module 
5050�0 Fracture, other and unspecified� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�25 8 
5830�1 Sexual abuse� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�03 14 

8: Uncodable entries 
8999�0 Illegible entry  � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 0�00 0�01 42 

SOURCE: National Center for Health Statistics, National Hospital Ambulatory Medical Care Survey–Emergency Department, 2016–2017. 

NATIONAL CENTER FOR HEALTH STATISTICS 20 Series 2, Number 189 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Vital and Health Statistics 
Series Descriptions 

Active Series 
Series 1. Programs and Collection Procedures 

Reports describe the programs and data systems of the 
National Center for Health Statistics, and the data collection 
and survey methods used. Series 1 reports also include 
defnitions, survey design, estimation, and other material 
necessary for understanding and analyzing the data. 

Series 2. Data Evaluation and Methods Research 
Reports present new statistical methodology including 
experimental tests of new survey methods, studies of vital and 
health statistics collection methods, new analytical techniques, 
objective evaluations of reliability of collected data, and 
contributions to statistical theory. Reports also include 
comparison of U.S. methodology with those of other countries. 

Series 3. Analytical and Epidemiological Studies 
Reports present data analyses, epidemiological studies, and 
descriptive statistics based on national surveys and data 
systems. As of 2015, Series 3 includes reports that would 
have previously been published in Series 5, 10–15, and 20–23. 

Discontinued Series 
Series 4. Documents and Committee Reports 

Reports contain fndings of major committees concerned with 
vital and health statistics and documents. The last Series 4 
report was published in 2002; these are now included in 
Series 2 or another appropriate series. 

Series 5. International Vital and Health Statistics Reports 
Reports present analytical and descriptive comparisons of 
U.S. vital and health statistics with those of other countries. 
The last Series 5 report was published in 2003; these are now 
included in Series 3 or another appropriate series. 

Series 6. Cognition and Survey Measurement 
Reports use methods of cognitive science to design, evaluate, 
and test survey instruments. The last Series 6 report was 
published in 1999; these are now included in Series 2. 

Series 10. Data From the National Health Interview Survey 
Reports present statistics on illness; accidental injuries; 
disability; use of hospital, medical, dental, and other services; 
and other health-related topics. As of 2015, these are included 
in Series 3. 

Series 11. Data From the National Health Examination Survey, the 
National Health and Nutrition Examination Surveys, and 
the Hispanic Health and Nutrition Examination Survey 
Reports present 1) estimates of the medically defned 
prevalence of specifc diseases in the United States and the 
distribution of the population with respect to physical, 
physiological, and psychological characteristics and 2) 
analysis of relationships among the various measurements. 
As of 2015, these are included in Series 3. 

Series 12. Data From the Institutionalized Population Surveys 
The last Series 12 report was published in 1974; these reports 
were included in Series 13, and as of 2015 are in Series 3. 

Series 13. Data From the National Health Care Survey 
Reports present statistics on health resources and use of 
health care resources based on data collected from health 
care providers and provider records. As of 2015, these reports 
are included in Series 3. 

Series 14. Data on Health Resources: Manpower and Facilities 
The last Series 14 report was published in 1989; these reports 
were included in Series 13, and are now included in Series 3. 

Series 15. Data From Special Surveys 
Reports contain statistics on health and health-related topics 
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report was published in 2002; these reports are now included 
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Statistics 
The last Series 16 report was published in 1996. All reports 
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Reports include analyses by cause of death and demographic 
variables, and geographic and trend analyses. The last Series 
20 report was published in 2007; these reports are now 
included in Series 3. 

Series 21. Data on Natality, Marriage, and Divorce 
Reports include analyses by health and demographic 
variables, and geographic and trend analyses. The last Series 
21 report was published in 2006; these reports are now 
included in Series 3. 

Series 22. Data From the National Mortality and Natality Surveys 
The last Series 22 report was published in 1973. Reports from 
sample surveys of vital records were included in Series 20 or 
21, and are now included in Series 3. 

Series 23. Data From the National Survey of Family Growth 
Reports contain statistics on factors that affect birth rates, 
factors affecting the formation and dissolution of families, and 
behavior related to the risk of HIV and other sexually 
transmitted diseases. The last Series 23 report was published 
in 2011; these reports are now included in Series 3. 

Series 24. Compilations of Data on Natality, Mortality, Marriage, and 
Divorce 
The last Series 24 report was published in 1996. All reports 
are available online; compilations are no longer needed. 
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