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Foreword 

          Agency theory has gained its prominence in international organizations, 
academics, professional practices, and corporate bodies over the years now. An 
agency relationship arises when a provider of funds appoints another to manage 
his interest. Proponents of agency theory believe that there is a tendency for 
agents, when left unmonitored, to engage in self-interest activities to the 
principal's detriment. Meanwhile, the degree of board independence is positively 
and significantly related to firm performance, especially in government-controlled 
firms and in firms with lower information acquisition and monitoring costs. The 
three phenomena require the presence of management control system to meet 
the interests of fund providers.    
 
           Agency theory posits different organizational, behavioral, economical and 
controlling roles, and it is a potent framework which can be extricated in 
promulgation of the management control systems. Furthermore, the 
implementation of a control mechanism depends on the amount and contents of 
the public and/ or private information that exist in the domain of the managerial 
accounting system. Furthermore, the implementation of a control mechanism 
depends on the amount and contents of the public and/ or private information that 
exist in the domain of the managerial accounting system. 
 

Indeed, what makes CEO pay both interesting and complicated is the fact 
that the efficient contracting, managerial power, and political paradigms co-exist 
and interact. In introducing plans that tie pay more strongly to performance as 
demanded by shareholders, directors routinely agree to pay more than necessary 
to compensate for the increased risk.  

 

This book is prepared for everyone that has strong intention to empower 
his or her theories and empirical information dealing with agency theory which is 
much helpful to make decisions in regards meeting the interests of fund providers. 
It is also a reading material for students attending doctoral program in the field of 
finance. Various international journals, both theoretical and empirical, were 
collected in the context of teaching materials. 

  
Constructive criticisms are really needed to make this book more useful 

and in good quality. This book is going to be continuously and accordingly 

updated as well.   

 

Sincerely, 

Prof. Dr. Adler Haymans Manurung, CIFM, CMA 

Dr. Jhonni Sinaga CIPFM 
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The Economic Theory of Agency:
The Principal's Problem

By STEPHEN A. Ross*

The relationship of agency is one of the
oldest and commonest codified modes of
social interaction. We will say that an
agency relationship has arisen between two
(or more) parties when one, designated as
the agent, acts for, on behalf of, or as rep-
resentative for the other, designated the
principal, in a particular domain of deci-
sion problems. Examples of agency are
universal. Essentially all contractural ar-
rangements, as between employer and
employee or the state and the governed,
for example, contain important elements
of agency. In addition, without explicitly
studying the agency relationship, much of
the economic literature on problems of
moral hazard (see K. J. Arrow) is con-
cerned with problems raised by agency. In
a general equilibrium context the study of
information flows (see J. Marschak and
R. Radner) or of financial intermediaries
in monetary models is also an example of
agency theory.

The canonical agency problem can be
posed as follows. Assume that both the
agent and the principal possess state in-
dependent von Neumann-Morgenstern
utility functions, G(-) and [/(•) respec-
tively, and that they act so as to maximize
their expected utility. The problems of
agency are really most interesting when
seen as involving choice under uncertainty
and this is the view we will adopt. The
agent may choose an act, a^A, a feasible
action space, and the random payoff from

* Associate professor of economics, University of
Pennsylvania. This work was supported by grants from
the Rodney L. White Center for Financial Research at
the University of Pennsylvania and from the National
Science Foundation.

this act, wia, 6), will depend on the random
state of nature dit9, the state space set),
unknown to the agent when a is chosen.
By assumption the agent and the prin-
cipal have agreed upon a fee schedule / to
be paid to the agent for his services. The
fee, / , is generally a function of both the
state of the world, 6, and the action, a, but
we will assume that the action can influ-
ence the parties and, hence, the fee only
through its impact on the payoff. This
permits us to write.

(1) f=fiwia,B);B).

Two points deserve mention. Obviously
the choice of a fee schedule is the outcome
of a bargaining problem or, in large games,
of a market process. Much of what we
have to say is relevant for this view but
we will not treat the bargaining problem
explicitly. Second, while it is possible to
conceive of the fee as being directly func-
tionally dependent on the act, the theory
loses much of its interest, since without
further conditions, such a fee can always
be chosen as a Dirac 8-function forcing a
particular act (see S. Ross). In some sense,
then, we are assuming that only the payoff
is operational and we will take this point
up below. Now, the agent will choose an
act, a, so as to

(2) max

where the agent takes the expectation
over his subjectively held probability dis-
tribution. The solution to the agent's
problem involves the choice of an optimal
act, a", conditional on the particular fee
schedule, i.e., a''=ai{f}), where a(-) is a

134

1



VOL. 63 NO. 2 DECISION MAKING UNDER UNCERTAINTY 135

mapping from the space of fee schedules
into A.

If the principal has complete informa-
tion about the fee to act mapping, a(
he will now choose a fee so as to

(3)

max E{ U[wiai{f}), 6)

where the expectation is taken over the
principal's subjective probability distribu-
tion over states of nature. If the principal
is not fully informed about a( •), then a( •)
will be a random function from his point
of view. Formally, at least, by appropri-
ately augmenting the state space the
criterion (3) could still be made to apply.
In general some side constraints on (/)
would also have to be imposed to insure
that the problem possesses a solution (see
Ross). A market-imposed minimum ex-
pected fee or expected utility of fee by the
agent would be one economically sensible
constraint:

(4) E{G[fiwia,d);e)]}>k.
e

Since utility functions are assumed to be
independent of states, 6, one of the im-
portant reasons for a fee to depend di-
rectly on d would be if individual subjective
probability distributions differed. In what
follows we will assume that both the agent
and the principal share the same subjective
beliefs about the occurrence of 6 and write
the fee as a function of the payoff only.

(5) / = fiwia, 6)).

Notice that this interpretation would
not in general be permissible if the prin-
cipal lacked perfect knowledge of a(-)-
More importantly, though, surely aside
from simple comparative advantage, for
some questions the raison d'etre for an
agency relationship is that the agent (or
the principal) may possess different (better
or finer) information about the states of

the world than the principal (agent). If we
abstract from this possibility we will have
to show that we are not throwing out the
baby with the bath water.

Under this assumption the problem is
considerably simplified but much of inter-
est does remain. Suppose, first, that we are
simply interested in the properties of
Pareto-efficient arrangements that the
agent and the principal will strike. Notice
that the optimal fee schedule as seen by the
principal is found by solving (3) and is
dependent on the desire to motivate the
agent. In general, then, we would expect
such an arrangement to be Pareto-in-
efficient, but we will return to this point
below. The family of Pareto-efficient fee
schedules can be characterized by assum-
ing that the principal and the agent co-
operate to choose a schedule that maxi-
mizes a weighted sum of utilities

(6) max E{U[W - f] + \G[f]},

where X is a relative weighting factor (and
where strategies have been randomized to
insure convexity). K. Borch recognized
that the solution to (6) is obtained by
maximizing the function internal to the
expectation which requires setting

(P.E.) U'[w - f] = \G'[f]

when U and G are monotone and concave.
(See H. Raiffa for a good exposition.) The
P.E. condition defines the fee schedule,
/ ( • ) , as a function of the payoff w (and the
weight, X). (See R. Wilson (1968) or Ross
for a fuller discussion of this derivation
and the functional aspect of the fee
schedule.)

An alternative approach to finding op-
timal fee schedules was first proposed by
Wilson in the theory of syndicates and
studied by Wilson (1968, 1969) and Ross.
This is the similarity condition that solves
for the fee schedule by setting

2
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U[w-f] = a(S)

for constantsa>O,b. If (/) satisfies5 then,
given the fee schedule, it should be clear
that the agent and the principal have
identical attitudes towards risky payoffs
and, consequently, the agent will always
choose the act that the principal most
desires. Ross was able to completely char-
acterize the class of utility functions that
satisfied both P.E. and 5 (for a range of X)
and show that in such situations the fee
schedule is (affine) linear, L, in the payoff.
(The class is simply that of pairs (C/, G)
with linear risk tolerance.

=maxE{u[w-f]
if) e

U' G'
-— = cw-\-d and - — = cw -I- e,

where c, d and e are constants.) In fact,
it can be shown that any two of S, P.E.,
or L imply the third.

A question of interest that naturally
arises is that of the relation that S and
P.E. bear to the exact solution to the prin-
cipal's problem. (A comparable "agent's
problem" can also be posed but we will
not be concerned with that here. Some ob-
servations on such a problem are contained
in Ross.) The solution to the principal's
problem (3) subject to the constraint (4)
and to the constraint imposed by the
condition that the agent chooses the op-
timal act from his problem (2) can, under
some circumstances, be posed as a classical
variational problem. To do so we will
assume that the payoff function is (twice)
differentiable and that the agent chooses
an optimal act, given a fee schedule, by the
first order condition

(7) E{G'[fiw)]f'iw)wa} = 0,
e

where a subscript indicates partial differ-
entiation. The principal's problem is now
to

ma.x
(8) (/>

a -f- \G}

where ^ and X are Lagrange multipliers
associated with the constraints (7) and
(4) respectively. Changing variables to
ViO) = fiwia, 0)) where we have suppressed
the impact of a on F and assuming, with-
out loss of generality, that 6 is uniformly
distributed on [0, 1] permits us to solve
(8) by the Euler-Lagrange equation. Thus,
at an optimum

(9)

d (dH

de \dV

1\ dH

'] ~'dV
d fWal

— — - XG' = 0;
de iJ

or the marginal rate of substitution,

U' d

G' de
(10)

This is an intuitively appealing result;
the marginal rate of substitution is set
equal to a constant as in the P.E. condi-
tion plus an additional term which cap-
tures the constraint (7) imposed on the
principal by the need to motivate the
agent. To determine the optimal act, a,
we differentiate (8) with respect to a
which yields

£ { f / ' [ l - / ' K - f ^G"(/'w»)^
(11) e

-f ^G'/"(ro<.)2 + <ifG'f'Waa} = 0,

where we have made use of (7). Substitut-
ing the boundary conditions permits us to
solve for the multipliers ^ and X.

LikeSor P.E. (10) defines the fee schedule
as a function of w. (Notice that we are
tacitly assuming that, at least for the
optimal act, the payoff is (a.e. locally)
state invertible. This allows the fee to
take the form of (5).) It follows that (10)
will coincide with P.E. if and only if ^ is
zero, or ii'^y^O, we must have

3
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(12)
d r
dd Lwe

\ =
J

bia).

a function of a alone.
In particular, using these conditions we

can ask what class of (pairs of) utility
functions (U, G) has the property that,
for any payoff structure, wia, 6), the solu-
tion to the principal's problem is Pareto-
efficient. Conversely, we can ask what class
of payoff structures has the property that
the principal's problem yields a Pareto-
efficient solution for any pair of utility
functions {U, G).

A little reffection reveals that the only
pairs of {U, G) that could possibly belong
to the first class must be those which
satisfy S and P.E. for a range of schedules
(indexed by the X weight in P.E.). Clearly
if (10) is to be equivalent to P.E. for all
payoff functions, w ia, d), then ^ must be
zero and the motivational constraint (7)
must not be binding. Eor this to be the
case, for an interval of values of k (in (4)),
the satisfaction of P.E. must imply that
the agent chooses the principal's most
desired act by (7). For any fee schedule,
(/), the principal wants the act to be
chosen to maximize Ee{U[w—f]] which
implies that

(13) E{U'i\ - / > „ } = 0.

If (13) is to be equivalent to the motiva-
tional constraint (7) for all possible payoff
structures, then we must have

(14) - /') = G'f

which, with P.E. (or (10) with ^ = 0)
yields a linear fee schedule in the payoff.
But, as shown in Ross, linearity of the
fee schedule and P.E. imply the satisfac-
tion of S and the {U, G) pair must belong
to the linear risk-tolerance class of utility
functions described above.

Since the linear risk-tolerance class,
while important, is very limited, we turn

now to the converse question of what pay-
off structures permit a Pareto-efficient
solution for all {U, G) pairs. If ^ = 0 we
must, as before, have that the motivational
constraint is not binding for all (U, G) or
(13) must always imply (7). The implica-
tion will always hold if there exists an a*
such that for all a there is some choice of
the state domain, / , for which

(15) wia*,e)>wia,e), 9 6 / .

Conversely, from P.E., we must have that
foraUG(-)

(16) E{G'[f]il - f')w.} = 0

implies (7) where/ is determined by P.E.
Since (f/, G) can always be chosen so as to
attain any desired weightings of Wa in (7)
and (16) the special case of (15) is the only
one for which motivation is irrelevant.
Given (15) all individuals have a uniquely
optimal act irrespective of their attitudes
towards risk.

If ^?^0, then to assure Pareto efficiency
we must satisfy (12). This is a partial
differential equation and its solution is
given by

(17) wia, e) = H[eBia) - Cia)],

where Hi-), Bi-) and C(-) are arbitrary
functions. (The detailed computations are
carried out in an appendix.) This is a
rich and interesting class of payoff func-
tions. In particular, (17) is a generalization
of the class of functions of the form
lid—a), where the object is to pick an act,
a, so as to best guess the state d. It there-
fore includes, for example, traditional
estimation problems, problems with a
quadratic payoff function, and all prob-
lems with payoff functions of the form
d—a\^hia), and many asymmetric ones as

well. It is not, however, difficult to find
plausible payoff functions which do not
take the form of (17). (The class of the
form (15) will generate such functions.)

4
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We may conclude, then, that the class of
payoff structures that simultaneously solve
the principal's problem and lead to Pareto
efficiency for all {U, G) pairs is quite im-
portant and quite likely to arise in practice.

In general, though, it is clear that the
solution to the principal's problem will not
be Pareto-efficient. This is, however, a
somewhat naive view to take. Pareto effi-
ciency as defined above assumes that per-
fect information is held by the participants.
In fact, the optimal solution to the prin-
cipal's problem implied that the fee-to-act
mapping induced by the agent was com-
pletely known to the principal. In such a
case it might be thought that the principal
could simply tell the agent to perform a
particular act. The difficulty arises in
monitoring the act that the agent chooses.
Michael Spence and Richard Zeckhauser
have examined this problem in detail in
the case of insurance. In addition, if agents
are numerous the fee may be the only com-
munication mechanism. While it might in
principle be feasible to monitor the agent's
actions, it would not be economically
viable to do so.

The format of this paper has been such
as to allow us to only touch on what is
surely the most challenging aspect of
agency theory; embedding it in a general
equilibrium market context. Much is to
be learned from such attempts. One would
naturally expect a market to arise in the
services of agents. Furthermore, in some
sense, such a market serves as a surrogate
for a market in the information possessed
by agents. To the extent to which this
occurs, the study of agency in market
contexts should shed some light on the
economics of information. To mention one
more path of interest—in a world of true
uncertainty where adequate contingent
markets do not exist, the manager of the
firm is essentially an agent of the share-
holders. It can, therefore, be expected that

an understanding of the agency relation-
ship will aid our understanding of this
difficult question.

The results obtained here provide some
of the micro foundations for such studies.
We have shown that, for an interesting
class of utility functions and for a very
broad and relevant class of payoff struc-
tures, the need to motivate agents does not
conflict with the attainment of Pareto
efficiency. At the least, a callous observer
might view these results as providing some
solace to those engaged in econometric
activity.

APPENDIX

This appendix solves the partial differen-
tial equation (12) in the text.
Integrating (12) over e yields

dw . ^ dw
+ [hia)e -I- cia)] = 0.

da de

Along a locus of constant w,

de dw/dada dw/de
= bia)e + cia).

is a first order Bernoulli equation that inte-
grates to

4. J

where ;fe is a constant of integration. It fol-
lows that

where

and

wia,e) = H[eBia) - Cia)],

Bia) =

Cia)^Je-J ia) -\- k.

and Hi-) is an arbitrary function.

5
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Articles 

THE THEORY OF AGENCY: 
THE POLICING "'PARADOX'" 

AND REGULATORY BEHAVIOR 

Barry M. Mitnick - 

Relations of agency, or "acting for," are pervasive in complex societies. 
Examples include the worker-boss, physician-patient, adviser-administrator, and 
parent-child relations. Functional dependencies, among other reasons, determine 
that agency relationships will be extremely common. A key problem that principals 
in such relations face is that of insuring that the agent does in fact act for the 
principal. This paper will present a model of agency with policing and apply it to 
discuss regulatory behavior. 

The policing "paradox" to be described is only an apparent, ascribed 
paradox, evident mostly in the short-run, and due generally to information effects. 
It occurs to observers of policing because of lack of knowledge about the goal state 
and information level of policing participants, and about the dynamic 
characteristics of the policing process. By identifying it we wish to emphasize 
policing as a process, with definite stages, rather than compress the argument in the 
way the usual holistic economic approach would proceed. 

The policing arguments are developed in the context of the theory of agency, 
presently under development (see Mitnick 1973, 1974, 1975; for the economic 
theory of agency, see Ross 1973, 1974; see also Goldberg 1973, 1974; for a related 
model of policing in the context of the firm, see Alchian and Demsetz 1972), and 
managerial discretion models (see, e.g., williamson 1964; Migue and Belanger 
1974). 

We have chosen a fiduciary function representation (see below), derived from 
Williamson (1964), rather than the budget-output line employed by Migue and 

*Assistant Professor of Public Administration and Political Science, Ohio State 
University. 
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Belanger (1974) to depict discretionary resources. This is partly because we seek a 
general agency model of  policing, wishing to examine returns to agent and principal 
directly rather than use the surrogate "output"  for principal returns, and partly in 
order to be able to compare agent and principal returns directly. Both Williamson 
and Migue and Belanger have noted, as we do, that income and substitution effects 
may occur in managerial discretion models. The sources and circumstances of  these 
effects in each case, however, are different. Williamson (1964)describes the effects 
of changes in tax rates in each of  his models. Migue and Belanger note the effects of  
changes in demand, cost, and demand and cost elasticities on the budget-output 
function. The present paper discusses policing effects using the fiduciary function 
representation. (See also Mitnick 1973, 1974.) 

We begin by describing fiduciary relations in the context of  agency. 

L Agency and Fiduciary Relations 

The agent holding the fiduciary norm must act diligently, with the skills at his 
disposal, for the principal's goal, without regard for any other goals that may bear 

. . . . .  a 1 on his relation with the principal, including any self-go ls. The norm may be 
expected in contractual discretionary agency, typically under conditions of  trust, 
under principal dependency, or under agent domination of  the principal's interests. 
The fiduciary function, relation (in the mathematical sense), or set will be said to 
be the set of  collections of  specifications of  the returns to each of  the agent's goals, 
self- and other-, that are subject to the possible choice of  the agent, given his 
contractual arrangement with the principal. We may also term this set the 
institution function, relation, or set since the possibly policed formal norms or rules 
of  an institution, 2 perhaps an organization, may constrain the set of  selections 
available to the agent. The pure fiduciary will choose that collection of  
specifications which contains the highest returns to his other-goals, regardless of  the 
level of  return to his self-goals. The lexicographic, or "lexical" fiduciary will after 
choosing the collections with the highest return to the principal, choose that 
collection which also has the highest return to his self-goals. These types may be 
contrasted with types of  agents who choose for their self-goal first: The pure 

1See Mitnick (1975). The arguments below regarding the policing "paradox" and 
regulatory behavior are from Mitnick (1974). Note that the usage of "fiduciary" is different 
from that employed by Curry and Wade (1968), who use it for entrepreneurs conceived as 
agents for groups, and do not require tt/e restriction on consideration of competing, including 
self-, interests. General usage (see e.g., Riker 1962, pp. 24-28; Pitkin 1967; Seavey 1964) agrees 
with the sense here employed. 

A self-goal is an objective of self-regarding preferences; an other-goal is an objective of 
other-regarding preferences. Here "self-regarding preferences" relate to concerns that are 
private, personal, egoistic, selfish, self-bettering, and so on; "other-regarding preferences" relate 
to such concerns of the "other" party. 

2Blake and Davis (1964, p. 464) note that "norms clustered around a given functional 
requirement are often coUectively designated as 'institution'." 
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self-interest agent chooses that collection of specifications which contains the 
highest returns to his self-goals, regardless of  the level of  return to his other-goals. 
The lexical self-interest agent chooses, first, those collections of  specifications 
which contain the highest returns to his self-goals and, second, from that group of  
collections, that collection which has the highest return to his other-goals. 3 We 
posit that  policing may involve a general developmental pattern (allowing skips in 
stages) from the pure self-interest agent to the lexical self-interest agent to the 
lexical fiduciary and finally to the pure fiduciary. 

IL Diagrammatic Exposition of Agency with Policing 
Assume that the agent and principal are rational, have preferences that reflect 

"greed," i.e., "more  is always better," and that the agent possesses a genuinely 
preferred self-goal and a genuinely preferred other-goal (the goal of  the principal). 
Assume that  the agent's indifference curves between "a"  (return to self-goal as 
measured in "resources" devoted to it) and "p"  (return to other-goal as measured in 
"resources" devoted to it) may be constructed, are continuous and that they have 
negative slope. Assume also that the slopes of  the indifference curves at constant 
"a"  are increasing (absolute value decreasing) as we reduce "p , "  Le., that "p"  is 
more highly valued with respect to "a ,"  the less of  " p "  there is. Another way of  
lookin~ at this is to note that this implies that " a ' " s  self-interests are not inferior 
goods. We could, of  course, assume that they are inferior goods (e.g., the manager 
who insists on a certain level of  discretionary return of  his perrequisites or 
emoluments, let us say, as the store of  discretionary resources shrinks, no matter  
what the resulting possible return to the owner's goal of  profit), since such cases are 
not uncommon. For illustrative purposes, however, we assume the normal goods 
case .  

Assume that the agent administers some quantity of  these resources, subject 
to his discretion, which in continuously varying amounts may be either devoted to 
return to the principal's goal, diverted to the agent's self-goal, or "lost ." The agency 
relation involves the supply or conversion of  this resource to increase the return to 
the principal's goat. Assume that only the agent can convert this resource or 
otherwise supply it so that it increases return to the principal's goai. The principal 
will expect some minimal level of  performance from his agent, that  is, minimal ievel 
of  resources devoted to return to his goal, below which the principal will seek to 
discharge his agent. Above this level, Pi' the agent has discretion. Here "discretion" 
means that the agent may choose to perform acts that affect return to the 
principal's goal. The agent has a similar minimum level, ai, below which he would 

3For a rguments  on the comparative behavior o f  these four types o f  agents, see M~tnick 
(1974, 1975). 

4See Williamson (1964, p, 47). The model of the policing process discussed here was 
suggested by Williamson's treatment of managerial discretion and Alchian's comments on 
Witliamson. See Alchian (1971), The approach in no way depends on the theory of the firm, 
however, or on its origin in economics except as the assumptions are similar. 
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quit as agent. The agent's discretionary choice of returns to his self- and to his 
other-goal are constrained by a feasibility set of possible combinations of 
agent-principal receipts, the fiduciary function, p(a). Although we represent it as a 
function and as a function only of "a," the true fiduciary set may consist of the 
region below p(a) and depend on other factors, here controlled, besides "a."  The 
assumption of greed, however, makes only the outer boundary of this region 
relevant, and this is what is indicated by p(a). The shape of the fiduciary function 
may depend in an organization, for example, on organizational rules, technology, 
and so on. We assume that through the range of study the agent's preferences will 
be independent of  the fiduciary function. This may of  course not be true in general; 
what is preferred is frequently determined by what one can get. Where the slope of 
the fiduciary function is positive, an increase in return to the agent's self-goal also 
implies an increase in return to the principal; where this slope is negative, increase 
in return to the agent's self-goal means a decrease in return to the principal. 

P 

Pl 

Pi 

Figure I 
a 

I II I I I 

i l l  I I  i i i i i i i i i i  

i i i  i i i i i  I I 

U a 
I I 

p(a) 

Consider the fiduciary function depicted in Figure 1. If the agent is a pure 
fiduciary, he will select the greatest feasible return to the principal's goal, and will 
be indifferent regarding the resultant return to any self-goals that may be affected 
by the agency relation. His indifference curves will be horizontal lines rather than 
negatively sloped, and he will choose the level of return Pl  to the principal's goal. 
He Mll be indifferent between the returns to his self-goal at points A and B and 
between. If, however, the agent is a lexicographical fiduciary, he will select from 
among those points that equivalently maximize return to the principal that point 
that yields the highest return to his self-goals, i.e., point B. For the general case 
where the agent has genuine preferences for both a self- and an other-goal that are 
not constrained in choice by a fiduciary or other norm, the agent's indifference 
curves are negatively sloped and determine an "operating point" at the "highest" 
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point of  tangency between the indifference curves and the fiduciary function, as in 
Figure 2 (point A). Note that in Figure 2 the tangency occurs below the point of  
maximum return to the principal (point B). (See Williamse-1 1964; Migue and 
Belanger 1974.) This operating point is allowable only if we assume that the cost to 
the principal of  policing his agent so that he selects the point of  maximum principal 
return exceeds the value of  the principal of  the additional return that the policing 
could obtain. (See Alchian 1971; Atchian and Demsetz 1972.) 

P 

U0 

p(o) 

Figure 2 

For the purpose of  developing a simple model here, assume that p(a) is linear 
and downward-sloping~ i.e., that constant additions to return to the self-goal mean 
constant reductions in return to the other-goal of  the agent. This is similar to 
Williamson's emoluments model (1974, pp. 49-52), where we will consider lump 
sum withdrawal o f  resources rather than a proportional tax as the first policing 
stage. Assume that the principal for some reason wishes to police his agent. Note 
that one form of policing would be encouraging the agent to hold the fiduciary 
norm; we will not, however, consider here the actual mode of  policing. Assume that 
the principal has no outside source of  resources to devote to a policing mechanism. 
He must then divert some of  the total discretionary resources potentially available 
to be distributed towards his own and the agent's ends into a policing apparatus. 
Note that we have assumed that only the agent may supply or convert the resource 
so that it increases return to the principal. Alternatively, at this first stage, we may 
simply consider the effect of  withdrawing some part of the discretionary resources 
without assuming the creation of  a policing apparatus. Any withdrawal of 
resources, or conversion of  discretionary to nondiscretionary resources, whether or 
not policing is intended, is relevant here. Thus, after resource withdrawal but before 
inauguration of the policing u n i t -  or before that unit begins to have any 
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effect - we have the situation depicted in Figure 3. For convenience in notation, 
let P-Pi be represented by "p," and a-a i by "a." 

P 

Pt 

Pmo 

Oi Ot° Ore° Ot Or" 0 

Figure :5 
The policing cost in resources is Pm-Pt" The operating point before is (amo, 

Pmo) and after, (ato , Pto)' ato < a m o  because the assumption that "a"  is not an 

inferior good. (In the economic formalism, something similar is called the "income 

P m a + Pm" Substituting values before effect.") The fiduciary function is p - a 
m 

and after resource withdrawal, and then subtracting: 

Pm 
= - ~ a + Pm Pmo a mo 

m 

Pm 
=- -- a +Pt Pto a to 

m 

(Pmo - Pto ) = - p--m(aa mo - ato) + (Pm - Pt ) 
m 

Pm 
. . . . .  (a - ato) (i) (Pm Pt ) (Pmo Pto ) a mo 

m 
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or (Pm - Pt ) (Pmo - Pto ) (amo - ato) 

Pm Pm am 
(2) 

Eq. (1) suggests the following general law for fiduciary functions of this type: 
The net gain in agent fidelity is directly proportional to the difference between the 
discretionary resources withdrawn and the resultant difference between the 
principal's operating points. Eq. (2) states this in terms of proportionate costs and 
losses relative to total potential discretionary return to each party. Furthermore, 

Pm given the assumed preference structure of the agent, if 5---,the absolute value of the 
m 

slope of the fiduciary function, is >~ 1 (and it may be some undetermined amount 
less), that is, if the potential resources that can be realized by the principal exceeds 
that which could be realized by the agent, the resources withdrawn to be devoted 
to policing costs (if that is where they go) will always exceed the immediate gain in 

fidelity as measured in resource loss to the agent. For aP2 sufficiently small agent 

(that is, linear functions sufficiently more horizontal), however, the resource toss to 
the agent may exceed the potential resource cost to the principal. Of course, we 
have not indicated (nor do we know) how the agent and principal will value their 
respective loss and cost. It is clear that in the limit of some sufficiently large 
resource withdrawal the principal may obtain a perfectly fiduciary agent, given 
"room" above the minimum to operate. We note that the theorem above may be 
subject to empirical study. 

According to the above assumptions, a principal may under some specified 
conditions exchange discretionary resources for an agent acting with greater fidelity 
to the principal's goal. That is, (amo , Pmo) > (ato ~ Pto)" This is a paradoxical 
situation in the short run, since the principal has voluntarily yielded valued 
resources, and we may ask under what conditions would a rational principal do 
this? Clearly, if the principal has another goal that is satisfied by having a truer 
agent, he may prefer to do this, i.e., if he has a goal of agent fidelity. The principal 
may also do this if he expects a net gain as the result of expected future receipts. 
Only an observer's lack of information about the fact he is observing a stage in a 
process, and about the principal's full goal set, makes the situation appear 
paradoxical, of course. Thus we consider now stage two of the policing process: the 
policing apparatus is in operation; the fiduciary function is altered as the policing 
unit changes the permissible combinations of resources to the agent and resources 
to the principal, that is, changes the operating distributive rules. The situation is 
indicated for the above restrictive model in Figure 4. 

The policing device alters the slope of the fiduciary function; the greater the 
success of the device, the more steeply negative that slope becomes. That is, the 
policing device makes "'a" relatively more expensive to the agent with respect to 
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Pm 

Pto 

Uo 

p(a) 

aso ato as amoa t a m 
o 

Figure 4 
Thus, given the same overall level of  "satisfaction," i.e., the same indifference 
curve, "p"  is substituted for "a".  (In the economic formalism, something similar is 
called thd "substitution effect.") 5 In Figure 4, we see that the fidelity of  the agent 
is further increased (loss of ato - aso resources to the agent), and the principal has a 
gain of  Pso - Pro over stage one. The net effect over stages one and two (policing 
device funded out of  total discretionary resources and in operation) is that the 
principal exchanges operating point (amo , Pmo) for point (aso , Pso)" Now although 
the agent's receipts will always be tess than at the start under the present model, the 
receipts by the principal may be either less than or greater than (or, of  course, equal 
to) receipts at the start. Which of  these results obtains depends on the efficiency of 
the policing device-as indicated by the slope of the fiduciary function - and the 
shape of the indifference curves of the agent. I f  Pso ~ P m o '  we have the policing 
"paradox" noted above. Again, the principal may be coming out ahead because he 
also has a goal of  agent fidelity, or, again, the principal may have a future reward in 
mind, which we will consider under stage three. If  Pso ~ Pmo' the principal has 

5Note that the source of this substitution effect is different from those of the effects 
discussed in WiIliamson (1964) and Migue and Belanger (19 74), involving as it does changes in 
the fiduciary function due to organizational changes resulting from policing. 
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succeeded in taxing the agent not only for paying the total cost of policing, but also 
into contributing to the principal's receipts. 

Now, aso - ato represents the agent's response to policing. Given that the 
agent is rational, he will clearly yield resources only until the point at which it is no 
longer rational to do so. Thus the expected value of the negative sanctions of the 
policing device (including net loss in return to the agent's self-goal) must be greater 
than or equal to the value of the agent of aso - ato. The value of aso - ato may at 
that point be the expected value of the loss to the agent if the sanctions are applied 
times the probability that the sanctions will in fact be applied. For example, 
although the value to the corrupt policeman of the loss of career plus criminal 
penalties may be very high, he may perceive that the probability of catching him is 
very low. It may thus be rational for him to respond minimally to the policing 
attempt. 

In stage three, the principal has either succeeded in training his agent to value 
the principal's goal more highly, perhaps through the policing device, or, if there are 
multiple agents, replaced those who value "p" very low with agents who value it 
highly. Thus, for example, the few "rotten apples" in the police department - men 
with indifference curves with slopes everywhere much more negative (more steeply 
downward sloping than the average) - have been "weeded out." We then have for 
our simple model the situation in Figure 5. 

°1 Pm ~ 

Ps 

Pro 

Pt xt i li 
Oro (]so OtoO= (l tamo 

u" 

Figure 5 
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The tangency of the new indifference curves U 2 is further to the left The a " 

new operating point is (aro, Pro)' where aro < aso < ato < amo, and Pro >Pso  > 
Pto' but Pro either < Pmo or />  Pmo" After stage three the principal may in fact 
have finally realized his delayed net gain; or he may be left in the situation of the 
policing "paradox." As above, he may, of course, have a net gain because of the 
value he places on the increased fidelity of his agent. Note again that the rational 
principal would not have elected to police his agent i£ he did not expect a net gain 
from the attempt. Factors such as error due to uncertainty regarding the 
effectiveness of the policing mechanism in obtaining the results intended and 
regarding the choices of the agent, and other factors, may intervene. In addition, 
the principal may have imperfect information regarding the fiduciary function 
(which may involve the terms of contract between agent and principal) and the 
preferences of his agent in various situations. Or the bounded rationality (see March 
and Simon 1958, Chapter 6; Simon 1957) of the principal and agent may limit their 
ability to calculate the probable outcomes from electing any action. Or factors 
relating to strategic interaction between the parties may affect the result at any 
stage. If the agent at stage three has a hostile reaction to policing, 6 his preferences 
may shift the opposite way, so that the tangency would be further to the right. The 
principal would then have a net loss between stages two and three. In order to 
rationally elect policing, the principal must therefore be able to predict any agent 
reactions of this type. 

We note an additional factor that may be relevant if the policing process 
occurs over some time. The principal may have to discount his expected return at 
each stage due to the delay in receiving it. If discounts of this type are required, the 
principal will demand higher net returns than under the short term or static case. 
This may necessitate a better or more efficient policing mechanism. 

Note also the importance of the fiduciary norm under policing: the fiduciary 
polices himself. This economizes on policing costs, including costs attached to 
metering the effects of the policing mechanism and reporting this feedback to the 
principal. (el. those cited by Kaufman 1973.) Thus savings (-to whoever pays such 
costs - most likely, the principal) occurs on both policing costs and specification 
costs - the costs of choosing agent acts. 

In conclusion, we have formulated the policing process in three stages: 1) 
diversion of resources to policing or other uses; 2) implementation of policing 
mechanism; and 3) agent's reaction to policing. These stages are, of course, very 
broad and would require substantial elaboration in a reasonably complete theory of 
agency. A sense of "paradox" may be experienced by an observer of the policing 
process because of lack of knowledge regarding the fact that 1) the principal may 
have a hidden or nonobvious goal, and/or 2) the principal may err, having poor 
information due to the factors noted above (the principal and agent may also 
engage in strategic interaction with a paradoxical result occurring because each 
party may possess poor information on the ultimate effects of their joint 

6On reaction, see, e.g,, Brehm (1966), Day and Hamblin (1964), WiUiamson (1973). 
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behaviors), and/or 3) the principal may be in the midst of  a policing process and 
expect future returns, the mechanism and dynamics of  which are not obvious to the 
observer. 

IIL The Policing "Paradox" and Regulatory Behavior 

Under conditions of  "organizational slack" (see Cyert and March 1963), the 
managers of  an organization may be viewed as possessing some Fuced quantity of  
discretionary resources to dispose of. (See williamson 1964). In the firm, for 
example, revenue that is discretionary may be devoted to increments of  profit to 
the "guardian" stockholders or to increased emoluments or staff that benefit the 
managers. Similar arguments can be developed for some administrative agencies (cf. 
Migue and Belanger 1974; Niskanen 1971; Weatherby 1971). In particular, the 
regulatory agency can be modelled in this fashion. 

We assume that the discretionary resources o f  the agency may go either 
toward extra satisfaction of some public interest criteria 7 through their indicators, 
e.g., careful examination of  rate applications, or toward increasing the com- 
missioner's status, easing his workload, and insuring the likelihood for him of  
lucrative future employment, where these rewards may be offered largely by the 
regulated industry, and may be attained by commission activities that favor the 
industry, g The commissioner's preferences reflect a trade-off between choice of  
return to self-goals, as represented by activities favoring the industry, and return to 
public interest criteria. We assume, however, that the commissioner will act more 
like a self-interest agent than a fiduciary. We expect that, through some range, 
return to public interest criteria and to self-goals will be instrumental to each other; 
past this range, self-goals and public interest criteria will be in antinomy. The 
commissioner enjoys some discretionary return for discretionary return to the 
public interest, and vice versa; he does gain some added status, for example, for 
added efforts in behalf of  the public interest. But his return from activities 
generally favoring industry (and against the public interest) soon dominates his 
sources of  return to self-goals. Note that, in the early range, some extra activities 
favoring the industry may also be in the public interest. The fiduciary function is 
therefore shaped something like that in Figure 2. 

7These may be viewed as a set of criteria, aggregated by some calculus into a single 
dimension. This is obviously difficult to do, if only because of problems of measurement and of 
operationalization. The welfare tradeoffs involved could require better definition of social 
values than is now available. In principal, however, such tradeoffs could be established and such 
a dimension constructed; decisions, after all, are made on such matters all the time. But because 
of such analytical problems, the subsequent discussion should be thought of as a "gedanken 
experiment." Employment of the arguments we offer here as explanation does not require that 
we actually construct operational indices of the variables considered, but only acceptanee of 
the assumption that this could in principle be done. 

8For arguments regarding the goals of regulators, see e.g., De Alessi (1974), Eckert 
(1973), Mitnick and Weiss (1974), Noll (1971). 
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The fixed supply of  discretionary resources may include such factors as the 
commissioner 's supply of  incentives to distribute within his agency to produce 
behavior toward one of  these ends, i.e., reflect the garnard (1938) "economy of  
incentives" model, and the commissioner's disposition of  that  port ion of  his own 
time not already appropriated by certain commission activities. Public interest 
activist groups may successfully divert part  of  the discretionary overhead into 
extensive litigation. 9 I f  the model  developed above is applicable, a policing 
"paradox"  may occur. Because of  diversion of  resources alone, the first stage of the 

policing model, we may observe the short run "paradox": The commissioners, in 
re-distributing their reduced supply of  discretionary resources, may act with greater 
fidelity to the given public interest criteria, i.e., devote less return to industry goals 

that  are instrumental to commissioner self-goals. But the return to the public 
interest, involving, for example, extensive delays in litigation, may be less than 
previously. The agency may even be effectively paralyzed, unable to dispose of the 

cases before it. 
Once the diverted resources have been converted into a functioning policing 

mechanism, perhaps through the adoption of  agency regulations requiring use of  
agency resources to consider public interest questions, the return to that interest 
may increase. Since the discretionary resources are l imited in amount, this involves 
re-distribution from industry ends instrumental to commissioner goals to public 

interest ends. It is possible, as we noted in the section above on the policing 
"paradox,"  that the increased return to the public interest criteria may stilI be 
below its original level. The added delay in litigation may still offset, for example, 
the gain in respect for public interest criteria reflected in agency decisions. 

In time, the commissioners may be "educated"  to respect and prefer the 
public interest group position more, and simuhaneously to prefer the goals whose 
return is mediated by the regulated industry less. The policing mechanism 
constitutes a shift in the incentive system that may thus, over time, produce 

9Migue and Belanger (1974, p. 46) note that "politicians and through them other parties 
in the decision-making process can reduce the bureaucrats' margin of discretion." This may 
occur through constraining their budget. But we note that constraints on true discretionary 
budget may have sources other than constraints on total budget, 

Migue and Belanger assmne an instantaneous response to an increase in demand: the 
budget line rises. They assume that demand leads to a rise in discretionary budget. But it is 
perhaps more likely that in the short run discretionary budget cannot be increased in response 
to demand; there is a lag due to the political process of approving a new budget. In the short 
run it is possible, then, that increased demand will simply lead to reduction in the discretionary 
budget as more of the total budget is consigned to satisfy sharply increased demand. (This 
could conceivably be represented in the Migue and Belanger model by an increase in minimum 
"cost.") The fall of the budget line under these conditions may he similar in effect to the 
policing effect we des6ribe. 

Note that extensive litigation may involve both increased cost for the bureau (e.g., more 
rules to be made and followed) and increased demand (e.g., more rules and dec!sior~s are 
demanded as caseload increases), which would reduce discretionary budget according to our 
argument above. In either case, according to this modification of the Migue and Belanger 
model, the budget line would fall, giving rise to policing effects. 
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genuine changes in preferences. The commissioners may follow a developmental 
pattern, changing from self-interest agents to lexical self-interest agents to lexical 
fiduciaries and finally, if unlikely, into pure fiduciaries. The commissioners may 
also discover that the new incentive system permits them to satisfy their old 
preferences for self-goals through other means, e.g., through the public interest 
groups. This would allow them to remain essentially pure self-interest agents 
(through lexical self-interest could occur'if choosing in this way were consistently 
instrumental to self-goals). They may find, for example, that status accrues to the 
position of noble defender of the public interest, and that this reputation could be 
converted into remunerative future employment. Because of turnover in com- 
missioners, the new incentive system may tend to "recruit" commissioners whose 
preferences are satisfied by the new system better than those of the old 
commissioners. At any rate, in the long run the "paradox" may resolve itself. 

Because the "paradox" may involve severe degradation in the actual, net 
return to the public interest, a question is in order about the rationality of public 
interest groups that challenge the commissions. The rational principal attempts 
policing only if he expects a net return, discounted for the intervening adjustment 
time when his return is below the original level. We suggest that because of bounded 
rationality and information costs, not to speak of fundamental problems in 
valuation, the return to the given public interest criteria may be more difficult to 
measure and predict than certain obvious indicators wrongly assumed to be 
correlated with return to that interest. (Cf. Niskanen's comments, Migue and 
Belanger 1974, p. 43.) And these indicators are then relied on in actions that public 
interest groups consider very rational indeed. 10 

A major indicator is the degree of apparent commissioner fidelity, i.e., how 
much of discretionary agency resources he diverts to his self-goals, perhaps through 
the instrumental means of appearing in his conduct to favor the regulated industry. 
Does the commissioner-agent appear to be a self-interest agent or fiduciary, with 
gradations between? Note that the real measure of agent fidelity is the difference 
between what he appropriates for his self-goals and the level of discretionary return 
to agent self-goals at which discretionary return to the principal is maximized (see 
points A, B in Figure 2). Since the latter may be unknown, the focus inevitably 
shifts to simply reducing discretionary return to the agent. If by some chance the 
organization is already operated to give maximum discretionary return to the 
principal, then reduction in agent return will result in a reduction in principal 
return irrespective of any policing "paradox." Public interest groups that object to 
this "necessary" level of discretionary agent return, e.g., comfortable offices, will 
thus be acting rather directly against their interest. If, given the information that 
this is so, such groups persist in such behavior, we would assume either that they 
are irrational, which is not likely, though possible, or that what they really prefer is 

10A1chian and Demsetz (1972) note in their model of the firm that the difficulty of 
monitoring marginal productivity leads to the metering of inputs. This result is clearly related 
to our own and Niskanen's (in " C o m m e n t "  on Migue and Belanger 1974) arguments. 
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the appearance of agent fidelity and not the maximization of return to the public 
interest. 

In addition, the legal and other weapons that such groups may use can 
frequently be directed only against evidence of agency manager fidelity, rather than 
to insure some given return to the public interest. For example, a group may use 
litigation to force an agency to prepare an environmental impact statement, or to 
force an agency that prepared only a pro forma statement to put some content into 
it. But the group generaiIy cannot litigate to determine that content, ke., to insure 
the level of return to the interest they represent that they prefer. Thus even if a 
group focuses on return to the public interest rather than on fidelity it may only be 
able to act on commissioner infidelity, hoping the outcome will not be perverse. 

At the heart of the policing "paradox" is the observation that agent fidelity 
in the sense used here does not necessarily correlate with level of principal return. 
By focusing on apparently improper behavior by the commissioners, such as 
reliance on the industry for helpful advice, "ex parte" contacts with he industry 
that may involve exchange of inside information, field visits and spending time with 
industry representatives rather than with commission staff or "impartial" experts, 
allocating discretionary resources within the agency to engineering sections with 
close ties to the industry rather than, say, environmental evaluation sections, and so 
on, the public interest groups may succeed only in securing an honest agency that 
doesn't regulate, and, ultimately, a righteous government that cannot govern. 

IV. Conclusion 

In conclusion, we have developed a model of policing in the context of 
agency relations and managerial discretion. The model had three stages: 1) diversion 
of resources to policing or other uses; 2) implementation of policing mechanism; 
and 3) agent's reaction to policing. We then applied the model to the case of 
regulatory behavior. We argued in part that public interest groups are constrained 
(and perhaps in some cases may elect) to police the manifestations of agent fidelity 
in the regulatory agencies rather than adherence to public interest criteria. This has 
possibly paradoxical consequences in that return to public interest criteria may 
thereby be reduced. 
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This paper integrates elements from the theory of agency. the theory of property rights and the 
theory of finance to develop a theory of the ownership structure of the firm. We define the 
concept of agency costs, show its relationship to the ‘separation and control’ issue, investigate 
the nature of the agency costs generated by the existence of debt and outside equity, demon- 
strate who bears these costs and why, and investigate the Pareto optirnality of their existence. 
We also provide a new definition of the firm, and show how our analysis of the factors in- 
fluencing tht- creation and issuance of debt and equity claims is a special case of the supply side 
of the completeness of markets problem. 

The directors of such [joint-stock] companies, however, being the managers rather of 
other people’s money than of their own, it cannot well be expected, that they should 
watch over it with the same anxious vigilance with which the partners in a private 
copartnery frcqucntly watch over their own. Like the stewards of a rich man, they are 
apt to consider attention to small matters as not for their master’s honour, and very 
easily give thcmsclvcs a dispensation from having it. Negligence and profusion, there- 
fore, must always prevail, more or Icss, in the management of the affairs of such a 
company. 

Adam Smith. Tire W&rh of Ndutrs, 1776, Cannan Edition 
(Modern Library, New York, 1937) p. 700. 

I. Introduction and summary 

In this paper WC draw on recent progress in the theory of (1) property rights, 
(2) agency, and (3) finance to develop a theory of ownership structure’ for the 

l Associakz Professor and Dean, respectively, Graduate School of Management, Univer 
sity of Rochester. An earlier version of this paper was presented at the Conference on Analysis 
and Ideology, Inlcrlaken, Switzerland, June 1974, sponsored by the Center for Research in 
Government Policy and Business at the University of Rochester. Graduate School of Manage- 
ment. We are indcbtcd IO I’. Black, E. Mama, R. Ibbotson, W. Klein, M. Rozeff, R. Weil, 
0. Williamson. an anonymous rcfcrcc, and IO our collcagues and mcmbcrs of the Finance 
Workshop at the University of Rochester for their comments and criticisms, in particular 
G. Bcnston. M. Canes, D. Henderson, K. Lcfllcr, J. Long, C. Smith, R. Thompson, R. Watts 
and J. Zinuncrman. 

‘WC do not USC the term ‘capital structure’ because that term usually denotes the relative 
quantities of bonds, equity, warrants, trade credit, etc., which represent the liabilities of a firm. 
Our theory implies thcrc is another important dimension IO this problem - namely the relative 
amounts of ownership claims held by insiders (management) and outsiders (investors with no 
direct role in the management of the firm). 
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firm. In addition to tying together elements of the theory of each of these three 
areas, our analysis casts new light on and has implications for a variety of issues 
in the professional and popular literature such as the definition of the firm, the 
“separation of ownership and control”, the “social responsibility” of business, 
the definition of a “corporate objective function”, the determination of an 
optimal capital structure, the specification of the content of credit agreements, 
the theory of organizations, and the supply side of the completeness of markets 
problem. 

Our theory helps explain: 

(1) why an entrepreneur or manager in a firm which has a mixed financial 
structure (containing both debt and outside equity claims) will choose a set 
of activities for the firm such that the total value of the firm is Iess than it 
would be if he were the sole owner and why this result is independent of 
whether the firm operates in monopolistic or competitive product or factor 
markets; 

(2) why his failure to maximize the value of the firm is perfectly consistent with 
efficiency; 

(3) why the sale of common stock is a viable source of capital even though 
managers do not literally maximize the value of the firm; 

(4) why debt was relied upon as a source of capital before debt financing 
offered any tax advantage relative to equity; 

(5) why preferred stock would be issued; 
(6) why accounting reports would be provided voluntarily to creditors and 

stockholders, and why independent auditors would be engaged by manage- 
ment to testify to the accuracy and corrcctncss of such reports; 

(7) why lenders often place restrictions on the activities of firms to whom they 
lend, and why firms would themselves be led to suggest the imposition of 
such restrictions; 

(8) why some industries are characterized by owner-operated firms whose sole 
outside source of capital is borrowing; 

(9) why highly regulated industries such as public utilities or banks will have 
higher debt equity ratios for equivalent levels of risk than the average 
non-regulated firm; 

(10) why security analysis can be socially productive even if it does not increase 
portfolio returns to investors. 

Z.2. Tfwory of thefirtn: An empty box? 

While the literature of economics is replete with references to the “theory of 
the firm”, the material generally subsumed under that heading is not a theory of 
the firm but actually a theory of markets in which firms are important actors. The 
firm is a “black box” operated so as to meet the relevant marginal conditions 
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with respect to inputs and outputs, thereby maximizing profits, or more 
accurately, present value. Except for a few recent and tentative steps, however, 
we have no theory which explains how the confiicting objectives of the individual 
participants are brought into equilibrium so as to yield this result. The limita- 
tions of this black box view of the firm have been cited by Adam Smith and 
Alfred Marshall, among others. More recently, popular and professional debates 
over the “social responsibility” of corporations, the separation of ownership 
and control, and the rash of reviews of the literature on the “theory of the firm” 
have evidenced continuing concern with these issues.’ 

A number of major attempts have been made during recent years to construct 
a theory of the firm by substituting other models for profit or value maximization; 
each attempt motivated by a conviction that the latter is inadequate to explain 
managerial behavior in large corporations.3 Some ofthese reformulation attempts 
have rejected the fundamental principle of maximizing behavior as well as 
rejecting the more specific profit maximizing model. We retain the notion of 
maximizing behavior on the part of all individuals in the analysis to follow.4 

1.3. Propcrty rights 

An independent stream of research with important implications for the theory 
of the firm has been stimulated by the pioneering work of Coase, and extended by 
Alchian, Demsctz and others.’ A comprehensive survey of this literature is given 
by Furubotn and Pejovich (1972). While the focus of this research has been 
“property rights”,6 the subject matter encompassed is far broader than that 
term suggests. What is important for the problems addressed here is that 
specification of individual rights determines how costs and rewards will be 

2Rcvicws of this literature arc given by Pctcrson (19G5). Alchian (1965, 1968), Machlup 
(1967), Shubik (1970), Cycrt and ffcdrick (1972). Branch (1973). Preston (1975). 

‘See Williamson (1964. 1970, 1975), Marris (1964). Baumol (1959), Penrose (1958). and 
Cycrt and March (1963). Thorough rcvicws of thcsc and other contributions are given by 
Machlup (1961) and Alchian (1965). 

Simon (1955) dcvelopcd a model of human choice incorporating information (search) and 
computational costs which also has important implications for the behavior of managers. 
Unfortunately, Simon’s work has often been misinterpreted as a denial of maximizing behavior, 
and misused, cspccially in the marketing and behavioral scicncc literature. His later use of the 
term ‘satishcing [Simon (1959)] has undoubtedly contributed to this confusion because it 
suggesls rejection of maximizing behavior rather than maximization subject tocosts of informa- 
tion and of decision making. 

‘SIX Mcckling (1976) for a discussion of the fundamental importance of the assumption of 
rcsourccful. evaluative, maximizing behavior on the part of individuals in the devclopmcnt 
of theory. Klein (1976) takes an approach similar to the one we embark on in this paper in his 
review of the theory of the firm and the law. 

‘See Coase (1937, 1959, 1960). Alchian (1965, 1968), Alchian and Kesscl (1962). Dcmsetz 
(1967). Alchian and Dcmsctz (1972), Monscn and Downs (1965), Silver and Auster (1969). 
and McManus (1975). 

6Propcrty rights are ofcourse human rights, i.e., rights which are posscsscd by human beings. 
The introduction of the wholly false distinction between property rights and human rights in 
many policy discussions is surely one of the all time great semantic flimflams. 
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allocated among the participants in any organization. Since the specification of 
rights is generally effected through contracting (implicit as well as explicit), 
individual behavior in organizations, including the behavior of managers, will 
depend upon the nature of these contracts. We focus in this paper on the 
behavioral implications of the property rights specified in the contracts between 
the owners and managers of the firm. 

1.4. Agency costs 

Many problems associated with the inadequcy of the current theory of the 
firm can also be viewed as special cases of the theory of agency relationships in 
which there is a growing literature.’ This literature has developed independently 
of the property rights literature even though the problems with which it is 
concerned are similar; the approaches are in fact highly complementary to 
each other. 

We define an agency relationship as a contract under which one or more 
persons (the principal(s)) engage another person (the agent) to perform some 
service on their behalf which involves delegating some decision making authority 
to the agent. If both parties to the relationship are utility maximizers there is 
good reason to believe that the agent will not always act in the best interests of 
the principal. Theprincipalcan limit divergences from his interest by establishing 
appropriate incentives for the agent and by incurring monitoring costs designed 
to limit the aberrant activities, of the agent. In addition in some situations it will 
pay the ngenr to expend resources (bonding costs) to guarantee that he will not 
take certain actions which would harm the principal or to ensure that the 
principal will be compensated if he does take such actions. However, it is gener- 
ally impossible for the principal or the agent at zero cost to ensure that the agent 
will make optimal decisions from the principal’s viewpoint. In most agency 
relationships the principal and the agent will incur positive monitoring and 
bonding costs (non-pecuniary as well as pecuniary), and in addition there will 
be some divergence between the agent’s decisions* and those decisions which 
would maximize the welfare of the principal. The dollar equivalent of the reduc- 
tion in welfare experienced by the principal due to this divergence is also a cost 
of the agency relationship, and we refer to this latter cost as the “residual loss”. 
We define c~ga~cy costs as the sum of: 

(I) the monitoring expenditures by the principal,’ 
(2) the bonding expenditures by the agent, 
(3) the residual loss. 

‘Cf. Bcrhold (1971), Ross (1973, 1974a), Wilson (1968, 1969). and Hcckerman (1975). 
*Given the optimal monitoring and bonding activiiics by the principal and agent. 
9As it is used in this paper the term monitoring includes more than just measuring or 

observing the behavior of the agent. It includes efforts on the part of the principal to ‘control 
the behavior of the agent through budget restrictions, compensation policies, operating rules 
etc. 
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Note also that agency costs arise in any situation involving cooperative effort 

(such as the co-authoring of this paper) by two or more people even though there 
is no clear cut principal-agent relationship. Viewed in this light it is clear that 
our definition of agency costs and their importance to the theory of the firm 
bears a close relationship to the problem of shirking and monitoring of team 
production which Alchian and Demsetz (1972) raise in their paper on the theory 
of the firm. 

Since the relationship between the stockholders and manager of a corporation 
fit the definition of a pure agency relationship it should be no surprise to discover 
that the issues associated with the “separation of ownership and control” in 
the modern diffuse ownership corporation are intimately associated with the 
general problem of agency. We show below that an explanation of why and how 
the agency costs generated by the corporate form are born leads to a theory of 
the ownership (or capital) structure of the firm. 

Before moving on, however, it is worthwhile to point out the generality of the 
agency problem. The problem of inducing an “agent” to behave as if he were 
maximizing the “principal’s” welfare is quite general. It exists in all organizations 
and in all cooperative efforts - at every level of management in firms,” in 
universities, in mutual companies, in cooperatives, in governmental authorities 
and bureaus, in unions, and in relationships normally classified as agency relation- 
ships such as are common in the performing arts and the market for real estate. 
The development of theories tp explain the form which agency costs take in each 
of these situations (where the contractual relations differ significantly), and how 
and why they are born will lead to a rich theory of organizations which is now 
lacking in economics and the social sciences gcncrally. WC confine our attention 
in this paper to only a small part of this general problem - the analysis of agency 
costs generated by the contractual arrangements bctwccn the owners and top 
management of the corporation. 

Our approach to the agency problem hcrc differs fundamentally from most 
of the existing literature. That literature focuses almost exclusively on the norma- 
tive aspects of the agency relationship; that is how to structure the contractual 
relation (including compensation incentives) between the principal and agent to 
provide appropriate incentives for the agent to make choices which will maximize 

loAs we show below the existence of positive monitoring and bonding costs will result in 
the manager of a corporation possessing control over some resources which he can allocate 
(within certain constraints) to satisfy his own preferences. However, to the extent that he must 
obtain the cooperation of others in order to carry out his tasks (such as divisional vice prcsi- 
dents) and IO the extent that hc cannot control their behavior perfectly and costlcssly they will 
be able to appropriate some of these resources for their own ends. In short, there are agency 
costs generated at every level of the organization. Unfortunntcly, the analysis of these more 
general organizational issues is even more dinicult than that of the ‘ownership and control’ 
issue because the nature of the contractual obligations and rights of fhe partic: are much more 
varied and generally not as well spccitied in explicit contractual arrangcmcnts. Nevcrthelcss. 
they exist and we bclicvc that cxtcnsions of our analysis in these directions show promise of 
producing insights into a viable theory of organization. 
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the principal’s welfare given that uncertainty and imperfect monitoring exist. 
We focus almost entirely on the positive aspects of the theory. That is, we assume 
individuals solve these normative problems and given that only stocks and bonds 
can be issued as claims, we investigate the incentives facedby each of the parties 
and the elements entering into the determination of the equilibrium contractual 
form characterizing the relationship between the manager (i.e., agent) of the 
firm and the outside equity and debt holders (i.e., principals). 

1.5. Some general comrnenis on the dvjnition of the firm 

Ronald Coase (1937) in his seminal paper on “The Nature of the Firm” 
pointed out that economics had no positive theory to determine the bounds of 
the firm. He characterized the bounds of the firm as that range of exchanges 
over which the market system was suppressed and resource allocation was 
accomplished instead by authority and direction. He focused on the cost of using 
markets to effect contracts and exchanges and argued that activities would be 
included within the firm whenever the costs of using markets were greater than 
the costs of using direct authority. Alchian and Demsetz (1972) object to the 
notion that activities within the firm are governed by authority, and correctly 
emphasize the role of contracts as a vehicle for voluntary exchange. They 
emphasize the role of monitoring in situations in which there is joint input or 
team production. ” We sympathize with the importance they attach to monitor- 
ing, but we believe the emphasis which Alchian-Demsetz place on joint input 
production is too narrow and therefore misleading. Contractual relations are the 
essence of the firm, not only with employees but with suppliers, customers, 
creditors, etc. The problem of agency costs and monitoring exists for all of these 
contracts, indepcndcnt of whether there is joint production in their sense; i.e., 
joint production can explain only a small fraction of the behavior of individuals 
associated with a firm. A detailed examination of these issues is left to another 
paper. 

It is important to recognize that most organizations are simply legalfictions’* 
which serve as a nexus for a set of contracting relationships among idiriduals. 
This includes firms, non-profit institutions such as universities, hospitals and 
foundations, mutual organizations such as mutual savings banks and insurance 
companies and co-operatives, some private clubs, and even governmental bodies 
such as cities, states and the Federal government, government enterprises such 
as TVA, the Post Ofice, transit systems, etc. 

“They define the classical capitalist firm as a contractual organization of inputs in which 
there is ‘(a) joint input production, (b) several input owners, (c) one party who is common to 
all the contracts of the joint inputs, (d) who has rights to renegotiate any input’s contract 
independently of contracts with other input owners, (e) who holds the residual claim, and (f) 
who has the right to sell his contractual residual status.’ 

r2By legal fiction we mean the artificial construct under the law which allows certain organiza- 
tions to be treated as individuals. 
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The private corporation or firm is simply one form of fe.@f;crion ~c*hich serves 

as a nexus for contracting relationships and which is also characreri:ed by the 

existence of divisible residual claims on rhe assets and cash flows of the organiza- 

tion which can gerwally be sold without permission of the o/her contracting 
indiriduuls. While this definition of the firm has little substantivecontent, 

emphasizing the essential contractual nature of firms and other organizations 

focuses attention on a crucial set of questions - why particular sets of con- 

tractual relations arise for various types of organizations, what the consequences 

of these contractual relations are, and how they are affected by changes exogenous 

to the organization. Viewed this way, it makes little or no sense to try to dis- 

tinguish those things which are “inside” the firm (or any other organization) 

from those things that are “outside” of it. There is in a very real sense only 

a multitude of complex relationships (i.e., contracts) between the legal fiction 

(the firm) and the owners of labor, material and capital inputs and the con- 

sumers of outpuLl 

Viewing the firm as the nexus of a set of contracting relationships among 

individuals also serves to make it clear that the personalization of the firm 

implied by asking qucstionq such 3s “what should bc the objective function ofthe 

firm”, or “dots the firm have a social responsibility” is seriously misleading. 

ThcJrnl is not an itrtlil~ith~nl. It is 3 legal fiction which serves as a focus for a 

complex process in which tht=conflicting objectives of individuals (some of whom 

may “rcprcscn t” other ognnizntions) are brought into equilibrium within a 

framc\rork of contractual relations. In this scnsc the “behavior” of the firm is 

like the behavior of a market; i.e., the outcome of a complex equilibrium process. 

WC seldom fatI into the trap of chnractcrizing the wheat or stock market as an 

individual, but \vc often make this error by thinking about organizations as if 

they were persons with motivations and intentions.14 

“For example, WC ordinarily think of a product as lcaving the firm at the time it is sold, but 
implicitly or caplicitly such sales generally carry with them continuing contracts between the 
lirm and the buyer. If the product does not perform as expected the buyer often can and does 
have a right to satisfaction. Explicit evidence that such implicit contracts do exist is the practice 
WC occasionally observe of specific provision that ‘all sales are final.’ 

IdThis view of the firm points up the important role which the legal system and the law play 
in social organizations, cspccially, the organization of economic activity. Statutory laws sets 
bounds on the kinds of contracts into which individuals and organizations may enter without 
risking criminal prosecution. The police powers of the state arc available and used to enforce 
performuncc of contracts or to enforce the collection of damages for non-performance. The 
courts adjudicate conflicts between contracting parties and establish precedents which form 
the body of common law. All of rhcsc govcrnmcnt activities affect both the kinds of contracts 
cxccufcd and rhc cxrcnt to which contracting is relied upon. This in turn determines the useful- 
nest, productivity, profitability and viability of various forms of organization. Moreover, new 
laws as well as court decisions often can and do change the rights of contracting parties ex post, 
and they can and do scrvc as a vehicle for redistribution of wealth. An analysis of some of the 
implications of these facts is contained in Jensen and Meckling (1976) and we shall not pursua 
them here. 
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1.6. An orerview of the paper 

We develop the theory in stages. SectionsZand4 provide analyses of the agency 
costs of equity and debt respectively. These form the major foundation of the 
theory. Section 3 poses some unanswered questions regarding the existence of the 
corporate form of organization and examines the role of limited liability. 
Section 5 provides a synthesis of the basic concepts derived in sections 2-4 into 
a theory of the corporate ownership structure which takes account of the trade- 
offs available to the entrepreneur-manager between inside and outside equity 
and debt. Some qualifications and extensions of the analysis are discussed in 
section 6, and section 7 contains a brief summary and conclusions. 

2. The agency costs of outside equity 

2. I. Orerl~icw 

In this section we analyze the effect of outside equity on agency costs by 
comparing the behavior of a manager when hc owns 100 percent of the residual 
claims on a firm to his behavior when he sells off a portion of those claims to 
outsiders. If a wholly owned firm is managed by the owner, he will make operat- 
ing decisions which maximize his utility. These decisions will involve not only 
the bc&its he derives from pecuniary returns but also the utility generated by 
various non-pecuniary aspcctsof his cntreprcncurial activities such as the physical 
appointments of the othce, the attractivcncss of the secretarial staff, the level of 
employee discipline, the kind and amount of charitable contributions, personal 
relations (“love”, “respect”, etc.) with employees, a larger than optimal com- 
pulcr to play with, purchase of production inputs from friends, etc. The optimum 
mix (in the absence of tnxcs) of the various pecuniary and non-pecuniary benctits 
is achieved when the marginal utility derived from an additional dollar of 
expcnditurc (mcasurcd net of any productive effects) is equal for each non- 
pecuniary item and equal to the marginal utility derived from an additional 
dollar of after tax purchasing power (wealth). 

If the owner-manager sells equity claims on the corporation which are identical 
to his (i.e., share proportionately in the profits of the firm and have limited 
liability) agency costs will be generated by the divergence between his interest 
and those of the outside shareholders, since he will then bear only a fraction of 
the costs of any non-pecuniary benefits he takes out in maximizing his own 
utility. If the manager owns only 95 percent of the stock, he will expend resources 
to the point where the marginal utility derived from a dollar’s expenditure of the 
firm’s resources on such items equals the marginal utility of an additional 95 
cents in general purchasing power (i.e., his share of the wealth reduction) and not 
one dollar. Such activities, on his part, can be limited (but probably not 
eliminated) by the expenditure of resources on monitoring activities by the out- 
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side stockholders. But as we show below, the owner will bear the entire wealth 
effects of these expected costs so long as the equity market anticipates these 

effects. Prospective minority shareholders will realize that the owner-manager’s 
interests will diverge somewhat from theirs, hence the price which they will pay 
for shares will reflect the monitoring costs and the effect of the divergence 
between the manager’s interest and theirs. Nevertheless, ignoring for the moment 
the possibility of borrowing against his wealth, the owner will find it desirable 
to bear these costs as long as the welfare increment he experiences from convert- 
ing his claims on the firm into general purchasing power” is large enough to 
offset them. 

As the owner-manager’s fraction of the equity falls, his fractional claim on the 
outcomes falls and this will tend to encourage him to appropriate larger amounts 
of the corporate resources in the form of perquisites. This also makes it desirable 
for the minority shareholders to expend more resources in monitoring his 
behavior. Thus, the wealth costs to the owner of obtaining additional cash in 
the equity markets rise as his fractional ownership falls. 

We shall continue to characterize the agency conflict between the owner- 
manager and outside shareholders as deriving from the manager’s tendency to 
appropriate perquisites out of the firm’s resources for his own consumption. 
However, we do not mean to leave the impression that this is the only or even 
the most important source of conflict. Indeed, it is likely that the most important 
conflict arises from the fact that as the manager’s ownership claim falls, his 
incentive to devote significant effort to creative activities such as searching out 
new profitable ventures falls. He may in fact avoid such ventures simply because 
it requires too much trouble or effort on his part to manage or to learn about 
new technologies. Avoidance of thcsc personal costs and the anxieties that go 
with them also rcprcscnt a source of on the job utility to him and it can result in 

the value of the firm being substantially lower than it otherwise could be. 

2.2. A sit@c Jiwuwl arrulysis of ~hc sources of agency costs 01 equity arrd who 

bears ~lrcn~ 

In order to develop some structure for the analysis to follow we make two 
sets of assumptions. The first set (permanent assumptions) are those which shall 
carry through almost all of the analysis in sections 2-S. The effects of relaxing 
some of these are discussed in section 6. The second set (temporary assumptions) 
are made only for expositional purposes and are relaxed as soon as the basic 
points have been clarified. 

’ 5For use in consumption, for the diversification of his wealth, or more importantly, for the 
financing of ‘profitable’ projects which he could not otherwise finclnce out of his personal 
wealth. WC &al wifh these issues below after having developed some of the elementary cnaly- 
tical tools ncccssxy to their solution. 
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Permanent assumptions 

(P.1) 

(P.2) 

(P.3) 

(P.4) 

All taxes are zero. 
No trade credit is available. 
All outside equity shares are non-voting. 
No complex financial claims such as convertible bonds or preferred stock 
or warrants can be issued. 
No outside owner gains utility from ownership in a firm in any way other 
than through its effect on his wealth or cash flows. 
All dynamic aspects of the multiperiod nature of the problem are ignored 
by assuming there is only one production-financing decision to be made 
by the entrepreneur. 
The entrepreneur-manager’s money wages are held constant throughout 
the analysis. 
There exists a single manager (the peak coordinator) with ownership 
interest in the firm. 

(P.5) 

(P-6) 

(P.7) 

(P.8) 

Temporary assumptions 

(T.l) The size of the firm is fixed. 
(T.2) No monitoring or bonding activities arc possible. 
(T.3) No debt financing through bonds, prcferrcd stock, or personal borrowing 

(secured or unsecured) is possible. 
(T.4) All elements of the owner-manager’s decision problem involving port- 

folio considerations induced by the presence of uncertainty and the 
cxistcnce of divcrsifiable risk arc ignored. 

Define: 

X = {x,, A-2, . . .,A-,} = vccto r of quantities of all factors and activities 

within the firm from which the manager derives non-pecuniary bene- 
fits;16 the xi arc d&cd such that his marginal utility is positive for 

each oft hem ; 
C(X) = total dollar cost of providing any given amount of thcsc items; 

P(X) = total dollar value to the firm of the productive benefits of X; 
B(X) = P(X) - C(X) = net dollar benefit to the firm of X ignoring any effects of 

X on the equilibrium wage of the manager. 
Ignoring the cffccls of X on the manager’s utility and therefore on his equili- 

brium wage rate, the optimum levels of the factors and activities X are defined 
by X* such that 

alI al-y X’) ac(x*) o 
- = ----- = 
ax+ ax* ax* 

, 

‘%uch as oRicc space, air conditioning. thickness of the carpets, friendliness of employee 
relations, etc. 
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Thus for any vector A’ 1 X* (i.e., where at least one element of Xis greater than 
its corresponding element of X*), F s B(X*)-B(X) > 0 measures the dollar 
cost to the firm (net of any productive effects) of providing the increment X- X* 
of the factors and activities which generate utility to the manager. We assume 
henceforth that for any given level of cost to the firm, F, the vector of factors 
and activities on which Fis spent are those,z, which yield the manager maximum 
utility. Thus F E B(X*) - B(8). 

We have thus far ignored in our discussion the fact that these expenditures on 
X occur through time and therefore there are tradeoffs to be made across time 
as well as between alternative elements of A’. Furthermore, we have ignored the 
fact that the future expenditures are likely to involve uncertainty (i.e., they are 
subject to probability distributions) and therefore some allowance must be made 
for their riskiness. We resolve both of these issues by defining C, P, B, and Fto be 
the w-rtwr nwkcr ~ducs of the sequence of probability distributions on the 
period by period cash flows involved.” 

Given the definition of Fas the current market value of the stream of manager’s 
expenditures on non-pecuniary benefits we represent the constraint which a single 
owner-manager faces in deciding how much non-pecuniary income he will 
extract from lhe firm by the line VF in fig. 1. This is analogous to a budget 
constraint. The market value of the firm is measured along the vertical axis 
and the market value of the manager’s stream of expenditures on non-pecuniary 
benefits, F, arc mcasurcd along the horizontal axis. 0 v is the value of the firm 
when the amount of non-pecuniary income consumed is zero. By definition Y 
is the maximum market value of the cash flows generated by the firm for a given 
money wngc for the manager when the manager’s consumption of non-pecuniary 
bcncfits arc zero. At this point all the factors and activities within the firm which 
gencratc utility for the manager are at the level X* defined above. There is a 
direrent budget constraint VF for each possible scale of the firm (i.e., lcvcl of 
investment, I) and for alternative lcvcls of money wage, M’, for the manager. 
For the moment WC pick an arbitrary level of investment (which we assume has 
already been made) and hold the scale of the firm constant at this level. WC also 
assume that the manager’s money wage is fixed at the level IV* which represents 
the current mnrkct value of his wage contract ‘* in the optimal compensation 
package which consists of both wages, CP, and non-pecuniary benefits, F*. Since 
one dollar of current value of non-pecuniary benefits withdrawn from the firm 
by the manager reduces the market value of the firm by $1, by definition, the 
slope of PFis - 1. 

“And again assume that for any given market value of these F, to the firm the 
allocation xross time and across alternative probability distributions is such that the manager’s 
current expected utility is at a maximum. 

“At this sfagc when we are considering a 100’~ owner-managed firm the notion of 3 ‘%ILX 
contract’ trith himself has no content. Houever, the 100°/0 owner-managed ~3s~ is only an 
expositional dcvicc used in passing IO illustrate a number of points in the analysis. and we ask 
the reader to bear with us briefly while we lay out the structure for the more interesting partial 
ownership cclse whcrc such a contract does have substance. 
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The owner-manager’s tastes for wealth and non-pecuniary benefits is repre- 
sented in fig. 1 by a system of indifference curves, U, , U2, etc.lg The indifference 
curves will be convex as drawn as long as the owner-manager’s marginal rate of 

MARKET VALUE OF THE STREAM OF MANAGER’S EXPENDITURES 
ON NON-PECUNIARY BENEFITS 

Fig. 1. The value of the firm (V) and the level of non-pecuniary bcnetits consumed (F) when 
the fraction of outside equity is (I -a)V, and U, (j = I, 2, 3) rcprcscnts owner’s indilTcrence 

curves bctwcen wealth and non-pecuniary benefits. 

substitution between non-pecuniary benefits and wealth diminishes with increas- 
ing levels of the benefits. For the 100 percent owner-manager, this presumes that 
there are not pcrfcct substitutes for these benefits available on the outside, i.e., 
to some extent they are job specific. For the fractional owner-manager this 
presumes the benefits cannot be turned into general purchasing power at a 
constant pricc.20 

“The manager’s utility function is actually defined over wealth and the future time sequence 
of vectors of quantities of non-pecuniary benefits, X,. Although the setting of his problem is 
somewhat difTcrent. Fama (1970b, 1972) analyzes the conditions under which these preferences 
can bc reprcscntcd as a derived utility function defined as a function of the money value of the 
expnditurcs (in our notation F) on these goods conditional on the prices of goods. Such a 
utility function incorporates the optimization going on in the background which define i 
discussed akove for a given F. In the more gcncral case whcrc we allow a time series of con- 
sumption, X,, the optimization is being carried out across both time and the components of 
X, for fixed F. 

“‘This excludes, for instance, (a) the case where the manager is allowed to expend corporate 
resources on anything he plcases in which cast F would be a perfect substitute for wealth, or 
(b) the case where he can ‘steal’ cash (or other marketable asscrs) with conslant returns to 
scale - if he could the indilTcrencc curves would be straight lines with slope determined by the 
fence commission. 
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When the owner has 100 percent of the equity, the value of the firm will be V* 
where indifference curve U, is tangent to VF, and the level of non-pecuniary 
benefits consumed is F*. If the owner sells the entire equity but remains as 
manager, and if the equity buyer can, at zero cost, force the old owner (as 
manager) to take the same level of non-pecuniary benefits as he did as owner, 
then V* is the price the new owner will be willing to pay for the entire equiiy.” 

In general, however, we would not expect the new owner to be able to enforce 
identical behavior on the old owner at zero costs. If the old owner sells a fraction 
of the firm to an outsider, he, as manager, will no longer bear the full cost of any 
non-pecuniary benefits he consumes. Suppose the owner sells a share of the firm, 
1 -a, (0 < a < 1) and retains for himself a share, a. If the prospective buyer 
believes that the owner-manager will consume the same level of non-pecuniary 
benefits as he did as full owner, the buyer will be willing to pay (1 -a)V* for a 
fraction (1 -a) of the equity. Given that an outsider now holds a claim to (I -a) 
of the equity, however, the cost to the owner-manager of consuming $1 of non- 
pecuniary benefits in the firm will no longer be $1. Instead, it will be ax $1. If 
the prospective buyer actually paid (I -a)V* for his share of the equity, and if 
thereafter the manager could choose whatever level of non-pecuniary benefits he 
liked, his budget constraint would be V,P, in fig. 1 has slope equal to -a. 
Including the payment the owner the buyer as part of owner’s 
post-sale wealth, budget constraint, V,P,, must D, since he 

wishes have the same wealth and level of non-pecuniary consumption he 
consumed as full owner. . 

But if the owner-manager is free to choose the level of perquisites, F, subject 
only to the loss in wealth hc incurs as a part owner, his wclfarc will be maximized 
by increasing his consumption of non-pecuniary bcnctits. He will move to 
point A whcrc V,P, is tangent to U, representing a higher level of utility. The 
value of the firm falls from V*, to V”, i.e., by the amount of the cost to the firm 
of the increased non-pecuniary expenditures, and the owner-manager’s con- 
sumption of non-pecuniary bcnclits rises from F* to F”. 

“Point D dctincs the fring;bcnefits in the optimal pay packagcsincc the value to the manager 
of the fringe benefits F* is greater than the cost of providing them as is evidenced by the fact 
that (It is steeper to the left of D than the budget constraint with slope equal to -1. 

That D is indeed the optimal pay package can cssily be seen in this situation since if the 
conditions of the sale to a new owner specified that the manager would receive no fringe 
benctits after the sale he would require a payment equal IO I’, to him for the 

of claims to t’* and fringe amounting to F’ latter total to 
of V, V’). if F 0, the value of the firm is f? if costs 

were the sale would place at V+ a pay included 
bcncfits of F* the manager. 
discussion to are two values for the V, and V*. This is 

the ~SC if we rcalizc that V* is of to be residual on cash 
of Arm and V, V* is the value the rights, the to the 

decisions include to l . There is at least one other right which has 
value which plays no formal role in the analysis as yet - the value of the control right. By 
control right we mean the right to hire and fire the manager and we leave this issue to a future 
paper. 
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If the equity market is characterized by rational expectations the buyers will 
be aware that the owner will increase his non-pecuniary consumption when his 
ownership share is reduced. If the owner’s response function is known or if the 
equity market makes unbiased estimates of the owner’s response to the changed 
incentives, the buyer will not pay (1 -a) Y* for (1 -a) of the equity. 

Theorem. For a claim on the jirm of (1 -a) the outsider will pay only (1 - Z) 
times the value he expects the firm to hate given the induced change in the behacior 
of the owner-manager. 

Proof. For simplicity we ignore any element of uncertainty introduced by 
the lack of perfect knowledge of the owner-manager’s response function. Such 
uncertainty will not affect the final solution if the equity market is large as long 
as the estimates are rational (i.e., unbiased) and the errors are independent 
across firms. The latter condition assures that this risk is diversifiable and there- 
fore equilibrium prices will equal the expected values. 

Let W represent the owner’s total wealth after he has sold a claim equal to 
1 -a of the equity to an outsider. Whas two components. One is the payment, 
S,, made by the outsider for 1 -a of the equity; the rest, Si, is the value of the 
owner’s (i.e., insider’s) share of the firm, so that W, the owner’s wealth, is given by 

W = So+Si = S,,+aV(F, a), 

where V(F, a) represents the value of the firm given that the manager’s fractional 
ownership share is a and that he consumes perquisites with current market value 
of F. Let V2Pz, with a slope of -a represent the tradeoff the owner-manager 
faces between non-pecuniary benefits and his wealth after the sale. Given that 
the owner has decided to sell a claim I -a of the firm, his welfare will be maxi- 
mized when V,P, is tangent to some indifference curve such as U, in fig. 1. 
A price for a claim of (1 -a) on the firm that is satisfactory to both the buyer 
and the seller will require that this tangency occur along VF, i.e., that the value 
of the firm must be V’, To show this, assume that such is not the case- that 
the tangency occurs to the left of the point Bon the line VE Then, since the slope 
of V2P2 is negative, the value of the firm will be larger than V’. The owner- 
manager’s choice of this lower level of consumption of non-pecuniary benefits 
will imply a higher value both to the firm as a whole and to the fraction of the 
firm (1 -a) which the outsider has acquired; that is, (1 -a) V’ > S,. From the 
owner’s viewpoint, he has sold 1 -a of the firm for less than he could have, given 
the (assumed) lower level of non-pecuniary benefits he enjoys. On the other hand, 
if the tangency point B is to the right of the line VF, the owner-manager’s higher 
consumption of non-pecuniary benefits means the value of the firm is less than 
V’, and hence (1 -a)V(F, a) < SO = (1 -a)V’. The outside owner then has paid 
more for his share of the equity than it is worth, S,, will be a mutually satisfactory 
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price if and only if (I -a)V’ = S,,. But this means that the owner’s post-sale 

wealth is equal to the (reduced) value of the firm Y’, since 

w = S*+aV’ = (I -a)y’+aV’ = V’. 

QED. 

The requirement that V’ and F’ fall on i7F is thus equivalent to requiring that 
the value of the claim acquired by the outside buyer be equal to the amount he 
pays for it and conversely for the owner. This means that the decline itz the total 
calue of the Jirm ( V* - V’) is entirely imposrd on the owner-manager. His total 
wealth after the sale of (I -a) of the equity is V’ and the decline in his wealth 
is V*- V’. 

The distance V* - Y’is the reduction in the market value of the firm engendered 
by the agency relationship and is a measure of the “residual loss” defined earlier. 

In this simple example the residual loss represents the total agency costs engen- 
dered by the sale of outside equity because monitoring and bonding activities 
have not been allowed, The welfare loss the owner incurs is less than the residual 
loss by the value to him of the increase in non-pecuniary benefits (F’- F*). In 
fig. I the difference between the intercepts on the Y axis of the two inditference 
curves U, and U, is a measure of the owner-manager’s welfare loss due to the 
incurrence of agency costs,LL and he would sell such a claim only if the incrcmcnt 
in welfare he achieves by using the cash amounting to (I -a)V’ for other things 

was worth more to him than this amount ofwealth. 

2.3. Determination of the optimal scale of tlwjrm 

The case of all equity firrancing. Consider the problem faced by an entre- 
preneur with initial pecuniary wealth, IV, and monopoly access to a project 
requiring investment outlay, f, subject to diminishing returns to scale in I. 
Fig. 2 portrays the solution to the optimal scale of the firm taking into account 
the agency costs associated with the existence of outside equity. The axes are 
as defined in tig. 1 except we now plot on the vertical axis the total wealth of the 
owner, i.e., his initial wealth, W, plus V(I)-I, the net increment in wealth he 
obtains from exploitation of his investment opportunities. The market value of 
the firm, Y = V(I, F), is now a function of the level of investment, I, and the 
current market value of the manager’s expenditures of the firm’s resources on 
non-pecuniary benefits, i;: Let V(f) represent the value of the firm as a function of 
the level of investment when the manager’s expenditures on non-pecuniary 

benefits, F, are zero. The schedule with intercept labeled W+[v(Z*)-Z*)] and 

“The distance V*- V’ is a measure of what we will define as the gross agency ~0~1s. The 
distance I’,- V, is a measure of what we call net agency costs, and it is this measure of 
agency COSIS which will be minimized by the manager in the general case where we allow 
investment to change. 
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slope equal to - 1 in fig. 2 represents the locus of combinations of post-invest- 

ment wealth and dollar cost to the firm of non-pecuniary benefits which are 
available to the manager when investment is carried to the value maximizing 

EXPANSION PATH WITH 

0 P F 

MARKET VALUE OF THE STREAM OF MANAGER’S EXPENDITURES 
ON NON-PECUNIARY BENEFITS 

Fig. 2. Dctcrmination of the optimal scale of the firm in the cast whcrc no monitoring taker 
place. Point C dcnotcs optimum invcstmcnt, I’, and non-pecuniary bcnctits. I;*, when invcst- 
mcnt is lOO0/0 financed by cntrcprcncur. Point D dcnotcs optimum invcslmcnt. I’, and non- 
pecuniary bcncfits. F, when outside equity financing is uzcd to help finance the invcstmcnt and 
the entrcprcncur owns a fraction z’of the firm. The distance A mcasurcs the gross agency costs. 

point, I*. At this point A V(I)-,41 = 0. If the manager’s wealth were large 

enough to cover the investment required to reach this scale of operation, I*, he 
would consume F* in non-pecuniary benefits and have pecuniary wealth with 

value IV+ V* -I*. However, if outside financing is required to cover the invest- 
ment he will not reach this point if monitoring costs are non-zero.23 

The expansion path OZBC represents the equilibrium combinations of wealth 
and non-pecuniary benefits, F, which the manager could obtain if hc had enough 

23f* is the value maximizing and Pareto Optimum investment level which results from the 
traditional analysis of the corporate invcstmcnt decision if the firm operates in pcrfcctly 
compctitivc capital and product markets and the agency cost prohlcms discussed here arc 
ignored. SW Dcbrcu (1959, ch. 7), Jensen and Long (1972), Long (1972). Mcrton and Subrah- 
manyam (l974), Hirshlcifcr (1958, 1970). and Fama and Miller (1972). 
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personal wealth to finance all levels of investment up to I*. It is the locus of 
points such as Z and C which represent the equilibrium position for the 
100 percent owner-manager at each possible level of investment, I. As Zincreases 
we move up the expansion path to the point C where V(Z)-Z is at a maximum. 
Additional investment beyond this point reduces the net value of the firm, and 
as it does the equilibrium path of the manager’s wealth and non-pecuniary bene- 
fits retraces (in the reverse direction) the curve OZBC. We draw the path as a 
smooth concave function only as a matter of convenience. 

If the manager obtained outside financing and if there were zero costs to the 
agency relationship (perhaps because monitoring costs were zero) the expansion 
path would also be represented by OZBC. Therefore, this path represents what 
we might call the “idealized” solutions, i.e., those which would occur in the 
absence of agency costs. 

Assume the manager has sufficient personal wealth to completely finance the 
firm only up to investment level I, which puts him at point Z. At this point 
W = I,, To increase the size of the firm beyond this point he must obtain 
outside financing to cover the additional investment required, and this means 
reducing his fractional ownership. When he does this he incurs agency costs, 
and the lower is his ownership fraction the larger are the agency costs he incurs. 
However, if the investments requiring outside financing are sufficiently profitable 
his welfare will continue to increase. 

The expansion path ZEDHL in fig. 2 portrays one possible path of the 
equilibrium levels of the owner’s non-pecuniary benclits and wealth at each 
possible level of investment higher than I,. This path is the locus of points such 
as E or D where (I) the manager’s indifference curve is tangent to a line with 
slope equal to -u (his fractional claim on the firm at that level of investment), 
and (2) the tangency occurs on the “budget constraint” with slope = -1 for 
the firm value and non-pecuniary benefit tradeoff at the same level of invest- 
ment.24 As WC move along ZEDIIL his fractional claim on the firm continues 

2*Each equilibrium point such as that at E is characterized by (2. I?, fir) where *r is the 
entrepreneur’s post-investment financing wealth. Such an equilibrium must satisfy each of the 
following four conditions: 

(1) Pr+F = P(I)+ W-I = P(I)-K, 

where K z I- W is the amount of outside financing required IO make the investment I. If this 
condition is not satisfied there is an uncompensated wealth transfer (in one direction or the 
other) between the entrepreneur and outside equity buyers. 

(2) UF( fir * e,! UWT( @r 9 b = 6, 
where U is the entrepreneur’s utility function on wealth and perquisites, Z/r and CJwr are 
marginal utilities and 6 is the manager’s share of the firm. 

(3) (1 -ci)V(I) = (ITi)(Fj h K, 

which says the funds received from outsiders are at least equal 10 K, the minimum required 
outside financing. 

(4) Among all points (i. b-r Gr) satisfying conditions (l)-(3), (a. F. Wr) gives the manager 
highest utility. This implies that (6, !?, &,) satisfy condition (3) as an equality. 

39



322 M.C. Jensen and W.H. hfeckling, Agency costs and the theory of the firm 

to fall as he raises larger amounts of outside capital. This expansion path 
represents his complete opportunity set for combinations of wealth and non- 
pecuniary benefits given the existence of the costs of the agency relationship 
with the outside equity holders. Point D, where this opportunity set is tangent 
to an indifference curve, represents the solution which maximizes his welfare. 
At this point, the level of investment is I’, his fractional ownership share in the 
firm is a’, his wealth is W+ V’-I’, and he consumes a stream of non-pecuniary 
benefits with current market value of F’. The gross agency costs (denoted by A) 
are equal to (Y* - I*)- (V-Z’). Given that no monitoring is possible, I’ is the 
socially optimal level of investment as well as the privately optimal level. 

We can characterize the optimal level of investment as that point, I’ which 
satisfies the following condition for small changes: 

AV- AI+a’AF = 0. (1) 

AV- AZ is the change in the net market value of the firm, and a’AF is the dollar 
value to the manager of the incremental fringe benefits he consumes (which 
cost the firm AF dollars). ” Furthermore, recognizing that V = V-F, where F 
is the value of the firm at any level of investment when F = 0, we can substitute 
into the optimum condition to get 

(AY-AZ)-(I-a’)AF = 0 (3) 

as an alternative expression for determining the optimum level of invcstmcnt. 
The idcalizcd or zero agency cost solution, I*, is given by the condition 

(A V-Al) = 0, and since AF is positive the actual wclfarc maximizing level of 
investment I’ will bc less than I*, because (A Y-AZ) must be positive at I’ if 
(3) is to be satisfied. Since -a’ is the slope of the indifference curve at the optimum 
and thcrcforc represents the manager’s demand price for incremental non- 
pecuniary benefits, AF, we know that a’AF is the dollar value to him of an incrc- 
ment of fringe benefits costing the firm AF dollars. The term (1 -a’)AF thus 
measures the dollar “loss” to the firm (and himself) of an additional AF dollars 
spent on non-pecuniary benefits. The term A P-Al is the gross increment in the 
value of the firm ignoring any changes in the consumption of non-pecuniary 
benefits. Thus, the manager stops increasing the size of the firm when the gross 

“ProoJ Note that the slope of the expansion path (or locus of equilibrium points) at any 
point is (A Y- dl)/dF and at the optimum level of investment this must be equal lo the slope 
of the manager’s indifference curve between wealth and market value of fringe benefits, F. 
Furthermore, in fhe absence of monitoring. the slope of the indifference curve, A W/A& at the 
equilibrium point, D, must be equal IO -a’. Thus, 

(A V- Al)/AF = --a’ (2) 
is the condition for the optimal scale of investment and this implies condition (1) holds for 
small changes aI the optimum level of investment, I’. 
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increment in value is just offset by the incremental “loss” involved in the con- 
sumption of additional fringe benefits due to his declining fractional interest in 
the firm.26 

2.4. Tlje role ofmonitoring and bonding acticities in reducing agency costs 

In the above analysis we have ignored the potential for controlling the 
behavior of the owner-manager through monitoring and other control activities. 
In practice, it is usually possible by expending resources to alter the opportunity 
the owner-manager has for capturing non-pecuniary benefits. These methods 
include auditing, formal control systems, budget restrictions, and the establish- 
ment of incentive compensation systems which serve to more closely identify 
the manager’s interests with those of the outside equity holders, etc. Fig. 3 
portrays the effects of monitoring and other control activities in the simple 
situation portrayed in fig. 1. Figs. 1 and 3 are identical except for the curve BCE 
in fig. 3 which depicts a “budget constraint” derived when monitoring possi- 
bilities are taken into account. Without monitoring, and with outside equity of 
(I -a), the value of the firm will be V’ and non-pecuniary expenditures F’. By 
incurring monitoring costs, M, the equity holders can restrict the manager’s 
consumption of perquisites to amounts less than F’. Let F(M, a) denote the 
maximum pcrquisitcs the manngcr can consume for alternative levels of monitor- 
ing expenditures, M, given his ownership share cc. We assume that increases in 
monitoring reduce F, and riducc it at a decreasing rate, i.e., aF/aM c 0 and 
a2qaw > 0. 

Since the current value of expcctcd future monitoring expenditures by the 
outside equity holders rcducc the value of any given claim on the firm to them 
dollar for dollar, the outside equity holders will take this into account in dctcr- 
mining the maximum price they will pay for any given fraction of the firm’s 

*6Sincc the manager’s indiffcrcncc curves are negatively sloped WC know that the optimum 
scale of the firm, point D, will occur in the region where the expansion path has ncgativc slope, 
i.e., the market value of the firm will bc declining and thegross agency costs. A, will be incrcas- 
ing and thus, the manager will not minimize them in making the investment decision (even 
though hc will minimize them for any given level of invcstmcnt). Howcvcr, WC dcfinc the net 
agency cost as the dollar equivalent of the welfare loss the manager experiences because of the 
agency relationship evaluated at F = 0 (the vertical distance between the intercepts on the I’ 
axis of the IWO indifTcrcncc curves on which points C and D lie). The optimum solution. I’, 
does satiJy the condition that net agency costs are minimized. But this simply amounts IO ;1 

restatement of the assumption that the manager maximizes his welfare. 
Finally. it is possible for the solution point D to be a corner solution and in this case the 

value of the firm will not be declining. Such a corner solution can occur, for instance, if the 
manager’s marginal rate of substitution between Fand wealth falls to zero fast enough as WC 
move up the cxpnnsion path, or if the investment projects are ‘sufficiently’ profitable. In these 
cases the expansion path will have a corner which lies on the maximum value budget con- 
straint with intercept P(f*)-I*. and the level of investment will be equal to the idealized 
optimum, I’. However, the market value of the residual claims will bc less than V* because 
the manager’s consumption of pcrquisitcs will be. larger than F*, the zero agency cost level. 
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equity. Therefore, given positive monitoring activity the value of the firm is 
given by V = V- F(M, a) - M and the locus of these points for various levels 
of M and for a given level of a lie on the line BCE in fig. 3. The vertical difference 
between the VF and BCE curves is M, the current market value of the future 
monitoring expenditures. 

MARKET VALUE OF MANAGER‘S EXPENDITURES ON 
NON-PECUNIARY BENEFITS 

Fig. 3. The value of the firm (V) and level of non-pecuniary benefits (F) when oulsidc equity 
is (I -a), U, , U2, U, represent owner’s indikrencc curves betwan wealth and non-pecuniary 
bcncfits. and monitoring (or bonding) activities impose opportunity set LICE as the tradeoff 

constraint facing the owner. 

If it is possible for the outside equity holders to make these monitoring 
expenditures and thereby to impost the reductions in the owner-manager’s 
consumption of F, he will voluntarily enter into a contract with the outside equity 
holders which gives them the rights to restrict his consumption of non-pecuniary 
items to F”. He finds this desirable because it will cause the value of the firm 
to rise to V”. Given the contract, the optimal monitoring expenditure on the 
part of the outsiders, M, is the amount D-C. The entire increase in the value of 
the firm that accrues will be reflected in the owner’s wealth, but his welfare will 
be increased by less than this because he forgoes some non-pecuniary benefits 
he previously enjoyed. 

If the equity market is competitive and makes unbiased estimates of the effects 
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of the monitoring expenditures on F and V, potential buyers will be indifferent 
between the following two contracts: 

(i) Purchase of a share (1 -a) of the firm at a total price of (1 -a) V’ and no 
rights to monitor or control the manager’s consumption of perquisites. 

(ii) Purchase of a share (I -a) of the firm at a total price of (I -a)?” and the 
right to expend resources up to an amount equal to D-C which will limit 
the owner-manager’s consumption of perquisites to F;. 

Given contract (ii) the outside shareholders would find it desirable to monitor 
to the full rights of their contract because it will pay them to do so. However, if 
the equity market is competitive the total benefits (net of the monitoring costs) 
will be capitalized into the price of the claims. Thus, not surprisingly, the owner-. 
manager reaps all the benefits of the opportunity to write and sell the monitoring 
contract.” 

An analysis of bonding expenditures. We can also see from the analysis of 
fig. 3 that it makes no difference who actually makes the monitoring expendi- 
tures - the owner bears the full amount of these costs as a wealth reduction in 
all cases. Suppose that the owner-manager could expend resources to guarantee 
to the outside equity holders that he would limit his activities which cost the 
firm F. We call these expenditures "bonding costs”, and they would take such 
forms as contractual guaran.tecs to have the financial accounts audited by a 
public account, explicit bonding against malfeasance on the part of the manager, 
and contractual limitations on the manager’s decision making power (which 
impost costs on the firm because they limit his ability to take full advantage of 
some profitnblc opportunities as well as limiting his ability to harm the stock- 
holders while making himself better off). 

If the incurrence of the bonding costs were entirely under the control of the 
manager and if they yicldcd the snmc opportunity set BCE for him in fig. 3, he 
would incur them in amount D-C. This would limit his consumption of 

*‘The reader will that point will be equilibrium point if the 
between the and outside holders specifies no ambiguity they have 

right to to limit consumption of to an no less F’. If 
ambiguity regarding rights exists this contract another source agency costs 

which is to our problem. If could do the outside 
holders would to the where the value of holdings, (I rCf, W;IS 

and this occur when -a)- I 0 which be at point 
between C and in fig. Point E the point the value the firm of 
the costs is a maximum, whcrc aV/?~\f- = 0. the manager be 
worse than in zero monitoring if the where (I was at maxi- 
mum to the of the between BCE the indifTercncc (I, passing 

point B denotes the monitoring level welfare). Thus the manager 
not eliminate of the in the to push equilibrium to 

right of intersection of curve BCE inditTerence curve hc would engage in 
contract which monitoring. 
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perquisites to F” from F’, and the solution is exactly the same as if the outside 
equity holders had performed the monitoring. The manager finds it in his interest 
to incur these costs as long as the net increments in his wealth which they 
generate (by reducing the agency costs and therefore increasing the value of the 
firm) are more valuable than the perquisites given up. This optimum occurs at 
point C in both cases under our assumption that the bonding expenditures yield 
the same opportunity set as the monitoring expenditures. In general, of course, 
it will pay the owner-manager to engage in bonding activities and to write 
contracts which allow monitoring as long as the marginal benefits of each are 
greater than their marginal cost. 

Optimal scale of the jirm in the presence of monitoring and bonding activities. 
If we allow the outside owners to engage in (costly) monitoring activities to limit 
the manager’s expenditures on non-pecuniary benefits and allow the manager 
to engage in bonding activities to guarantee to the outside owners that he will 
limit his consumption of F we get an expansion path such as that illustrated 
in fig. 4 on which 2 and G lie. We have assumed in drawing fig. 4 that the cost 
functions involved in monitoring and bonding are such that some positive levels 
of the activities are desirable, i.e., yield benefits greater than their cost. If this 
is not true the expansion path generated by the expenditure of resources on 
these activities would lie below ZD and no such activity would take place at 
any level of investment. Points Z, C, and D and the two expansion paths they 
lit on arc identical to those portrayed in fig. 2. Points Z and C lit on the 100 per- 
cent ownership expansion path, and points Z and D tic on the fractional owner- 
ship, zero monitoring and bonding activity expansion path. 

The path on which points Z and G lie is the one given by the locus of equili- 
brium points for alternative levels of investment characterized by the point 
labeled C in fig. 3 which denotes the optimal level of monitoring and bonding 
activity and resulting values of the firm and non-pecuniary benefits to the 
manager given a fixed level of investment. If any monitoring or bonding is cost 
effective the expansion path on which Z and G lie must be above the non- 
monitoring expansion path over some range. Furthermore, if it lies anywhere 
to the right of the indifference curve passing through point D (the zero monitor- 
ing-bonding solution) the final solution to the problem will involve positive 
amounts of monitoring and/or bonding activities. Based on the discussion above 
we know that as long as the contracts between the manager and outsiders are 
unambiguous regarding the rights of the respective parties the final solution will 
be at that point where the new expansion path is just tangent to the highest 
indifference curve. At this point the optimal level of monitoring and bonding 
expenditures arc M” and b”; the manager’s post-investment-financing wealth is 
given by Wf Y”-I”-Ma- b” and his non-pecuniary benefits are F”. The total 
gross agency costs, A, are given by A(M”, b”, a”, I”) = (V* -f+)- 
(I’“-Z.-K-b’). 
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2.5. Pareto optimality and agency costs in manager-operatedjrms 

In general we expect to observe both bonding and external monitoring 
activities, and the incentives are such that the levels of these. activities will satisfy 
the conditions of efficiency. They will not, however, result in the firm being run 
in a manner so as to maximize its value. The difference between V*, the efficient 
solution under zero monitoring and bonding costs (and therefore zero agency 

EXPAN;ION PATH WITH 100% OWNERSHIP BY MANAGER 

EXPANSION PATH WITH FRACTIONAL MANAGERIAL 

EXPANSION PATH WITH 
FRACTIONAL MANAGERIAL 
OWNERSHIP BUT NO 
MONITORING OR 
BONDING ACTIVITIES 

F 

MARKET VALUE OF THE STREAM OF MANAGER’S EXPENDITURES ON 
NON-PECUNIARY BENEFITS 

Fig. 4. Dcfcrmination of optimal scale of the firm allowing for monitoring and bonding 
activities. Optimal monitoring costs are AI” and bonding costs arc b’ and the equilibrium 
scale of firm, manager’s wealth and consumption of non-pecuniary benctits are at point G. 

costs), and V”, the value of the firm given positive monitoring costs, are the total 
gross agency costs defined earlier in the introduction. These are the costs of the 
“separation of ownership and control” which Adam Smith focused on in the 
passage quoted at the beginning of this paper and which Berle and Means 
(1932) popularized 157 years later. The solutions outlined above to our highly 
simplified problem imply that agency costs will be positive as long as monitoring 
costs are positive - which they certainly are. 

The reduced value of the firm caused by the manager’s consumption of 
perquisites outlined above is “non-optimal” or inefficient only in comparison 
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to a world in which we could obtain compliance of the agent to the principal’s 
wishes at zero cost or in comparison to a h~~ofherical world in which the agency 
costs were lower. But these costs (monitoring and bonding costs and ‘residual 
loss’) are an unavoidable result of the agency relationship. Furthermore, since 
they are borne entirely by the decision maker (in this case the original owner) 
responsible for creating the relationship he has the incentives to see that they are 
minimized (because he captures the benefits from their reduction). Further- 
more, these agency costs will be incurred only if the benefits to the owner- 

manager from their creation are great enough to outweigh them. In our current 
example these benefits arise from the availability of profitable investments 
requiring capital investment in excess of the original owner’s personal wealth. 

In conclusion, finding that agency costs are non-zero (i.e., that there are costs 

associated with the separation of ownership and control in the corporation) 
and concluding therefrom that the agency relationship is non-optimal, wasteful 
or inefficient is equivalent in every sense to comparing a world in which iron ore 
is a scarce commodity (and therefore costly) to a world in which it is freely 
available at zero resource cost, and concluding that the first world is “non- 
optimal” - a perfect example of the fallacy criticized by Coase(1964) and what 
Demsetz (1969) characterizes as the “Nirvana” form of analysis. 2* 

2.6. Factors affding tlrc six of the divcrgcncc/rom idcal masittri:ation 

The magnitude of the agency costs discussed above will vary from firm to firm. 
It will depend on the tastes of managers, the ensc with which they can exercise 
their own preferences as opposed to value maximization in decision making, 
and the costs of monitoring and bonding activities. ” The agency costs will also 

dcpcnd upon the cost of measuring the manngcr’s (agent’s) performance and 
evaluating it, the cost of devising and applying an index for compensating the 
manager which corrclatcs with the owner’s (principal’s) welfare, and the cost of 
devising and enforcing specific behavioral rules or politics. Where the manager 
has less than a controlling interest in the firm, it will also depend upon the market 
for managers. Competition from other potential managers limits the costs of 
obtaining managerial services (including the extent to which a given manager 
can diverge from the idealized solution which would obtain if all monitoring and 
bonding costs were zero). The size of the divergence (the agency costs) will be 
directly related to the cost of replacing the manager. If his responsibilities require 

281f we could establish the existence of a feasible set of alternative institutional arrangements 
which would yield net bcnctits from the reduction of these costs NC could lcgitimatcly conclude 
the agency relationship cngcndcrcd by the corporation was not Pareto optimal. However. we 
would then bc Icft with the problem of explaining why these alternative institutional arrangc- 
ments have not rcplaccd the corporate form of organization. 

“The monitoring and bonding costs will diflkr from firm to firm depending on such things 
as the inherent complexity and geographical dispersion of operations, the attractiveness of 
perquisites available in the firm (consider the mint), etc. 
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very little knowledge specialized to the firm, if it is easy to evaluate his perfor- 

mance, and if replacement search costs are modest, the divergence from the ideal 

will be relatively small and vice versa. 

The divergence will also be constrained by the market for the firm itself, i.e., 

by capital markets. Owners always have the option of selling their firm, either 

as a unit or piecemeal. Owners of manager-operated firms can and do sample the 

capital market from time to time. If they discover that the value of the future 

earnings stream to others is higher than the value of the firm to them given that 

it is to be manager-operated, they can exercise their right to sell. It is conceivable 

that other owners could be more efficient at monitoring or even that a single 

individual with appropriate managerial talents and with sufficiently large 

personal wealth would elect to buy the firm. In this latter case the purchase by 

such a single individual would completely eliminate the agency costs. If there were 

a number of such potential owner-manager purchasers (all with talents and 

tastes identical to the current manager) the owners would receive in the sale 

price of the firm the full value of the residual claimant rights including the capital 

value of the eliminated agency costs plus the value of the managerial rights. 

MonopolJ’, cottqtctilion and ttmatta,qcrial bc4tarYor. 

lcvcl of monitoring which equates the marginal cost of monitoring to the 

10’Wherc competitors arc numerous and entry is easy, persistent departures from profit 
maximizing behavior inexorably leads IO extinction. Economic natural selection holds the 
stage. In these circumst;lnccF. the behavior of the individual units that constitute the supply 
side of the product market is essentially routine and uninteresting and economists can confi- 
dently predict industry behavior without being explicitly concerned with the behavior of these 
individual uniIs. 

When the conditions of competition are relaxed, however, the opportunity set of the firm is 
expanded. In this case, the behavior of rhc firm as a distinct operating unit is of separate 
intcrcst. Both for purposes of interpreting particular behavior within the firm as well as for 
predicting responses of the industry aggrcgntc. it may be necessary to identify the factors that 
intlucnce the firm’s choices within this expanded opportunity set and embed these in a formal 
model.’ [Williamson (I 964, p. 2)] 
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marginal wealth increment from reduced consumption of perquisites by the 
manager. Thus, the existence of monopoly will not increase agency costs. 

Furthermore the existence ofcompetition in product and factor marketswill not 
eliminate the agency costs due to managerial control problems as has often 
been asserted [cf. Friedman (1970)]. If my competitors all incur agency costs 
equal to or greater than mine I will not be eliminated from the market by their 
competition. 

The existence and size of the agency costs depends on the nature of the monitor- 
ing costs, the tastes of managers for non-pecuniary benefits and the supply of 
potential managers who are capable of financing the entire venture out of their 
personal wealth. If monitoring costs are zero, agency costs will be zero or if there 
are enough 100 percent owner-managers available to own and run all the firms 
in an industry (competitive or not) then agency costs in that industry will also 
be zero.3’ 

3. Some unanswered questions regarding the existence of the corporate form 

3. I. The question 

The analysis to this point has left us with a basic puzzle: Why, given the 
existence of positive costs of the agency relationship, do WC find the usual 
corporate form of organization with widely diffuse ownership so widely 
prevalent? If one takes se&sly much of the literature regarding the “dis- 
cretionary” power held by managers of large corporations, it is dificult to 
understand the historical fact of enormous growth in equity in such organiza- 
tions, not only in the United States, but throughout the world. Paraphrasing 
Alchian (1968): How dots it happen that millions of individuals are willing to 
turn over a significant fraction of their wealth to organizations run by managers 
who have so little interest in their wclfatc? What is even more remarkable, why 
are they willing to make these commitments purely as residual claimants, i.e., 
on the anticipation that managers will operate the firm so that there will be 
earnings which accrue to the stockholders? 

There is certainly no lack of altcrnativc ways that individuals might invest, 
including entirely different forms of organizations. Even if consideration is 
limited to corporate organizations, there are clearly alternative ways capital 
might bc raised, i.e., through fixed claims of various sorts, bonds, notes, mort- 

gages, etc. Moreover, the corporate income tax seems to favor the use of futed 
claims since interest is treated as a tax deductible expense. Those who assert that 
managers do not behave in the interest or stockholders have generally not 
addressed a very important question: Why, if non-manager-owned shares have 

“Assuming thcrc are no special Iax bencfilr 10 ownership nor utility of ownership other than 
that derived from the direct Health cfkcts of ownership such as might bc true for professional 
sports teams. race horse stables, firms which carry the family name, etc. 
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such a serious deficiency, have they not long since been driven out by fixed 
claims?3 L 

3.2. Some alternative expfanalions of the ownership structure of the jirm 

The role of limited liability. Manne (1967) and Alchian and Demsetz (1972) 
argue that one of the attractive features of the corporate form vis-a-vis individual 
proprietorships or partnerships is the limited liability feature of equity claims in 
corporations. Without this provision each and every investor purchasing one or 
more shares of a corporation would be potentially liable to the full extent of his 
personal wealth for thedebts of thecorporation. Few individuals would find this a 
desirable risk to accept and the major benefits to be obtained from risk reduction 
through diversification would be to a large extent unobtainable. This argument, 
however, is incomplete since limited liability does not eliminate the basic risk, 
it merely shifts it. The argument must rest ultimately on transactions costs. If 
all stockholders of GM were liable for GM’s debts, the maximum liability for an 
individual shareholder would be greater than it would be if his shares had 
limited liability. However, given that many other stockholder’s also existed and 
that each was liable for the unpaid claims in proportion to his ownership it is 
highly unlikely that the maximum payment each would have to make would be 
large in the event of GM’s bankruptcy since the total wealth of those stock- 
holders would also be large. However, the existence of unlimited liability would 
impose incentives for each shareholder to keep track of both the liabilities of 
GM and the wealth of the other GM owners. It is easily conceivable that the 
costs of so doing would, in the aggregate, be much higher than simply paying a 
premium in the form of higher interest rates to the creditors of GM in return 
for their acceptance of a contract which grants limited liability to the shnre- 
holders. The creditors would then bear the risk of any non-payment of debts in 
the event of GM’s bankruptcy. 

It is also not generally recognized that limited liability is merely a necessary 
condition for explaining the magnitude of the reliance on equities, not a 
sufficient condition. Ordinary debt also carries limited liability.” If limited 
liability is all that is required, why don’t we observe large corporations, indivi- 
dually owned, with a tiny fraction of the capital supplied by the entrepreneur, 

“Marris (1964. pp. 7-9) is the exception, although he argues that them exisrs some ‘maxi- 
mum leverage poinr’ beyond which the chances of ‘insolvency’ arc in some undefined sense 
too high. 

“By limited liabiliry we mean the same conditions that apply to common stock. Subordin- 
atcd debt or preferred stock could be constructed which carried with it liability provisions; i.e., 
if the corporalion’s assets were insuficicnt at some point to pay ob all prior claims (such as 
trade credit. accrued wages. senior debt, erc.) and if the personal resources of Ihe ‘equiry’ 
holders were also insuflicicnt IO cover rhesc claims the holders of this ‘debt’ would be subject 
10 assessments beyond the face value of their claim (asrssments which mighht be limited or 
unlimiled in amoum). 

49



332 M.C. fensen and W.H. Meckling, Agency costs and the theory of the firm 

and the rest simply borrowed ‘4 At first this question seems silly to many people 
(as does the question regarding why firms would ever issue debt or preferred 
stock under conditions where there are no tax benefits obtained from the treat- 
ment of interest or preferred dividend payments3’). We have found that often- 
times this question is misinterpreted to be one regarding why firms obtain capital. 
The issue is not why they obtain capital, but why they obtain it through the 
particular forms we have observed for such Iong periods of time. The fact is that 
no well articulated answer to this question currently exists in the literature of 
either finance or economics. 

The “irrelevance” of capital structure. In their pathbreaking article on the cost 
of capital, Modigliani and Miller (1958) demonstrated that in the absence of 
bankruptcy costs and tax subsidies on the payment of interest the value of the 
firm is independent of the financial structure. They later (1963) demonstrated 
that the existence of tax subsidies on interest payments would cause the value 
of the firm to rise with the amount of debt financing by the amount of the 
capitalized value of the tax subsidy. But this line of argument implies that the 
firm should be financed almost entirely with debt. Realizing the inconsistence 
with observed behavior Modigliani and Miller (1963, p. 442) comment: 

“it may bc useful to remind readers once again that the existence of a tax 
advantage for debt financing . . . does not necessarily mean that corporations 
should at all times seek to USC the maximum amount of debt in their capital 
structures. . . . there are as we pointed out, limitations imposed by 
lcndcrs . . . as well as many other dimensions (and kinds of costs) in rcal- 
world problems of financial strategy which are not fully comprehended 
within the framework of static equilibrium models, either our own or those 
of the traditional variety. These additional considerations, which are 
typically grouped under the rubric of ‘the need for preserving flexibility’, 

“Alchian -Dcmsetz (1972, p. 709) argue that one can explain the existence of both bonds 
and stock in the ownership structure of firms as the result of differing expectations regarding 
the ~~tc~mc~ to the firm. They argue that bonds arc created and sold to ‘pessimists’ and stocks 
with a residual claim with no upper bound are sold to ‘optimists’. 

As long as capital markets arc perrect with no taxes or transactions costs and individual 
investors can issue claims on distributions of outcomes on the same terms as firms. such actions 
on the part of firms cannot afTc%t their values. The reason is simple Suppose such ‘pessimists’ 
did exist and yet the firm issues only equity claims. The demand for those equity claims would 
reflect the fact that the individual purchaser could on his own account issue ‘bonds’ with a 
limited and prior claim on the distribution of outcomes on the equity which is exactly the same 
as that which the firm could issue. Similarly, investors could easily unlever any position by 
simply buying a proportional claim on both the bonds and stocks of a levered firm. Therefore, 
a lcvcrcd firm could not sell at a different price than an unlevered firm solely because of the 
existence of such dilTerentia1 expectations. See Fama and Miller (1972, ch. 4) for an excellent 
exposition of these issues. 

“Corporations did use both prior to the institution of the corporate income tax in the U.S. 
and preferred dividends have, with minor exceptions, never been tax deductible. 
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will normally imply the maintenance by the corporation of a substantial 
reserve of untapped borrowing power.” 

Modigliani and Miller are essentially left without a theory of the determination 
of the optimal capital structure, and Fama and Miller (1972, p. 173) commenting 
on the same issue reiterate this conclusion: 

“And we must admit that at this point there is little in the way of convincing 
research, either theoretical or empirical, that explains the amounts of debt 
that firms do decide to have in their capital structure.” 

The Modigliani-Miller theorem is based on the assumption that the probability 
distribution of the cash flows to the firm is independent of the capital structure. 
It is now recognized that the existence of positive costs associated with bank- 
ruptcy and the presence of tax subsidies on corporate interest payments will 
invalidate this irrelevance theorem precisely because the probability distribu- 
tion of future cash flows changes as the probability of the incurrence of the 
bankruptcy costs changes, i.e., as the ratio of debt to equity rises. We believe the 
existence of agency costs provide stronger reasons for arguing that the probability 
distribution of future cash flows is not independent of the capital or ownership 
structure. 

While the introduction of bankruptcy costs in the presence of tax subsidies 
leads to a theory which defines an optimal capital structure,‘6 we argue that this 
theory is seriously incomplete since it implies that no debt should ever bc used 
in the absence of tax subsidies if bankruptcy costs arc positive. Since WC know 
debt was commonly used prior to the existence of the current tax subsidies on 
interest pnymcnts this theory does not capture what must bc some important 
determinants of the corporate capital structure. 

In addition, ncithcr bankruptcy costs nor the existence of tax subsidies can 
explain the USC of preferred stock or warrnts which have no tax advantages, and 
there is no theory which tells us anything about what determines the fraction of 
equity claims held by insiders as opposed to outsiders which our analysis in 
section 2 indicates is so important. WC return to these issues later after analyzing 
in detail the factors affecting the agency costs associated with debt. 

4. The agency costs of debt 

In general if the agency costs engendered by the existence of outside owners 
are positive it will pay the absentee owner (i.e., shareholders) to sell out to an 
owner-manager who can avoid these costs. ” This could bc accomplished in 
principle by having the manager become the sole equity holder by repurchasing 

‘%ee Kraus and Litzcnberger (1972) and Lloyd-Davies (1975). 
“And if there is competitive bidding for the firm from potential cwncr-managers the ab- 

sentee owner will capture the capitalizcd value of these agency COSIS. 
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all of the outside equity claims with funds obtained through the issuance of 
limited liability debt claims and the use of his own personal wealth. This single- 
owner corporation would not suffer the agency costs associated with outside 
equity. Therefore there must be some compelling reasons why we find the 
diffuse-owner corporate firm financed by equity claims so prevalent as an 
organizational form. 

An ingenious entrepreneur eager to expand, has open to him the opportunity 
to design a whole hierarchy of fixed claims on assets and earnings, with premiums 
paid for different levels of risk, 38 Why don’t we observe large corporations 
individually owned with a tiny fraction of the capital supplied by the entre- 
preneur in return for IOU percent of the equity and the rest simply borrowed? 
We believe there are a number of reasons: (1) the incentive effects associated with 
highly leveraged firms, (2) the monitoring costs these incentive effects engender, 
and (3) bankruptcy costs. Furthermore, all of these costs are simply particular 
aspects of the agency costs associated with the existence of debt claims on the 
firm. 

4.1. Tire incentive eflccts associated with debt 

We don’t find many large firms financed almost entirely with debt type claims 
(i.e., non-residual claims) because of the effect such a financial structure would 
have on the owner-manager’s behavior. Potential creditors will not loan 
$100,000,000 to a firm in which the entrepreneur has an investment of $10,000. 
With that financial structure the owner-manager will have a strong incentive to 
engage in activities (investments) which promise very high payoffs if successful 
even if they have a very low probability of success. If they turn out well, he 
captures most of the gains, if they turn out badly, the creditors bear most of the 
costs.‘9 

To illustrate the incentive effects associated with the existence of debt and to 
provide a framework within which we can discuss the effects of monitoring and 
bonding costs, wealth transfers, and the incidence of agency costs, we again 
consider a simple situation. Assume we have a manager-owned firm with no debt 

“The spectrum of claims which firms can issue is far more diverse than is suggested by our 
two-way classification - fixed vs. residual. There are convertible bonds, equipment trust 
certificates. debentures, revenue bonds, warrants, etc. Different bond issues can contain 
diflerent subordination provisions with respect to assets and interest. They can be callable or 
non-callable. Preferred stocks can be ‘preferred’ in a variety of dimensions and contain a 
variety of subordination stipulations. In the abstract, we can imagine firms issuing claims 
contingent on a literally inIinite variety of states of the world such as those considered in the 
literature on the time-state-preference models of Arrow (1964), Debreu (1959) and Hirshleifer 
(1970). 

“An apt analogy is the way one would play poker on money borrowed at a fixed interest 
rate, with one’s own liability limited to some very small stake. Fama and Miller (1972, pp. 
179-180) also discuss and provide a numerical example of an investment decision which 
illustrates very nicley the potential inconsistency between the interests of bondholders and 
stockholders. 
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outstanding in a world in which there’are no taxes. The firm has the opportunity 

to take one of two mutually exclusive equal cost investment opportunities, each 
of which yields a random payoff, xi, T periods in the future 0’ = 1,2). Produc- 
tion and monitoring activities take place continuously between time 0 and 
time T, and markets in which the claims on the firm can be traded are open 
continuously over this period. After time T the firm has no productive activities 
so the payoff Xi includes the distribution of all remaining assets. For simplicity, 
we assume that the two distributions are log-normally distributed and have the 
same expected total payoff, E(x), where 2 is defined as the logarithm of the final 
payoff. The distributions differ only by their variances with ~7: < a:. The 
systematic or covariance risk of each of the distributions, Pi, in the Sharpe 
(1964) - Lintner (1965) capital asset pricing model, is assumed to be identical. 
Assuming that asset prices are determined according to the capital asset pricing 
model, the preceding assumptions imply that the total market value of each 
of these distributions is identical, and we represent this value by V. 

If the owner-manager has the right to decide which investment program to 
take, and if after he decides this he has the opportunity to sell part or all of his 
claims on the outcomes in the form of either debt or equity, he will be indifferent 
between the two investments.” 

However, if the owner has the opportunity to@ issue debt, then to decide 
which of the investments to take, and then to sell all or part of his remaining 
equity claim on the market, he will not be indifferent between the two invest- 
ments. The reason is that by promising to take the low variance project, selling 
bonds and then taking the high variance project he can transfer wealth from the 
(naive) bondholders to hirnsclf as equity holder. 

Let X* be the amount of thc”fixcd”claim in the form ofa non-coupon bearing 
bond sold to the bondholders such that the total payofT to them, R, (j = 1,2, 
denotes the distribution the manager chooses), is 

R, = X*, if R, 2 X+, 

= x,, if X, 5, X*. 

Let E, be the current market value of bondholder claims if investment I is taken, 
and let B, be the current market value of bondholders claims if investment 2 is 
taken. Since in this example the total value of the firm, V, is independent of the 
investment choice and also of the financing decision we can use the Black- 
Scholes (1973) option pricing model to determine the values of the debt, B,, and 
equity, S,, under each of the choices.” 

‘OThe portfolio diversification issues facing the owner-manager are brought into the analysis 
in section 5 below. 

4*Sce Smith (1976) for a review of this option pricing literature and its applications and 
Galai and Masulis (1976) who apply the option pricing model lo mergers, and corporate 
investment decisions. 

J F.E. -6 
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Black-Scholes derive the solution for the value of a European call option 
(one which can be exercised only at the maturity date) and argue that the resulting 
option pricing equation can be used to determine the value of the equity claim 
on a levered firm. That is the stockholders in such a firm can be viewed as 
holding a European call option on the total value of the firm with exercise price 
equal to X* (the face value of the debt), exercisable at the maturity date of the 
debt issue. More simply, the stockholders have the right to buy the firm back 
from the bondholders for a price of X’ at time T. Merton (1973,1974) shows that 
as the variance of the outcome distribution rises the value of the stock (i.e., call 
option) rises, and since our two distributions differ only in their variances, 
a$ < at, the equity value S, is less than S,. This implies B, > B,, since 
8, = V-S, and B2 = V-Sz. 

Now if the owner-manager could sell bonds with face value X* under the 
conditions that the potential bondholders believed this to be a claim on distribu- 
tion I, he would receive a price of B, . After selling the bonds, his equity interest 
in distribution I would have value S,. But we know SL is greater than S, and 
thus the manager can make himself better off by changing the investment to 
take the higher variance distribution 2, thereby redistributing wealth from the 
bondholders to himself. All this assumes of course that the bondholders could 
not prevent him from changing the investment program. If I/W bon&&fcrs 
camnot r/o so, NN~I i/ 111cy pcrcciw da, the manager has the opportunity to take 

distribution 2 they will pny the nmagcr only B, for the claim X*, realizing that 

his maximi:ing bcharior will kad him to choose ciistributiorr 2. In this event there 
is no redistribution of wealth bctwecn bondholders and stockholders (and in 
general with rational expectations there never will be) and no welfare loss. It is 
easy to construct a cast, however, in which thssc incentive elTccts do generate 

real costs. 
Let cash flow distribution 2 in the previous example have an expcctcd value, 

,5(X,), which is lower than that of distribution I. Then we know that V, > V,, 

and if d Y, which is given by 

AV = If-v, = (S,-S2)+(B1-B2), 

is suficiently small relative to the reduction in the value of the bonds the value 

of the stock will increase.42 Rearranging the expression for AV WC see that the 

*‘While we used the option pricing model above to motivate the discucsion and provide 
some intuitive understanding of the inccntivcs facing the equity holders, the option pricing 
solutions of Uack and Scholcs (1973) do not apply when incentive effects cause V to be a 
function of the debtlcquity ratio as it is in general and in this example. Long (1974) points out 
this difficulty with respect to the usefulness of the model in the context of tax subsidies on 
interest and bankruptcy cost. The results of Mcrton (1974) and Galai and Masulis (1976) must 
be interprctcd with care since the solutions arc strictly inrorrcct in the context of tax subsidies 
and/or agency costs. 
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difference between the equity values for the tuo investnients is given by 

and the first term on the RHS, B, -E,, is the amount of wealth “transferred” 
from the bondholders and V, - Y, is the reduction in overall firm value. Since 
we know B, > B,, S, -S, can be positive even though the reduction in the 

value of the firm, V, - Y,, is positive.J’ Again, the bondholders will not actually 
lose as long as they accurately perceive the motivation of the equity owning 
manager and his opportunity to take project 3. They will presume he ivill take 
investment 2, and hence will pay no more than f?, for the bonds when they are 
issued. 

In this simple example the reduced value of the firm, V, - V,, is the agency 
cost engendered by the issuance of debt a’ and it is borne by the owner-manager. 
If he could finance the project out of his personal bvealth, he would clearly 
choose project 1 since its investment outlay was assumed equal to that of 
project 2 and its market value, V,, was greater. This ivcnlth loss, V, - Y,, is 
the “residual loss” portion of what we have defined as agency costs and it is 
generated by the cooperation rcquircd to raise the funds to make rhe investment. 
Another important part of the agency costs are monitoring and bonding costs 

and WC now consider their role. 

In principle it \voulrl bc possible for the bondholders, by the inclusion of 
various covenants in the indcnturc provisions, to limit the managerial behavior 

4J’IIx numerical cxarnplc of t:3rn3 and Miller (1972. pp. 170-180) is ;L close representation 
of this case in ;L two-period state rnoJel. Il~wcvcr, they go on to tn.~kc the fullowing statement 
on p. 180: 

‘From a prnctical viewpoint. however, situations of potential conflict betwc-n bond- 
holders and shareholders in the application of the market value rule arc probably unim- 
portant. In general. invcsfmcnt opportunitisn that increase J firm’s market value by more 
than their cost both increase the v;lluc of the firm’s shares and strengthen the firm’s future 
ability to meet its current bond commitments.’ 

This first issue regarding the importance of the contlict of interest between bondholders and 

stockholders is an empirical one. and the Iat statement is incomplete - in some circumstances 
the equity holdcrc could bcnclit from projcctr whose net dect was to rclluze the total vnlue 
of the firm 3s they and WC have illuctr;~rcd. The issue cannot be brushed aside so easily. 

*‘Myus (1975) points out another serious incentive efTect on managerial decisions of the 
existence of debt uhich does not occur in our simple single decision world. He shows that if the 
firm has the option to f:~hc future invcstmcnt opportunities the existence of debt which matures 
after the options must be taken will CLIUSC the firm (using an equity value m;irtimiring invest- 
mcnt rule) to rcfure IO fake sumc otherwise profitable projects because thry would bcncfit 
only the bondholders and not the equity holders. This will (in the clbscncc of tax subsidies to 
debt) cau~ the value of the firm to fall. Thus (although he doesn’t use the term) these incentive 
eUccts also contribute to the agency costs of debt in a manner perfectly consistent with the 
cxclmples dincusscd in the 1~x1. 

55



338 hf.C. Jensen and W.H. Heckling. Agency costs and the theory of thefirm 

which results in reductions in the value of the bonds. Provisions which impose 
constraints on management’s decisions regarding such things as dividends, 
future debt issues,4s and maintenance of working capital are not uncommon 
in bond issues.*6 To completely protect the bondholders from the incentive 
effects, these provisions would have to be incredibly detailed and cover most 
operating aspects of the enterprise including limitations on the riskiness of the 
projects undertaken. The costs involved in writing such provisions, the costs of 
enforcing them and the reduced profitability of the firm (induced because the 
covenants occasionally limit management’s ability to take optimal actions on 
certain issues) would likely be non-trivial. In fact, since management is a con- 
tinuous decision making process it will be almost impossible to completely 
specify such conditions without having the bondholders actually perform the 
management function. All costs associated with such covenants are what we 
mean by. monitoring costs. 

The bondholders will have incentives to engage in the writing of such covenants 
and in monitoring the actions of the manager to the point where the “nominal” 
marginal cost to them of such activities is just equal to the marginal benefits 
they perceive from engaging in them. We use the word nominal here because 
debtholdcrs will not in fact bear these costs. As long as they recognize their 
existence, they will take them into account in deciding the price they will pay 
for any given debt clain1,47 and therefore the seller of the claim (the owner) will 
bear the costs just as in the equity case discussed in section 2. 

In addition the manager ha‘s incentives to take into account the costs imposed 
on the firm by covenants in the debt agreement which directly affect the future 
cash flows of the firm since they rcducc the market value of his claims. Because 
both the external and internal monitoring costs arc imposed on the owner- 
manager it is in his interest to see that the monitoring is performed in the lowest 
cost way. Suppose, for example, that the bondholders (or outside equity holders) 
would find it worthwhile to produce dctailcd financial statements such as those 
contained in the usual published accounting reports as a means of monitoring 
the manager. If the manager himself can produce such information at lower costs 
than they (perhaps because he is already collecting much of the data they 
desire for his own internal decision making purposes), it would pay him to 
agree in advance to incur the cost of providing such reports and to have their 

4’Black-Scholes (1973) discuss ways in which dividend and future financing policy can 
redistribute wealth between classes of claimants on the firm. 

4bBlack Miller and Posner (1974) discuss many of thcsc issues with particular reference to 
the govern’ment regulation of bank holding companies. 

“In other words, these costs will be taken into account in detcrming the yield to maturity 
on the issue. For an examination of the etfccts of such enforcement costs on the nominal 
interest rates in the consumer small loan market, see Rcnston (1977). 
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accuracy testified to by an independent outside auditor. This is an example of 
what we refer to as bonding costs.4**49 

4.3. Bankrrrpfcy anti reorganizafion costs 

We argue in section 5 that as the debt in the capital structure increases beyond 
some point the marginal agency costs of debt begin to dominate the marginal 

48To illustrate the fact that it will sometimes pay the manager to incur ‘bonding’ costs to 
guarantee the bondholders that he will not deviate from his promised behavior let us suppose 
that for an expenditure of $6 of the firm’s resources he can guarantee that project 1 will be 
chosen. If he spends these resources and takes project I the value of the firm will be V,-b 
and clearly as long as f I’, -6) > Y,. or allernatively (6 - V,) > b he will be better off. 
since his wealth wii be ,;aI to the v&e of the firm minus the required investment, I (which 
we assumed for simplicity to be identical for the two projects). 

On the other hand, to prove that the owner-manager prefers the lowest cost solution to the 
conllict let us assume hc can write a covenant into the bond issue which will allow the bond- 
holders to prevent him from taking project 2, if they incur monitoring costs of Sm. where 
or < b. If he does this his wealth will be higher by the amount 6-m. To see this note that if the 
bond market is competitive and makes unbiased estimates, poIenIial bondholders will be 
indifferent bcttrecn: 

(i) a claim X’ with no covenant (and no guarantees from management) at a price of B2, 
(ii) a claim A’* with no covenant (and guarantees from management, through bondingexpendi- 

turcs by the firm of 4h. that project I will be taken) at a price of 0, , and 
(iii) a claim A” with a covenant and the opporIuniIy IO spend m on monitoring (to guarantee 

project I will be Inkcn) at a price of B, -m. 

The hontlholdcrs will rcalizc that (i) rcprcscnts in fact a claim on project 2 and that (ii) and 
(iii) lcprescnt a claim on project 1 and arc thus indiflercn! bclwccn the three options at the 
spccilictl prices. l’hc owner-manager. howcvcr, will not bc: indltfcrcnt bctwccn incurring the 
bonding COSIC, 6. tlircctly. or including Ihc covcnanI in Ihe bond idcnfurc and IcIIing the bond- 
holdcrc spcntl OI to gunrantcc that hc Iakc project I. llis wealth in the IWO cases will bc given 
by the v;~luc of his cctuity plu% Ihc proccctls of the bond issue Ices the rcquircd invcstmcnt. 
and if II/ .: b d: I,‘, - I’*. then his post-investment-financing wealrh. W, for the three options 
\rill IX Wch Ihat II’, *: lt’,, -C It’,,,. Thcrcforc. since it would incrc;lsc his wealth, hc would 
vc,lllnt;lrily include Ihc covcnanI in Ihc bond issue and Ict the bondholders monitor. 

“‘We mention, without going inIo fhc problem in detail, that similar to the case in which 
Ihc out4dc ccluiry holders arc allowed to monilor Ihc manaycr-owner, the agency relationship 
bctuccn the hontlholdcrs and stochholdcrs has a symmstry if the rights of the bontlholdcrs 
IO limit actions of the manager are WI pcrfcctly spcllcd out. Suppose the bondholders. by 
spending sutlicicnfly large amounts of rcsourccs, could force management to take actions 
which ~oultl tran\fcr ucai~h from Ihc equity holder IO Ihc bondholders (by taking sufficiently 
ICSS risky projccls). One can ca\ily construcf situations whcrc such actions could mukc the 
b~~ntlholtlcrs bcttcr elf. hurt the equity holders and actually lower the total value of the firm. 
Given Ihe n;lIurc of 1hc debt contract Ihc original owner-manager might maximize his wealth 
in such a sifuation hy selling off the equiry and kcyping the bonds as his ‘owner’s’ interest. If 
the nature of rhc hcnd contract is given. Ihis may well be an incfiicicnt solution since the 
toi; agency costs (i.c.. Ihc sum of monitoring and value loss) could easily be higher than the 
:IlIcrn:ltl\c solution. ~lo\\cvcr. if the owner-nlanagcr could strictly limit the rights of the bond- 
h~ldc~s (pcrh:tps by incIuGon of a provision which expressly rcscrvcs all rights not specifically 
grant4 to lhc bondholtlcr for the equity holder), hc would find it in his interest to establish 
the cllicicnt cc>ntractual arrangemcn1 since by minimizing the agency COSIS hc would be mati- 
mirillg hi\ acallh. Thetc issuer involve the fundamental nature of conlracts and for now we 
simply assume that fhc ‘bondholders’ rights arc strictly limited and unambiguous and aII 
right< not spcciIicnlly grantsd them arc rcscrvcd for the ‘stockholders’; a situation descriptive 
of actual institutional arrangements. This allows us to avoid the incentive effecls associated 
with ‘bondholders’ polcntially exploiting ‘sfockholders’. 
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agency costs of outside equity and the result of this is the generally observed 

phenomenon of the simultaneous use of both debt snd outside equity. Before 

considering these issues, however, we consider here the third major component 

of the agency costs of debt which helps to explain why debt doesn’t completely 

dominate capital structures - the existence of bankruptcy and reorganization 

costs. 

It is important to emphasize that bankruptcy and liquidation are very different 

events. The legal definition of bankruptcy is difficult to specify precisely. In 

general, it occurs when the firm cannot meet a current payment on a debt 

obligation,” or one or more of the other indenture provisions providing for 

bankruptcy is violated by the firm. In this event the stockholders have lost all 

claims on the firm,51 and the remaining loss, the difference between the face 
value of the fixed claims nnd the market value of the firm, is borne by the 

debtholdcrs. Liquidation of the firm’s assets will occur only if the market value of 
the future cash ~10~s generated by the firm is less than the opportunity cost of 

the nssets, i.e., the sum of the vnlues which could be realized if the assets bvere 

sold pieccmenl. 

If thcrc were no costs nssociatcd with the event called bankruptcy the total 

market value of the firm would not bc affected by increnzing the probability of its 

incurrencc. Howcvcr, it is costly, if not impossible, to write contracts rcprcscnting 

claims on :I firm which clearly dolincntc the rights of holders for all pos\ihlc 

contingcncicc. Thus cvw if thcrc wcrc no adverse inccntivc cITccts in expanding 

fixed claims rclntivc to equity in a firm, the USC ot’ such lined claims would bc 

constrained by the costs inhcrcnt in defining and enforcing those claims. Firms 

incur obligations daily to suppliers, to employees, to dilfcrent clnsscs of investors, 

etc. So long as the firm is prospering, the adjudication of claims is seldom a 

problem. When the lirm has rlilticulty meeting some of its obligations, however, 

the issue of the priority of those claims can pose serious problems. This is most 

obvious in the extreme C;LSC whcrc the firm is forced into bankruptcy. If bank- 

ruptcy were costless, the reorganization would bc accompnnicd by an adjust- 

ment of the claims of various parties and the business, could, if that proved to 

be in the interest of the claimants, simply go on (although perhaps under new 

managemcntj. sz 

“If the firm were nllowcd IO sell assets IO meet a current debt obligation, bankruptcy 
would occur when the total market vclluc of the future cash flows cxpcted IO bc gcneratcd by 
the firm is less than the value of a current payment on a debt obligation. h4any bond indentures 
do not, however. allow for the salt of ~SSCIS IO rnect debt obligcltlons. 

“‘N’c have been told th;lt while this is true in principle, the actual behavior of the courts 
appears IO frequently involve the provision of some settlcmcnt to the common stockholders 
even *hen the assets of the company WC not sutficient to cover the claims of the credirors. 

‘*If under bankruptcy Ihe bondholders have the righI 10 tire the managcmcnt, the manage- 
mcnt will have some incentives 10 avoid (aking actions which increase the probability of this 
event (even if it is in the best intcrcsc of the equity holders) if they (the manngemcnt) arc earning 
rents or if they h;lvc human capilal specialized to this lirm or if they fxc large adjustment 
costs in finding new employment. A derailed examination of this issue involves the value of the 
control rights ([he rights IO hire and lirc the manager) and WC Icave it to a subsequent paper. 
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In practice, bankruptcy is not costless, but generally involves an adjudication 
process which itself consumes a fraction of the remaining value of the assets of 
the firm. Thus the cost of bankruptcy will be of concern to potential buyers of 
fixed claims in the firm since their existence will reduce the payoffs to them in 
the event of bankruptcy. These are examples of the agency costs of cooperative 
efforts among individuals (although in this case perhaps “non-cooperative” 
would be a better term). The price buyers will be willing to pay for fixed claims 
will thus be inversely related to the probability of the incurrence of these costs 
i.e., to the probability of bankruptcy. Using a variant of the argument employed 
above for monitoring costs, it can be shown that the total value of the firm will 
fall, and the owner-manager equity holder will bear the entire wealth effect of 
the bankruptcy costs as long as potential bondholders make unbiased estimates 

of their magnitude at the time they initially purchase bonds.53 
Empirical studies of the magnitude of bankruptcy costs are almost non- 

existent. Warner (1975) in a study of I I railroad bankruptcies between 1930 and 
1955 estimates the average costs of bankruptcy” as a fraction of the value of 
the firm three years prior to bankruptcy to be 2.5% (with a range of 0.4% 
to 5.9%). The average dollar costs were $1.88 million. Both of these measures 
seem remarkably small and are consistent with our belief that bankruptcy costs 
themselves are unlikely to bc the major determinant of corporate capital 
structures. It is also interesting to note that the annual amount of &faulted funds 
has fallen significantly since 1940. [See Atkinson (l967).] One possible explana- 
tion for this phcnomcna is that firms arc using mergers to avoid the costs of 
bankruptcy. This hypothesis seems even more reasonable, if, as is frequently 
the case, rcorgnnization costs represent only a fraction of the costs associated 
with bankruptcy. 

In gcncral the revenues or the cperating costs of the firm arc not indcpendcnt 
of the probability of bankruptcy and thus the capital structure of the firm. As the 
probability of bankruptcy increases, both the operating costs and the revenues 

of the firm are advcrscly affected, and some of these costs can be avoided by 

merger. For example, a firm with a high probability of bankruptcy will also find 
that it must pay higher salaries to induce exccutivcs to accept the higher risk of 

unemployment. Furthermore, in certain kin& of durable goods industries the 
demand function for the firm’s product will not be independent of the prob- 
ability of bankruptcy. The computer industry is a good example. There, the 
buyer’s welfare is dependent to a significant extent on the ability to maintain the 

equipment, and on continuous hardware and software development. Further- 

more, the owner of a large computer often receives benefits from the software 

“Kraus and LiIzenbcrgcr (1972) and Lloyd-Davies (1975) dcmonslratc that the lotal value 
of the firm will be reduced by these costs. 

34Thcsc inchxk only payments (0 aIt parties for legat fCys, professional SCrvicCs. trustees’ 
fees and filing fees. They do not include the costs of m~napmcnt tirnc or chaws in cash flows 
due IO shifts in ~IIC firm’s demand or cost functions digussed below. 
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developments of other users. Thus if the manufacturer leaves the business or 

loses his software support and development experts because of financial diffi- 

culties, the value of the equipment to his users will decline. The buyers of such 

services have a continuing interest in the manufacturer’s viability not unlike that 

of a bondholder, except that their benefits come in the form of continuing 

services at lower cost rather than principle and interest payments. Service 

facilities and spare parts for automobiles and machinery are other examples. 

In summary then the agency costs associated with debts5 consist of: 

(1) 

(4 

(3) 

the opportunity wealth loss caused by the impact ofdebt on the investment 

decisions of the firm, 

the monitoring and bonding expenditures by the bondholders and the 

owner-manager (i.e., the firm), 

the bankruptcy and reorganization costs. 

We have argued that the owner-manager bears the entire wealth effects of the 

agency costs of debt and he captures the gains from reducing them. Thus, the 

agency costs associated with debt discussed above will tend, in the absence of 

other mitigating factors, to discourage the use of corporate debt. What are the 

factors that cncouragc its use? 

One factor is the tax subsidy on intcrcst payments. (This will not explain 

preferred stock where dividends arc not tax dcductiblc.)s6 Modigliani and Miller 

(1963) originally demonstrated that the use of riskless pcrpctual debt will increase 

the total value of the firm (ignoring the agency costs) by an amount equal to 

~11, whcrc T is the marginal and average corporate tax rate and B is the market 

value of the debt. Famn and Miller (1972, ch. 4) demonstrate that for the cast of 

risky debt the value of the firm will increase by the market value of the (uncertain) 

1:1x subsidy on the interest payments. Again, these gains will accrue entirely to 

“Which. incidentally, exist only when the debt has some probability of default. 
“‘Our theory is capable of explaining why in the absence of the tax subsidy on interest pay- 

mcnts, WC would expect to find firms using both debt and prcfcrred stocks-a problem which 
has long purrled at least one of the authors. If preferred stock has all the characteristics of 
drbt except for the fact that its holders cannot put the firm into bankruptcy in the event of 
nonpayment of the preferred dividends, then the agency costs associated with the issuance of 
prcfcrrcd stock will be lower than those associated with debt by the present value of the bank- 
ruptcy costs. 

However. these lower agency costs of preferred stock exist only over some range if as the 
amount of such stock rises the incentive effects caused by their existence impose value rcduc- 
(ions which arc larger than that caused by debt (including the bankruptcy costs of debt). There 
are two reasons for this. First, the equity holder’s c!aims can be eliminated by the debtholders 
in the event of bankruptcy, and second, the debtholders have the right to fire the management 
in the event of bankruptcy. Both of these will tend to become more important as an advantage 
to the issuance of debt as we compare situations with large amounts of preferred stock to 
equivnlcnt situations with large amounts of debt because they will tend to reduce the incentive 
e(fccts of large amounts of prcferrcd stock. 
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the equity and will provide an incentive ‘.o utilize debt to the point where the 

marginal wealth benefits of the tax subsidy are just equal to the marginal wealth 
effects of the agency costs discussed above. 

However, even in the absence of these tax benefits, debt would be utilized if the 
ability to exploit potentially profitable investment opportunities is limited by the 
resources of the owner, If the owner of a project cannot raise capital he will 
suffer an opportunity loss represented by the increment in value offered to him 
by the additional investment opportunities. Thus even though he will bear the 
agency costs from selling debt, he will find it desirable to incur them to obtain 
additional capital as long as the marginal wealth increments from the new 
investments projects are greater than the marginal agency costs of debt, and 
these agency costs are in turn fess than those caused by the sale of additional 
equity discussed in section 2. Furthermore, this solution is optimal from the 
social viewpoint. However, in the absence of tax subsidies on debt these projects 
must be unique to this firm” or they would be taken by other competitive entre- 
preneurs (perhaps new ones) who possessed the requisite personal wealth to fully 
finance the projects” and therefore able to avoid the existence of debt or 
outside equity. 

5. A theory of the corporate ownership structure 

In the previous sections wc discussed the nature of agency costs associated 
with outside claims on the firm - both debt and equity. Our purpose here is to 
infcgratc thcsc concepts into the beginnings of a theory of the corporate owner-. 
ship structure. WC USC the term “ownership structure” rather than “capikd 

structure” 1o highlight the fact that the crucial vnriablcs to bc dctcrmined are not 

just the rclativc amounts of debt and equity but also the fraction of the equity 

held by the manngcr. Thus, for a given size firm WC want a theory to determine 
three variables:‘” 

“One other conditions also has to hold to justify the incurrcncc of the costs associated with 
the USC ofdcht or outside equity in our firm. If thcrc are other individuals in the economy who 
have suflicicntly large amounts of pcrsonul capital to finrrncc the cntirc firm, our capital 
constmincd owner can rcalirc the full capital value of his current and prospective projects and 
avoid the agency Costs by simply selling the firm (i.e. the, right to take these projects) to one of 
thcsc individuals. tic will then avoid the wealth losses associated with the agency costs caused 
by the sale of debt or outside equity. If no such individuals exist, it will pay him (and society) 
to obfain the additional capital in the debt market. This implies. incidentally. that it is some- 
what mi~lcading to speak of the owner-manager as fhc individual who bears the agency COSIS. 
One could argue that it is the project which bears the costs since, if it is not sufftciently profitable 
to cover all the costs (including the agency costs), it will not be taken. WC continue to spk 
of the owner-manager bearing thcsc costs IO emphasize the more correct and important point 
that he has the incentive to reduce them because, if he don, his wealth will be increased. 

“‘WC continue to ignore for the moment the additional complicating factor involved with 
the portfolio decisions of the owner, and the implied acccptancx of potentially diversitiable 
risk by such 100% owners in this example. 

SyWc continue to ignore such instrutncnts as convcrtiblc bonds and warrants. 
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Si : inside equity (held by the manager), 

s, : outside equity (held by anyone outside of the firm), 

B : debt (held by anyone outside of the firm). 

The total market value of the equity is S = Si + S,, and the total market value 
of the firm is V = S+ B. In addition, we also wish to have a theory which deter- 

mines the optimal size of the firm, i.e., its level of investment. 

5.1. Determination of the oplimal ratio of outside equity to debt 

Consider first the determination of the optimal ratio of outside equity to debt, 

S,,/B. To do this let us hold the size of the firm constant. V, the actual value 
of the firm for a given size, will depend on the agency costs incurred, hence we 
use as our index of size V*, the value of the firm at a given scale when agency costs 

are zero. For the moment we also hold the amount of outside financing (B + SO>, 
constant. Given that a specified amount of financing (B+S,) is to be obtained 
externally our problem is to determine the optimal fraction E* E S,*/(B+S,) 
to be financed with equity. 

u 0 10 E 
t 
x 

FRACTION OF OUTSIDE FINANCING OBTAINED 
FROM EOUITY 

Fig. 5. Tokd agency COSPG. A,(E), as 3 function of the ratio of outside equity, to total outside 
tinnncing. I;‘ z S,/(B f S,). for 9 given firm size V* and given total amounts of outsidc tinanc- 
ing (B+S.). As.(E) 2 agency costs associated with outsidc equity. A,,(E) 3 agency costs 
associafcd with debt, B. AT(P) = minimum 10611 agency costs at optimal fraction of outside 

financing EC+. 
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We argued above that: (1) as long as capital markets are efficient (i.e., charac- 

terized by rational expectations) the prices of assets such as debt and outside 

equity will reflect unbiased estimates of the monitoring costs and redistributions 

which the agency relationship will engender, and (2) the selling owner-manager 

will bear these agency costs. Thus from the owner-manager’s standpoint the 

optimal proportion of outside funds to be obtained from equity (versus debt) 

for II given Iecel of internal equity is that E which results in minimum total agency 

costs. 

Fig. 5 presents a breakdown of the agency costs into two separate com- 

ponents: Define A,,(E) as the total agency costs (a function of E) associated with 

the ‘exploitation’ of the outside equity holders by the owner-manager, and 

A,(E) as the total agency costs associated with the presence ofdebt in the owner- 

shipstructure. A,(E) = A,(E)+A,(E) is the total agency cost. 
Consider the function A,,(E). When E = S,/(B+S,) is zero, i.e., when there 

is no outside equity, the manager’s incentives to exploit the outside equity is at 

a minimum (zero) since the changes in the value of the to/r11 equity are equal to 

the changes in his equity.60 As E increases to 100 percent his incentives to 

exploit the outside equity holders increase and hence the agency costs A,,(E) 

increase. 

The agency costs associated with the existence of debt, rfB(E) are cornposed 

mainly of the value reductions in the firm and monitoring costs cnu~cd by the 

manager’s inccntivc to rcnllocnte wealth from the bondholders to hirnsclf by 

incrcnsing the vnluc of his equity claim. They arc at a maximum whcrc all 

outside funds arc obtained from d&t, i.c., whcrc S,, = E = 0. As the amount 

of debt dcclincs to zero thcsc costs also go to zero bccausc as E goes to I, his 

inccntivc to reallocate wealth from the hondholdcrs to himself frills. These 

inccntivcs fall for two reasons: (I) tlic total amount of d&t frills, and thcrcforc 

it is more diflicult to rcallocatc any given amount away from the dcbtholdcrs, 

and (2) his share of any reallocation which is accomplished is frilling since S, is 

rising and thcrcforc SJ(.S, + S,), his share of the total equity, is f;Jling. 

The curve n,.(E) rcprcsents the sum of the agency costs from various combin,l- 

tionr of outside equity and debt tinancing, and as long as /is,(E) and /1,(E) arc 

60Not~. howcvcr, that even when outsiders own none of the equity fhc stocliliolder-mnn:lgcr 
still has some inccnfivcs IO cng:~gc in activities which yield him non-pecuniary bcnctits but 
reduce Ihr value of rhc firm by more than hc pcrsordly vducs Ihc bcnclifs if lhcrc is any risky 
debt oulslancling. Any such actions hc rakes which rcclucc the vatuc of the firm, V, [end to 
rcducc the vatuc of fhc bonds 3~ wctt 3s fhc value of the equity. Although the option pricing 
model d~s no1 in general apply c.~c~ly IO the problem of valuing rhc Jcbt and equity of the 
firm, it can bc uscf’ul in obt;lining some qualir:lrivc Insights info m311crs such ns this. In the 
option pricing model ?.S/GI’ indicalcg the rate at irhich fhr stock v:~luc ch;mg:cr per dollar 
change in the vclluc of the firm (and similarly for afl/Jl’). Uo,th of thc:‘ic terms arc Icss th;ln unity 
[cf. Blxk and Schotcs (1973)j. l‘hcrcforc, any xlion of Ihc mcln;lpr which reduces the vntur of 
rhc firm, I’, tends IO rrducc ~hc valur: of both IIIC stock ad rhc bund~. and fhc larger is IIIC 
total dcbt,‘cquily ratio the smaller is fhc imp;lcr of any given chanys in L’on rhc value of the 
cquily. and thcrcforc, the loucr is [hc COSI IO him of consuming non-pccuninry bcncfifs. 

63



346 M.C. Jensen and W.H. Meckling. Agency costs and the theory of the firm 

as we have drawn them the minimum total agency cost for given size firm and 
outside financing will occur at some point such as A,(P) with a mixture of both 
debt and equity.6’ 

A caveat. Before proceeding further we point out that the issue regarding the 
exact shapes of the functions drawn in fig. 5 and several others discussed below 
is essentially an open question at this time. In the end the shape of these functions 
is a question of fact and can only be settled by empirical evidence. We outline 
some a priori arguments which we believe lead to some plausible hypotheses 
about the behavior of the system, but confess that we are far from under- 
standing the many conceptual subtleties of the problem. We are fairly confident 
of our arguments regarding the signs of the first derivatives of the functions, 
but the second derivatives are also important to the final solution and much more 
work (both theoretical and empirical) is required before we can have much 
confidence regarding these parameters. We anticipate the work of others as well 
as our own to cast more light on these issues. Moreover, we suspect the results of 
such efforts will generate revisions to the details of what follows. We believe it is 
worthwhile to delineate the overall framework in order to demonstrate, if only 
in a simplified fashion, how the major pieces of the puzzle fit together into a 

cohesive structure. 

5.2. EJJlcts of the scak of out:ri~kl/iticrrlcitl~~ 

In order to invcstigntc the cffccts of increasing the amount of outside financing, 
B+ S,,. and thcrcforc reducing the amount of equity hcltl by the manager, Si, 
wc continue to hold the scale of the firm, I’*, constant. Fig. 6 prcscnts a plot of 

the agency cost functions, A,“(E), A ,,(l:‘) and A ,(I:) = Al,” + A *(I:‘), for two 
ditTercnt Icvcls of outsidc financing. Dclinc an in&x of the amount of outside 

tinancing to be 

K = (B+S,)/V*, 

and consider two different possible levels of outside financing KO and A’, for a 
given scale of the tirm such that K, < K, . 

As the amount of outside equity increases, the owner’s fractional claim on the 
firm, 2. falls. Hc will be induced thereby to take additional non-pecuniary 
benefits out of the firm because his share of the cost falls. ‘This also increases the 
marginal benclits from monitoring activities and therefore will tend to increase 
the optimal level of monitoring. Both of these factors will cause the locus of 
agency costs A,,(E; K) to shift upward as the fraction of outside ftnancing, K, 

O’This occurs of course, 11ot at the intersection of A,.(E) and Ae(E). but at the point whcrc 
the absolute val;e of the slopes of the functions arc equal, ix.. where A’s.(E)+ A’,(E) = 0. 
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increases. This is depicted in fig. 6 by the two curves representing the agency costs 

of equity, one for the low lev,el of outside financing. A,“( E: h;). the other for the 

high level of outside financing, A,,(E; K,). The locus of the latter lies above the 

former everywhere except at the origin where both are 0. 

The agency cost of debt will similarly rise as the amount of outside tinansing 

increases. This means that the locus ofAB(E; K,) for high outside financing. lit, 

IOW OL’TS’DE 
FINANCING 

will lie above the locus of A,(E; K.,) for low outside financing, K0 because the 

tot31 amount of resources which can be reallocated from bondholders increases 

as the total amount of debt incrc:tses. f-lowcvcr, since these costs are zero when 

the debt is zero for both K,, and K, the intercepts of the A ,,(I:; K) curves coin&k 

at the right axis. 

The net efkct of the increased use of outside financing given the cost functionc 

assumed in fig. 6 is to: (I) increase the total agency costs from A,-(E*; KJ to 

A,(E*; K,), and (2) to increase the optimal fraction of outside funds obtained 

from the sale of outside equity. We draw these functions for illustration only 

and are unwilling to speculate at this time on the exact form of E*(K) which 
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gives the general effects of increasing outside financing on the relative quantities 
of debt and equity. 

The locus of points, A,(E*; K) where agency costs are minimized (not drawn 

in fig. 6), determines E*(K), the optimal proportions of equity and debt to be 
used in obtaining outside funds as the fraction of outside funds, K, ranges from 
0 to 100 percent. The solid line in fig. 7 is a plot of the minimum total agency costs 

A,(E’.K.V’) I A;(K.V;t 

0 K 

FRACTION OF FIRM FINANCED BY OUTSIDE CLAIMS 

Fig. 7. Total agncy COSI!, as ;I function of lhc fraction of 111c firm linanccd by outsidc claims 
lb Iwo firm sires, k’,* i Vu*. 

as a function of the amount of outside financing for a firm with scale V3. The 

dotted lint shows the total agency costs for a larger firm with scale V: > I$. 

That is, we hypothcsizc that the larger the firm becomes 111~ larger are the total 

agency costs bccausc it is likely that the monitoring function is inherently more 

difiicult and expensive in a larger organization. 

The model WC have used to explain the cxistcncc of minority shareholders and 

debt in the capital structure of corporations implies that the owner-manager, 

if he resorts to any outside funding, will have his entire wealth invested in the 

firm. The reason is that hc can thcrchy avoid the agency costs which additional 

outside funding impost. This suggests he would not resort to outside funding 
until he had invested LOO percent of his personal wealth in the firm - an implica- 
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tion which is not consistent with what we generally observe. blast owner- 

managers hold personal wealth in a variety of forms, and some have only a 
relatively small fraction of their wealth invested in the corporation they 
manage.62 Diversification on the part of owner-managers can be explained by 
risk aversion and optimal portfolio selection. 

If the returns from assets are not perfectly correlated an individual can reduce 
the riskiness of the returns on his portfolio by dividing his wealth among many 
different assets, i.e., by diversifying. 63 Thus a manager who invests all of his 

wealth in a single firm (his own) will generally bear a ivelfare loss (if he is risk 
averse) because he is bearing more risk than necessary. He will, of course, be 
willing to pay something to avoid this risk, and the costs he musr bear to 
accomplish this diversification will be the agency costs outlined above. He will 

suffer a xnlth loss as he reduces his fractional oivnership because prospective 
shareholders and bondholders will take into account the agency costs. Neverthe- 
less, the manager’s desire to avoid risk will contribute to his becoming a minority 
stockholder. 

5.4. Dcfurrrhatiorr of IIIC optimal artrow/ of oufsitk. filrancitrg, K* 

Assume for the moment that the owner of a project (i.c., the owner of a 
prospcctivc firm) has enough ~~11th to finance the cntirc project himself. The 
optimal scale of the corporation is then dctcrmined by the condilion lhal, 
AY- AI = 0. In gcncral if the returns to the Jirm are uncertain the owncr- 
manager can incrcnsc his wclfarc by selling off part of the firm cithcr a\ debt 
or equity and rcinvcsting the proceeds in other assets. Jf hc dots this with the 

oprimal combinn!ion of tlcbt and cquiry (as in fig. 6) the total wcal~h reduction 
hc will incur is given by fhe agency cost function, ,4,(E*, K; V*) in fig. 7. The 
functions Ar(f:‘*, h’; V*) will bc S shaped (as drawn) if total agency costs for a 
given scale of lirm increase at an increasing rate a1 low lcvcls of outside Jinancing, 
and at a dccrcasirig rate for high JcvcJs of outside financing as monitoring 

imposes more and more constrainls on the manager’s actions. 
Fig. 8 shows marginal agency costs as a function of h’, the fraction of the firm 

financed with outside funds assuming the total agency cost function is as plotted 
in fig. 7, and assuming the scale of the firm is fixed. The demand by the owncr- 
manager for oulsidc financing is shown by the remaining curve in fig. 8. This curve 
rcprcsents the marginal value of the increased diversification which the manager 

620n the average, howcvcr, rap managers seem to h;lvc substantial holdings in absolute 
dollars. A rcccnt survey by Wytmar (@‘N/I S~rczt Jo~~~rtrl. August 13, 1974, p. 1) rcporlcd that 
the median value of 8X chief exccufivc officers’ stock holdings in their cornpanics at ycx end 
1973 was $557,000 arid $1.3 million 31 year end 1972. 

“‘Thcsc diversification clTcc~s can bc substantial. Evans and Archer (1968) show that on 
the avcragc for New York Stock Exchange sccuri[ics appronimatcly 55 y0 of the total risk (as 
mcasurcd by standard deviation of portfolio returns) can bc climinatcd by following B naive 
strategy of dividing one’s BSWS equally among 40 randomly sclcctcd securities. 
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can obtain by reducing his ownership claims and optimally constructing a 
diversified portfolio. It is measured by the amount he would pay to be allowed 
to reduce his ownership claims by a dollar in order to increase his diversification. 
If the liquidation of some of his holdings also influences the owner-manager’s 
consumption set, the demand function plotted in fig. 8 also incorporates the 

marginal value of these effects. The intersection of these two schedules determines 

MARGINAL AGENCY COST : 

I . 
-I..-____ -.-- 

K’ IO K 

FRACTION OF FIRM FINANCED BY OUTSIOE CLAIMS 

Fig. 8. Dctcrn~inatiorr of the optimal amount of’outsidc financing, C*, for a given scale of firm 

the optimal fraction of the firm to be held by outsiders and this in turn dctcr- 
mines the total agency costs borne by the owner. This solution is Pareto optimal; 
there is no way to rcducc the agency costs without making someone worse off. 

5.5. Delertttittatiott of tltc optitnal scale of tltejirtn 

While the details of the solution of the optimal scale ofthe firm are complicated 
when we allow for the issuance of debt, equity and monitoring and bonding, 
the general structure of the solution is analogous to the case where monitoring 
and bonding are allowed for the outside equity example (see fig. 4). 

If it is optimal to issue any debt, the expansion path taking full account of such 
opportunities must lie above the curve ZG in fig. 4. If this new expansion path 
lies anywhere to the right of the indifference curve passing through point G debt 
will be used in the optimal financing package. Furthermore, the optimal scale 
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of the firm will be determined by the point at which this new expansion path 

touches the highest indifference curve. In this situation the resulting level of the 

owner-manager’s welfare must therefore be higher. 

6. Qualifications and extensions of the analysis 

6.1. Multiperiod aspects of the agewy problent 

We have assumed throughout our analysis that we are dealing only with 

a single investment-financing decision by the entrepreneur and have ignored the 

issues associated with the incentives affecting future financing-investment 

decisions which might arise after the initial set of contracts are consumated 

between the entrepreneur-manager, outside stockholders and bondholders. 

These are important issues which are left for future analysis.64 Their solution 

will undoubtedly introduce some changes in the conclusions of the single 

decision analysis. It seems clear for instance that the expectation of future sales 

of outside equity and debt will change the cosls and benefits facing the manager 

in making decisions which benefit himself at the (short-run) expense of the current 

bondholders and stockholders. If hc develops a reputation for such dealings 

he can expect this to unfavourably influence the terms at which he can obtain 

future capital from outside sources. This will tend to incrcasc the benefits 

associated with “sainthood” and will tend to reduce the size of the agency costs. 

Given the finite lift of any ‘individual, however, such an efrcct cannot reduce 

thcsc costs to zero, bccausc at some point these future costs will begin to weigh 

more heavily on his successors and thcrcfore the rclativc bcncfits to him of acting 

in his own best intcrcsts will risc.65 Furthcrmorc, it will generally bc impossible 

for him to fully guarantee the outsitlc intcrcsts rhat his successor will continue 

to follow his politics. 

6.2. Tire control probkwl anti outsirics onwr’s agwcy costs 

The careful render will notice that nowhere in the analysis thus far have we 

taken into account many of the details of the relationship between the part 

owner-manager and the outside stockholders and bondholders. In particular 

we have assumed that all outside equity is nonvoting. If such equity dots have 

voting rights then the manager will be concerned about the effects on his long- 

run welfare of reducing his fractional ownership below the point where he IOSCS 

6SThc rcccnt work of Myers (1975) which views future investment opportunities as options 
and invcstigatcs the inccntivc cfTccc~s of the existence of debt in such a world where ;I sequence 
of investment decisions is made is another important s~cp in the investigation of the multi- 
period aspects of the aycncy problem and the lhcory of the firm. 

6JBccker and Sri&r (1972) analyze a spxial case of this problem involving the USC of non- 
veskd pension rights IO help corrcd for this end game play in the law enforcement area. 
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effective control of the corporation. That is, below the point where it becomes 
possible for the outside equity holders to fire him. A complete analysis of this 
issue will require a careful specification of the contractual rights involved on both 
sides, the role of the board of directors, and the coordination (agency) costs 
borne by the stockholders in implementing policy changes. This latter point 
involves consideration of the distribution of the outside ownership claims. 
Simply put, forces exist to determine an equilibrium distribution of outside 
ownership. If the costs of reducing the dispersion of ownership are lower than 
the benefits to be obtained from reducing the agency costs, it will pay some 
individual or group of individuals to buy shares in the market to reduce the 
dispersion of ownership. We occasionally witness these conflicts for control 
which involve outright market purchases, tender offers and proxy fights. 
Further analysis of these issues is left to the future. 

6.3. A note on tkc c.ristence of insicic debt and sotw cot~cc~urcs on the USC of 
conwrtiblc Jimancial ins~rrcnwnts 

We have been asked66 why debt held by the manager (i.e., “inside debt”) 
plays no role in our analysis. WC have as yet been unable to incorporate this 
dimension formally into our analysis in a satisfactory way. The question is a 
good one and suggests some potcnli:~lly important extensions of the analysis. 
For instnncc, it suggests an inexpcnsivc way for the owner-manngcr with 
both equity and debt outstanding to climinatc a large part (perhaps all) of the 
agency costs of debt. If hc binds himself contractually to hold a fraction of the 
total dcht equal to his fractional ownership of the total equity he would have no 
inccnlivc whatsocvcr to rcallocatc wealth from the debt holders to the stock- 
holders. Consider the case whcrc 

BJS, = 0,/S,, 

where Si and S, arc as dcfincd carlicr, Bi is the dollar value of the inside debt 
held by the owner-manager, and BO is the debt held by outsiders. In this cast if 
the manager changes the invcstmcnt policy of the firm to reallocate wealth 
bctwcen the debt and equity holders, the net effect on the total value of his 
holdings in the firm will bc zero. Thcrcfore, his incentives to perform such 
reallocations are zero.67 

Why then don’t WC observe practices or formal contracts which accomplish 

cb Uy our collcague David tlendcrson. 
6’This also suggests that SOOIP outside debt holders cnn protect themcclves from ‘exploitation 

by the manager by purchasing a fraction of the total equity equal to their fractional ownership 
of the debt. All debt holders, of course, cannot do this unless the mtmagcr does so also. In 
addition, such an invcstmcnt rule restricts the portfolio choices of investors and thcreforc 
would impost costs if followed rigidly. Thus the agency costs will not be eliminated this way 
cithcr. 
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this elimination or reduction of the agency costs of debt? Maybe we do for 
smaller privately held firms (we haven’t attempted to obtain this data), but for 
large diffuse owner corporations the practice does not seem to be common. 
One reason for this we believe is that in some respects the claim that the manager 
holds on the firm in the form of his wage contract has some of the characteristics 
of debt.‘j’ If true, this implies that even with zero holdings of formal debt claims 
he still has positive holdings of a quasi-debt claim and this may accomplish the 
satisfaction of condition (4). The problem here is that any formal analysis of this 
issue requires a much deeper understanding of the relationship between formal 
debt holdings and the wage contract; i.e., how much debt is it equivalent to? 

This line of thought also suggests some other interesting issues. Suppose the 
implicit debt characteristics of the manager’s wage contract result in a situation 
equivalent to 

Bi/Si > B,/S,. 

Then he would have incentives to change the operating characteristics of the 
firm (i.e., reduce the variance of the outcome distribution) to transfer wealth 
from the stockholders to the debt holders which is the reverse of the situation we 
examined in section 4. Furthcrmorc, this seems to capture some of the concern 
often cxprcsscd regarding thcfact that mnnngcrs of large publicly held corpora- 
tions seem to bchavc in a risk averse way to the dctrimcnt of the equity holders. 
One solution to this would bc to establish incentive compensation systems for 
the manager or to give him stock options which in cfl’cct give him a claim on the 
upper tail of the outcome distribution. This also seems to bc a commonly 
obscrvcd phcnomcnon. 

This analysis also suggests sonic additional issues regarding the costs and 
bcncfits associated with the use of more complicated financial claims such as 
warrants, convertible bonds and convertible preferred stock which we have not 
formally analyzed as yet. Warrants, convertible bonds and convertible prcferrcd 
stock have some of the &aracteristics of non-voting shares although they can be 
converted into voting shares under some terms. Alchian-Dcmsetz (1972) provide 
an interesting analysis regarding the use of non-voting shares. They argue that 
some shareholders with strong beliefs in the talents and judgements of the 
manager will want to bc protected against the possibility that some other sharc- 
holders will take over and limit the actions of the manager (or fire him). Given 
that the securities exchanges prohibit the use of non-voting shares by listed firms 
the use of option type securities might be a substitute for these claims. 

In addition warrants represents a claim on the upper tail of the distribution of 

68Consider fhc situation in which the bondholders have the right in the event of bankruptcy 
lo tcrminarc his employment and thcrcfore to fcrminate the future returns to any specific 
human capital or rents he may be rccciving. 
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outcomes, and convertible securities can be thought of as securities with non- 
detachable warrants. It seems that the incentive effects of warrants would tend 
to offset to some extent the incentive effects of the existence of risky debt because 
the owner-manager would be sharing part of the proceeds associated with a shift 
in the distribution of returns with the warrant holders. Thus, we conjecture that 
potential bondholders will find it attractive to have warrants attached to the risky 
debt of firms in which it is relatively easy to shift the distribution of outcomes 
to expand the upper tail of the distribution to transfer wealth from bond- 
holders. It would also then be attractive to the owner-manager because of the 
reduction in the agency costs which he would bear. This argument also implies 
that it would make little difference if the warrants were detachable (and therefore 
saleable separately from the bonds) since their mere existence would reduce the 
incentives of the manager (or stockholders) to increase the riskiness of the firm 
(and therefore increase the probability of bankruptcy). Furthermore, the addition 
of a conversion privilege to fixed claims such as debt or preferred stock would 
also tend to reduce the incentive effects of the existence of such fixed claims and 
therefore lower the agency costs associated with them. The theory predicts that 
these phenomena should bc more frequently observed in cases where the 
incentive effects of such fixed claims are high than when they are low. 

One of the arcas in which’furthcr analysis is likely to lead to high payoffs is 
that of monitoring. WC currently have little which could be gloritied by the title 
of a “Theory of Monitoring” and yet this is a crucial building block of the 
analysis. WC would cxpcct monitoring activities to become specialized to those 
institutions and individuals who possess comparative ~dVilllt~lgCS in thcsc 
activities. One of the groups who seem to play a large role in these activities is 
composed of the security analysts employed by institutional investors, brokers 
and investment advisory services as well as the analysis pcrformcd by individual 
investors in the normal course of investment decision making. 

A large body of- evidence exists which indicates that security prices 
incorporate in an unbiased manner all publicly available information and 
much of what might bc called “private information”.6’ There is also a large 
body of evidence which indicates that the security analysis activities of mutual 
funds and other institutional investors are not reflected in portfolio returns, i.e., 
they do not increase risk adjusted portfolio returns over a naive random selection 
buy and hold strategy.“’ Therefore some have been tempted to conclude that 
the rcsourccs expended on such research activities to find under- or over-valued 
securities is a social loss. Jensen (1974) argues that this conclusion cannot be 

?+x Famn (1970) for a survey of this ‘efficient markets’ literawre. 
“See Jcnscn (1969) for an cnample of this evidence and references. 
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unambiguously drawn because there is a large consumption element in the 

demand for these services. 

Furthermore, the analysis of this paper would seem to indicate that to the 

extent that security analysis activities reduce the agency costs associated with 

the separation of ownership and control they are indeed socially productive. 

Moreover, if this is true we expect the major benefits of the security analysis 

activity to be reflected in the higher capitalized value of the ownership claims 

to corporations and nor in the period to period portfolio returns of the analyst. 

Equilibrium in the security analysis industry requires that the private returns to 

analysis (i.e.. portfolio returns) must be just equal to the private costs of such 

activity,” and this will not reflect the social product of this activity which will 

consist of larger output and higher /CW/S of the capital value of ownership 

claims. Therefore, the argument implies that if there is a non-optimal amount of 

security analysis being performed it is too much” not too little (since the sh:lrc- 

holders would be willing to pay directly to have the “optimal” monitoring 

performed), and WC don’t seem to observe such p:tymcnts. 

Our previous analysis of agency costs suggests at lcnst one other tectnblc 

hypothesis: i.c., that in those industries whcrc the inccntivc cfYccts of outsitlc 

equity or debt arc widely difircnt, \vc would expect to SW specialization in the 

use of the low agency cost linuncing nrrnngcnicnt. In industries whcrc it is 

rclativcly easy for managers to lower the mean vnluc of the outcomes of the 

cntcrprisc by outright theft, special trcatmcnt of frlvorcd customers, case of 

consumption of Icisurc on the job. etc. (for cxamplc, the bar and rcst;iurnnt 

industry) wc would cxpcct to see the ownership structtrrc of firms chnractcri/cd 

by relatively littlc outside equity (i.e., 100 percent ownership of the equity by the 

manager) with almost all outside capital obtain4 through the use of dcht. 

The theory predicts the opposite would bc true whcrc the incentive elrccts of 

debt are large rclstivc to the inccntivc effects of equity. Firms like conglomcrnlcs, 

in which it would be cnsy to shift outcome distributions advcrscly for bond- 

holders (by changing the acquisition or divestiture policy) should be charactcr- 

izcd by rclativcly louver utilization of debt. Conversely in industries \ihcrc the 

freedom of management to take riskier projects is severely constrnincd (for 

example, regulated industries such as public utilities) WC should t’ind more 

intensive use ofdebt financing. 

The analysis suggests that in addition to the fairly well untlcrstood role of 

uncertainty in the determination of the quality of collateral thcrc is at lcast one 

other clement of great importance - the ability of the owner of the collntcral to 

“Ignoring any pure consumption clcmcnt~ in rhc demand for security analysis. 
‘*Again ignoring the vaiuc of the pure consumption clemcnts ill the demand for sccurify 

analysis. 
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change the distribution of outcomes by shifting either the mean outcome or the 
variance of the outcomes. A study of bank lending policies should reveal these 
to be important aspects of the contractual practices observed there. 

6.6. Application of Ihe analysis to the large diffuse owtcrskip corporarion 

While we believe the structure outlined in the proceeding pages is applicable 
to a wide range of corporations it is still in an incomplete state. One of the most 
serious limitation of the analysis is that as it stands we have not worked out in 
this paper its application to the very large modern corporation whose managers 
own little or no equity. We believe our approach can be applied to this case but 
space limitations precludes discussion of these issues here. They remain to be 
worked out in detail and will be included in a future paper. 

6.7. Tlrc nrppl~* si& of rite incottlplcfe markets qlresfion 

The analysis of this paper is also relevant to the incomplete market issue 
considered by Arrow (1964), Diamond (1967), Hakansson (1974a, b), Rubin- 
stein (1974). Ross (1974) and others. The problems addrcsscd in this literature 
derive from the fact that whenever the available set of financial claims on out- 
comes in a market i-nits to span the underlying stntc space [see Arrow (1964) and 
Dcbreu (1959)) the resulting allocation is Pareto incllicicnt. A disturbing 
clement in this litcraturc surrounds the fact that the inefficiency conclusion is 
gcncrally drawn without explicit attention in the analysis to the costs of creating 
new claims or of maintaining the expanded set of markets called for to bring 
about the wclfarc improvcmcnt. 

The demonstration of a possible wclFarc improvement from the expansion 
of the set of claims by the introduction of new basic contingent claims or options 
can bc thought of as an analysis of the demand conditions for new markets. 
Viewed from this perspective, what is missing in the literature on this problem 
is the formulation of a positive analysis of the supply of markets (or the supply of 
contingent claims). That is, what is it in the maximizing behavior of individuals 
in the economy that causes them to create and sell contingent claims of various 
sorts’? 

The analysis in this paper can be viewed as a small first step in the direction 
of formulating an analysis of the supply of markets issue which is founded in the 
self-interested maximizing behavior of individuals. We have shown why it is in 
the interest of a wealth maximizing entrepreneur to create and sell claims such 
as debt and equity. Furthermore, as WC have indicated above, it appears that 
extensions of these arguments will lead to a theory of the supply of warrants, 
convertible bonds and convertible preferred stock. WC arc not suggesting that the 
specific analysis offered above is likely to be sufficient to lead to a theory of the 
supply of the wide range of contracts (both existing and merely potential) in 
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the world at large. However, we do believe that framing the question of the 
completeness of markets in terms of the joining of both the demand and supply 
conditions will be very fruitful instead of implicitly assuming that new claims 
spring forth from some (costless) well head of creativity unaided or unsupported 
by human effort. 

7. Conclusions 

The publicly held business corporation is an avvesome social invention. 
Millions of individuals voluntarily entrust billions of dollars, francs, pesos, etc., 
of personal wealth to the care of managers on the basis of a complex set of con- 
tracting relationships which delineate the rights of the parties involved. The 
growth in the use of the corporate form as well as the growth in market value of 
established corporations suggests that at least. up to the present, creditors and 
investors have by and large not been disappointed with the results, despite the 
agency costs inherent in the corporate form. 

Agency costs arc as real as any other costs. The Icvcl of agency costs depends 
among other things on statutory and common law and human ingenuity in 

devising contracts. Both the law and the sophistication of contracts relevant 

to the modern corporation are the products of a historical process in which there 

kvcrc strong inccntivcs for individuals to minimize agency costs. Morcovcr, thcrc 
were altcrnativc organizational forms available, and opportunities to invent 
new ones. Whatcvcr its shortcomings, the corporation hits thus far survived the 

market test agninst potential altcrnativcs. 
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Agency Problems and the Theory of the Firm 

Eugene F. Fama 
University of Chicago 

This paper attempts to explain how the separation of security own- 
ership and control, typical of large corporations, can be an efficient 
form of economic organization. We first set aside the presumption 
that a corporation has owners in any meaningful sense. The entre- 
preneur is also laid to rest, at least for the purposes of the large 
modern corporation. The two functions usually attributed to the 
entrepreneur-management and risk bearing-are treated as natu- 
rally separate factors within the set of contracts called a firm. The firm 
is disciplined by competition from other firms, which forces the 
evolution of devices for efficiently monitoring the performance of 
the entire team and of its individual members. Individual partici- 
pants in the firm, and in particular its managers, face both the 
discipline and opportunities provided by the markets for their ser- 
vices, both within and outside the firm. 

Economists have long been concerned with the incentive problems 
that arise when decision making in a firm is the province of managers 
who are not the firm's security holders.' One outcome has been the 
development of "behavioral" and "managerial" theories of the firm 
which reject the classical model of an entrepreneur, or owner- 
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manager, who single-mindedly operates the firm to maximize profits, 
in favor of theories that focus more on the motivations of a manager 
who controls but does not own and who has little resemblance to the 
classical "economic man." Examples of this approach are Baumol 
(1959), Simon (1959), Cyert and March (1963), and Williamson 
(1964). 

More recently the literature has moved toward theories that reject 
the classical model of the firm but assume classical forms of economic 
behavior on the part of agents within the firm. The firm is viewed as a 
set of contracts among factors of production, with each factor moti- 
vated by its self-interest. Because of its emphasis on the importance of 
rights in the organization established by contracts, this literature is 
characterized under the rubric "property rights." Alchian and Dem- 
setz (1972) and Jensen and Meckling (1976) are the best examples. 
The antecedents of their work are in Coase (1937, 1960). 

The striking insight of Alchian and Demsetz (1972) and Jensen and 
Meckling (1976) is in viewing the firm as a set of contracts among 
factors of production. In effect, the firm is viewed as a team whose 
members act from self-interest but realize that their destinies depend 
to some extent on the survival of the team in its competition with 
other teams. This insight, however, is not carried far enough. In the 
classical theory, the agent who personifies the firm is the entre- 
preneur who is taken to be both manager and residual risk bearer. 
Although his title sometimes changes-for example, Alchian and 
Demsetz call him "the employer"-the entrepreneur continues to play 
a central role in the firm of the property-rights literature. As a 
consequence, this literature fails to explain the large modern corpo- 
ration in which control of the firm is in the hands of managers who 
are more or less separate from the firm's security holders. 

The main thesis of this paper is that separation of security owner- 
ship and control can be explained as an efficient form of economic 
organization within the "set of contracts" perspective. We first set 
aside the typical presumption that a corporation has owners in any 
meaningful sense. The attractive concept of the entrepreneur is also 
laid to rest, at least for the purposes of the large modern corporation. 
Instead, the two functions usually attributed to the entrepreneur, 
management and risk bearing, are treated as naturally separate fac- 
tors within the set of contracts called a firm. The firm is disciplined by 
competition from other firms, which forces the evolution of devices 
for efficiently monitoring the performance of the entire team and of 
its individual members. In addition, individual participants in the 
firm, and in particular its managers, face both the discipline and 
opportunities provided by the markets for their services, both within 
and outside of the firm. 
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The Irrelevance of the Concept of Ownership of the Firm 

To set a framework for the analysis, let us first describe roles for 
management and risk bearing in the set of contracts called a firm. 
Management is a type of labor but with a special role-coordinating 
the activities of inputs and carrying out the contracts agreed among 
inputs, all of which can be characterized as "decision making." To 
explain the role of the risk bearers, assume for the moment that the 
firm rents all other factors of production and that rental contracts are 
negotiated at the beginning of each production period with payoffs at 
the end of the period. The risk bearers then contract to accept the 
uncertain and possibly negative difference between total revenues 
and costs at the end of each production period. 

When other factors of production are paid at the end of each 
period, it is not necessary for the risk bearers to invest anything in the 
firm at the beginning of the period. Most commonly, however, the 
risk bearers guarantee performance of their contracts by putting up 
wealth ex ante, with this front money used to purchase capital and 
perhaps also the technology that the firm uses in its production 
activities. In this way the risk bearing function is combined with 
ownership of capital and technology. We also commonly observe that 
the joint functions of risk bearing and ownership of capital are re- 
packaged and sold in different proportions to different groups of 
investors. For example, when front money is raised by issuing both 
bonds and common stock, the bonds involve a combination of risk 
bearing and ownership of capital with a low amount of risk bearing 
relative to the combination of risk bearing and ownership of capital 
inherent in the common stock. Unless the bonds are risk free, the risk 
bearing function is in part borne by the bondholders, and ownership 
of capital is shared by bondholders and stockholders. 

However, ownership of capital should not be confused with owner- 
ship of the firm. Each factor in a firm is owned by somebody. The firm 
is just the set of contracts covering the way inputs are joined to create 
outputs and the way receipts from outputs are shared among inputs. 
In this "nexus of contracts" perspective, ownership of the firm is an 
irrelevant concept. Dispelling the tenacious notion that a firm is 
owned by its security holders is important because it is a first step 
toward understanding that control over a firm's decisions is not neces- 
sarily the province of security holders. The second step is setting aside 
the equally tenacious role in the firm usually attributed to the entre- 
preneur. 

Management and Risk Bearing: A Closer Look 

The entrepreneur (manager-risk bearer) is central in both the 
Jensen-Meckling and Alchian-Demsetz analyses of the firm. For 
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example, Alchian-Demsetz state: "The essence of the classical firm is 
identified here as a contractual structure with: 1) joint input produc- 
tion; 2) several input owners; 3) one party who is common to all the 
contracts of the joint inputs; 4) who has the right to renegotiate any 
input's contract independently of contracts with other input owners; 
5) who holds the residual claim; and 6) who has the right to sell his 
central contractual residual status. The central agent is called the 
firm's owner and the employer" (1972, p. 794). 

To understand the modern corporation, it is better to separate the 
manager, the agents of points 3 and 4 of the Alchian-Demsetz defini- 
tion of the firm, from the risk bearer described in points 5 and 6. The 
rationale for separating these functions is not just that the end result 
is more descriptive of the corporation, a point recognized in both the 
Alchian-Demsetz and Jensen-Meckling papers. The major loss in re- 
taining the concept of the entrepreneur is that one is prevented from 
developing a perspective on management and risk bearing as separate 
factors of production, each faced with a market for its services that 
provides alternative opportunities and, in the case of management, 
motivation toward performance. 

Thus, any given set of contracts, a particular firm, is in competition 
with other firms, which are likewise teams of cooperating factors of 
production. If there is a part of the team that has a special interest in 
its viability, it is not obviously the risk bearers. It is true that if the 
team does not prove viable factors like labor and management are 
protected by markets in which rights to their future services can be 
sold or rented to other teams. The risk bearers, as residual claimants, 
also seem to suffer the most direct consequences from the failings of 
the team. However, the risk bearers in the modern corporation also 
have markets for their services-capital markets-which allow them 
to shift among teams with relatively low transaction costs and to hedge 
against the failings of any given team by diversifying their holdings 
across teams. 

Indeed, portfolio theory tells us that the optimal portfolio for any 
investor is likely to be diversified across the securities of many firms.2 
Since he holds the securities of many firms precisely to avoid having 
his wealth depend too much on any one firm, an individual security 
holder generally has no special interest in personally overseeing the 
detailed activities of any firm. In short, efficient allocation of risk 
bearing seems to imply a large degree of separation of security owner- 
ship from control of a firm. 

On the other hand, the managers of a firm rent a substantial lump 
of wealth-their human capital-to the firm, and the rental rates for 

2 Detailed discussions of portfolio models can be found in Fama and Miller (1972, 
chaps. 6 aind 7), Jensen (1972), and Fama (1976, chaps. 7 and 8). 
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their human capital signaled by the managerial labor market are likely 
to depend on the success or failure of the firm. The function of 
management is to oversee the contracts among factors and to ensure 
the viability of the firm. For the purposes of the managerial labor 
market, the previous associations of a manager with success and 
failure are information about his talents. The manager of a firm, like 
the coach of any team, may not suffer any immediate gain or loss in 
current wages from the current performance of his team, but the 
success or failure of the team impacts his future wages, and this gives 
the manager a stake in the success of the team. 

The firm's security holders provide important but indirect assis- 
tance to the managerial labor market in its task of valuing the firm's 
management. A security holder wants to purchase securities with 
confidence that the prices paid reflect the risks he is taking and that 
the securities will be priced in the future to allow him to reap the 
rewards (or punishments) of his risk bearing. Thus, although an indi- 
vidual security holder may not have a strong interest in directly 
overseeing the management of a particular firm, he has a strong 
interest in the existence of a capital market which efficiently prices the 
firm's securities. The signals provided by an efficient capital market 
about the values of a firm's securities are likely to be important for the 
managerial labor market's revaluations of the firm's management. 

We come now to the central question. To what extent can the 
signals provided by the managerial labor market and the capital 
market, perhaps along with other market-induced mechanisms, disci- 
pline managers? We first discuss, still in general terms, the types of 
discipline imposed by managerial labor markets, both within and 
outside of the firm. We then analyze specific conditions under which 
this discipline is sufficient to resolve potential incentive problems that 
might be associated with the separation of security ownership and 
control. 

The Viability of Separation of Security Ownership 
and Control of the Firm: General Comments 

The outside managerial labor market exerts many direct pressures on 
the firm to sort and compensate managers according to performance. 
One form of pressure comes from the fact that an ongoing firm is 
always in the market for new managers. Potential new managers are 
concerned with the mechanics by which their performance will be 
judged, and they seek information about the responsiveness of the 
system in rewarding performance. Moreover, given a competitive 
managerial labor market, when the firm's reward system is not re- 
sponsive to performance the firm loses managers, and the best are the 
first to leave. 
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There is also much internal monitoring of managers by managers 
themselves. Part of the talent of a manager is his ability to elicit and 
measure the productivity of lower managers, so there is a natural 
process of monitoring from higher to lower levels of management. 
Less well appreciated, however, is the monitoring that takes place 
from bottom to top. Lower managers perceive that they can gain by 
stepping over shirking or less competent managers above them. 
Moreover, in the team or nexus of contracts view of the firm, each 
manager is concerned with the performance of managers above and 
below him since his marginal product is likely to be a positive function 
of theirs. Finally, although higher managers are affected more than 
lower managers, all managers realize that the managerial labor mar- 
ket uses the performance of the firm to determine each manager's 
outside opportunity wage. In short, each manager has a stake in the 
performance of the managers above and below him and, as a conse- 
quence, undertakes some amount of monitoring in both directions. 

All managers below the very top level have an interest in seeing that 
the top managers choose policies for the firm which provide the most 
positive signals to the managerial labor market. But by what mecha- 
nism can top management be disciplined? Since the body designated 
for this function is the board of directors, we can ask how it might be 
constructed to do its job. A board dominated by security holders does 
not seem optimal or endowed with good survival properties. Diffuse 
ownership of securities is beneficial in terms of an optimal allocation 
of risk bearing, but its consequence is that the firm's security holders 
are generally too diversified across the securities of many firms to take 
much direct interest in a particular firm. 

If there is competition among the top managers themselves (all 
want to be the boss of bosses), then perhaps they are the best ones to 
control the board of directors. They are most directly in the line of 
fire from lower managers when the markets for securities and man- 
agerial labor give poor signals about the performance of the firm. 
Because of their power over the firm's decisions, their market- 
determined opportunity wages are also likely to be most affected by 
market signals about the performance of the firm. If they are also in 
competition for the top places in the firm, they may be the most 
informed and responsive critics of the firm's performance. 

Having gained control of the board, top management may decide 
that collusion and expropriation of security holder wealth are better 
than competition among themselves. The probability of such collusive 
arrangements might be lowered, and the viability of the board as a 
market-induced mechanism for low-cost internal transfer of control 
might be enhanced, by the inclusion of outside directors. The latter 
might best be regarded as professional referees whose task is to 
stimulate and oversee the competition among the firm's top mana- 
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gers. In a state of advanced evolution of the external markets that 
buttress the corporate firm, the outside directors are in their turn 
disciplined by the market for their services which prices them ac- 
cording to their performance as referees. Since such a system of 
separation of security ownership from control is consistent with the 
pressures applied by the managerial labor market, and since it 
likewise operates in the interests of the firm's security holders, it 
probably has good survival properties.3 

This analysis does not imply that boards of directors are likely to be 
composed entirely of managers and outside directors. The board is 
viewed as a market-induced institution, the ultimate internal monitor 
of the set of contracts called a firm, whose most important role is to 
scrutinize the highest decision makers within the firm. In the team or 
nexus of contracts view of the firm, one cannot rule out the evolution 
of boards of directors that contain many different factors of produc- 
tion (or their hired representatives), whose common trait is that their 
marginal products are affected by those of the top decision makers. 
On the other hand, one also cannot conclude that all such factors will 
naturally show up on boards since there may be other market-induced 
institutions, for example, unions, that more efficiently monitor mana- 
gers on behalf of specific factors. All one can say is that in a competi- 
tive environment lower-cost sets of monitoring mechanisms are likely 
to survive. The role of the board in this framework is to provide a 
relatively low-cost mechanism for replacing or reordering top mana- 
gers; lower cost, for example, than the mechanism provided by an 
outside takeover, although, of course, the existence of an outside 
market for control is another force which helps to sensitize the inter- 
nal managerial labor market. 

The perspective suggested here owes much to, but is nevertheless 
different from, existing treatments of the firm in the property rights 
literature. Thus, Alchian (1969) and Alchian and Demsetz (1972) 
comment insightfully on the disciplining of management that takes 
place through the inside and outside markets for managers. However, 
they attribute the task of disciplining management primarily to the 
risk bearers, the firm's security holders, who are assisted to some 
extent by managerial labor markets and by the possibility of outside 
takeover. Jensen and Meckling (1976) likewise make control of man- 

3 Watts and Zimmermian (1978) provide a similar description of the market-induced 
evolution of "independent" outside auditors whose function is to certify and, as a 
consequence, stimutilate the viability of the set of contracts called the firm. Like the 
outside directors, the outside auditors are policed by the market for their services which 
prices them in large part on the basis of how well they resist perverting the interests of 
one set of factors (e.g., security holders) to the benefit of other factors (e.g., manage- 
ment). Like the professional outside director, the welfare of the outside auditor de- 
pends largely on "reputation. 
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agement the province of the firm's risk bearers, but they do not allow 
for any assistance from the managerial labor market. Of all the au- 
thors in the property-rights literature, Manne (1965, 1967) is most 
concerned with the market for corporate control. He recognizes that 
with diffuse security ownership management and risk bearing are 
naturally separate functions. But for him, disciplining management is 
an "entrepreneurial job" which in the first instance falls on a firm's 
organizers and later on specialists in the process of outside takeover. 

When management and risk bearing are viewed as naturally sepa- 
rate factors of production, looking at the market for risk bearing from 
the viewpoint of portfolio theory tells us that risk bearers are likely to 
spread their wealth across many firms and so not be interested in 
directly controlling the management of any individual firm. Thus, 
models of the firm, like those of Alchian-Demsetz and Jensen- 
Meckling, in which the control of management falls primarily on the 
risk bearers, are not likely to allay the fears of those concerned with 
the apparent incentive problems created by the separation of security 
ownership and control. Likewise, Manne's approach, in which the 
control of management relies primarily on the expensive mechanism 
of -an outside takeover, offers little comfort. The viability of the large 
corporation with diffuse security ownership is better explained in 
terms of a model where the primary disciplining of managers comes 
through managerial labor markets, both within and outside of the 
firm, with assistance from the panoply of internal and external 
monitoring devices that evolve to stimulate the ongoing efficiency of 
the corporate form, and with the market for outside takeovers pro- 
viding discipline of last resort. 

The Viability of Separation of Security 
Ownership and Control: Details 

The preceding is a general discussion of how pressure from manage- 
rial labor markets helps to discipline managers. We now examine 
somewhat more specifically conditions under which the discipline 
imposed by managerial labor markets can resolve potential incentive 
problems associated with the separation of security ownership and 
control of the firm. 

To focus on the problem we are trying to solve, let us first examine 
the situation where the manager is also the firm's sole security holder, 
so that there is clearly no incentive problem. When he is sole security 
holder, a manager consumes on the job, through shirking, perqui- 
sites, or incompetence, to the point where these yield marginal ex- 
pected utility equal to that provided by an additional dollar of wealth 
usable for consumption or investment outside of the firm. The man- 
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ager is induced to make this specific decision because he pays directly 
for consumption on the job; that is, as manager he cannot avoid a full 
ex post settling up with himself as security holder. 

In contrast, when the manager is no longer sole security holder, 
and in the absence of some form of full ex post settling up for 
deviations from contract, a manager has an incentive to consume 
more on the job than is agreed in his contract. The manager perceives 
that, on an ex post basis, he can beat the game by shirking or con- 
suming more perquisites than previously agreed. This does not neces- 
sarily mean that the manager profits at the expense of other factors. 
Rational managerial labor markets understand any shortcomings of 
available mechanisms for enforcing ex post settling up. Assessments 
of ex post deviations from contract will be incorporated into contracts 
on an ex ante basis; for example, through an adjustment of the 
manager's wage. 

Nevertheless, a game which is fair on an ex ante basis does not 
induce the same behavior as a game in which there is also ex post 
settling up. Herein lie the potential losses from separation of security 
ownership and control of a firm. There are situations where, with less 
than complete ex post settling up, the manager is induced to consume 
more on the job than he would like, given that on average he pays for 
his consumption ex ante. 

Three general conditions suffice to make the wage revaluation im- 
posed by the managerial labor market a form of full ex post settling 
up which resolves the managerial incentive problem described above. 
The first condition is that a manager's talents and his tastes for 
consumption on the job are not known with certainty, are likely to 
change through time, and must be imputed by managerial labor 
markets at least in part from information about the manager's current 
and past performance. Since it seems to capture the essence of the 
task of managerial labor markets in a world of uncertainty, this 
assumption is no real restriction. 

The second assumption is that managerial labor markets appro- 
priately use current and past information to revise future wages and 
understand any enforcement power inherent in the wage revision 
process. In short, contrary to much of the literature on separation of 
security ownership and control, we impute efficiency or rationality in 
information processing to managerial labor markets. In defense of 
this assumption, we note that the problem faced by managerial labor 
markets in revaluing the managers of a firm is much entwined with 
the problem faced by the capital market in revaluing the firm itself. 
Although we do not understand all the details of the process, available 
empirical evidence (e.g., Fama 1976, chaps. 5 and 6) suggests that the 
capital market generally makes rational assessments of the value of 
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the firm in the face of imprecise and uncertain information. This does 
not necessarily mean that information processing in managerial labor 
markets is equally efficient or rational, but it is a warning against 
strong presumptions to the contrary. 

The final and key condition for full control of managerial behavior 
through wage changes is that the weight of the wage revision process 
is sufficient to resolve any potential problems with managerial incen- 
tives. In this general form, the condition amounts to assuming the 
desired result. More substance is provided by specific examples. 

Example 1: Marketable Human Capital 

Suppose a manager's human capital, his stream of future wages, is a 
marketable asset. Suppose the manager perceives that, because of the 
consequent revaluations of future wages, the current value of his 
human capital changes by at least the amount of an unbiased assess- 
ment of the wealth changes experienced by other factors, primarily 
the security holders, because of his current deviations from contract. 
Then, as long as the manager is not a risk preferrer, these revalua- 
tions of his human capital are a form of full ex post settling up. The 
manager need not be charged ex ante for presumed ex post devia- 
tions from contract since the weight of the wage revision process is 
sufficient to neutralize his incentives to deviate. 

It is important to consider why the manager might perceive that the 
value of his human capital changes by at least the amount of an 
unbiased assessment of the wealth changes experienced by other 
factors due to his deviations from contract. Note first that the market's 
assessment of such wealth changes is also its assessment of the dif- 
ference between the manager's ex post marginal product and the 
marginal product he contracted to deliver ex ante. However, any 
assessment of the manager's marginal product is likely to include 
extraneous noise which has little to do with his talents and efforts. 
Without specific details on what the market takes to be the statistical 
process governing the evolution of the manager's talents and his tastes 
for consumption on the job, one cannot say exactly how far it will go 
in adjusting his future wages to reflect its most recent measurement of 
his marginal product. Assuming the market uses information ration- 
ally, the adjustment is closer to complete the larger the signal in the 
most recent measurement relative to the noise, but as long as there is 
some noise in the process, the adjustment is less than complete.4 

Although his next wage may not adjust by the full amount of an 
unbiased assessment of the current cost of his deviations from con- 

' Specific illustrations of this point are provided later. 
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tract, a manager with a multiperiod horizon may perceive that the 
implied current wealth change, the present value of likely changes in 
the stream of future wages, is at least as great as the cost of his 
deviations from contract. In this case, the contemporaneous change in 
his wealth implied by an eventual adjustment of future wages is a 
form of full ex post settling up which results in full enforcement of his 
contract. Moreover, the wage revision process resolves any potential 
problems about a manager's incentives even though the implied ex 
post settling up need not involve the firm currently employing the 
manager; that is, lower or higher future wages due to current devia- 
tions from contract may come from other firms. 

Of course, changes in a manager's wealth as a consequence of 
anticipated future wage revisions are not always equivalent to full ex 
post settling up. When a manager does not expect to be in the labor 
market for many future periods, the weight of future wage revisions 
due to current assessments of performance may amount to substan- 
tially less than full ex post settling up. However, it is just as important 
to recognize that the weight of anticipations about future wages may 
amount to more than full ex post settling up. There may be situations 
where the personal wealth change perceived by the manager as a 
consequence of deviations from contract is greater than the wealth 
change experienced by other factors. Since many readers have had 
trouble with this point, it is well to bring it closer to home. 

Economists (especially young economists) easily imagine situations 
where the effects of higher or lower quality of a current article or 
book on the market value of human capital, through enhancement or 
lowering of "reputation," are in excess of the effects of quality dif- 
ferences on the market value of the specific work to any publisher. 
Managers can sometimes have similar perceptions with respect to the 
implications of current performance for the market value of their 
human capital. 

Example 2: Stochastic Processes for Marginal Products 

The next example of ex post settling up through the wage revision 
process is somewhat more formal than that described above. We make 
specific assumptions about the stochastic evolution of a manager's 
measured marginal product and about how the managerial labor 
market uses information from the process to adjust the manager's 
future wages-in a manner which amounts to precise, full ex post 
settling up for the results of past performance. 

Suppose the manager's measured marginal product for any period 
t is composed of two terms: (i) an expected value, given his talents, 
effort exerted during t, consumption of perquisites, etc.; and (ii) 
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random noise. The random noise may in part result from measure- 
ment error, that is, the sheer difficulty of accurately measuring mar- 
ginal products when there is team production, but it may also arise in 
part from the fact that effort exerted and talent do not yield perfectly 
certain consequences. Moreover, because of the uncertain evolution 
of the manager's talents and tastes, the expected value of his marginal 
product is itself a stochastic process. Specifically, we assume that the 
expected value, _z, follows a random walk with steps that are inde- 
pendent of the random noise, Et, in the manager's measured marginal 
product, zt. Thus, the measured marginal product, 

Zt = Zt + Et, (1) 

is a random walk plus white noise. For simplicity, we also assume that 
this process describes the manager's marginal product both in his 
current employment and in the best alternative employment. 

The characteristics (parameters) of the evolution of the manager's 
marginal product depend to some extent on endogenous variables 
like effort and perquisites consumed, which are not completely observ- 
able. Our purpose is to set up the managerial labor market so that 
the wage revision process resolves any potential incentive problems 
that may arise from the endogeneity of zt in a situation where there is 
separation of security ownership and control of the firm. 

Suppose next that risk bearers are all risk neutral and that 1-period 
market interest rates are always equal to zero. Suppose also that 
managerial wage contracts are written so that the manager's wage in 
any period t is the expected value of his marginal product, zt, condi- 
tional on past measured values of his marginal product, with the risk 
bearers accepting the noise Et, in the ex post measurement of the 
marginal product. We shall see below that this is an optimal arrange- 
ment for our risk-neutral risk bearers. However, it is not necessarily 
optimal for the manager if he is risk averse. A risk-averse manager 
may want to sell part of the risk inherent in the uncertain evolution of 
his expected marginal product to the risk bearers, for example, 
through a long-term wage contract. 

We avoid this issue by assuming that, perhaps because of the more 
extreme moral hazard problems in long-term contracts (remember 
that iz is in part under the control of the manager) and the contracting 
costs to which these moral hazard problems give rise, simple contracts 
in which the manager's wage is reset at the beginning of each period 
are dominant, at least for some nontrivial subset of firms and mana- 
gers.' If we could also assume away any remaining moral hazard 

5 Institutions like corporations, that are subject to rapid technological change with a 
large degree of uncertainty about future managerial needs, may find that long-term 
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(managerial incentive) problems, then with risk-averse managers, 
risk-neutral risk bearers, and the presumed fixed recontracting pe- 
riod, the contract which specifies ex ante that the manager will be paid 
the current expected value of his marginal product dominates any 
contract where the manager also shares the ex post deviation of his 
measured marginal product from its ex ante expected value (see, e.g., 
Spence and Zeckhauser 1971). 

However, contracts which specify ex ante that the manager will be 
paid the current expected value of his marginal product seem to leave 
the typical moral hazard problem that arises when there is less than 
complete ex post enforcement of contracts. The noise Et in the man- 
ager s marginal product is borne by the risk bearers. Once the man- 
ager's expected marginal product Zt (= his current wage) has been 
assessed, he seems to have an incentive to consume more perquisites 
and provide less effort than are implied in zt. 

A mechanism for ex post enforcement is, however, built into the 
model. With the expected value of the manager's marginal product 
wandering randomly through time, future assessments of expected 
marginal products (and thus of wages) will be determined in part by 
Et, the deviation of the current measured marginal product from its ex 
ante expected value. In the present scenario, where zt is assumed to 
follow a random walk, Muth (1960) has shown that the expected value 
of the marginal product evolves according to 

Zt =Zt.l + (1 - ))Et-1, (2) 

where the parameter 4 (0 < 4 < 1) is closer to zero the smaller the 
variance of the noise term in the marginal product equation (1) 
relative to the variance of the steps in the random walk followed by 
the expected marginal product. 

In fact, the process by which future expected marginal products are 
adjusted on the basis of past deviations of marginal products from 
their expected values leads to a precise form of full ex post settling up. 
This is best seen by writing the marginal product zt in its inverted 
form, that is, in terms of past marginal products and the current 
noise. The inverted form for our model, a random walk embedded in 
random noise, is 

Zt-(I - )Zt-l + (1 - ))Zt-2 +4)2(1 - 4)Zt-3 + . + Et, (3) 

managerial contracts can only be negotiated at high cost. On the other hand, institu- 
tions like governments, schools, and universities may be able to forecast more reliably 
their future needs for managers (and other professionals) and so may be able to offer 
long-term contracts at relatively low cost. These institutions can then be expecteti to 
attract the relatively risk-averse members of the professional labor force, while the 
riskier employment offered by corporations attracts those who are willing to accept 
shorter-term contracts. 

91



THEORY OF THE FIRM 301 

so that 

Zt = (1-)Zt-1 + 0(1 - )Zt-2 + 42(1P-)Zt-3 + . . . (4) 

(see, e.g., Nelson 1973, chap. 4, or Muth 1960). 
For our purposes, the interesting fact is that, although he is paid his 

ex ante expected marginal product, the manager does not get to avoid 
his ex post marginal product. For example, we can infer from (4) that 
Zt-, has weight 1 - / in Zt; then it has weight k(1 - /) in Zt+,, 02(1 - 

in Zt+2, and so on. In the end, the sum of the contributions of Zt, to 
future expected marginal products, and thus to future wages, is 
exactly Zti. With zero interest rates, this means that the risk bearers 
simply allow the manager to smooth his marginal product across 
future periods at the going opportunity cost of all such temporal 
wealth transfers. As a consequence, the manager has no incentive to 
try to bury shirking or consumption of perquisites in his ex post 
measured marginal product. 

Since the managerial labor market is presumed to understand the 
weight of the wage revision process, which in this case amounts to 
precise full ex post settling up, any potential managerial incentive 
problems in the separation of risk bearing, or security ownership, 
from control are resolved. The manager can contract for and take an 
optimal amount of consumption on the job. The wage set ex ante 
need not include any allowance for ex post incentives to deviate from 
the contract since the wage revision process neutralizes any such 
incentives. Note, moreover, that the value of (A in the wage revision 
process described by (4) determines how the observed marginal 
product of any given period is subdivided and spread across future 
periods, but whatever the value of 4, the given marginal product is 
fully accounted for in the stream of future wages. Thus, it is now clear 
what was meant by the earlier claim that although the parameter 4 in 
the process generating the manager's marginal product is to some 
extent under his control, this is not a matter of particular concern to 
the managerial labor market. 

A somewhat evident qualification is in order. The smoothing pro- 
cess described by (4) contains an infinite number of terms, whereas 
any manager has a finite working life. For practical purposes, full ex 
post settling up is achieved as long as the manager's current marginal 
product is "very nearly" fully absorbed by the stream of wages over his 
future working life. This requires a value of 4 in (4) which is 
sufficiently far from 1.0, given the number of periods remaining in 
the manager's working life. Recall that 4 is closer to 1.0 the larger the 
variance of the noise in the manager's measured marginal product 
relative to the variance of the steps of the random walk taken by the 
expected value of his marginal product. Intuitively, when the variance 
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of the noise term is large relative to that of the changes in the 
expected value, the current measured marginal product has a weak 
signal about any change in the expected value of the marginal prod- 
uct, and the current marginal product is only allocated slowly to 
expected future marginal products. 

Some Extensions 

Having qualified the analysis, let us now indicate some ways in which 
it is robust to changes in details of the model. 

1. More Complicated Models for the Manager's Marginal 
Product 

The critical ingredient in enforcing precise full ex post settling up 
through wage revisions on the basis of reassessments of expected 
marginal products is that when the marginal product and its expected 
value are expressed in inverted form, as in (3) and (4), the sum of the 
weights on past marginal products is exactly 1.0. This will be the case 
(see, e.g., Nelson 1973, chap. 4) whenever the manager's marginal 
product conforms to a nonstationary stochastic process, but the 
changes from period to period in the marginal product conform to 
some stationary ARMA (mixed autoregressive moving average) pro- 
cess. The example summarized in equations (1)-(4) is the interesting 
but special case where the expected marginal product follows a ran- 
dom walk so that the differences of the marginal product are a 
stationary, first-order moving average process. The general case al- 
lows the expected value of the marginal product to follow any more 
complicated nonstationary process which has the property that the 
differences of the marginal product are stationary, so that the margi- 
nal product and its expected value can be expressed in inverted form 
as 

Zt = 1Zt-I + 1T2Zt-2 + * *+ Et (5) 

Zt = 1TZt-I + 72Zt-2 + * * * (6) 

with 

i 1. (7) 

These can be viewed as the general conditions for enforcing precise 
full ex post settling through the wage revision process when the 
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manager's wage is equal to the current expected value of his marginal 
product.6 

2. Risk-Averse Risk Bearers 

In the framework summarized in equations (5)-(7), if the manager 
switches firms, the risk bearers of his former firm are left with the 
remains of his measured marginal products not previously absorbed 
into the expected value of his marginal product. Nevertheless, in the 
way we have set up the world, the risk bearers realize that the man- 
ager's next firm continues to set his wage according to the same 
stochastic process as the last firm. Since this results in full ex post 
settling up on the part of the manager, the motive for switching firms 
cannot be to avoid perverse adjustments of future wages on the basis 
of past performance. On average, the switching of managers among 
firms does not result in gains or losses to risk bearers, which means 
that the switches are a matter of indifference to our presumed risk- 
neutral risk bearers. 

It is, however, interesting to examine how the analysis might 
change when the risk bearers are risk averse and switching of mana- 
gers among firms is not a matter of indifference. Suppose, for the 
moment, that the risk bearers offer managers contracts where, as 
before, the manager's wage tracks the expected value of his marginal 
product, but each period there is also a fixed discount in the wage to 
compensate the risk bearers for the risks of unfinished ex post settling 
up with the firm as a consequence of a possible future shift by the 
manager to another firm. Such an arrangement may satisfy the risk 
bearers, but it will not be acceptable to the manager. As long as his 
marginal product evolves according to equations (5)-(7), both in his 
current firm and in the best alternative, the manager is subject to full 
ex post settling up. Thus, any risk adjustment of his wage to reflect 
the fact that the settling up may not be with his current firm is an 
uncompensated loss which he will endeavor to avoid. 

The manager can avoid any risk discount in his wage, and maintain 
complete freedom to switch among firms, by himself bearing all the 
risk of his marginal product; that is, he contracts to accept, at the end 
of each period, his ex post measured marginal product rather than its 
ex ante expected value so that there is, period by period, full ex post 
settling up with his current firm. There is such a presumption against 

6 When Yt follows a stationary process, the long-run average value toward which the 
process always tends will eventually be known with near perfect certainty. Thus, 
the case of a stationary expected marginal product is of little interest, at least for 
the purposes of ex post settling up enforced by the wage revision process. 
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the optimality of immediate, full ex post settling up in the literature 
on optimal contracting that it behooves us to examine how and why it 
works, and is optimal, in the circumstances under examination. 

Contractual Settling Up 

The literature on optimal contracting, for example, Harris and Raviv 
(1978, 1979), Holmstrom (1979), and Shavell (1979), suggests uni- 
formly that when there is noise in the manager's marginal product, 
that is, when the deviation of measured marginal product from its 
expected value cannot be traced unambiguously and costlessly to the 
manager's actions (talents, effort exerted, and consumption on the 
job), then a risk-averse manager will always choose to share part of the 
uncertainty in the evaluation of his performance with the firm's risk 
bearers. He will agree to some amount of ex post settling up, but 
always less than 100 percent of the deviation of his measured margi- 
nal product from its ex ante expected value. In short, the contracting 
models suggest that we must learn to live with the incentive problems 
that arise when there is less than complete ex post enforcement of 
contracts. 

The contracting literature is almost uniformly concerned with 1- 
period models. In a 1-period world, there can be no enforcement of 
contracts through a wage revision process imposed by the managerial 
labor market. The existence of this form of ex post settling up in a 
multiperiod world affects the manager's willingness to engage in 
explicit contractual ex post settling up. 

For example, in the model summarized in equations (5)-(7), the 
manager's wage in any period is the expected value of his marginal 
product assessed at the beginning of the period, and the manager 
does not immediately share any of the deviation of his ex post margi- 
nal product from its ex ante expected value. However, because it 
contains information about future expected values of his marginal 
product, eventually the manager's current measured marginal prod- 
uct is allocated in full to future expected marginal products. Equiva- 
lently, in the wage revision process described by equations (5)-(7), the 
managerial labor market in effect acts as a financial intermediary. It 
withdraws portions of past accumulated measured marginal products 
to pay the manager a dividend on his human capital equal to the 
expected value of his marginal product, and implicitly provides the 
lending arrangements which allow the manager to spread his current 
measured marginal product over future periods in precisely the way 
the current marginal product will contribute to expected future mar- 
ginal products. 
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Looked at from this perspective, however, the manager might sim- 
ply contract to take the ex post measured value of his marginal 
product as his wage and then himself use the capital market to smooth 
his measured marginal product over future periods. Since the same 
asset (his human capital) is involved, the manager should be able to 
carry out these smoothing transactions via the capital market on the 
same terms as can be had in the managerial labor market. The 
advantage to the manager in smoothing through the capital market, 
however, is that he can then contract to accept full ex post settling up 
period by period (he is paid his measured marginal product), which 
means he can avoid any risk discount in his wage that might be 
imposed when he is paid the expected value of his marginal product 
with the possibility of unanticipated switches to other firm s.7 

It is important to recognize that using the capital market in the 
manner described above allows the manager to "average out" the 
random noise in his measured marginal product. Thus, when he is 
instead paid the expected value of his marginal product each period, 
and when the process generating his marginal product is described by 
equations (5)-(7), the manager's current measured marginal product 
is eventually allocated in full to future expected marginal products. 
This happily, but only coincidentally, resolves incentive problems by 
imposing full ex post settling up. The allocation of the current margi- 
nal product to future expected marginal products in fact occurs 
because the current marginal product has information about future 
expected marginal products. The weights iri in equations (5)-(7) are 
precisely those that optimally extract this information and so opti- 
mally smooth or average out the purely random noise in the man- 
ager's measured marginal product. The manager can achieve the 
same result by contracting to be paid the measured value of his 
marginal product and then using the capital market to smooth his 
marginal product. This power of the capital market to reduce the 
terror in full contractual ex post settling up is lost in the 1-period 
models that dominate the contracting literature. 

' With positive interest rates, contracting to be paid his measured marginal product 
and then using the capital market to smooth the marginal product over future periods 
dominates the contract in which the manager is paid the expected value of his marginal 
product. Equivalence can be restored by adjusting the expected marginal product x, ill 
eq. (6) for accumulated interest on the past marginal products, Zt-, Zt-2, . . ., or by 
prepaying the present value of interest on the deferrals of the current marginal 
product over future periods. Suffice it to say, however, that either accumulation or 
prepayment of interest complicates the problems posed by possible shifts of the man- 
ager to other firms and so may lean the system toward contracts in which the manager is 
paid his measured marginal product and then uses the capital market to achieve 
optimal smoothing. 
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Conclusions 

The model summarized by equations (5)-(7) is one specific scenario in 
which the wage revision process imposed by the managerial labor 
market amounts to full ex post settling up by the manager for his past 
performance. The important general point is that in any scenario 
where the weight of the wage revision process is at least equivalent to 
full ex post settling up, managerial incentive problems-the problems 
usually attributed to the separation of security ownership and control 
of the firm-are resolved. 

No claim is made that the wage revision process always results in a 
full ex post settling up on the part of the manager. There are certainly 
situations where the weight of anticipated future wage changes is 
insufficient to counterbalance the gains to be had from ex post shirk- 
ing, or perhaps outright theft, in excess of what was agreed ex ante in 
a manager's contract. On the other hand, precise full ex post settling 
up is not an upper bound on the force of the wage revision process. 
There are certainly situations where, as a consequence of anticipated 
future wage changes, a manager perceives that the value of his human 
capital changes by more than the wealth changes imposed on other 
factors, and especially the firm's security holders, by his current de- 
viations from the terms of his contract. 

The extent to which the wage revision process imposes ex post 
settling up in any particular situation is, of course, an empirical issue. 
But it is probably safe to say that the general phenomenon is at least 
one of the ingredients in the survival of the modern large corpora- 
tion, characterized by diffuse security ownership and the separation 
of security ownership and control, as a viable form of economic 
organization. 
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AGENCY PROBLEMS 
AND RESIDUAL CLAIMS* 

EUGENE F. FAMA and MICHAEL C. JENSEN 

University of Chicago University of Rochester 

I. INTRODUCTION 

A. Organizational Survival 

SOCIAL and economic activities, such as religion, entertainment, educa- 
tion, research, and the production of other goods and services, are carried 
on by different types of organizations, for example, corporations, propri- 
etorships, partnerships, mutuals, and nonprofits. Most goods and services 
can be produced by any form of organization, and there is competition 
among organizational forms for survival in any activity. Absent fiat, the 
form of organization that survives in an activity is the one that delivers the 
product demanded by customers at the lowest price while covering costs. 
This is the telling dimension on which the economic environment chooses 
among organizational forms. 

An important factor in the survival of organizational forms is control of 
agency problems. Agency problems arise because contracts are not cost- 
lessly written and enforced. Agency costs include the costs of structuring, 
monitoring, and bonding a set of contracts among agents with conflicting 
interests, plus the residual loss incurred because the cost of full enforce- 
ment of contracts exceeds the benefits.1 In this paper we explain the 

* This paper is a revision of parts of our earlier paper, The Survival of Organizations 
(September 1980). In the course of this work, we have profited from the comments of R. 
Antle, R. Benne, F. Black, F. Easterbrook, A. Farber, W. Gavett, P. Hirsch, R. Hogarth, 
C. Holderness, R. Holthausen, C. Horne, J. Jeuck, R. Leftwich, S. McCormick, D. Mayers, 
P. Pashigian, M. Scholes, C. Smith, G. Stigler, R. Watts, T. Whisler, R. Yeaple, J. Zimmer- 
man, and especially A. Alchian, W. Meckling, and C. Plosser. Financial support for Fama's 
participation is from the National Science Foundation. Jensen is supported by the Man- 
agerial Economics Research Center of the University of Rochester. 

1 This definition of agency costs first appears in Michael C. Jensen & William H. Meck- 
ling, Theory of the Firm: Managerial Behavior, Agency Costs and Ownership Structure, 3 
J. Financial Econ. 305 (1976). 

[Journal of Law & Economics, vol. XXVI (June 1983)] 
? 1983 by The University of Chicago. All rights reserved. 0022-2186/83/2602-0012$01.50 
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special features of the residual claims of different organizational forms as 
efficient approaches to controlling special agency problems. We analyze 
only private organizations. In related papers we examine other features of 
the contract structures of different organizational forms that contribute to 
their survival; in particular, (1) the control of agency problems in the class 
of organizations characterized by separation of "ownership" and "con- 
trol," and (2) the effects of special characteristics of residual claims on 
decision rules for resource allocation.2 

B. Residual Claims: General Discussion 

The contract structures of organizations limit the risks undertaken by 
most agents by specifying either fixed payoffs or incentive payoffs tied to 
specific measures of performance. The residual risk-the risk of the dif- 
ference between stochastic inflows of resources and promised payments 
to agents-is borne by those who contract for the rights to net cash flows. 
We call these agents the residual claimants or residual risk bearers. 

The characteristics of residual claims distinguish organizations from 
one another and help explain the survival of organizational forms in 
specific activities. We first analyze and contrast the relatively unrestricted 
residual claims of open corporations with the restricted residual claims of 
proprietorships, partnerships, and closed corporations. We then turn to 
the more specialized residual claims of professional partnerships, 
financial mutuals, and nonprofits. 

II. OPEN CORPORATIONS 

Most large nonfinancial organizations are open corporations. The com- 
mon stock residual claims of such organizations are unrestricted in the 
sense that (1) stockholders are not required to have any other role in 
the organization, (2) their residual claims are freely alienable, and (3) the 
residual claims are rights in net cash flows for the life of the organization. 
Because of the unrestricted nature of the residual claims of open corpora- 
tions, there is generally almost complete separation and specialization of 
decision functions and residual risk bearing. 

A. Common Stock versus State Contingent Claims 

One can imagine claims that are even less restricted than the common 
stocks of open corporations. There could be "state contingent claims"- 

2 Eugene F. Fama & Michael C. Jensen, Separation of Ownership and Control, in this 
issue. See also Eugene F. Fama & Michael C. Jensen, Organizational Forms and Investment 
Decisions (Working Paper No. MERC 83-03, Univ. Rochester, Managerial Economics Re- 
search Center 1983). 
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that is, claims of the sort discussed by Arrow and Debreu3 specifying 
payoffs for each possible future state of the world. Such state contingent 
claims allow any (hence generally "less restricted") allocation of risk. 
They are, nonetheless, fixed payoff promises. To specify the total payoffs 
to be obtained in all future states, one would need to identify all current 
and future decisions of an organization through state contingent claim 
contracts. Given the costs and information requirements this implies, it is 
not surprising that state contingent claims are not the dominant system for 
allocating risk. 

We can also imagine state contingent claims that are true residual 
claims. The claim would cover a fraction of the organization's net cash 
flows in a given state rather than a specified payoff in that state. However, 
this type of claim generates conflicts among the claim holders of different 
states because alternative decisions shift payoffs across states and benefit 
some claim holders at the expense of others. Common stock that repre- 
sents proportionate claims on the payoffs of all future states eliminates 
these agency problems, but at the sacrifice of some efficiency in the 
allocation of risk. Common stock and other common forms of residual 
claims also avoid most of the costs of defining and verifying states of the 
world. 

B. The Advantages of Common Stock Residual Claims 

1. Unrestricted Risk Sharing among Residual Claimants. The com- 
mon stock of open corporations allows more efficient risk sharing than 
residual claims that are not separable from decision roles, as, for ex- 
ample, in proprietorships and partnerships where the proprietors and 
partners are the decision makers and the primary residual claimants. 
Common stock allows residual risk to be spread across many residual 
claimants who individually choose the extent to which they bear risk and 
who can diversify across organizations offering such claims. Other things 
equal, portfolio theory implies that such unrestricted risk sharing lowers 
the cost of risk-bearing services.4 

2. Specialized Risk Bearing by Residual Claimants. The activities of 
large open nonfinancial corporations are typically complicated, involving 
contracts with many factors of production, for example, different types of 
labor, raw materials, and managers. When there is significant variation 
through time in the probability of default on these contracts, contracting 
costs increase. In addition, because the human capital of agents is gener- 

3 Kenneth J. Arrow, The Role of Securities in the Optimal Allocation of Risk Bearing, 31 
Rev. Econ. Stud. 91 (1964); Gerard Debreu, Theory of Value (1959). 

4 See, for example, Arrow, supra note 3; or Eugene F. Fama, Foundations of Finance 
chs. 7 & 8 (1976). 
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ally employed in a single organization, risk aversion tends to cause them 
to charge more for any risk they bear than security holders who can 
diversify risk across many organizations.5 

Efficient accommodation of large-scale specialized risk bearing by re- 
sidual claimants is an advantage of corporate common stock. To bond 
contractual payments to other agents, the common stockholders put up 
wealth, which is used to purchase assets. If the wealth required to bond 
promised payments goes beyond the value of inputs optimally purchased 
rather than rented, common stock proceeds can be used to purchase 
liquid assets, for example, the securities of other organizations, that have 
no function except to bond specialization of risk bearing by residual 
claimants. 

3. Purchase of Organization-specific Assets. Klein, Crawford, and 
Alchian and Jensen and Meckling argue that because of conflicts of inter- 
est with outside owners of organization-specific assets-assets that have 
lower value to other organizations-rental contracts for such assets gen- 
erate higher agency costs than outright purchase.6 Common stock, with 
its capacity for raising wealth from residual claimants, is an efficient 
vehicle for financing such purchases in activities where using large 
amounts of organization-specific risky assets is efficient. 

4. Specialization of Management. In the complicated production 
and distribution activities of large open corporations, coordinating the 
activities of agents, recontracting among them, and initiating and imple- 
menting resource allocation decisions are specialized tasks which are 
important to the survival of the organization and largely fall on its man- 
agers. However, managerial skills are not necessarily tied to wealth or 
willingness to bear risk, and incompetent managers who are important 
residual claimants can be difficult to remove. Thus, ignoring agency prob- 
lems in the decision process, the survival of a complex organization is 
enhanced by common stock residual claims that allow specialization of 
management-in effect, the absence of a classical entrepreneur who is 
both decision maker and residual risk bearer. 

5. The Market Value Rule for Investment Decisions. When common 
stocks are traded without transactions costs in a perfectly competitive 
capital market, the stockholders agree that resource allocation decisions 

5 See Patricia B. Reagan & Rene M. Stulz, Risk Bearing, Labor Contracts, and Capital 
Markets, (Working Paper Series No. MERC 82-19 Univ. Rochester Managerial Economics 
Research Center 1982) for an analysis of risk sharing between internal agents and residual 
claimants and for references to the related literature. 

6 Benjamin Klein, Robert Crawford, & Armen A. Alchian, Vertical Integration, Appro- 
priable Rents, and the Competitive Contracting Process, 21 J. Law & Econ. 297 (1978); 
Michael C. Jensen & William H. Meckling, Rights and Production Functions: An Applica- 
tion to Labor-managed Firms and Codetermination, 52 J. Bus. 469 (1979). 

102



331 AGENCY PROBLEMS 

should be evaluated according to their contribution to the current market 
value of their residual claims.7 The market value rule weighs current 
against future resources according to the opportunity costs at which re- 
sources can be traded across time in the capital market. For example, the 
market value rule favors expenditures to reduce the current and future 
costs of delivering products whenever the current market value of the 
future cost savings is greater than the current expenditure. Product prices 
can then be lowered while still covering costs. 

In contrast, when the horizon of the residual claims is less than the life 
of the organization, residual claimants assign zero value to cash flows that 
occur beyond the horizon.8 Similarly, when residual claims are not freely 
alienable or separable from other roles in the organization, it is rational 
for risk bearers to attribute lower current value to uncertain cash flows 
than is implied by capital market prices for the future resources.9 As a 
consequence, ignoring agency problems in the decision process, organiza- 
tions with common stock residual claims, investing according to the mar- 
ket value rule which is optimal for their residual claimants, will be able to 
deliver products at lower prices than organizations with restricted resid- 
ual claims. 

C. The Agency Problems of Common Stock Residual Claims 

The unrestricted nature of the common stock residual claims of open 
corporations leads to an important agency problem. The decision process 
is in the hands of professional managers whose interests are not identical 
to those of residual claimants. This problem of separation of "ownership" 
and "control"-more precisely, the separation of residual risk bearing 
from decision functions-has troubled students of open corporations 
from Adam Smith to Berle and Means and Jensen and Meckling.10 In 
"Separation of Ownership and Control" H1 we argue that this agency prob- 
lem is controlled by decision systems that separate the management (initi- 
ation and implementation) and control (ratification and monitoring) of 
important decisions at all levels of the organization. 

7 See, for example, Eugene F. Fama, The Effects of a Firm's Investment and Financing 
Decisions on the Welfare of its Security Holders, 68 Am. Econ. Rev. 272 (1978). 

8 See E. G. Furubotn & S. Pejovich, Property Rights, Economic Decentralization and the 
Evolution of the Yugoslav Firm, 1965-1972, 16 J. Law & Econ. 275 (1973); and Jensen & 
Meckling, supra note 8. 

9 The details of the argument are in Fama & Jensen, Organizational Forms, supra note 2. 
10 Adam Smith, The Wealth of Nations (Cannan ed. 1904) (lst ed. London 1776); Adolf A. 

Berle & Gardiner C. Means, The Modern Corporation and Private Property (1932); Jensen & 
Meckling, supra note 1. 

tl Fama & Jensen, in this issue. 
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Devices for separating decision management and decision control in- 
clude (1) decision hierarchies in which the decision initiatives of lower 
level agents are passed on to higher level agents, first for ratification and 
then for monitoring, (2) boards of directors that ratify and monitor the 
organization's most important decisions and hire, fire, and compensate 
top-level decision managers, and (3) incentive structures that encourage 
mutual monitoring among decision agents. The costs of such mechanisms 
for separating decision management from decision control are part of the 
price that open corporations pay for the benefits of unrestricted common 
stock residual claims. 

III. RESTRICTED VERSUS UNRESTRICTED RESIDUAL CLAIMS 

The proprietorships, partnerships, and closed corporations observed in 
small-scale production activities differ in many ways both from one an- 
other and from open corporations. For example, proprietorships have a 
single residual claimant, whereas partnerships and closed corporations 
have multiple residual claimants. As a consequence, the residual claim 
contracts in partnerships and closed corporations must specify rights in 
net cash flows and procedures for transferring residual claims to new 
agents more explicitly than the residual claims in proprietorships. 

However, for control of the agency problems in the decision process, 
the common characteristic of the residual claims of proprietorships, part- 
nerships, and closed corporations that distinguishes them from open cor- 
porations is that the residual claims are largely restricted to important 
decision agents. This restriction avoids the agency problems between 
residual claimants and decision agents that arise because of separation of 
risk-bearing and decision functions in open corporations. Thus, costly 
mechanisms for separating the management and control of decisions are 
avoided.12 

Restricting residual claims to decision makers controls agency prob- 
lems between residual claimants and decision agents, but at the expense 
of the benefits of unrestricted common stock. The decision process suf- 
fers efficiency losses because decision agents must be chosen on the basis 
of wealth and willingness to bear risk as well as for decision skills. Resid- 
ual claimants forgo optimal diversification so that residual claims and 
decision making can be combined in a small number of agents. Forgone 
diversification and limited alienability lower the value of the residual 
claims, raise the cost of risk-bearing services, and lead to less investment 

12 However, in partnerships and closed corporations, some mechanisms for resolving 
conflicts among residual claimant decision makers (for example, buy-out rules) are required. 
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in projects with uncertain payoffs than when residual claims are unre- 
stricted. Finally, because decision agents have limited wealth, restricting 
residual claims to them also limits resources available for bonding con- 
tractual payoffs and for acquiring risky organization-specific assets. 

An organizational form survives in an activity when the costs and 
benefits of its residual claims and the approaches it provides to controlling 
agency problems combine with available production technology to allow 
the organization to deliver products at lower prices than other organiza- 
tional forms. The restricted residual claims of proprietorships, partner- 
ships, and closed corporations are more likely to dominate when technol- 
ogy does not involve important economies of scale that lead to large 
demands for specialized decision skills, specialized risk bearing, and 
wealth from residual claimants. In these circumstances, the agency costs 
saved by restricting residual claims to decision agents outweigh the 
benefits that would be obtained from separation and specialization of 
decision and risk-bearing functions. On the other hand, unrestricted com- 
mon stock residual claims are more likely to dominate when there are 
important economies of scale in production that (i) can be realized only 
with a complex decision hierarchy that makes use of specialized decision 
skills throughout the organization, (ii) generate large aggregate risks to be 
borne by residual claimants, and (iii) demand large amounts of wealth 
from residual claimants to purchase risky assets and to bond the payoffs 
promised to a wide range of agents in the organization. In such complex 
organizations the benefits of unrestricted common stock residual claims 
are likely to outweigh the costs of controlling the agency problems inher- 
ent in the separation and specialization of decision and risk-bearing func- 
tions. In these circumstances, the open corporation is more likely to win 
the competition for survival.13 

IV. SPECIAL FORMS OF RESIDUAL CLAIMS 

The restriction of residual claims to important decision agents distin- 
guishes the residual claims of proprietorships, partnerships, and closed 
corporations from the unrestricted residual claims of open corporations. 
There are, however, other organizational forms, including professional 
partnerships, financial mutuals, and nonprofits, that offer more unusual 
residual claims. We explain the special characteristics of the residual 
claims of these organizations as effective devices for controlling special 
agency problems. 

13 In Fama & Jensen, Separation of Ownership, in this issue, we discuss how the diffusion of information among decision agents influences the survival of organizational forms. For 
simplicity, we have ignored these issues here. 

105



334 THE JOURNAL OF LAW AND ECONOMICS 

A. Professional Partnerships 

Like the proprietorships, partnerships, and closed corporations dis- 
cussed above, the residual claims of the professional partnerships ob- 
served in law, public accounting, medicine, and business consulting are 
restricted to important decision agents. However, in professional partner- 
ships, a partner's share in net cash flows is renegotiated periodically, and 
his rights in net cash flows are often limited to his period of service in the 
organization. In effect, a professional partner's residual claim is a flexible 
and inalienable share of net cash flows for a limited horizon. Flexible 
sharing rules, inalienability, and limited horizons distinguish the residual 
claims of professional partnerships from those of the proprietorships, 
partnerships, and closed corporations observed in other activities. More- 
over, these special features of professional partnership residual claims are 
generally retained when these organizations become professional service 
corporations for tax purposes. 

1. Decentralized Decision Making and Restricted Residual Claims. 
In professional partnerships, large and small, individuals or small teams 
work on cases, audits, and so on. Because of the importance of specific 
knowledge about particular clients-knowledge that is costly to transfer 
among agents-it is efficient for the teams in large partnerships to make 
most decisions locally. Thus, with respect to the services rendered to 
customers, decision control takes place within teams, where interaction 
and mutual monitoring are heaviest. At this level, however, decision man- 
agement (initiation and implementation) and decision control (ratification 
and monitoring) are not separate. To control the resulting agency prob- 
lems, the residual claims in professional partnerships are restricted to the 
professional agents who are the important team members and who have 
major decision making roles. This is consistent with the hypothesis devel- 
oped in "Separation of Ownership and Control"14 that combination of 
decision management and control functions in one or a few agents leads to 
restriction of residual claims to the important decision agents. 

2. The Demand for Monitoring, Bonding, and Consulting. Lawyers, 
public accountants, physicians, and some business consultants provide 
services where one incompetent act can do large damage to a client. As a 
consequence, certification and pedigree are important to clients. More- 
over, even in the largest professional service organizations, services are 
rendered in individual cases by one or a few professionals. Responsibility 
for variation in the quality of services is easily assigned to individual 
agents, and the performance of agents is often well known to clients. In 
these circumstances, the value of human capital is sensitive to perfor- 

14 Id. 
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mance. In effect, unlimited liability is imposed on the human capital of 
professional agents by the market for their services. This gives the profes- 
sional incentives to purchase monitoring and consulting to help limit 
losses in the value of human capital. 

Since professional services are technical, a lawyer, physician, public 
accountant, or business consultant is efficiently monitored by others of 
the same training who can also provide valuable consulting services. Such 
mutual monitoring and consulting are encouraged when professional 
agents agree to pool net cash flows and to share liability for the actions of 
colleagues. Pooling of net cash flows and liability is attractive because it 
encourages mutual monitoring and consulting. Mutual monitoring and 
consulting improve the quality of services delivered, control liability 
losses, and enhance the human capital of the partners. Pooling of net cash 
flows and liability also has risk-sharing advantages. 

The analysis is robust to the fact that partnerships sometimes purchase 
malpractice insurance. Insurance eliminates variability of liability payoffs 
by substituting a certain insurance premium. However, if premiums are 
renegotiated to reflect the malpractice experience of the insured, insur- 
ance does not destroy the professional's incentives to be monitored or to 
consult with other professionals.15 In addition, insurance covers liability 
to customers but not reductions in the value of human capital caused by 
incompetent or malfeasant acts. 

3. Large Professional Partnerships and Flexible Sharing Rules. 
Some professional partnerships have hundreds and sometimes thousands 
of partners. Such large partnerships provide portfolios of specialized ser- 
vices that are marketed and delivered over a wide geographical area. 
They can also provide large bonds to protect clients against losses from 
malfeasance or incompetence.16 Large partnerships are also educational 
organizations, offering young professionals a wide range of opportunities 
and interaction with other professionals. We are more concerned, though, 
with the effects of size on the contract structures of these organizations 
than with explaining why they are large. 

Having attained partner status, a professional may be tempted to free- 
ride on the efforts of colleagues. The residual claims of large partnerships 
take a direct approach to this agency problem. The residual claim is not 
generally a fixed share of net cash flows. Rather, a partner's share is 
renegotiated annually on the basis of past performance and estimates of 
likely contributions to future net cash flows. In these large partnerships 

15 David Mayers & Clifford W. Smith, Jr., On the Corporate Demand for Insurance, 55 
J. Bus. 281 (1982), argue that insurance itself is a way to purchase monitoring. 

16 See Linda DeAngelo, Auditor Size and Audit Quality, 3 J. Accounting & Econ. 183 
(1981). 
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service to a client is delivered by a small group of professionals who 
interact and monitor one another intensively. The composition of the 
teams changes from case to case to match specialized talents to special- 
ized problems. As a result, the professionals develop knowledge of the 
talents and contributions of a range of colleagues. Flexible sharing rules 
add to partners' incentives to gather and communicate such knowledge to 
the renegotiation process. 

Given flexible sharing rules and the way payoffs are tied to perfor- 
mance, large professional partnerships can be viewed as associations of 
proprietors who get together to obtain the benefits from marketing a port- 
folio of specialized skills both to clients and to young professionals who 
purchase specialized education. Or, since the partners often work in small 
teams that shift from case to case, a large partnership can be regarded as a 
fluid association of small partnerships. 

4. Limited Horizon Residual Claims. Limitations on the horizon 
covered by residual claims cause organizations to bias decisions against 
alternatives that generate net cash flows beyond the horizon. In "Organi- 
zational Forms and Investment Decisions" 17 we argue that the limited 
horizon feature of the residual claims of professional partnerships reflects 
the relative unimportance of assets that are not effectively capitalized in 
the human capital of existing partners. There are generally no important 
patents, specialized assets, or technologies to be passed from one genera- 
tion of partners to the next. Each partner brings a depleting asset-human 
capital-to the partnership. The annual readjustments of shares in net 
cash flows that are typical, especially in large professional partnerships, 
calibrate a partner's payoffs to reflect the current and expected future 
contributions of his human capital. When a partner's human capital is 
used up or withdrawn from the organization, contributions to net cash 
flows cease, and this is reflected in the termination, without substantial 
compensation, of his residual claim. 

This explanation of the limited horizon feature of the residual claims of 
professional partnerships gets support from several sources: 

1. Professional human capital serves as a bond against malfeasance 
when its value is sensitive to performance. However, professional human 
capital cannot be sold to cover liability losses to customers. To satisfy the 
demand for reimbursement for such losses and to bond their services 
further, partners generally extend their liability to tangible assets held 
outside the organization (that is, they contract for unlimited liability), or 
they purchase insurance against liability losses to clients. Such use of 

17 Fama & Jensen, supra note 2. 
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unlimited liability and insurance is consistent with the proposition that the 
dominant asset in a professional partnership is the inalienable human 
capital of the partners. 

2. Unlike professional partnerships, the proprietorships, partnerships, 
and closed corporations observed in small-scale production activities 
commonly have mechanisms for transferring residual claims to the cash 
flows generated by assets other than human capital. Buy-out provisions 
with internal pricing rules for residual claims and first refusal rights are 
examples of such mechanisms. Moreover, the residual claims of these 
organizations are similar in other respects to those of professional part- 
nerships, for example, restriction of the residual claims to important deci- 
sion agents and periodic renegotiation of salaries to reflect variation 
through time in the contribution of human capital to net cash flows. 

3. Most important, professional partners drop the limited horizon fea- 
ture of their residual claims when there are substantial assets in the or- 
ganization in addition to the human capital of existing partners. For ex- 
ample, a departing partner is generally compensated for his share in 
assets, such as cash and accounts receivable. More interesting, profes- 
sional partnerships sometimes have devices for compensating a retiring 
partner for information about his clients that he passes along to remaining 
partners. Such payments for information reduce the incentives of partners 
to take actions that substitute near-term cash flows for long-term cash 
flows in a manner that inhibits organizational survival. It is also inter- 
esting that organizations in business and financial consulting that were 
once professional partnerships with limited horizon residual claims are 
tending to reorganize as open corporations. We hypothesize that this is 
largely caused by the pressure to transfer the rights to valuable nonhuman 
capital assets owned within the organization from one generation of resid- 
ual claimants to the next. 

B. Financial Mutuals 

A common form of organization in financial activities is the mutual. In 
some financial activities, including life insurance, casualty insurance, and 
personal savings, mutuals exist side by side with open corporations, and 
there is no obvious tendency for one form of organization to dominate. 
Mutuals are dominant among investment mutual funds, but commercial 
banks are always corporations. Our task is to explain why mutuals sur- 
vive in some financial activities but not in others. 

1. The Control Function of Redeemable Claims. An unusual charac- 
teristic of mutuals is that the residual claimants are customers, for ex- 
ample, the policyholders of mutual insurance companies, the depositors 
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of mutual savings banks, and the shareholders of mutual funds. However, 
the unique characteristic of the residual claims of mutuals, which is im- 
portant in understanding their survival value, is that the residual claims 
are redeemable on demand. The policyholder, depositor, or shareholder 
can, at his initiative, turn in his claim at a price determined by a prespec- 
ified rule. For example, the shareholder of an open-end mutual fund can 
redeem his claim for the market value of his share of the fund's assets, 
while the whole life or endowment insurance policyholder, like the share- 
holder of a mutual savings bank, can redeem his claim for its specified 
value plus accumulated dividends. 

There is a special form of diffuse control inherent in the redeemable 
claims of financial organizations. The withdrawal decisions of redeemable 
claim holders affect the resources under the control of the organization's 
managers, and they do so in a more direct fashion than customer deci- 
sions in nonfinancial organizations. The decision of the claim holder to 
withdraw resources is a form of partial takeover or liquidation which 
deprives management of control over assets. This control right can be 
exercised independently by each claim holder. It does not require a proxy 
fight, a tender offer, or any other concerted takeover bid. In contrast, 
decisions of customers in open nonfinancial corporations, and the repric- 
ing of the corporation's securities in the capital market, provide signals 
about the performance of its decision agents, but without further action, 
either internal or from the corporate takeover market, the judgments of 
customers and of the capital market leave the assets owned within the 
organization under the control of the managers. 

2. The Limitations of Redeemable Claims. Redeemable claims are 
not an efficient general financing instrument for nonfinancial organiza- 
tions. Giving every claim holder the right to force contractions of assets 
would impose substantial costs on nonfinancial activities. For example, 
nonfinancial corporations typically have large demands for organization- 
specific assets that have lower value to other organizations. Substantial 
costs would be incurred in forced sales of such illiquid assets to accom- 
modate redemptions of claims. In contrast, a financial organization pur- 
chases and sells financial assets to meet purchases and redemptions of 
claims. This is accomplished at low cost because financial assets are not 
organization specific and can be traded with low transactions costs. 

There is a more subtle problem with redeemable residual claims in 
nonfinancial activities. The pricing rule used to redeem claims preempts 
development of an outside secondary market for the claims. No one will 
buy at a price higher than the redemption price or sell at a lower price. 
The absence of secondary markets for the redeemable claims of financial 
organizations is no problem since redemption price rules (for example, 
the net asset value rule for mutual fund shares) can be based on prices of 
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financial assets quoted in the capital market. In contrast, the residual 
claims of nonfinancial organizations are claims on uncertain future cash 
flows. Without a secondary market for the claims, accurate and inexpen- 
sive external indexes of their value would not exist, and any internal 
redemption pricing rule would be costly or arbitrary. 

3. Corporate Financial Organizations. Our analysis should also ex- 
plain why some financial organizations are mutuals and others are open 
corporations. The theory predicts that more of the business of financial 
mutuals is management of portfolios of financial assets whereas corporate 
financial organizations are more involved in business activities requiring 
organization-specific assets that are expensive to trade and that generate 
uncertain future net cash flows that are not easily priced. 

Observation of different financial organizations is roughly consistent 
with these hypotheses. Most investment mutual funds manage portfolios 
of traded securities. The funds are open-end mutuals with redeemable 
residual claims, except for a handful of closed-end funds organized as 
open corporations with nonredeemable common stock residual claims. 
Consistent with our hypothesis, the closed-end funds often hold assets 
such as real estate or shares in new ventures that are expensive to value 
and to trade, though this is not universal.18 

Commercial banks are required by law to be corporations. Our analysis 
suggests that they would be corporations in the absence of the require- 
ment. A major part of bank business is providing transaction services. 
Depositors pay for these services directly or by forgoing returns on de- 
posits. The primary assets of commercial banks are short-term loans. 
Granting and renewing these loans involves monitoring the borrowers and 
certifying credit worthiness-a service for which the borrowers pay. The 
capital value of the stochastic net cash flows from services to depositors 
and borrowers would not easily be captured in the internal pricing rule of 
a redeemable residual claim. 

What survives in commercial banking is a contract structure involving 
deposits that, like all redeemable claims, allow the depositors to affect the 
resources under management control. Consistent with our model, varia- 
tion in deposits is met by purchases and sales of government and private 
bonds traded at low cost in secondary markets. Since depositors do not 
have residual claims on net cash flows from service and other activities, 
redemption of deposits does not require internal valuation of these net 
cash flows. The rights to the residual net cash flows are assigned to 

18 See Rex Thompson, Capital Market Efficiency, Two-Parameter Asset Pricing and the 
Market for Corporate Control: The Implications of Closed-End Investment Company Dis- 
counts and Premiums (1978) (Ph.D. dissertation, Univ. Rochester, Graduate School of 
Management). 
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TABLE 1 
BUSINESS RECEIPTS AND LONG-TERM NONFINANCIAL ASSETS OF CORPORATE AND MUTUAL 

FINANCIAL ORGANIZATIONS, SELECTED YEARS 

1967 1969 1971 1973 1975 

Business receipts as a per- 
centage of total receipts: 
Corporate commercial banks 13.6 12.1 14.0 12.0 8.3 
Savings and loans 4.7 4.7 6.3 5.4 5.6 
Mutual savings banks 2.9 3.0 3.1 2.8 3.1 

Corporate life insurance 82.7 82.7 83.0 82.0 81.0 
Mutual life insurance 72.9 72.6 72.9 72.1 72.1 

Corporate casualty insurance 91.5 89.2 89.7 87.7 87.1 
Mutual casualty insurance 94.0 93.0 92.7 92.0 90.1 

Long-term nonfinancial assets as 
a percentage of total assets: 
Corporate commercial banks 2.4 2.7 3.0 3.2 3.0 
Savings and loans 2.4 2.4 2.4 2.4 2.4 
Mutual savings banks 1.2 1.1 1.2 1.6 1.7 

Corporate life insurance 4.9 6.1 5.4 5.4 6.5 
Mutual life insurance 2.8 3.1 3.2 3.3 3.5 

Corporate casualty insurance 5.3 7.6 9.0 9.5 9.5 
Mutual casualty insurance 3.6 3.9 3.7 3.9 3.6 

SOURCE.-U.S. Internal Revenue Service, computer tape of corporate statistics of income. Business 
receipts are revenues other than interest, dividends, and capital gains. Policy premiums are included in 
business receipts for insurance companies. 

common stock. Since the common stock is not redeemable, there are 
incentives for development of a secondary market. The residual claims 
against uncertain future net cash flows are then priced more effectively 
than would be the case with redeemable residual claims for which there 
would be no secondary market. Such mixed capital structures, with fixed 
value redeemable claims (policies or deposits) and nonredeemable com- 
mon stock residual claims, are also characteristic of the savings banks and 
insurance companies organized as open corporations. 

Our analysis should also explain the differences between the corporate 
and mutual organizations observed in the same financial activity, for ex- 
ample, life insurance or personal saving. Relative to the mutuals, corpo- 
rate financial organizations should be more involved in business activities 
other than management of financial assets, and these business activities 
should involve relatively more nonfinancial assets that can only be varied 
with large costs. The data on the business receipts (revenues other than 
interest, dividends, and capital gains) and long-term nonfinancial assets of 
banks and life insurance companies in Table 1 are consistent with these 
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hypotheses. Corporate commercial banks have more business receipts 
relative to total receipts and more long-term nonfinancial assets relative to 
total assets than mutual savings banks or savings and loan associations. 
More interesting, savings and loans, which are sometimes corporations, 
have relatively more business receipts and long-term nonfinancial assets 
than mutual savings banks. Likewise, corporate life insurance companies 
have higher ratios of business receipts to total receipts and higher ratios of 
long-term nonfinancial assets to total assets than mutual life insurance 
companies.19 

The data for casualty insurance organizations are less supportive. Con- 
sistent with our analysis, mutual casualty companies show lower ratios of 
long-term nonfinancial assets to total assets than corporate casualty com- 
panies. However, contrary to our analysis, the mutuals have higher ratios 
of business receipts to total receipts.2? 

Finally, an interesting organizational experiment is taking place in the 
banking sector. Although commercial banks are required to be corpora- 
tions, regulations restricting commercial banks and savings banks to dif- 
ferent activities are being relaxed. The direction is toward allowing sav- 
ings banks to provide services such as checking privileges and short-term 
business loans, previously restricted to commercial banks. If the domi- 
nance of the corporate format in commercial banking is not the conse- 
quence of regulation, then as savings banks become involved in the ser- 
vice activities of commercial banking, they will tend to organize as 
corporations. On the other hand, if commercial banking services can be 
provided at lower prices with the mutual format, corporate commercial 
banks will not survive when mutual savings banks are allowed to compete 
with them. 

C. Nonprofit Organizations 

The familiar economic analysis of the entrepreneurial firm is of little 
help in explaining the dominance of nonprofits in some activities, such as 
religion, education, research, and classical music, but not in others, in- 
cluding automobile manufacturing, legal services, and popular music. We 
explain the survival of nonprofits in donor-financed activities as an 
efficient solution to the special agency problem posed by private dona- 
tions. 

'9 Because policy premiums are included as business receipts, business receipts are a 
larger fraction of total receipts for insurance companies than for banks. Nevertheless, com- 
parison of the business receipts of corporate and mutual insurance companies is relevant. 

20 See David Mayers & Clifford W. Smith, Jr., Contractual Provisions, Organizational 
Structure, and Conflict Control in Insurance Markets, 54 J. Bus. 407-33 (1981), for addi- 
tional hypotheses regarding contract structures in the insurance industry. 
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1. Nonprofit Organizations and Donations. Donations per se do not 
imply dominance for the nonprofit form. When donations are applied 
directly to well-defined units of output, a for-profit producer perceives 
them as a reduction in variable costs or as an increase in demand and 
increases output accordingly. In fact, we observe unit subsidies both in 
activities organized on a nonprofit basis, for example, educational schol- 
arships, and in activities organized on a for-profit basis, for example, free 
tickets to sports events for various groups. 

However, some donors wish to provide general donations to particular 
producers (churches, universities, etc.) rather than unit subsidies. Such 
unrestricted donations pose agency problems for any organization with 
residual claimants. Residual claimants contract for rights to net cash 
flows. When activities are financed in part through donations, part of net 
cash flow is from resources provided by donors. Contracts that define the 
share of residual claimants in net cash flows are unlikely to assure donors 
that their resources are protected from expropriation by residual claim- 
ants. One solution to this agency problem is to have no alienable residual 
claims and to contract with donors to apply all net cash flows to output. 
Thus, our hypothesis is that the absence of residual claims avoids the 
donor-residual claimant agency problem and explains the dominance of 
nonprofits in donor-financed activities.21 

The absence of alienable residual claims in nonprofits does not mean 
that residual risk is not borne. When net cash flows are used to expand 
outputs or to lower the prices of outputs, part of the risk of net cash flows 
is borne by consumers and part by the factors used to produce the out- 
puts. Thus, residual net cash flows are allocated, but there are no specific 
residual claimants with alienable property rights in net cash flows. More- 
over, the absence of residual claims does not mean that nonprofits make 
no profits. It means that alienable claims to profits do not exist. 

Donations can substitute for the resources provided by residual claim- 
ants to purchase assets that are optimally owned rather than rented. 
When held as endowment, donations also help to bond contracts with 

21 Henry B. Hansmann, The Role of Nonprofit Enterprise, 89 Yale L. J. 835 (1980), 
analyzes the nonprofit organization in detail, but he tends to attribute the nonprofit form 
more to the nature of products than to the agency problems of donations. He treats donors 
as customers and looks for product characteristics that would make for "contract failure" in 
a for-profit framework. For example, charity is delivered to third parties, and the customer 
(donor) has difficulty verifying delivery. Hansmann also argues that the nonprofit form is 
attractive for high technology goods (because the customer has difficulty verifying quality) 
and public goods. However, his approach predicts wider dominance for nonprofits (for 
example, all high technology or public goods) than is observed. The hypothesis that the 
nonprofit form is related to donor financing is more promising. 
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other agents in the organization. From a survival viewpoint the advantage 
of donations over resources provided by residual claimants is that donors 
forgo claims on their donations and on the returns earned on the dona- 
tions, and this tends to allow the organization to deliver its products at 
lower prices. 

Our nonprofit hypothesis deals only with activities financed by dona- 
tions. Such donor-financed activities are dominated by nonprofits, for 
example, private universities, churches, hospitals, charities, and cultural 
performing groups (symphony orchestras, ballet companies, and opera 
companies). However, the limited scope of the hypothesis means that it 
cannot explain the nonprofits observed in activities where donations play 
no role, for example, country clubs. 

2. Other Explanations for Nonprofits. One criticism of our hy- 
pothesis about the causal relation from donations to the nonprofit form is 
that it ignores the difficulty of measuring and selling the outputs of, for 
example, churches. The inference is that this explains the nonprofit form 
in these activities. It is difficult to measure all the things one gets from 
religion, education, research, or cultural activities. However, the same is 
true of products such as rock music and legal or psychiatric services 
marketed by organizations that have residual claims. Moreover, if dona- 
tions disappeared, for-profit organizations, or more precisely organiza- 
tions that have alienable residual claims, would arise to supply religion, 
research, and education. Some for-profit organizations supply these ser- 
vices now. For-profit educational organizations and research groups sell 
definable parts of their outputs; tuition for education and royalties to 
patents are examples. For-profit churches might sell ordinations, indulg- 
ences, or admission to services. Consistent with our hypothesis, when 
education and research are provided by organizations that have alienable 
residual claims, these organizations are not also financed with donations. 

Some argue that sale of some products and services (for example, reli- 
gion) is not acceptable and that this explains the nonprofit form in these 
activities. This is consistent with our hypothesis. When giving outputs 
away generates more resources through donations than sale, survival 
dictates the nonprofit form. Thus, universities generally make research 
freely available because this generates more resources through research 
grants and other donations than direct sale of the research. Churches 
usually do not insist on payment of admission charges or member taxes 
because they attract more total resources through voluntary contribu- 
tions. 

Coldly economic statements like these lead to the criticism that our 
analysis leaves no room for altruism. The opposite is true. Altruistic 
internal agents increase the willingness of altruistic customers and donors 
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to provide resources. In our terms, the altruism of internal agents allows 

low cost control of agency problems and acts to bond donors and custom- 

ers against expropriation. Strong tastes for an organization's outputs on 

the part of internal agents and customers-what we call altruism in the 

case of nonprofits-contribute to the survival of any organization. All 
organizations try to develop such brand loyalty, but the nonprofits are 

especially successful, perhaps because of the nature of their products. 
Some readers claim that donors, customers, and internal agents have 

tastes for the nonprofit form itself in some activities. To explain the com- 

plete dominance of nonprofits in an activity, however, this approach re- 

quires uniformity of tastes. If subgroups of customers, internal agents, 

and donors have no preference for the nonprofit form, we would expect 

more competition among profit and nonprofit organizations in donor- 

financed activities. 
Finally, tax concessions are important to some nonprofits. However, 

the major activities dominated by nonprofits, such as religion, private 

education, research, hospital care, and certain cultural activities, were 

dominated by nonprofits before taxes were a major issue.22 Our hy- 

pothesis about the relation between unrestricted donations and the 

nonprofit form provides a more consistent explanation of the historical 

dominance of nonprofits in these activities. On the other hand, tax exemp- 

tions probably explain the nonprofits in activities where private donations 

are not a factor, including nursing homes, homes for the elderly, and 

private nursery schools. 
3. The General Control Problem in Nonprofits. The donors of 

nonprofits have agency problems with internal decision agents similar to 

those faced by residual claimants in other organizations, such as open 

corporations and financial mutuals, where important decision managers 

do not bear a major share of the wealth effects of their decisions. We 

argue in "Separation of Ownership and Control"23 that, like all other 

organizations characterized by separation of decision management from 

residual risk bearing, a nonprofit is on stronger footing in the competition 

for survival when it has a decision system that separates the management 

(initiation and implementation) and control (ratification and monitoring) 

of important decisions. For nonprofits the survival value of such decision 

systems is due to the assurances they provide that donations are used 

effectively and are not easily expropriated. 
For example, like open corporations and financial mutuals, donor 

22 See id. 
23 Fama & Jensen, in this issue. 
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nonprofits have boards of directors (or trustees) with the power to ratify 
and monitor important decisions and to hire, fire, and set the compensa- 
tion of important decision agents. The similarities of the decision control 
systems of nonprofits, financial mutuals, and open corporations, along 
with the differences due to special agency problems and special features 
of residual claims (including the absence thereof), are discussed in "Sep- 
aration of Ownership and Control." 

V. SUMMARY AND CONCLUSIONS 

Most goods and services can be produced by any form of organization. 
Organizations compete for survival, and the form of organization that 
survives in an activity is the one that delivers the product demanded by 
customers at the lowest price while covering costs. 

The characteristics of residual claims are important both in distin- 
guishing organizations from one another and in explaining the survival of 
specific organizational forms in specific activities. We explain the survival 
of organizational forms largely in terms of the comparative advantages of 
characteristics of residual claims in controlling the agency problems of an 
activity. The analysis identifies the underlying characteristics of activities 
that determine the organizational forms that survive. 

A. Open Corporations 

The common stock residual claims of open corporations are unre- 
stricted in the sense that (1) they are freely alienable, (2) they are rights in 
net cash flows for the life of the organization, and (3) stockholders are not 
required to have any other role in the organization. Other things equal, 
the open corporation is more likely to survive in an activity the greater 

1. the benefits of unrestricted risk sharing, 
2. the benefits of specialized management, 
3. the amount of organization-specific assets to be purchased, 
4. the wealth required to bond contractual payoffs, and 
5. the lower the cost of separating decision management (initiation and 

implementation) from decision control (ratification and monitoring). 
For example, these factors favor the open corporate form when the 

technology in an activity implies economies of scale that involve (a) large 
aggregate residual risks to be shared among residual claimants, (b) large 
demands for specialized decision agents throughout the organization, and 
(c) large demands for wealth from residual claimants to bond contracts 
and to purchase organization-specific assets. Economies of scale are also 
likely to imply organizations that are complex in the sense that valuable 
specific knowledge-knowledge that is expensive to transfer across 
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agents--is widely diffused among agents.24 Such complexity tends to 
favor unrestricted common stock residual claims which allow specializa- 
tion of management and delegation of decision functions to agents with 
valuable relevant knowledge. 

The benefits of unrestricted common stock residual claims in activities 
where optimal organizations are large and complex offset the agency 
costs resulting from the separation of decision functions and residual risk 
bearing. In "Separation of Ownership and Control" we contend that 
these agency costs are controlled by decision structures that separate the 
management and control of important decisions. 

B. Proprietorships, Partnerships, and Closed Corporations 

In a fictional world where contracts with decision agents were cost- 
lessly written and enforced, separation and specialization of decision and 
risk-bearing functions would involve no agency costs, and most if not all 
organizations would have unrestricted residual claims. However, actual 
organizations can realize the benefits of unrestricted residual claims only 
by incurring costs to control agency problems between specialized deci- 
sion agents and specialized residual risk bearers. As a consequence, it is 
advantageous in some activities to trade the benefits of unrestricted com- 
mon stock residual claims for the low-cost control of agency problems in 
the decision process obtained when residual claims are restricted to im- 
portant decision agents. This restriction is a common characteristic of the 
residual claims of proprietorships, partnerships, and closed corporations. 
Other things equal, these organizations with their restricted residual 
claims are more likely to survive in activities where the costs of separat- 
ing decision management from decision control are high. They are also 
more likely to survive when there are no important economies of scale 
and thus (a) no large demands for unrestricted risk sharing and specialized 
decision skills, and (b) no large demands for wealth from residual claim- 
ants to bond contracts and purchase organization-specific assets. 

C. Special Forms of Residual Claims 

Organizations such as professional partnerships, financial mutuals, and 
nonprofits have residual claims with unique characteristics that we ex- 
plain as devices for controlling special agency problems. 

1. Professional Partnerships. These are characterized by (1) restric- 
tion of residual claims to major decision agents, (2) periodic renegotiation 

24 The role of specific knowledge is discussed in Fama & Jensen, Separation of Own- 
ership and Control, in this issue. 
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of partner shares in net cash flows (flexible sharing rules), and (3) inalien- 
able residual claims in net cash flows with horizons that are often limited 
to a partner's period of service in the organization. Professional partner- 
ships are more likely to survive in an activity when 

1. valuable specific knowledge relevant to both the management and 
control of decisions is combined and diffused among agents, 

2. there are no strong demands for organization-specific tangible assets, 
and 

3. the benefits from consulting and mutual monitoring among decision 
agents are high. 

These characteristics are observed in professional service activities 
(law, public accounting, and business consulting) where (1) restricting 
residual claims to important decision agents helps control the agency 
problems caused by delegating combined decision management and con- 
trol rights with respect to cases, audits, and so forth, to agents with 
relevant specific knowledge; (2) the primary asset of the activity is profes- 
sional human capital; and (3) mutual monitoring and consulting among 
agents are important to maintain the value of human capital, which is 
sensitive to performance. 

2. Financial Mutuals. The distinguishing characteristic of the resid- 
ual claims of financial mutuals is that the policyholder, depositor, or 
shareholder can sell his claim to the organization on demand at a price 
determined by a rule. The decision to withdraw resources by the holder of 
a redeemable claim is a form of partial takeover or liquidation that de- 
prives management of control over assets. This mechanism for decision 
control can be exercised independently by each claim holder. It does not 
require a proxy fight, a tender offer, or any other concerted takeover bid. 
Mutuals are more likely to survive in an activity the lower the cost 

1. of expanding and contracting assets and 
2. of obtaining accurate indices of asset values. 
These conditions occur in financial organizations where assets are 

primarily the securities of other organizations. Redeemable residual 
claims are a low-cost mechanism for controlling agency problems be- 
tween the residual claimants and the decision agents of financial mutuals 
because accurate and inexpensive indexes for asset values are available 
and the assets are traded with low transactions costs. Redeemable claims 
are a high-cost mechanism for decision control in activities that involve 
large amounts of assets not traded in secondary markets. Redeemable 
residual claims are also inefficient in activities that involve large amounts 
of lumpy or organization-specific assets that can be varied only with large 
costs. 

3. Nonprofits. The nonprofit organization is characterized by the 
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absence of alienable residual claims to net cash flows and contractual 
constraints on the distribution of net cash flows. Inalienable residual 
claims are vested in a board of trustees and net cash flows are committed 
to current and future output. Nonprofits are more likely to survive in an 
activity 

1. the greater is the potential supply of donations and 
2. the lower is the cost of separating decision management from deci- 

sion control. 
The nonprofit organization is a solution to the agency problem posed by 

donations. When the activities of an organization are financed in part 
through donations, part of stochastic net cash flow is due to the resources 
provided by donors. Contracts that define the share of residual claimants 
in net cash flows are unlikely to assure donors that their resources are 
protected against expropriation by residual claimants. One solution to this 
agency problem between donors and residual claimants is to have no 
residual claimants and to contract with donors to apply net cash flows to 
future output. The absence of alienable residual claims means that deci- 
sion managers in nonprofits do not bear the wealth effects of their deci- 
sions. As in other organizations where residual risk bearing and decision 
management functions are separated, the resulting agency problems in the 
decision process are controlled by decision structures that separate the 
management and control of important decisions. 

APPENDIX 

BIBLIOGRAPHY 

Arrow, Kenneth J. "The Role of Securities in the Optimal Allocation of Risk 
Bearing." Review of Economic Studies 31, no. 86 (1964): 91-96. 

Berle, Adolf A., and Means, Gardiner C. The Modern Corporation and Private 
Property. New York: Macmillan Publishing Co., 1932. 

DeAngelo, Linda E. "Auditor Size and Audit Quality." Journal of Accounting 
and Economics 3, no. 3 (December 1981): 183-200. 

Debreau, Gerard. Theory of Value. New York: John Wiley & Sons, 1959. 
Fama, Eugene F. Foundations of Finance. New York: Basic Books, 1976. 
Fama, Eugene F. "The Effects of a Firm's Investment and Financing Decisions 

on the Welfare of Its Security Holders." American Economic Review 68, no. 3 
(June 1978): 272-84. 

Fama, Eugene F., and Jensen, Michael C. "Separation of Ownership and Con- 
trol." Journal of Law & Economics 26 (June 1983): 301-25. 

Fama, Eugene F., and Jensen, Michael C. "Organizational Forms and Investment 
Decisions." Managerial Economics Research Center Working Paper no. 
MERC 83-03. Rochester, N.Y.: University of Rochester, Graduate School of 
Management, 1983. 

Fumubotn, E. G., and Pejovich, S. "Property Rights, Economic Decentralization 

120



349 AGENCY PROBLEMS 

and the Evolution of the Yugoslav Firm, 1965-1972." Journal of Law & Eco- 
nomics 16 (October 1973): 275-302. 

Hansmann, Henry B. "The Role of Nonprofit Enterprise." Yale Law Journal 89, 
no. 5 (April 1980): 835-901. 

Jensen, Michael C. "Organization Theory and Methodology." Accounting Re- 
view 50 (April 1983). 

Jensen, Michael C., and Meckling, William H. "Theory of the Firm: Managerial 
Behavior, Agency Costs and Ownership Structure." Journal of Financial Eco- 
nomics 3, no. 4 (October 1976): 305-60. 

Jensen, Michael C., and Meckling, William H. "Rights and Production Functions: 
An Application to Labor-managed Firms and Codetermination." Journal of 
Business 52, no. 4 (October 1979): 469-506. 

Klein, Benjamin; Crawford, Robert; and Alchian, Armen A. "Vertical Integra- 
tion, Appropriable Rents, and the Competitive Contracting Process." Journal 
of Law & Economics 21, no. 2 (October 1978): 297-326. 

Mayers, David, and Smith, Clifford D., Jr. "Contractual Provisions, Organiza- 
tional Structure, and Conflict Control in Insurance Markets." Journal of Busi- 
ness 54, no. 3 (July 1981): 407-33. 

Mayers, David, and Smith, Clifford W., Jr. "On the Corporate Demand for Insur- 
ance." Journal of Business 55, no. 2 (April 1982): 281-96. 

Reagan, Patricia B., and Stulz, Rene M. "Risk Bearing, Labor Contracts and 
Capital Markets." Managerial Economics Research Center Working Paper 
Series no. MERC 82-19. Rochester, N.Y.: University of Rochester, Grad- 
uate School of Management, November 1982. 

Smith, Adam. The Wealth of Nations, 1776. Edited by Edwin Cannan, 1904. 
Reprint. New York: Modern Library, 1937. 

Thompson, Rex. "Capital Market Efficiency, Two-Parameter Asset Pricing and 
the Market for Corporate Control: The Implications of Closed-End Investment 
Company Discounts and Premiums." Ph.D. dissertation, University of Roches- 
ter, Graduate School of Management, 1978. 

121



AGENCY PROBLEMS, AUDITING, AND 
THE THEORY OF THE FIRM: SOME 

EVIDENCE* 

ROSS L. WATTS and JEROLD L. ZIMMERMAN 
University of Rochester 

I. INTRODUCTION 

RXecent developments in the theory of the firm emphasize the impor- 
tance of monitoring the performance of parties to the firm.1 Jensen and 
Meckling2 hypothesize that an audit is one type of monitoring activity that 
increases the value of the firm. An audit by someone independent of the 
manager reduces the incentive problems that arise when the firm manager 
does not own all the residual claims on the firm. If Jensen and Meckling's 
hypothesis is correct, independent audits are expected in the earliest firms 
where the manager did not supply all the capital. 

On the other hand, a leading auditing text suggests that the appearance 
of independent audits is more recent and is the product of government 
fiat: "One of the earliest steps in recognition of the need for audits oc- 
curred in England with the passage of the Registered Companies Act of 
1862. The Act required that the financial statements of joint stock com- 
panies be audited by a person independent of management, and thereby 
greatly enhanced the status of professional auditors as well as the growth 
of that profession."3 This opinion, that independent audits arose because 

* Associate Professors. The authors gratefully acknowledge the comments on earlier 
versions of this manuscript by Eugene Fama, Nicholas Gonedes, Robert Holthausen, 
Michael Jensen, Richard Leftwich, Clifford Smith, Lee Wakeman, and Jerold Warner. 

1 Armen A. Alchian & Harold Demsetz, Production, Information Costs, and Economic 
Organization, 62 Amer. Econ. Rev. 777 (1972); Michael C. Jensen & William H. Meckling, 
Theory of the Firm: Managerial Behavior, Agency Costs and Ownership Structure, 3 J. 
Financial Econ. 305 (1976); Eugene F. Fama, Agency Problems and the Theory of the Firm, 
88 J. Pol. Econ. 288 (1980); Eugene F. Fama & Michael C. Jensen, Separation of Ownership 
and Control, 26 J. Law & Econ. 301 (1983); Eugene F. Fama & Michael C. Jensen, Agency 
Problems and Residual Claims, 26 J. Law & Econ. 327 (1983). 

2 Jensen & Meckling, supra note 1, at 338-39. 
3 Howard F. Stettler, Auditing Principles 20-21 (4th ed. 1977). Note that the statement 

[Journal of Law & Economics, vol. XXVI (October, 1983)] 
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they were specifically required by government regulation, is echoed in a 

recent congressional staff report that claims that the U.S. securities acts 

"created a need for . .. independent auditors."4 

To provide evidence on the importance of the independent audit to the 

firm, this paper investigates the history of the business corporation. The 

organization and use of audits by English and U.S. business corporations 

are examined, from the days of English merchant guilds to the time audits 

were required by law. We find that the audit existed early in the develop- 

ment of business corporations (1200) and evolved gradually into the type 

of audit required by the first English companies act (1844). Further, it 

appears that audits were widespread among early business corporations. 

This evidence suggests that monitoring of performance is important, if not 

crucial, to the formation of firms. The long survival of auditing suggests it 

is a part of the efficient technology for organizing firms.5 

The audits of the early corporations were conducted by directors or 

shareholders. The use of outside professional auditors did not become 

common until the latter half of the nineteenth century in the United King- 

dom and the early part of this century in the United States. However, 

when the use of professionals became common, corporate audits were not 

generally required by law in either country. This suggests the use of 

professional auditors was due to changes in the market for auditing. 

The papers that stress the importance of monitoring in the theory of the 

firm analyze the incentive (agency or control) problems that exist in dif- 

ferent types of firms (partnerships, nonprofit firms, corporations, etc.). 

Firms are sets of contracts among the factors of production,6 and different 

sets of contractual arrangements (for example, alternative property right 

structures) provide different incentives for opportunistic behavior by the 

contracting parties. This opportunistic behavior reduces the total product 

of the firm and hence its value. Jensen and Meckling point out that in 

markets characterized by rational expectations the cost of the opportunis- 

tic behavior is borne by the offending party. This provides incentives for 

that party to write contracts which restrict his opportunistic behavior. 

Corporate managers or promoters write contracts (by-laws, charters, 

indenture agreements, compensation plans) that reduce their opportun- 

that the 1862 Companies Act required independent auditing is false. That act neither re- 

quired audits nor specified that the auditors be independent. That act contained an optional 

model set of articles that provided for audits but did not specify they be by outsiders. 
4 Staff of Senate Subcomm. on Reports, Accounting, and Management of the Committee 

on Government Operations, 94th Cong., 2d Sess., The Accounting Establishment: A Staff 
Study 1 (Comm. Print 1976). 

5 Armen A. Alchian, Uncertainty, Evolution, and Economic Theory, 58 J. Pol. Econ. 211 

(1950). 
6 

Jensen & Meckling, supra note 1. 
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ism. Enforcement of the contract requires monitoring of management's 
activities and it is hypothesized by Jensen and Meckling that this is a role 
of auditing. Another enforcement mechanism discussed by Jensen and 
Meckling is the posting of bonds by managers. The evidence reviewed 
below reveals that, like auditing, bonding has been used throughout the 
history of the business corporation. 

An audit will be successful in changing expectations and hence reduc- 
ing the opportunistic behavior costs (agency costs) borne by the manager 
only if it is expected that the auditor will report some discovered breaches 
of contract. The probability that the auditors will report a discovered 
breach is effectively the auditing profession's definition of independence.7 
So the preceding condition can be rephrased to state that an audit will 
reduce the agency costs borne by the manager only if the market expects 
the auditor to have a nonzero level of independence. The incentives of the 
early business corporations' auditors to be independent are reviewed in 
this paper. Further, we analyze the changes in the mechanics of the audit 
and in the auditor's incentive to be independent as the business corpora- 
tion evolved. 

The evidence analyzed in this paper is qualitative in nature and does not 
lend itself to hypothesis testing using large samples and econometric 
methods. Random samples of company charters, by-laws, or minutes 
cannot be drawn since what exist are chiefly the records of successful 
companies. Although audits existed in every firm whose original docu- 
ments we examined (the English Merchant Adventurers, regulated com- 
panies, and joint stock companies from the fifteenth to the seventeenth 
centuries), there may have been other companies that did not have audits 
and whose records were not preserved. In spite of this ex post selection 
bias, we believe that this historical evidence provides interesting insights 
on the theory of the firm and on the origins of the independent audit. 

Section II presents evidence that audits were common in early English 
business corporations, the medieval craft and merchant guilds, and regu- 
lated and early joint stock companies. It presents evidence also that the 
auditors had incentives to be independent. This evidence is consistent 
with the hypothesis that efficient, agency-cost-minimizing contractual ar- 
rangements (for example, the organizational forms) include monitoring 
and is inconsistent with the explanation that independent corporate audit- 
ing is the consequence of companies or securities acts. Section II de- 
scribes also how the audit evolved in response to changes in organiza- 
tional forms. Early audits were performed by committees of owners 

7 Ross L. Watts & Jerold L. Zimmerman, Auditor Independence and Scope of Services 
(July 1982) (unpublished manuscript, Univ. Rochester, Grad. School Management). 
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(members). The composition and size of these committees changed as the 
organization's size and structure changed. 

Section III describes the development of the independent professional 
audit firm and its substitution for the internal shareholder audit commit- 
tee. In addition the section explores explanations for that substitution. 
Section IV summarizes the conclusions. 

II. AUDITING IN THE EARLY CORPORATION 

In this section we provide a description of each type of business corpo- 
ration to demonstrate that incentive problems existed in those corpora- 
tions. Then we give the evidence that auditing and bonding existed for the 
type of corporation along with the evidence that the audits were designed 
to reduce incentive problems. Finally, we discuss the incentives of the 
auditors to be independent. 

A. English Merchant Guilds 

1. Description. Merchant guilds appeared in England shortly after the 
Norman Conquest (A.D. 1066).8 The guild arose to protect the prosperity 
of the merchants after the conquest by forming cartels to monopolize 
trade.9 They did not exist before the conquest because there was very 
limited trade. 10 A guild was chartered by the crown and given a monopoly 
to trade within its own particular town. Each guild member traded on his 
own account or in partnership with other guild members. Members of a 
guild were not allowed to enter into partnership with nonmembers. Fur- 
ther, a guildman had to share any purchase with other guild members who 
wished to participate in the venture, at the same price.TM 

The guilds are among the earliest examples of incorporation. Most 
guilds held property and incorporation reduced the transactions costs of 

8 1 Charles Gross, The Gild Merchant 4 (1890); 1 W. Ashley, An Introduction to English 
History and Theory 71 (1923); 1 William Robert Scott, The Constitution and Finance of 
English, Scottish and Irish Joint-Stock Companies to 1720, at 7 (1912). 

9 Robert E. Ekelund & Robert D. Tollison, Mercantilist Origins of the Corporation, 11 
Bell J. Econ. 715 (1980). Besides functioning as a cartel, guilds performed other functions 
including social, religious, and municipal government. Although these other functions for 
some guilds might be more important than the cartel-enforcing, mercantile functions, it is 
these latter functions that are the focus of the subsequent analysis. Carlo M. Cipolla, Before 
the Industrial Revolution: European Society and Economy, 1000-1700 (2d ed. 1980). 

10 Gross, supra note 8, at 3-4. 
11 In the twelfth to fourteenth centuries, the merchant guilds in the larger towns started to 

specialize by craft or ware. The organization of these craft guilds (sometimes called mercan- 
tile societies or companies of merchants) is similar to that of the merchant guilds. Gross, 
supra note 8, at 106-57; and Scott, supra note 8, at 8. 
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transferring the property. 12 If the guild itself was not able to hold property 
there were substantial costs in changing titles as individual members died 
and new members were admitted. Hence the idea arose that the organiza- 
tion itself was "to continue indefinitely as the owner of the premises 
devised."13 The idea that the whole body could act and that the act was 

separate from that of a member was expressed in the development of the 
common seal to be used as evidence that the corporation itself was act- 

ing.14 Guilds were expressly incorporated as early as the reign of Richard 
II (1367-1400).15 

The members of the guild provided resources administered by the 
officers of the guild.16 Contractual arrangements (for example, charters 
and by-laws) existed to define and restrict the actions of the contracting 
parties, including the officers. The major officers generally were an alder- 
man or master and his associates, called stewards, skevins, or wardens. 
The number of stewards generally varied from two to four and in some 

places the stewards fulfilled the alderman's role.17 The alderman and 
stewards administered the revenues from entrance fees, assessments, and 
tolls. Many guilds had lands and tenements.18 In addition, the officers 
often traded on behalf of the members and conflicts of interests between 
manager and owners were present. Given that, it is not surprising the 

manager's acts were restricted by the contracts. The alderman and stew- 
ards had specific duties and roles to fulfill. 19 Further, given the restrictions 
on the guild officers' actions, we would expect to observe that the 
officers' actions would be monitored. 

2. The Existence of Auditing and Bonding. The constitution of the 
merchant guild at Ipswich in 1200 requires that the alderman "on oath 
shall make due return, annually before the bailiffs and coroners (of the 
town) of all profits arising during the year" from the guild's monopoly 
trading of stone and marble.20 The merchant guild at Bury St. Edmunds 
had, by 1304, provision for an annual audit.21 

12 Gross, supra note 8, at 99. 
13 Scott, supra note 8, at 3. 
14 Id. 
15 Gross, supra note 8, at 99. 
16 Although it is difficult to assess the typical proportion of a member's wealth adminis- 

tered by the guild officials, some guilds appear to have owned substantial property. Scott, 

supra note 8, at 6; and Gross, supra note 8, at 14, 151, 159-60. 
17 Gross, supra note 8, at 26-27. 

18 Id. at 28. 
19 Id. at 23-35. 
20 Id. at 25. 
21 This reference is to the original medieval Latin text of documents supplied by 2 Gross, 
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Several craft guilds and companies of merchants were audited annually 
by committees of members.22 The records of the Worshipful Company of 
Grocers of the City of London and the Worshipful Company of Pewterers 
of the City of London indicate, in 1346 and 1546, respectively, that the 
accounts of those two companies were audited annually. Similarly, the 
accounts of the retiring Warden of the Worshipful Company of Carpen- 
ters were audited each year from the fifteenth century on by a committee 
of past wardens and other members and based on their report, the bal- 
ance, if any, of his bond23 returned to the retiring Warden.24 The evidence 
suggests that the audits were not superficial and were not merely counts 
of cash or assets on hand. Expenditures were examined in detail. Boyd 
cites several examples of the auditors refusing to certify and disallowing 
various charges. 

The audit of the guild appears designed to monitor the managers' con- 
tracts. It came at the end of the managers' tenure and was designed to 
check for unauthorized expenditures. Further, it also appears to have 
been designed to check for other breaches of contracts. In at least one 
case, the auditors of a craft guild explicitly fined the master and wardens 
for breaching certain ordinances (that is, breaching their contract).25 The 
prevalence of guild audits26 and bonding arrangements is consistent with 
the existence of conflicts of interest creating incentives for bonding and 
monitoring technologies to be devised. 

Guild audit committees usually consisted of four guild members and 
occasionally public officials.27 Although these auditors did not specialize 
in auditing as a full time career, they still had the responsibility to monitor 
certain managerial functions and to check for breaches of contract. 

3. The Auditors' Incentives to Be Independent. An auditor could be 
heavily fined for not completing the audit in due time.28 In addition to that 

supra note 8, at 34, to support his statements in vol. 1. We obtained the details of the audit 
by having the Latin translated. 

22 Edward Boyd, History of Auditing, in History of Accounting and Accountants 78-88 
(Richard Brown ed. 1905). 

23 Bonding is hypothesized by Jensen & Meckling, supra note 1, at 325, to be a way to 
reduce the costs that arise from the conflicting of interests. 

24 Boyd, supra note 22, at 86-88. 
25 Id. at 81. 
26 The development of the incorporated borough is closely related to the development of 

the merchant guild; the officers of the borough tend to be drawn from guild members (see 1 
Gross, supra note 8). Observing borough audits similar to those of the guilds (see Boyd, 
supra note 22) suggests the type of audit described above was a widespread phenomenon in 
the fourteenth, fifteenth, and sixteenth centuries. 

27 Initially, the auditors were compensated in goods (for example, ale) and later were 

paid. In the Spanish Company (a regulated company circa 1600) the eight auditors were paid 
twenty shillings. Pauline Croft, The Spanish Company 79-80 (1973). 

28 Boyd, supra note 22, at 81. 
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cost, lack of performance and independence affected the auditor's reputa- 
tion and, in the extreme, caused loss of his guild membership and his 
share of the guild's monopoly profits. In one case, at least, the guild 
auditors had to own property.29 Presumably this requirement made it 
easier to recover damages against them if they breached the contract, 
thereby providing the auditors with further incentives to report a breach, 
if one occurred. 

The use of an audit committee rather than a single auditor also en- 

couraged auditor performance and independence by making collusion of 
the manager and auditor more difficult. It is more costly to bribe an entire 
committee than a single individual. 

B. Merchant Adventurers/Regulated Companies 

1. Description. Prior to the latter half of the thirteenth century the 

English export trade was generally conducted by the German Hanse Mer- 
chants.30 However, from that time until the seventeenth century the ex- 
port of English raw products was conducted through English and foreign 
merchants who were given a monopoly over the export of raw products 
(principally wool). Certain towns were specified for the shipping and sales 
of those products, companies of merchants were eventually formed, and 
the system facilitated the collection of the royal customs.31 Each member 
of the company provided his own capital (inventories and ships) and 
traded on personal account (or in partnership). 

In the fourteenth century, under Edward III's auspices, the cloth indus- 

try grew in England and manufactured goods, primarily cloth, began to be 

exported. In the late fourteenth and early fifteenth century, English mer- 
chants involved in this trade applied for charters for organizations to 

monopolize the trade. In 1391, 1407, and 1408 charters were granted to 

English merchants trading with Prussia, the Netherlands, and Scan- 
dinavia, respectively. The latter two companies became known as the 
Merchant Adventurers of England and the Eastland Company.32 In the 
sixteenth century, companies of merchants trading with other countries 
were incorporated, including the Spanish Company (1577), the Turkey 
Company (1581), the Venetian Company (1583), and the Levant Com- 

pany, a union of the Turkish and Venetian Companies (1592).33 

29 Gross, supra note 8, at 34. 
30 Id. at 140. 
31 Id., at 144. 
32 Scott, supra note 8, at 8-9. 
33 In exchange for granting and enforcing the cartel, the Crown was often made a partner 

or given low interest "loan," Ekelund & Tollison, supra note 9. The regulated companies 

passed by-laws governing commerce with the foreign countries. Their rules were specific 
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There is evidence that some of the members of the early regulated 
companies were also members of companies of merchants. For example, 
the minutes of the Merchant Adventurers were kept in the same book as 
those of the Mercers' Company of London and the Mercers' Hall was 
Adventurers' headquarters until 1666.34 These facts suggest some of the 
merchants who began the Merchant Adventurers came from the Mercers' 
Company. Given this relationship, it is not surprising that the form of 
organization of the regulated company is similar to that of the craft and 
merchant guilds. 

By the fifteenth century some guilds had developed a system of admin- 
istration consisting of a governor and a number of associates, usually a 
multiple of twelve. For example, the alderman and four associates of the 
Ipswich guild were replaced by a governor and twenty-four associates.35 
This change is reflected also in the organization of the Merchant Adven- 
turers of England which in its 1505 charter called for the election of a 
governor and twenty-four associates.36 

2. The Existence of Auditing and Bonding. Most of the regulated 
companies appear to have been audited.37 Before 1632 the Levant Com- 
pany elected auditors as required (for example, when accounts were pre- 
sented). After 1632 auditors were elected annually.38 The Register Book 
of the Spanish Company includes an entry39 that at the meeting of the 
general court (shareholders' meeting) on September 7, 1604, the treasurer 
"brought in his account" and eight auditors were appointed to examine 
it.40 Six were assistants (directors) and two were ordinary members. The 
Eastland Company also had auditors. A letter from the Company at Lon- 
don to the Company at York in 1674 refers to the auditors' being 
dissatisfied because the details were not supplied for certain charges.41 

and governed details of family and social life, Scott, supra note 8, at 10. Breach of the rules 
could lead to a member's losing his right to trade with the foreign country. 

34 Gross, supra note 8, at 149. 
35 Scott, supra note 8, at 7. 
36 lId. at 9. 
37 References to six English regulated companies, two of which later merged, were found. 

Of the remaining five companies, four were definitely audited. Historical records of the 

company trading with Prussia were sketchy and contained no mention of an audit. 
38 Mortimer Epstein, The Early History of the Levant Company 68 (1908). 
39 Croft, supra note 27, at 11 and 79. 
40 Apparently, accounts were also presented annually to the company before the war with 

Spain. Croft, supra note 27, at xxix, notes that neither the last treasurer before the war, 
George Hanger, nor his immediate predecessor, Sir John Watts, bothered to present ac- 
counts (because the company broke up due to the war). The accounts presented on Septem- 
ber 7, 1604, were Hanger's apparently before the war, because the register book also records 
a resolution warning Watts to present his account with all convenient speed. 

41 Maud Sellers, The Acts and Ordinances of the Eastland Company 97 (1906). 
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The codification of the ordinances and decrees of the Merchant Adventur- 
ers of Bristol in 1618 includes a requirement that the treasurer present a 
statement of receipts and payments at the annual meeting and "yield vpp 
his accompt before Auditors assigned for that purpose."42 

As in the guilds, the monitoring mechanism of auditing was supple- 
mented by the bonding of officials. The treasurers of the Merchant Ad- 
venturers of Bristol,43 the Spanish Company,44 the Levant Company,45 
and the Eastland Company46 were required to post bonds. Further, these 
bonds were substantial (the Levant Company's was four hundred pounds, 
the Spanish Company's five hundred pounds, and the Eastland Com- 
pany's one thousand marks sterling; the Merchant Adventurers do not 
specify an amount). In addition, officials in towns other than London and 
in foreign towns were required to post bonds.47 

The form of the audit of the regulated company is similar to that of the 
merchant and craft guilds and companies of merchants. A committee of 
members was elected to audit the treasurer's accounts. One difference 
was the increase in the size of the committee of auditors, which was 
probably due to the larger scale of the regulated companies. Not only the 
general accounts were audited, but also the accounts of the company in 
other towns. 

3. The Auditor's Incentives to Be Independent. As in merchant and 
craft guilds, the auditors could be fined for refusing to act,48 and the 
committee form made collusion with the manager more difficult. 

It appears from the existence and the similarity of the requirements 
across all the companies whose records we can obtain that auditing of 
regulated companies was the usual if not the universal practice. Further, 
the similarities of audit arrangements (for example, the use of bonding of 
the officers and the audit to determine how much of the bond to return) 
and the commonality of membership with the guilds suggests the audit 
was adopted from the guilds. This in turn suggests that the same mecha- 
nisms provided the auditor with incentives to be independent (for ex- 
ample, the use of committees and penalties-including loss of reputa- 
tion). 

42 John Latimer, The History of the Society of Merchant Venturers of the City of Bristol 
69 (1903). 

43 Id. 
44 Croft, supra note 27, at 79. 
45 Epstein, supra note 38, at 73. 
46 Sellers, supra note 41, at 24. 
47 Id. at 25. 
48 Id. at xxiii. 
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C. Joint Stock Companies 

1. Description. In 1553, one and a half centuries after the appearance 
of the first regulated company, another form of corporate firm appeared in 
England, the joint stock company. The first joint stock companies, the 
Russia Company and the African Adventurers, were formed for overseas 
trade just as the regulated companies were. However, a major difference 
between the two was the method of financing the trade. In the regulated 
company each member supplied his own capital and traded on his own 
account or in partnership, using his own ships.49 In the joint stock com- 
pany the officers of the company traded on behalf of all the members or 
shareholders. Initially, capital was raised to finance each separate voyage 
and the proceeds were distributed after the voyage was completed. Sev- 
eral hypotheses can explain this changed method of financing, which 
occurred while regulated companies continued to be formed after the 
emergence of the joint stock company (for example, the Turkey Company 
in 1581, the Venice Company in 1583, and the Levant Company in 1592).50 

One hypothesis is that the scale of the joint stock company voyages, 
per se, explains the change. Either the voyages required too large an 
investment for a single merchant (or a partnership of a few merchants) or 
the scale of the voyages of regulated companies was too small to allow 
separate specializations in management and risk bearing.51 However, it is 
unlikely that this hypothesis alone can explain the emergence of the joint 
stock company. The first two joint stock companies were the Russia 
Company and the African Adventurers, both of which had their first 
voyages in 1553.52 It is unlikely that the value of the cargoes of each 
voyage of the two firms exceeded 5,000 pounds.53 At the same time, the 
regulated company, the Merchant Adventurers, shipped 60,000 pounds a 
year in woolen goods.54 It would seem a partnership of Merchant Adven- 
turers could have financed a 5,000-pound voyage. 

Another hypothesis is that the magnitudes of the voyages combined 

49 Thomas S. Willan, The Early History of the Russia Company 1553-1603, at 19 (1956). 
50 Epstein, supra note 38. 
51 George J. Stigler, The Division of Labor is Limited by the Extent of the Market, 59 J. 

Pol. Econ. 185 (1951), discusses the effect of the extent of the market on the degree of 
specialization. 

52 Scott, supra note 8, at 17-22. The original names of the companies were (for the Russia 
company) "the Merchants Adventurers of England for the discovery of lands, territories, 
isles, dominions and seignories unknown, and not before that late adventure of enterprise 
commonly frequented" and (for the African Adventurers) "the Adventurers to Guinie." 

53 Willan, supra note 49, at 22. 
54 Id. 
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with the greater risk of the voyages undertaken by the joint stock com- 
panies led to risk sharing of the claims on the voyages' proceeds.55 The 
regulated companies evolved to control trade (often already established) 
with relatively familiar countries. The routes, the perils faced, the nature 
of the trade, and so on, were known. On the other hand, the first voyage 
of the Russia Company sought "to discover a northeast passage to the 
Indies."56 The route and the nature of any trade that might result were 
unknown. Similarly, the African Adventurers sought to establish trade 
with Guinea-a risky undertaking. The Portuguese were certain to at- 
tempt to stop such trade and the traders faced danger from the Spanish.57 
Portfolio theory suggests the efficient allocation of risk bearing leads to 
investors being well diversified. Thus, we might expect the higher risk of 
the voyages of the Russia Company and the African Adventurers would be 
spread across many investors.58 

The majority of members of the Russia Company were London mer- 
chants already engaged in foreign trade (staplers and Merchant Adventur- 
ers).59 Hence, it is not surprising that the 1555 Charter of the Russia 
Company was hard to distinguish from that of a regulated company.60 The 
joint stock character of the company was not explicitly recognized in the 
charter.61 Like a regulated company or a guild of the time, the Russia 
Company had a governor and twenty-four assistants. 

The African Adventurers operated without a charter. It comprised five 
chief adventurers who in turn had partners "under" them.62 The company 
made calls on its shares to finance each voyage and then distributed the 
proceeds in accordance with the shares. The company probably never 
sought a charter because it wished to keep its operations secret to avoid 
difficulties with the Portuguese.63 The company ceased operations in 

55 Fama, supra note 1. 
56 Willan, supra note 49, at 1. 
57 Scott, supra note 8, at 21. 
58 Fama, supra note 1. 
59 See Willan, supra note 49, at 21. This evidence is inconsistent with the hypothesis 

advanced by Ekelund & Tollison, supra note 9, who argue that joint stock companies arose 
as the efficient method whereby owners of the cartel could sell their rights to the highest 
valued users-the most efficient managers. While this is certainly possible, it suggests that 
the regulated companies, involving the same merchants as the joint stock companies, would 
adopt the more efficient joint stock organization. However, both organizational forms are 
observed at the same time, in the same country, and involving the same principals. 

60 Willan, supra note 49, at 22. 
61 Scott, supra note 8, at 19. 
62Id. at 21, 30. 
63 Id. at 21. 
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1566,64 and it was not until 1588 that another company was formed to 

trade with Africa.65 
2. The Existence of Auditing and Bonding. The first joint stock com- 

panies were audited. Sources external to the company indicate that as 

early as the 1580s, and afterwards, the Russia Company was audited 

annually.66 The Court of Minutes of the East India Company for the early 

years of its existence (September 1599-August 1605) includes resolutions 
for the appointment of auditors every time accounts were presented to the 

general court (that is, the shareholders' meeting). The first such resolution 
is dated December 31, 1600, and all four auditors appointed were direc- 
tors.67 

The accounts of the early joint stock companies were audited by a 

committee of shareholders (members) and/or directors. This practice con- 

tinued into the eighteenth and nineteenth centuries. Some companies had 

provision for the annual appointment of a committee of shareholders to 

inspect the accounts.68 Forrester69 describes the accounting and control 

system of a canal company from 1768 to 1816 and that description in- 

cludes sureties or guarantees provided by officers combined with an audit 

at the end of an officer's term of employment. Ma and Morris examined 
the records of Australian and British joint stock banks prior to the 1844 

Companies Act and found that those banks "had their accounts audited 

by the directors or provided for auditors to be appointed from the general 
body of shareholders."70 

U.S. corporations also used committees of auditors.71 The Bank of 

Commerce in New York in the annual report dated May 1850 reports: 

64 Id. at 34. 
65 2 Scott, supra note 8, at 10. 
66 See Willan, supra note 49, at 23. The history of the Russia Company before 1666 has to 

be traced from sources outside the company, since like many of the other companies the 

Russia Company's own records were destroyed in the great fire of London. Consequently, 

the statement above is based on outside sources and it is possible that the accounts were 

audited before 1580. 
67 Henry Stevens, The Dawn of British Trade to the East Indies 107 (1967). In 1621 the 

East India Company appointed two paid officials (later one) with the title "Auditor." Sir 

William Foster, The East India House 9 (1924). This practice appears to be unusual. 

68 Armand B. DuBois, The English Business Company after the Bubble Act 1720-1800, at 

300 (1938). 
69 D. A. R. Forrester, Early Canal Company Accounts: Financial and Accounting As- 

pects of the Forth and Clyde Navigation, 1768-1816, 10 Accounting & Bus. Res. 109 (1980). 

70 Ronald Ma & Richard D. Morris, Disclosure Practices of British and Australian Banks 

in the Nineteenth Century 26 (July 1980) (unpublished paper, Univ. New South Wales). 

71 See Gary J. Previts & Barbara D. Merino, A History of Accounting in America 3-4 

(1979), who report that the Massachusetts Bay Company in 1629 used audit committees and 

that this practice continued through the 1870s. 
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"The usual quarterly examinations, with the usual satisfactory results 
have been made during the year by Committees of the Boards of Direc- 
tors." The 1781 Charter of the Bank of North America specified that at 
every quarterly meeting of the board two directors are chosen to inspect 
the books every day. The Philadelphia National Bank, chartered in 1804, 
appointed a committee of directors to examine the books (quarterly) and 
"audit the bank's assets monthly."72 Also, the Union Canal Company of 
Pennsylvania issued annual reports from 1824 through 1847 indicating that 
the accounts were examined by a committee of directors. 

3. The Auditors' Incentives to Be Independent. Mechanisms are ob- 
served that provide auditors with incentives to maintain their quality. In 
the early joint stock companies and regulated companies a merchant's 
reputation affected the probability that he would be elected a director or 
auditor or even admitted to the company. Voting on such matters tended 
to be on a one-man-one-vote basis.73 Yet some merchants appear as mem- 
bers of the committees or courts of directors (assistants) of several com- 
panies.74 Further, merchants frequently appear on the audit committees 
of several companies in that period.75 

The survival of the committee of auditors for six hundred years strongly 
suggests it was an efficient monitoring device. Yet legal historians argue 
that the method was inefficient on the basis of the frauds which occurred 
in the seventeenth to nineteenth centuries and that government regulation 
was necessary for effective control.76 However, they only consider the 
benefits of removing observed abuses. Ignored are the costs of regulation 
to remove these abuses. They fail to consider the number of firms in 
which the contracting and monitoring system between managers and 
shareholders worked. Scott makes this point in replying to Adam Smith's 
criticisms of joint-stock companies: 

In fact, while the methods of control and of internal organization were far from 
perfect, they were much better than might have been expected, considering the 

72 Nicholas B. Wainwright, History of the Philadelphia National Bank 20 (1953). 
73 See Croft, supra note 27, at 78. 
74 Of the eighteen directors named in the 1605 Charter of the Levant Company, at least 

nine also served on the committees of the East India Company and at least three also served 
as directors of the Spanish Company. Epstein, supra note 38, at 165; Croft, supra note 27, at 
3, 4, and 247; and Stevens supra note 67, at 6, 7, 12, 13, 121, 179, and 237. 

75 For example, William Harryson served on audit committees of the East India Company 
in 1600 and 1601 while he was a director of that company, Stevens, supra note 67, at 107, 
156, and 166, and on an audit committee of the Spanish Company in 1605 while an ordinary 
member. Croft, supra note 27, at 37. Nicholas Lyng and Richard Wyche also served on audit 
committees of both the East India Company and the Spanish Company in 1601 and 1605, 
respectively. Id., and Stevens, supra note 67, at 156. 

76 Edwin M. Dodd, American Business Corporations until 1860 (1954), at 291-307. 
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times and how undeveloped the joint stock system was in the seventeenth cen- 
tury. Despite some instances of fraud, carelessness and profligacy on the part of 
agents abroad, numerous instances can be quoted of a remarkable devotion to 
duty, while amongst the directors or assistants there was a large-hearted disin- 
terestedness, united to a careful supervision of business, which is highly com- 
mendable. It is noteworthy that out of the great number of companies, whose 
officers have been investigated in this work, the allegations of fraudulent manage- 
ment are comparatively rare.77 

D. Observations on the Development of Auditing 

The evidence suggests the practice of having a committee of auditors 
was not imposed on the merchant guilds, regulated companies, or joint- 
stock companies by law. The auditing was voluntary. Typically there 
were no references to auditing in the charters of the guilds, regulated 
companies, and joint-stock companies examined. The auditing was by 
order of the general court (meeting of members of shareholders) or the 
court of assistants (directors' meeting). Thus, when the U.K. Companies 
Act of 1844 required directors to keep accounts and required those ac- 
counts to be audited by persons other than the directors (or their clerks),78 
Parliament was merely incorporating into the law a version of a practice 
that had existed for six hundred years. 

The hypothesis advanced here is that committees of auditors survived 
because they were an efficient method of monitoring contracts between 
managers and those supplying capital. However, auditing practice was 
not constant over time, it changed as the business corporations changed. 
Two dimensions in which auditing changed are the composition and rela- 
tive size of audit committees. For example, the committee of auditors of 
the regulated and first joint-stock companies (for example, the Spanish 
Company and the East India Company) included assistants (that is, direc- 
tors). By 1844 this was a committee of shareholders. The inclusion of 
assistants on the early audit committees is, at first glance, puzzling. Pre- 

sumably, the assistants were managers whose actions the auditors were to 
monitor. 

The answer appears to be that assistants were not exactly equivalent to 
the directors of a modern corporation. In both the Spanish Company in 
1605 and the East India Company in 1600 the ratio of directors (assistants) 
to shareholders (ordinary members) was very large by today's standards. 
The Spanish Company had sixty-one assistants out of a total membership 
of 310.79 The East India Company had twenty-four members of the gen- 

77 See Scott, supra note 8, at 451-52. Emphasis added. 
78 Ananias C. Littleton, Accounting Evolution to 1900, at 289 (1933). 
79 See Croft, supra note 27, at xxxvi. The extra assistant beyond the multiple of twelve 

was the secretary. 
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eral committee (assistants) out of a total membership of 103.80 Given these 
ratios of assistants to members (one to five and one to four), the assistants 
were likely to be representative of the members' interests, and the large 
number of assistants would make it more difficult for the assistants to 
collude against the membership. Hence, explicit monitoring of the assis- 
tants in general would not be efficient. On the other hand, officials with 
direct personal control over resources (for example, the treasurer) would, 
in the absence of monitoring, be able to convert resources to their own 
personal use. Consequently, it is not surprising that the treasurer was 
audited by assistants and that assistants were not audited by members, in 
general. 

If the inclusion of assistants on the audit committees of the early joint- 
stock companies can be explained by the high ratio of assistants or direc- 
tors to shareholders, the movement to a shareholder committee can be 
explained by the large drop in that ratio. In the eighteenth and nineteenth 
centuries, despite the Bubble Act of 1720, use of the joint stock form of 
organization grew, and the number of directors for each company and the 
ratio of directors (assistants) to shareholders (members) dropped substan- 
tially, particularly in the early eighteenth century.81 This suggests that it 
would be less costly for the directors to collude against the shareholders. 
Consequently, there was the increased tendency to use committees of 
shareholders, not directors, to audit the accounts. 

While the evidence suggests that from the time of the guilds to the mid- 
nineteenth century auditing was used as a monitoring device for contracts 
between managers and equity holders, we found no direct evidence that 
audits were used to monitor debt contracts in that period. The secondary 
sources examined contained no references to the auditors' reporting to 
debt holders or that the debt holders even received the audit reports. We 
would not expect such evidence for the guilds, because before the Refor- 
mation loans were discouraged by the church.82 However, in the eigh- 

80 Stevens, supra note 67, at 58-63. 
81 Two observations support this contention. First, the increase in the capitalization of 

joint stock companies suggests a greater number of shareholders. In 1560 the capital of the 
only two joint stock companies in existence was less than ?10,000 or .013 percent of the 
national wealth of the United Kingdom. Scott, supra note 8, at 439. By 1695 the capital of 
joint stock companies was 1.3 percent of national wealth and by 1720 it was 13 percent. 
Scott, supra note 8, at 439. Also, the membership of the regulated companies and the large 
majority of the members of the first joint-stock companies were merchants. However, in the 
seventeenth and eighteenth centuries nonmerchants became the suppliers of capital to the 
joint-stock companies, Scott, supra note 8, at 440-43, suggesting an increase in the number 
of shareholders. Second, the average number of directors of a company appears to have 
dropped during this period. Dodd, supra note 76, at 291, describes the directors in the 
eighteenth century as a "small group." 

82 Scott, supra note 8, at 1. 
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teenth century companies issued numerous bonds.83 Company charters 
under which the bonds were issued used accounting numbers (for ex- 

ample, profits) to restrict dividends84 and one would expect such con- 
straints to be monitored. There is some indirect evidence to suggest that 

auditing was used to monitor debt contracts. It is possible that accounts 
were available to bondholders and the audit by the committee of share- 
holders served to control the shareholder-bondholder conflict of interest. 

The proposition that the accounts were available to debt holders is 

strengthened by the inclusion in the 1862 U.K. Companies Act of a re- 

quirement that a statement of mortgages be available to creditors.85 

III. THE DEVELOPMENT OF THE PROFESSIONAL AUDIT FIRM 

In this section we provide brief descriptions. of the development of the 

independent professional audit firm for the United Kingdom and the 
United States. Then explanations for the firms' development are inves- 

tigated. 

A. Development in the United Kingdom 

The U.K. company acts from 1844 to 1900 did not require outside 
auditors. The 1844-45 acts required the directors to keep accounts and 

required those accounts to be audited by persons other than the directors 
or their clerks.86 Further, the auditors were required to be shareholders. 
The 1856 act dropped the compulsory audit requirement.87 The 1862 act 
included an optional model set of articles that provided for audits. While 
the provision did not require the auditor to be a shareholder, it also did 
not require the auditor be a professional firm. A series of miscellaneous 
acts (Railway Companies Act, 1867-68; Banking Companies, 1879; Water 

Companies, 1871) required audits, but again not by outsiders.88 The 1900 

Companies Act reestablished compulsory audits. However, by this time 
"the accounts of most of them (public companies) were not only audited 
but were in fact audited by chartered accountants. Indeed, practice has 

generally outrun legal minima."89 Chartered accountants are professional 
accountants accredited by professional accounting societies. 

83 Dodd, supra note 76, at 112. 
84 Ross L. Watts & Jerold L. Zimmerman, The Demand for and Supply of Accounting 

Theories: The Market for Excuses, 54 Accounting Rev. 273, 277-78 (1979). 
85 Lawrence R. Dicksee, Auditing 159-66 (1892). 
86 Littleton, supra note 78, at 289. 
87 Bishop C. Hunt, Auditor Independence, 59 J. Accountancy 453 (1935). 
88 Francis W. Pixley, Auditors (1881); and also Dicksee, supra note 85. 
89 Hunt, supra note 87, at 454. 
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The substitution of professional auditors for the amateur shareholder 

audit committees appears to have occurred very rapidly. There is no 

evidence of professional firms' being appointed auditors in 1844. How- 

ever, it is likely that professional firms were employed to assist the audit 

committee because the 1845 Companies Act allowed auditors to employ 
outside experts at company expense.9? The omission of the requirement 
that the auditor be a shareholder from the optional articles in the 1862 act 

suggests pressure to appoint professionals directly. By 1881 there was a 

tendency to employ professional accountants directly as auditors and that 

tendency appears to be connected to the floating of new securities (as 
would be expected if an independent audit reduces the agency costs of 

promoters). Pixley reports the tendency thus: "[N]early all the prospec- 
tuses of new Companies now include among their officers the names of 

professional Accountants as their Auditors, while the older Companies 
are gradually replacing the Shareholders' Auditor by a professional 
one. 91 

B. Development in the United States 

The 1933 Securities Act required that corporations subject to the act 
have audits by independent or certified public accountants. However, by 
the 1920s most companies listed on the New York Stock Exchange 

(NYSE) were already audited by professional auditors. Benston92 reports 
that 82 percent of NYSE companies had professional auditors by 1926. 

The substitution of professional auditors for shareholder auditors oc- 

curred later in the United States than in the United Kingdom. As noted, 

by 1900 most traded U.K. companies were audited by chartered accoun- 

tants, but in that year only a minority of U.S.-listed companies were 

audited by professional auditors. A random sample of fifty-one companies 
listed on the NYSE in 1900 whose annual reports are in the Harvard 
Baker Library or the Columbia University Library revealed only eleven 

companies with professional auditors.93 
Many of the U.S. audit firms existing in 1900 were started by British 

90 Littleton, supra note 78, at 296. 
91 Pixley, supra note 88, at 165. 
92 George J. Benston, The Effectiveness and Effects of the SEC's Accounting Disclosure 

Requirements, in Economic Policy and the Regulation of Corporate Securities 519 (Henry 

G. Manne ed. 1969). 
93 Professor David Fehr of the Harvard Business School provided us with the findings 

from the annual reports in the Baker Library. 
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chartered accountants who came to the United States to audit American 
companies selling securities in London.94 

C. Explanations for the Professional Firm 

The substitution of professional auditors for shareholder auditors oc- 
curred in both Britain and America in periods when a professional auditor 
was not required by law. This suggests that the substitution was the result 
of market forces. There were two major market developments in the 
period 1844-1900 in the United Kingdom that can explain the shift from 
shareholder to professional auditors: (1) an increase in the demand for 
audits and (2) the introduction of a low-cost mechanism for certifying 
auditor competence and independence. 

1. An Increase in the Demand for Audits. The demand for audits in 
the United Kingdom in the 1860s and 1870s increased because the com- 
plexity of the accounts, the legal liability of directors, and the size and 
number of corporations all increased. Accounts became more complex in 
the latter half of the 1800s in the United Kingdom because of government 
regulation of railroads and utilities and taxation that created the incentive 
to write off a portion of the capital stock each year.95 In the same period 
courts began holding directors liable if the company was not using more 
complex accounting procedures (for example, provisions for doubtful ac- 
counts).96 

Another important factor shifting the demand for auditing was the tre- 
mendous expansion in the number of companies. The nominal value of 
listed securities on the London Stock Exchange increased fourteenfold 
between 1853 and 1893.97 While most of that increase was caused by the 
enormous growth in foreign securities traded (thirty-eight-fold increase), 
private domestic security values increased fourfold. 

The increased complexity encouraged specialization in auditing and 
hence the growth of professional firms. The growth in the scale of the 
capital markets increased the fixed cost of an auditor's establishing a 
reputation that would serve as a bond for the auditor's independence. 
This led to the development of large professional audit firms. 

2. The Introduction of a Low-Cost Mechanism for Accrediting Au- 
ditors. The first professional society of accountants was formed in Scot- 

94 C. A. Moyer, Early Developments in American Auditing, 26 Acc. Rev. 3 (1951); John 
L. Carey, The Rise of the Accounting Profession 27 (Amer. Inst. of Cert. Pub. Accnts. 1969- 
70); Chester W. DeMond, Price, Waterhouse & Co. in America 10-12 (1951). 

95 Watts and Zimmerman, supra note 84, at 290-95. 
96 Dicksee, supra note 85, at 251-53; and Littleton, supra note 78, at 309. 
97 Edward V. Morgan & William A. Thomas, The Stock Exchange (1962), at Table 5. 
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land in 1854 and in England in 1870.98 These professional societies arose 
to provide information on the accountant's reputation, not in auditing, but 
rather in bankruptcies.99 The first bankruptcy statutes that allowed pro- 
fessional accountants to be appointed trustee were enacted in Scotland in 
1772 and in England in 1825. Later English acts expanded the accoun- 
tants' role and created a demand for information to discriminate among 
accountants. The 1869 act so increased the number of unskilled people 
competing for appointment as trustee that one judge remarked in 1875: 
"The whole affairs in bankruptcy have been handed over to an ignorant 
set of men called accountants, which was one of the greatest abuses ever 
introduced into the law." 100 The professional societies established brand 
names, thereby providing information on their members' competence and 
integrity. Brand names were established by setting and monitoring stan- 
dards of conduct, examinations for admission,1?0 and by adopting the title 
"chartered accountant." Once the mechanism of a professional society 
certifying quality in bankruptcies was established, it could be used to 
certify quality and independence in audits at low incremental cost.102 

The rapid substitution of professional, "independent" auditors for lay 
shareholder auditors in the United Kingdom during the 1844-1900 period 
can be explained by (1) an outward shift in the demand curve for audits 
and professional auditing being a declining average cost industry103 or (2) 
a downward shift in the supply curve because the start-up costs for ac- 
crediting accountants were already incurred in certifying accountants for 
bankruptcy work. 

The development of professional audit firms being later in the United 
States than in the United Kingdom is consistent with the preceding expla- 
nation for the substitution of professional auditors. The United States and 
United Kingdom had similar rates of growth in their capital markets over 

98 Richard Brown, A History of Accounting and Accountants (1905), pt. 2, chs. 2-4, at 
208, 235, 237. 

99 Littleton, supra note 78, at 271-84. The original Scottish petition for incorporation did 
not even list auditing as one of the public accountants' functions (Brown, supra note 98, at 
207-08. 

1oo Littleton, supra note 78, at 283. 
~o1 Nicholas A. H. Stacey, English Accountancy 21 (1954). 
102 A non-mutually exclusive hypothesis for the establishment of professional societies is 

that they were designed to restrain trade. However, it does not appear that this motivation 
was important, because the professional societies in the United Kingdom did not take any 
action to restrict entry until 1893, when the Institute of Chartered Accountants in England 
and Wales had a bill introduced in Parliament "to restrain all persons from practising who 
are not Chartered Accountants." Brown, supra note 98, at 243. Moreover, this bill was 
withdrawn and other societies competed with the Institute for the next seventy years. 

103 Stigler, supra note 51. 
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the years from 1853 to 1903,1?4 but the U.K. capital market was much 
larger than in the United States in 1853. Thus, the absolute increase in the 
scale of the capital markets and in the demand for auditing in the period 
1844-1900 was larger in the United Kingdom. In addition, the United 
States did not experience the same reduction in start-up costs for ac- 
crediting professional accountants. 

Unlike the United Kingdom, the United States did not experience the 
change in bankruptcy laws that gave creditors the powers to choose ac- 
countants as trustees. Hence, there was less demand in the United States 
for information on an accountant's reputation for handling bankruptcies, 
and consequently, professional accounting societies were not established 
to accredit accountants. 

The first U.S. professional accountants society was formed in 1887,1?5 
thirty-three years after the first Scottish society and seventeen years after 
the first English society. At that time most of the accountants' work in the 
United States involved audits and investigations, and little or none in- 
volved liquidations and bankruptcies. 106 The start-up costs of the Ameri- 
can societies were borne largely by British accountants who came to 
America to audit firms raising capital in London and stayed to start their 
own firms. Evidence of the value of the British auditors' brand name 
capital is provided by the British auditors' urging the American society to 
adopt the title "certified public accountant" to designate their members 
instead of the title of "chartered accountant." 107 

The first U.S. society began accrediting members in 1896, when the first 
certified public accountants law in New York state was passed. Following 
this law, nonaccredited auditors were rapidly replaced, so that, as noted, 
by the 1920s most NYSE companies were audited by professionals. 

The change from shareholder auditors to professional auditors was not 
a switch from nonindependent to independent auditors, if independence is 
interpreted as the likelihood that an auditor will report a discovered 
breach of contract. An important incentive to be independent, the effect 
of failure to report a breach on the auditor's reputation and hence his 
future business, existed for both the shareholder and professional audi- 
tors. 

104 Ross L. Watts & Jerold L. Zimmerman, The Markets for Independence and Indepen- 
dent Auditors 30 (June 1981) (unpublished manuscript, Univ. Rochester, Grad. School 

Management). 
105 Carey, supra note 94, at 36-39. 
1o6 Brown, supra note 98, at 278-79. 
107 James D. Edwards, The Antecedents of American Public Accounting (1956), reprinted 

in Contemporary Studies in the Evolution of Accounting Thought 53 (Michael Chatfield ed. 

1968). 
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An interesting example of the importance of reputation, or brand name, 
to the auditor is provided by the expansion of Price, Waterhouse and 
Company to the United States in the late nineteenth century. Price, 
Waterhouse and Company did not allow the (nonpartner) representatives 
they sent to America (Jones and Caesar) to use the firm name for fear of 
damage to Price Waterhouse's reputation.?08 

IV. CONCLUSIONS 

The survival of the bonding and auditing practices from the Ipswich 
merchant guild in 1200 to the British joint stock banks of 1836 and U.S. 
banks and canal companies of the mid-nineteenth century is consistent 
with the existence of agency problems and the use of bonding and moni- 
toring devices to reduce agency costs. 109 Moreover, the size and composi- 
tion of audit committees are observed evolving in response to changes in 
the size of the firm and the nature of the agency costs faced by the 
contracting parties. 

The pervasiveness of voluntary (costly) auditing in the precursors to 
the modern corporation is consistent also with auditors' developing 
quality-assuring devices-in particular, mechanisms that increase the 
probability the auditor will report a breach in a contract he is to monitor 
(that is, be independent). We observe mechanisms being devised that 
supplied the incentives for auditors to maintain their independence in the 
guild and regulated companies (committees and penalties, including loss 
of reputation), in the joint stock companies, and finally in the develop- 
ment of professional societies. 

Overall, the evidence suggests that the existence of the independent 
auditor is not the direct result of government fiat. The appearance of the 
professional independent auditor was encouraged by changes in U.K. 
bankruptcy laws, but the United States' evidence suggests that even with- 
out those bankruptcy laws, economies of scale in auditing would have led 
to the development of the professional independent auditor. 

108 DeMond, supra note 94, at 16. 
1o9 T. A. Lee, The Historical Development of Internal Control from the Earliest Times to 

the End of the Seventeenth Century, 9 J. Accounting Res. 150 (1971), traces the use of audits 
in government back to ancient times. 
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Agency Theory: An Assessment 

and Review 

KATHLEEN M. EISENHARDT 
Stanford University 

Agency theory is an important, yet controversial, theory. This paper 
reviews agency theory, its contributions to organization theory, and 
the extant empirical work and develops testable propositions. The 
conclusions are that agency theory (a) offers unique insight into in- 
formation systems, outcome uncertainty, incentives, and risk and (b) 
is an empirically valid perspective, particularly when coupled with 
complementary perspectives. The principal recommendation is to in- 
corporate an agency perspective in studies of the many problems 
having a cooperative structure. 

One day Deng Xiaoping decided to take his 
grandson to visit Mao. "Call me granduncle," 
Mao offered warmly. "Oh, I certainly couldn't 
do that, Chairman Mao," the awe-struck child 
replied. "Why don't you give him an apple?" 
suggested Deng. No sooner had Mao done so 
than the boy happily chirped, "Oh thank you, 
Granduncle." "You see," said Deng, "what in- 
centives can achieve." ("Capitalism," 1984, p. 
62) 

Agency theory has been used by scholars in 
accounting (e.g., Demski & Feltham, 1978), eco- 
nomics (e.g., Spence & Zeckhauser, 1971), fi- 
nance (e.g., Fama, 1980), marketing (e.g., Basu, 
Lal, Srinivasan, & Staelin, 1985), political sci- 
ence (e.g., Mitnick, 1986), organizational behav- 
ior (e.g., Eisenhardt, 1985, 1988; Kosnik, 1987), 
and sociology (e.g., Eccles, 1985; White, 1985). 
Yet, it is still surrounded by controversy. Its pro- 
ponents argue that a revolution is at hand and 
that "the foundation for a powerful theory of or- 
ganizations is being put into place" (Jensen, 
1983, p. 324). Its detractors call it trivial, dehu- 
manizing, and even "dangerous" (Perrow, 1986, 
p. 235). 

Which is it: grand theory or great sham? The 

purposes of this paper are to describe agency 
theory and to indicate ways in which organiza- 
tional researchers can use its insights. The pa- 
per is organized around four questions that are 
germane to organizational research. The first 
asks the deceptively simple question, What is 
agency theory? Often, the technical style, math- 
ematics, and tautological reasoning of the 
agency literature can obscure the theory. More- 
over, the agency literature is split into two 
camps (Jensen, 1983), leading to differences in 
interpretation. For example, Barney and Ouchi 
(1986) argued that agency theory emphasizes 
how capital markets can affect the firm, 
whereas other authors made no reference to 
capital markets at all (Anderson, 1985; Demski & 
Feltham, 1978; Eccles, 1985; Eisenhardt, 1985). 

The second question is, What does agency 
theory contribute to organizational theory? Pro- 
ponents such as Ross (1973, p. 134) argued that 
"examples of agency are universal." Yet other 
scholars such as Perrow (1986) claimed that 
agency theory addresses no clear problems, 
and Hirsch and Friedman (1986) called it exces- 
sively narrow, focusing only on stock price. For 
economists, long accustomed to treating the or- 
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ganization as a "black box" in the theory of the 
firm, agency theory may be revolutionary. Yet, 
for organizational scholars the worth of agency 
theory is not so obvious. 

The third question is, Is agency theory empir- 
ically valid? The power of the empirical research 
on agency theory to explain organizational phe- 
nomena is important to assess, particularly in 
light of the criticism that agency theory is 
"hardly subject to empirical test since it rarely 
tries to explain actual events" (Perrow, 1986, p. 
224). Perrow (1986) also criticized the theory for 
being unrealistically one-sided because of its 
neglect of potential exploitation of workers. 

The final question is, What topics and contexts 
are fruitful for organizational researchers who 
use agency theory? Identifying how useful 
agency theory can be to organizational scholars 
requires understanding the situations in which 
the agency perspective can provide theoretical 
leverage. 

The principal contributions of the paper are to 
present testable propositions, identify contribu- 
tions of the theory to organizational thinking, 
and evaluate the extant empirical literature. The 
overall conclusion is that agency theory is a use- 
ful addition to organizational theory. The 
agency theory ideas on risk, outcome uncer- 
tainty, incentives, and information systems are 
novel contributions to organizational thinking, 
and the empirical evidence is supportive of the 
theory, particularly when coupled with comple- 
mentary theoretical perspectives. 

Origins of Agency Theory 

During the 1960s and early 1970s, economists 
explored risk sharing among individuals or 
groups (e.g., Arrow, 1971; Wilson, 1968). This 
literature described the risk-sharing problem as 
one that arises when cooperating parties have 
different attitudes toward risk. Agency theory 
broadened this risk-sharing literature to include 
the so-called agency problem that occurs when 
cooperating parties have different goals and di- 

vision of labor (Jensen & Meckling, 1976; Ross, 
1973). Specifically, agency theory is directed at 
the ubiquitous agency relationship, in which 
one party (the principal) delegates work to an- 
other (the agent), who performs that work. 
Agency theory attempts to describe this relation- 
ship using the metaphor of a contract (Jensen & 
Meckling, 1976). 

Agency theory is concerned with resolving 
two problems that can occur in agency relation- 
ships. The first is the agency problem that arises 
when (a) the desires or goals of the principal and 
agent conflict and (b) it is difficult or expensive 
for the principal to verify what the agent is ac- 
tually doing. The problem here is that the prin- 
cipal cannot verify that the agent has behaved 
appropriately. The second is the problem of risk 
sharing that arises when the principal and 
agent have different attitudes toward risk. The 
problem here is that the principal and the agent 
may prefer different actions because of the dif- 
ferent risk preferences. 

Because the unit of analysis is the contract 
governing the relationship between the princi- 
pal and the agent, the focus of the theory is on 
determining the most efficient contract govern- 
ing the principal-agent relationship given as- 
sumptions about people (e.g., self-interest, 
bounded rationality, risk aversion), organiza- 
tions (e.g., goal conflict among members), and 
information (e.g., information is a commodity 
which can be purchased). Specifically, the 
question becomes, Is a behavior-oriented con- 
tract (e.g., salaries, hierarchical governance) 
more efficient than an outcome-oriented con- 
tract (e.g., commissions, stock options, transfer 
of property rights, market governance)? An over- 
view of agency theory is given in Table 1. 

The agency structure is applicable in a variety 
of settings, ranging from macrolevel issues such 
as regulatory policy to microlevel dyad phe- 
nomena such as blame, impression manage- 
ment, lying, and other expressions of self- 
interest. Most frequently, agency theory has 
been applied to organizational phenomena 
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Table 1 
Agency Theory Overview 

Key idea Principal-agent relationships should 
reflect efficient organization of 
information and risk-bearing costs 

Unit of Contract between principal and agent 
analysis 

Human Self-interest 
assumptions Bounded rationality 

Risk aversion 

Organizational Partial goal conflict among participants 
assumptions Efficiency as the effectiveness criterion 

Information asymmetry between principal 
and agent 

Information Information as a purchasable commodity 
assumption 

Contracting Agency (moral hazard and adverse 
problems selection) 

Risk sharing 

Problem Relationships in which the principal and 
domain agent have partly differing goals and 

risk preferences (e.g., compensation, 
regulation, leadership, impression 
management, whistle-blowing, vertical 
integration, transfer pricing) 

such as compensation (e.g., Conlon & Parks, 
1988; Eisenhardt, 1985), acquisition and diversi- 
fication strategies (e.g., Amihud & Lev, 1981), 
board relationships (e.g., Fama & Jensen, 1983; 
Kosnik, 1987), ownership and financing struc- 
tures (e.g., Argawal & Mandelker, 1987; Jensen 
& Meckling, 1976), vertical integration (Ander- 
son, 1985; Eccles, 1985), and innovation (Bolton, 
1988; Zenger, 1988). Overall, the domain of 
agency theory is relationships that mirror the 
basic agency structure of a principal and an 
agent who are engaged in cooperative behav- 
ior, but have differing goals and differing atti- 
tudes toward risk. 

Agency Theory 
From its roots in information economics, 

agency theory has developed along two lines: 

positivist and principal-agent (Jensen, 1983). The 
two streams share a common unit of analysis: 
the contract between the principal and the 
agent. They also share common assumptions 
about people, organizations, and information. 
However, they differ in their mathematical rigor, 
dependent variable, and style. 

Positivist Agency Theory 

Positivist researchers have focused on identi- 
fying situations in which the principal and agent 
are likely to have conflicting goals and then de- 
scribing the governance mechanisms that limit 
the agent's self-serving behavior. Positivist re- 
search is less mathematical than principal- 
agent research. Also, positivist researchers 
have focused almost exclusively on the special 
case of the principal-agent relationship between 
owners and managers of large, public corpora- 
tions (Berle & Means, 1932). 

Three articles have been particularly influen- 
tial. Jensen and Meckling (1976) explored the 
ownership structure of the corporation, includ- 
ing how equity ownership by managers aligns 
managers' interests with those of owners. Fama 
(1980) discussed the role of efficient capital and 
labor markets as information mechanisms that 
are used to control the self-serving behavior of 
top executives. Fama and Jensen (1983) de- 
scribed the role of the board of directors as an 
information system that the stockholders within 
large corporations could use to monitor the op- 
portunism of top executives. Jensen and his col- 
leagues (Jensen, 1984; Jensen & Roeback, 1983) 
extended these ideas to controversial practices, 
such as golden parachutes and corporate raid- 
ing. 

From a theoretical perspective, the positivist 
stream has been most concerned with describ- 
ing the governance mechanisms that solve the 
agency problem. Jensen (1983, p. 326) described 
this interest as "why certain contractual rela- 
tions arise." Two propositions capture the gov- 
ernance mechanisms which are identified in the 
positivist stream. One proposition is that out- 
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come-based contracts are effective in curbing 
agent opportunism. The argument is that such 
contracts coalign the preferences of agents with 
those of the principal because the rewards for 
both depend on the same actions, and, there- 
fore, the conflicts of self-interest between princi- 
pal and agent are reduced. For example, Jensen 
and Meckling (1976) described how increasing 
the firm ownership of the managers decreases 
managerial opportunism. In formal terms, 

Proposition 1: When the contract between the 
principal and agent is outcome based, the 
agent is more likely to behave in the interests of 
the principal. 

The second proposition is that information sys- 
tems also curb agent opportunism. The argu- 
ment here is that, since information systems in- 
form the principal about what the agent is actu- 
ally doing, they are likely to curb agent oppor- 
tunism because the agent will realize that he or 
she cannot deceive the principal. For example, 
Fama (1980) described the information effects of 
efficient capital and labor markets on manage- 
rial opportunism, and Fama and Jensen (1983) 
described the information role that boards of di- 
rectors play in controlling managerial behavior. 
In formal terms, 

Proposition 2: When the principal has informa- 
tion to verify agent behavior, the agent is more 
likely to behave in the interests of the principal. 

At its best, positivist agency theory can be re- 
garded as enriching economics by offering a 
more complex view of organizations (Jensen, 
1983). However, it has been criticized by orga- 
nizational theorists as minimalist (Hirsch, 
Michaels, & Friedman, 1987; Perrow, 1986) and 
by microeconomists as tautological and lacking 
rigor (Jensen, 1983). Nonetheless, positivist 
agency theory has ignited considerable re- 
search (Barney & Ouchi, 1986) and popular in- 
terest ("Meet Mike," 1988). 

Principal-Agent Research 

Principal-agent researchers are concerned 
with a general theory of the principal-agent re- 
lationship, a theory that can be applied to em- 
ployer-employee, lawyer-client, buyer-supplier, 
and other agency relationships (Harris & Raviv, 
1978). Characteristic of formal theory, the prin- 
cipal-agent paradigm involves careful specifi- 
cation of assumptions, which are followed by 
logical deduction and mathematical proof. 

In comparison with the positivist stream, prin- 
cipal-agent theory is abstract and mathematical 
and, therefore, less accessible to organizational 
scholars. Indeed, the most vocal critics of the 
theory (Perrow, 1986; Hirsch et al., 1987) have 
focused their attacks primarily on the more 
widely known positivist stream. Also, the princi- 
pal-agent stream has a broader focus and 
greater interest in general, theoretical implica- 
tions. In contrast, the positivist writers have fo- 
cused almost exclusively on the special case of 
the owner/CEO relationship in the large corpo- 
ration. Finally, principal-agent research in- 
cludes many more testable implications. 

For organizational scholars, these differences 
provide background for understanding criticism 
of the theory. However, they are not crucial. 
Rather, the important point is that the two 
streams are complementary: Positivist theory 
identifies various contract alternatives, and prin- 
cipal-agent theory indicates which contract is 
the most efficient under varying levels of out- 
come uncertainty, risk aversion, information, 
and other variables described below. 

The focus of the principal-agent literature is 
on determining the optimal contract, behavior 
versus outcome, between the principal and the 
agent. The simple model assumes goal conflict 
between principal and agent, an easily mea- 
sured outcome, and an agent who is more risk 
averse than the principal. (Note: The argument 
behind a more risk averse agent is that agents, 
who are unable to diversify their employment, 
should be risk averse and principals, who are 
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capable of diversifying their investments, 
should be risk neutral.) The approach of the sim- 
ple model can be described in terms of cases 
(e.g., Demski & Feltham, 1978). The first case, a 
simple case of complete information, is when the 
principal knows what the agent has done. 
Given that the principal is buying the agent's 
behavior, then a contract that is based on be- 
havior is most efficient. An outcome-based con- 
tract would needlessly transfer risk to the agent, 
who is assumed to be more risk averse than the 
principal. 

The second case is when the principal does 
not know exactly what the agent has done. 
Given the self-interest of the agent, the agent 
may or may not have behaved as agreed. The 
agency problem arises because (a) the principal 
and the agent have different goals and (b) the 
principal cannot determine if the agent has be- 
haved appropriately. In the formal literature, 
two aspects of the agency problem are cited. 
Moral hazard refers to lack of effort on the part of 
the agent. The argument here is that the agent 
may simply not put forth the agreed-upon effort. 
That is, the agent is shirking. For example, 
moral hazard occurs when a research scientist 
works on a personal research project on com- 
pany time, but the research is so complex that 
corporate management cannot detect what the 
scientist is actually doing. Adverse selection re- 
fers to the misrepresentation of ability by the 
agent. The argument here is that the agent may 
claim to have certain skills or abilities when he 
or she is hired. Adverse selection arises because 
the principal cannot completely verify these 
skills or abilities either at the time of hiring or 
while the agent is working. For example, ad- 
verse selection occurs when a research scientist 
claims to have experience in a scientific spe- 
cialty and the employer cannot judge whether 
this is the case. 

In the case of unobservable behavior (due to 
moral hcazard or adverse selection), the principal 
has two options. One is to discover the agent's 
behavior by investing in information systems 

such as budgeting systems, reporting proce- 
dures, boards of directors, and additional layers 
of management. Such investments reveal the 
agent's behavior to the principal, and the situa- 
tion reverts to the complete information case. In 
formal terms, 

Proposition 3: Information systems are posi- 
tively related to behavior-based contracts and 
negatively related to outcome-based contracts. 

The other option is to contract on the outcomes 
of the agent's behavior. Such an outcome-based 
contract motivates behavior by coalignment of 
the agent's preferences with those of the princi- 
pal, but at the price of transferring risk to the 
agent. The issue of risk arises because outcomes 
are only partly a function of behaviors. Govern- 
ment policies, economic climate, competitor ac- 
tions, technological change, and so on, may 
cause uncontrollable variations in outcomes. 
The resulting outcome uncertainty introduces 
not only the inability to preplan, but also risk 
that must be borne by someone. When outcome 
uncertainty is low, the costs of shifting risk to the 
agent are low and outcome-based contracts are 
attractive. However, as uncertainty increases, it 
becomes increasingly expensive to shift risk de- 
spite the motivational benefits of outcome-based 
contracts. In formal terms, 

Proposition 4: Outcome uncertainty is positively 
related to behavior-based contracts and nega- 
tively related to outcome-based contracts. 

This simple agency model has been described 
in varying ways by many authors (e.g., Demski 
& Feltham, 1978; Harris & Raviv, 1979; Holm- 
strom, 1979; Shavell, 1979). However, the heart 
of principal-agent theory is the trade-off be- 
tween (a) the cost of measuring behavior and (b) 
the cost of measuring outcomes and transferring 
risk to the agent. 

A number of extensions to this simple model 
are possible. One is to relax the assumption of a 
risk-averse agent (e.g., Harris & Raviv, 1979). 
Research (MacCrimmon & Wehrung, 1986) indi- 
cates that individuals vary widely in their risk 
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attitudes. As the agent becomes increasingly 
less risk averse (e.g., a wealthy agent), it be- 
comes more attractive to pass risk to the agent 
using an outcome-based contract. Conversely, 
as the agent becomes more risk averse, it is in- 
creasingly expensive to pass risk to the agent. In 
formal terms, 

Proposition 5: The risk aversion of the agent is 
positively related to behavior-based contracts 
and negatively related to outcome-based con- 
tracts. 

Similarly, as the principal becomes more risk 
averse, it is increasingly attractive to pass risk to 
the agent. In formal terms, 

Proposition 6: The risk aversion of the principal 
is negatively related to behavior-based con- 
tracts and positively related to outcome- 
based contracts. 

Another extension is to relax the assumption 
of goal conflict between the principal and agent 
(e.g., Demski, 1980). This might occur either in a 
highly socialized or clan-oriented firm (Ouchi, 
1979) or in situations in which self-interest gives 
way to selfless behavior (Perrow, 1986). If there 
is no goal conflict, the agent will behave as the 
principal would like, regardless of whether his 
or her behavior is monitored. As goal conflict 
decreases, there is a decreasing motivational 
imperative for outcome-based contracting, and 
the issue reduces to risk-sharing considerations. 
Under the assumption of a risk-averse agent, 
behavior-based contracts become more attrac- 
tive. In formal terms, 

Proposition 7: The goal conflict between princi- 
pal and agent is negatively related to behavior- 
based contracts and positively related to out- 
come-based contracts. 

Another set of extensions relates to the task per- 
formed by the agent. For example, the progam- 
mability of the task is likely to influence the ease 
of measuring behavior (Eisenhardt, 1985, 1988). 
Programmability is defined as the degree to 
which appropriate behavior by the agent can 
be specified in advance. For example, the job of 

a retail sales cashier is much more programmed 
than that of a high-technology entrepreneur. 
The argument is that the behavior of agents en- 
gaged in more programmed jobs is easier to ob- 
serve and evaluate. Therefore, the more pro- 
grammed the task, the more attractive are be- 
havior-based contracts because information 
about the agent's behavior is more readily de- 
termined. Very programmed tasks readily re- 
veal agent behavior, and the situation reverts to 
the complete information case. Thus, retail sales 
clerks are more likely to be paid via behavior- 
based contracting (e.g., hourly wages), where- 
as entrepreneurs are more likely to be compen- 
sated with outcome-based contracts (e.g., stock 
ownership). In formal terms, 

Proposition 8: Task programmability is posi- 
tively related to behavior-based contracts and 
negatively related to outcome-based contracts. 

Another task characteristic is the measurabil- 
ity of the outcome (Anderson, 1985; Eisenhardt, 
1985). The simple model assumes that outcomes 
are easily measured. However, some tasks re- 
quire a long time to complete, involve joint or 
team effort, or produce soft outcomes. In these 
circumstances, outcomes are either difficult to 
measure or difficult to measure within a practi- 
cal amount of time. When outcomes are mea- 
sured with difficulty, outcome-based contracts 
are less attractive. In contrast, when outcomes 
are readily measured, outcome-based contracts 
are more attractive. In formal terms, 

Proposition 9: Outcome measurability is nega- 
tively related to behavior-based contracts and 
positively related to outcome-based contracts. 

Finally, it seems reasonable that when prin- 
cipals and agents engage in a long-term rela- 
tionship, it is likely that the principal will learn 
about the agent (e.g., Lambert, 1983) and so will 
be able to assess behavior more readily. Con- 
versely, in short-term agency relationships, the 
information asymmetry between principal and 
agent is likely to be greater, thus making out- 
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come-based contracts more attractive. In formal 
terms, 

Proposition 10: The length of the agency rela- 
tionship is positively related to behavior-based 
contracts and negatively related to outcome- 
based contracts. 

Agency Theory and the 
Organizational Literature 

Despite Perrow's (1986) assertion that agency 
theory is very different from organization theory, 
agency theory has several links to mainstream 
organization perspectives (see Table 2). At its 
roots, agency theory is consistent with the clas- 
sic works of Barnard (1938) on the nature of co- 
operative behavior and March and Simon (1958) 
on the inducements and contributions of the em- 
ployment relationship. As in this earlier work, 
the heart of agency theory is the goal conflict 
inherent when individuals with differing prefer- 
ences engage in cooperative effort, and the es- 
sential metaphor is that of the contract. 

Agency theory is also similar to political mod- 
els of organizations. Both agency and political 
perspectives assume the pursuit of self-interest 
at the individual level and goal conflict at the 
organizational level (e.g., March, 1962; Pfeffer, 
1981). Also, in both perspectives, information 

asymmetry is linked to the power of lower order 
participants (e.g., Pettigrew, 1973). The differ- 
ence is that in political models goal conflicts are 
resolved through bargaining, negotiation, and 
coalitions-the power mechanism of political 
science. In agency theory they are resolved 
through the coalignment of incentives-the 
price mechanism of economics. 

Agency theory also is similar to the informa- 
tion processing approaches to contingency the- 
ory (Chandler, 1962; Galbraith, 1973; Lawrence 
& Lorsch, 1967). Both perspectives are informa- 
tion theories. They assume that individuals are 
boundedly rational and that information is dis- 
tributed asymmetrically throughout the organi- 
zation. They also are efficiency theories; that is, 
they use efficient processing of information as a 
criterion for choosing among various organizing 
forms (Galbraith, 1973). The difference between 
the two is their focus: In contingency theory re- 
searchers are concerned with the optimal struc- 
turing of reporting relationships and decision- 
making responsibilities (e.g., Galbraith, 1973; 
Lawrence & Lorsch, 1967), whereas in agency 
theory they are concerned with the optimal 
structuring of control relationships resulting 
from these reporting and decision-making pat- 
terns. For example, using contingency theory, 
we would be concerned with whether a firm is 
organized in a divisional or matrix structure. 

Table 2 
Comparison of Agency Theory Assumptions and Organizational Perspectives 

Perspective 

Organization Transaction 
Assumption Political Contingency Control Cost Agency 

Self-interest X X X 
Goal conflict X X X 
Bounded rationality X X X X 
Information asymmetry X X X 
Preeminence of efficiency X X X X 
Risk aversion X 
Information as a commodity X 
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Using agency theory, we would be concerned 
with whether managers within the chosen struc- 
ture are compensated by performance incen- 
tives. 

The most obvious tie is with the organizational 
control literature (e.g., Dornbusch & Scott, 1974). 
For example, Thompson's (1967) and later Ou- 
chi's (1979) linking of known means/ends rela- 
tionships and crystallized goals to behavior ver- 
sus outcome control is very similar to agency 
theory's linking task programmability and mea- 
surability of outcomes to contract form (Eisen- 
hardt, 1985). That is, known means/ends rela- 
tionships (task programmability) lead to behav- 
ior control, and crystallized goals (measurable 
outcomes) lead to outcome control. Similarly, 
Ouchi's (1979) extension of Thompson's (1967) 
framework to include clan control is similar to 
assuming low goal conflict (Proposition 7) in 
agency theory. Clan control implies goal con- 
gruence between people and, therefore, the re- 
duced need to monitor behavior or outcomes. 
Motivation issues disappear. The major differ- 
ences between agency theory and the organi- 
zational control literature are the risk implica- 
tions of principal and agent risk aversion and 
outcome uncertainty (Propositions 4, 5, 6). 

Not surprisingly, agency theory has similari- 
ties with the transaction cost perspective 
(Williamson, 1975). As noted by Barney and Ou- 
chi (1986), the theories share assumptions of self- 
interest and bounded rationality. They also 
have similar dependent variables; that is, hier- 
archies roughly correspond to behavior-based 
contracts, and markets correspond to outcome- 
based contracts. However, the two theories 
arise from different traditions in economics 
(Spence, 1975): In transaction cost theorizing we 
are concerned with organizational boundaries, 
whereas in agency theorizing the contract be- 
tween cooperating parties, regardless of bound- 
ary, is highlighted. However, the most impor- 
tant difference is that each theory includes 
unique independent variables. In transaction 
cost theory these are asset specificity and small 

numbers bargaining. In agency theory there 
are the risk attitudes of the principal and agent, 
outcome uncertainty, and information systems. 
Thus, the two theories share a parentage in eco- 
nomics, but each has its own focus and several 
unique independent variables. 

Contributions of Agency Theory 

Agency theory reestablishes the importance 
of incentives and self-interest in organizational 
thinking (Perrow, 1986). Agency theory reminds 
us that much of organizational life, whether we 
like it or not, is based on self-interest. Agency 
theory also emphasizes the importance of a 
common problem structure across research top- 
ics. As Barney and Ouchi (1986) described it, 
organization research has become increasingly 
topic, rather than theory, centered. Agency the- 
ory reminds us that common problem structures 
do exist across research domains. Therefore, re- 
sults from one research area (e.g., vertical inte- 
gration) may be germane to others with a com- 
mon problem structure (e.g., compensation). 

Agency theory also makes two specific contri- 
butions to organizational thinking. The first is the 
treatment of information. In agency theory, in- 
formation is regarded as a commodity: It has a 
cost, and it can be purchased. This gives an 
important role to formal information systems, 
such as budgeting, MBO, and boards of direc- 
tors, and informal ones, such as managerial 
supervision, which is unique in organizational 
research. The implication is that organizations 
can invest in information systems in order to 
control agent opportunism. 

An illustration of this is executive compensa- 
tion. A number of authors in this literature have 
expressed surprise at the lack of performance- 
based executive compensation (e.g., Pearce, 
Stevenson, & Perry, 1985; Ungson & Steers, 
1984). However, from an agency perspective, it 
is not surprising since such compensation 
should be contingent upon a variety of factors 
including information systems. Specifically, 

64 

This content downloaded from 193.205.210.43 on Fri, 31 Jan 2014 11:28:13 AM
All use subject to JSTOR Terms and Conditions 189

http://www.jstor.org/page/info/about/policies/terms.jsp


richer information systems control managerial 
opportunism and, therefore, lead to less perfor- 
mance-contingent pay. 

One particularly relevant information system 
for monitoring executive behaviors is the board 
of directors. From an agency perspective, boards 
can be used as monitoring devices for share- 
holder interests (Fama & Jensen, 1983). When 
boards provide richer information, compensa- 
tion is less likely to be based on firm perfor- 
mance. Rather, because the behaviors of top ex- 
ecutives are better known, compensation based 
on knowledge of executive behaviors is more 
likely. Executives would then be rewarded for 
taking well-conceived actions (e.g., high 
risk/high potential R&D) whose outcomes may 
be unsuccessful. Also, when boards provide 
richer information, top executives are more 
likely to engage in behaviors that are consistent 
with stockholders' interests. For example, from 
an agency viewpoint, behaviors such as using 
greenmail and golden parachutes, which tend 
to benefit the manager more than the stockhold- 
ers, are less likely when boards are better mon- 
itors of stockholders' interests. Operationally, 
the richness of board information can be mea- 
sured in terms of characteristics such as fre- 
quency of board meetings, number of board 
subcommittees, number of board members with 
long tenure, number of board members with 
managerial and industry experience, and num- 
ber of board members representing specific 
ownership groups. 

A second contribution of agency theory is its 
risk implications. Organizations are assumed to 
have uncertain futures. The future may bring 
prosperity, bankruptcy, or some intermediate 
outcome, and that future is only partly controlled 
by organization members. Environmental ef- 
fects such as government regulation, emer- 
gence of new competitors, and technical inno- 
vation can affect outcomes. Agency theory ex- 
tends organizational thinking by pushing the 
ramifications of outcome uncertainty to their 
implications for creating risk. Uncertainty is 

viewed in terms of risk/reward trade-offs, not just 
in terms of inability to preplan. The implication 
is that outcome uncertainty coupled with differ- 
ences in willingness to accept risk should influ- 
ence contracts between principal and agent. 

Vertical integration provides an illustration. 
For example, Walker and Weber (1984) found 
that technological and demand uncertainty did 
not affect the "make or buy" decision for compo- 
nents in a large automobile manufacturer (prin- 
cipal in this case). The authors were unable to 
explain their results using a transaction cost 
framework. However, their results are consistent 
with agency thinking if the managers of the au- 
tomobile firm are risk neutral (a reasonable as- 
sumption given the size of the automobile firm 
relative to the importance of any single compo- 
nent). According to agency theory, we would 
predict that such a risk-neutral principal is rela- 
tively uninfluenced by outcome uncertainty, 
which was Walker and Weber's result. 

Conversely, according to agency theory, the 
reverse prediction is true for a new venture. In 
this case, the firm is small and new, and it has 
limited resources available to it for weathering 
uncertainty: The likelihood of failure looms 
large. In this case, the managers of the venture 
may be risk-averse principals. If so, according to 
agency theory we would predict that such man- 
agers will be very sensitive to outcome uncer- 
tainty. In particular, the managers would be 
more likely to choose the "buy" option, thereby 
transferring risk to the supplying firm. Overall, 
agency theory predicts that risk-neutral manag- 
ers are likely to choose the "make" option (be- 
havior-based contract), whereas risk-averse ex- 
ecutives are likely to choose "buy" (outcome- 
based contract). 

Empirical Results 

Researchers in several disciplines have un- 
dertaken empirical studies of agency theory. 
These studies, mirroring the two streams of theo- 
retical agency research, are in Table 3. 
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Results of the Positivist Stream 

In the positivist stream, the common approach 
is to identify a policy or behavior in which stock- 
holder and management interests diverge and 
then to demonstrate that information systems or 
outcome-based incentives solve the agency 
problem. That is, these mechanisms coalign 
managerial behaviors with owner preferences. 
Consistent with the positivist tradition, most of 
these studies concern the separation of owner- 
ship from management in large corporations, 
and they use secondary source data that are 
available for large firms. 

One of the earliest studies of this type was 
conducted by Amihud and Lev (1981). These re- 
searchers explored why firms engage in con- 
glomerate mergers. In general, conglomerate 
mergers are not in the interests of the stockhold- 
ers because, typically, stockholders can diver- 
sify directly through their stock portfolio. In con- 
trast, conglomerate mergers may be attractive 
to managers who have fewer avenues available 
to diversify their own risk. Hence, conglomerate 
mergers are an arena in which owner and man- 
ager interests diverge. Specifically, these au- 
thors linked merger and diversification behav- 
iors to whether the firm was owner controlled (i.e., 
had a major stockholder) or manager controlled 
(i.e., had no major stockholder). Consistent with 
agency theory arguments (Jensen & Meckling, 
1976), manager-controlled firms engaged in sig- 
nificantly more conglomerate (but not more re- 
lated) acquisitions and were more diversified. 

Along the same lines, Walking and Long 
(1984) studied managers' resistance to takeover 
bids. Their sample included 105 large U.S. cor- 
porations that were targets of takeover attempts 
between 1972 and 1977. In general, resistance to 
takeover bids is not in the stockholders' interests, 
but it may be in the interests of managers be- 
cause they can lose their jobs during a takeover. 
Consistent with agency theory (Jensen & Meck- 
ling, 1976), the authors found that managers 
who have substantial equity positions within 

their firms (outcome-based contracts) were less 
likely to resist takeover bids. 

The effects of market discipline on agency re- 
lationships were examined in Wolfson's (1985) 
study of the relationship between the limited 
(principals) and general (agent) partners in oil 
and gas tax shelter programs. In this study, both 
tax and agency effects were combined in order 
to assess why the limited partnership gover- 
nance form survived in this setting despite ex- 
tensive information advantages and divergent 
incentives for the limited partner. Consistent 
with agency arguments (Fama, 1980), Wolfson 
found that long-run reputation effects of the mar- 
ket coaligned the short-run behaviors of the gen- 
eral partner with the limited partners' welfare. 

Kosnik (1987) examined another information 
mechanism for managerial opportunism, the 
board of directors. Kosnik studied 110 large U. S. 
corporations that were greenmail targets be- 
tween 1979 and 1983. Using both hegemony and 
agency theories, she related board characteris- 
tics to whether greenmail was actually paid 
(paying greenmail is considered not in the stock- 
holders' interests). As predicted by agency the- 
ory (Fama & Jensen, 1983), boards of companies 
that resisted greenmail had a higher proportion 
of outside directors and a higher proportion of 
outside director executives. 

In a similar vein, Argawal and Mandelker 
(1987) examined whether executive holdings of 
firm securities reduced agency problems be- 
tween stockholders and management. Specifi- 
cally, they studied the relationship between 
stock and stock option holdings of executives 
and whether acquisition and financing deci- 
sions were made consistent with the interests of 
stockholders. In general, managers prefer lower 
risk acquisitions and lower debt financing (see 
Argawal & Mandelker, 1987, for a review). Their 
sample included 209 firms that participated in 
acquisitions and divestitures between 1974 and 
1982. Consistent with agency ideas (e.g., Jensen 
& Meckling, 1976), executive security holdings 
(outcome-based contract) were related to acqui- 
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sition and financing decisions that were more 
consistent with stockholder interest. That is, ex- 
ecutive stock holdings appeared to coalign 
managerial preferences with those of stockhold- 
ers. 

Singh and Harianto (in press) studied golden 
parachutes in a matched sample of 84 Fortune 
500 firms. Their study included variables from 
both agency and managerialist perspectives. 
Consistent with agency theory (Jensen & Meck- 
ling, 1976; Fama & Jensen, 1983), the authors 
found that golden parachutes are used to coalign 
executive interests with those of stockholders in 
takeover situations, and they are seen as an al- 
ternative outcome-based contract to executive 
stock ownership. Specifically, the authors found 
that golden parachutes were positively associ- 
ated with a higher probability of a takeover at- 
tempt and negatively associated with executive 
stock holdings. 

Finally, Barney (1988) explored whether em- 
ployee stock ownership reduces a firm's cost of 
equity capital. Consistent with agency theory 
(Jensen & Meckling, 1976), Barney argued that 
employee stock ownership (outcome-based con- 
tract) would coalign the interests of employees 
with stockholders. Using efficient capital market 
assumptions, he further argued that this coalign- 
ment would be reflected in the market through a 
lower cost of equity. Although Barney did not 
directly test the agency argument, the results 
are consistent with an agency view. 

In summary, there is support for the existence 
of agency problems between shareholders and 
top executives across situations in which their 
interests diverge-that is, takeover attempts, 
debt versus equity financing, acquisitions, and 
divestitures, and for the mitigation of agency 
problems (a) through outcome-based contracts 
such as golden parachutes (Singh & Harianto, 
in press) and executive stock holdings (Argawal 
& Mandelker, 1987; Walking & Long, 1984) and 
(b) through information systems such as boards 
(Kosnik, 1987) and efficient markets (Barney, 
1988; Wolfson, 1985). Overall, these studies sup- 

port the positivist propositions described earlier. 
Similarly, laboratory studies by Dejong and col- 
leagues (1985), which are not reviewed here, 
are also supportive. 

Results of the Principal-Agent Stream 

The principal-agent stream is more directly fo- 
cused on the contract between the principal and 
the agent. Whereas the positivist stream lays the 
foundation (that is, that agency problems exist 
and that various contract alternatives are avail- 
able), the principal-agent stream indicates the 
most efficient contract alternative in a given sit- 
uation. The common approach in these studies 
is to use a subset of agency variables such as 
task programmability, information systems, and 
outcome uncertainty to predict whether the con- 
tract is behavior- or outcome-based. The under- 
lying assumption is that principals and agents 
will choose the most efficient contract, although 
efficiency is not directly tested. 

In one study, Anderson (1985) probed vertical 
integration using a transaction cost perspective 
with agency variables. Specifically, she exam- 
ined the choice between a manufacturer's rep- 
resentative (outcome-based) and a corporate 
sales force (behavior-based) among a sample of 
electronics firms. The most powerful explana- 
tory variable was from agency theory: the diffi- 
culty of measuring outcomes (measured by 
amount of nonselling tasks and joint team sales). 
Consistent with agency predictions, this vari- 
able was positively related to using a corporate 
sales force (behavior-based contract). 

In other studies, Eisenhardt (1985, 1988) exam- 
ined the choice between commission (outcome- 
based) and salary (behavior-based) compensa- 
tion of salespeople in retailing. The original 
study (1985) included only agency variables, 
while a later study (1988) added additional 
agency variables and institutional theory pre- 
dictions. The results supported agency theory 
predictions that task programmability, informa- 
tion systems (measured by the span of control), 
and outcome uncertainty variables (measured 
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by number of competitors and failure rates) sig- 
nificantly predict the salary versus commission 
choice. Institutional variables were significant 
as well. 

Conlon and Parks (1988) replicated and ex- 
tended Eisenhardt's work in a laboratory set- 
ting. They used a multiperiod design to test both 
agency and institutional predictions. Consistent 
with agency theory (Harris & Raviv, 1978), they 
found that information systems (manipulated by 
whether or not the principal could monitor the 
agent's behavior) were negatively related to 
performance-contingent (outcome-based) pay. 
They also found support for the institutional pre- 
dictions. 

Finally, Eccles (1985) used agency theory to 
develop a framework for understanding transfer 
pricing. Using interviews with 150 executives in 
13 large corporations, he developed a frame- 
work based on notions of agency and fairness to 
prescribe the conditions under which various 
sourcing and transfer pricing alternatives are 
both efficient and equitable. Prominent in his 
framework is the link between decentralization 
(arguably a measure of task programmability) 
and the choice between cost (behavior-based 
contract) and market (outcome-based contract) 
transfer pricing mechanisms. 

In summary, there is support for the principal- 
agent hypotheses linking contract form with (a) 
information systems (Conlon & Parks, 1988; Ec- 
cles, 1985; Eisenhardt, 1985), (b) outcome uncer- 
tainty (Eisenhardt, 1985), (c) outcome measur- 
ability (Anderson, 1985; Eisenhardt, 1985), (d) 
time (Conlon & Parks, 1988), and (e) task pro- 
grammability (Eccles, 1985; Eisenhardt, 1985). 
Moreover, this support rests on research using a 
variety of methods including questionnaires, 
secondary sources, laboratory experiments, 
and interviews. 

Recommendations for Agency 
Theory Research 

As argued above, agency theory makes con- 
tributions to organization theory, is testable, and 

has empirical support. Overall, it seems reason- 
able to urge the adoption of an agency theory 
perspective when investigating the many prob- 
lems that have a principal-agent structure. Five 
specific recommendations are outlined below 
for using agency theory in organizational re- 
search. 

Focus on Information Systems, Outcome 
Uncertainty, and Risk 

McGrath, Martin, and Kukla (1981) argued 
that research is a knowledge accrual process. 
Using this accrual criterion, next steps for 
agency theory research are clear: Researchers 
should focus on information systems, outcome 
uncertainty, and risk. These agency variables 
make the most unique contribution to organiza- 
tional research, yet they have received little em- 
pirical attention (Table 3). It is important that re- 
searchers place emphasis on these variables in 
order to advance agency theory and to provide 
new concepts in the study of familiar topics such 
as impression management, innovation, verti- 
cal integration, compensation, strategic alli- 
ances, and board relationships. 

Studying risk and outcome uncertainty is par- 
ticularly opportune because of recent advances 
in measuring risk preferences. By relying on the 
works of Kahneman and Tversky (1979), Mac- 
Crimmon and Wehrung (1986), and March and 
Shapira (1987), the organizational researcher 
can measure risk preference more easily and 
realistically. These techniques include direct 
measures of risk preference such as lotteries and 
indirect measures using demographic charac- 
teristics such as age and wealth and payoff 
characteristics such as gain versus loss. (See 
March and Shapira, 1987, for a review.) 

Key on Theory-Relevant Contexts 

Organizational theory usually is explored in 
settings in which the theory appears to have 
greatest relevance. For example, institutional 
and resource dependence theories were devel- 
oped primarily in large, public bureaucracies in 
which efficiency may not have been a pressing 
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concern. The recommendation here is to take 
the same approach with agency theory: Key on 
theory-relevant contexts. 

Agency theory is most relevant in situations in 
which contracting problems are difficult. These 
include situations in which there is (a) substan- 
tial goal conflict between principals and agents, 
such that agent opportunism is likely (e.g., own- 
ers and managers, managers and profession- 
als, suppliers and buyers); (b) sufficient outcome 
uncertainty to trigger the risk implications of the 
theory (e.g., new product innovation, young 
and small firms, recently deregulated indus- 
tries); and (c) unprogrammed or team-oriented 
jobs in which evaluation of behaviors is difficult. 
By emphasizing these contexts, researchers can 
use agency theory where it can provide the most 
leverage and where it can be most rigorously 
tested. Topics such as innovation and settings 
such as technology-based firms are particularly 
attractive because they combine goal conflict 
between professionals and managers, risk, and 
jobs in which performance evaluation is diffi- 
cult. 

Expand to Richer Contexts 

Perrow (1986) and others have criticized agency 
theory for being excessively narrow and having 
few testable implications. Although these criti- 
cisms may be extreme, they do suggest that re- 
search should be undertaken in new areas. 
Thus, the recommendation is to expand to a 
richer and more complex range of contexts. 

Two areas are particularly appropriate. One 
is to apply the agency structure to organiza- 
tional behavior topics that relate to information 
asymmetry (or deception) in cooperative situa- 
tions. Examples of such topics are impression 
management (Gardner & Martinko, 1988), lying 
and other forms of secrecy (Sitkin, 1987), and 
blame (Leatherwood & Conlon, 1987). Agency 
theory might contribute an overall framework in 
which to place these various forms of self- 
interest, leading to a better understanding of 
when such behaviors will be likely and when 
they will be effective. 

The second area is expansion beyond the 
pure forms of behavior and outcome contracts as 
described in this article to a broader range of con- 
tract altematives. Most research (e.g., Anderson, 
1985; Eisenhardt, 1985, 1988) treats contracts as a 
dichotomy: behavior versus outcome. However, 
contracts can vary on a continuum between be- 
havior and outcome contracts. Also, current re- 
search focuses on a single reward, neglecting 
many situations in which there are multiple re- 
wards, differing by time frame and contract ba- 
sis. For example, upper level managers usually 
are compensated through multiple rewards 
such as promotions, stock options, and salary. 
Both multiple and mixed rewards (behavior and 
outcome) present empirical difficulties, but they 
also mirror real life. The richness and complex- 
ity of agency theory would be enhanced if re- 
searchers would consider this broader spectrum 
of possible contracts. 

Use Multiple Theories 

A recent article by Hirsch et al. (1987) elo- 
quently compared economics with sociology. 
They argued that economics is dominated by a 
single paradigm, price theory, and a single 
view of human nature, self-interest. In contrast, 
the authors maintained that a strength of orga- 
nizational research is its polyglot of theories that 
yields a more realistic view of organizations. 

Consistent with the Hirsch et al. arguments, 
the recommendation here is to use agency the- 
ory with complementary theories. Agency the- 
ory presents a partial view of the world that, 
although it is valid, also ignores a good bit of the 
complexity of organizations. Additional per- 
spectives can help to capture the greater com- 
plexity. 

This point is demonstrated by many of the em- 
pirical studies reviewed above. For example, 
the Singh and Harianto (in press) and Kosnik 
(1987) studies support agency theory hypothe- 
ses, but they also use the complementary per- 
spectives of hegemony and managerialism. 
These perspectives emphasize the power and po- 
litical aspects of golden parachutes and green- 
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mail, respectively. Similarly, the studies by 
Eisenhardt (1988) and Conlon and Parks (1988) 
combine institutional and agency theories. The 
institutional emphasis on tradition complements 
the efficiency emphasis of agency theory, and 
the result is a better understanding of compen- 
sation. Other examples include Anderson (1985), 
who coupled agency and transaction cost, and 
Eccles (1985), who combined agency with equity 
theory. 

Look Beyond Economics 

The final recommendation is that organiza- 
tional researchers should look beyond the eco- 
nomics literature. The advantages of economics 
are careful development of assumptions and 
logical propositions (Hirsch et al., 1987). How- 
ever, much of this careful theoretical develop- 
ment has already been accomplished for agency 
theory. For organizational researchers, the pay- 
off now is in empirical research, where organi- 
zational researchers have comparative advan- 
tage (Hirsch et al., 1987). To rely too heavily on 
economics with its restrictive assumptions such 
as efficient markets and its single-perspective 

style is to risk doing second-rate economics with- 
out contributing first-rate organizational re- 
search. Therefore, although it is appropriate to 
monitor developments in economics, it is more 
useful to treat economics as an adjunct to more 
mainstream empirical work by organizational 
scholars. 

Conclusion 

This paper began with two extreme positions 
on agency theory-one arguing that agency 
theory is revolutionary and a powerful founda- 
tion (Jensen, 1983) and the other arguing that the 
theory addresses no clear problem, is narrow, 
lacks testable implications, and is dangerous 
(Perrow, 1986). A more valid perspective lies in 
the middle. Agency theory provides a unique, 
realistic, and empirically testable perspective 
on problems of cooperative effort. The intent of 
this paper is to clarify some of the confusion sur- 
rounding agency theory and to lead organiza- 
tional scholars to use agency theory in their 
study of the broad range of principal-agent is- 
sues facing firms. 
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ABSTRACT 

The growth in end-user computing (EUC) in organizations and its implications for the degree of 
centralization of the information services function have led to the need for a theory that will assist in 
the management of this process. This paper employs microeconomics and, in particular, agency theory 
to describe the development of EUC in organizations. The results suggest that agency theory provides 
useful insights and significant normative implications for the management of computing in organiza- 
tions. 

1. INTRODUCTION 

The dramatic decline in the costs of hardware and the 
trend towards the increased power of microcomputers and 
minicomputers have enabled significant growth in end-user 
computing (EUC). This trend has implications not only 
for the management of EUC but also for the degree of 
centralization of the Information Systems (IS) function in 
organizations. Therefore, there has been increased focus 
on the organizational issues surrounding EUC, as evi- 
denced by senior IS executives' responses in several recent 
surveys. 1 Management issues related to decentralization 
of the IS department also ranked high on their list of con- 
cerns. 

This interest in EUC has resulted in numerous articles in 
the academic and practitioner literature. The primary 
thrust of many of these articles is prescriptive and suggests 
alternative managerial strategies for EUC (Alavi, Nelson 
and Weiss 1987; Gerrity and Rockart 1986; Henderson and 
Treacy 1985; Munro, Huff and Moore 1987). Some studies 
have analyzed the characteristics of end-users and their 
tasks 2 and how these tasks evolve (Huff, Munro and Martin 
1988). Robey and Zmud (1989) have recently criticized the 
EUC literature for not being "grounded in specific theories 
of organizational behavior." The current paper proposes 
the use of agency theory as a theoretical base and integra- 
tive approach within which to understand the EUC 
phenomenon. 

The definition of EUC adopted in this paper is that of 
Davis and Olson (1985), namely, "the capability of users to 
have direct control of their own computing needs." This 
definition of EUC emphasizes the control aspects of the 
problem which, it will be argued later, are at the heart of 
the issue. In particular, it highlights the division of control 

between the end-user departments and the central IS 
organization. 

The reference discipline employed in this paper is micro- 
economics encompassing agency theory, as originally 
suggested by Kriebel and Moore (1980). While traditional 
microeconomics has proven useful in analyzing a large 
variety of problems, it has not been widely used in analy- 
zing intra-firm managerial control problems due to its 
assumptions of costless information transfer and of goal 
congruence of managers within the firm. Agency theory 
extends the microeconomic approach by relaxing these 
assumptions and, therefore, will be shown to be particularly 
appropriate for the intra-f'trm nature of the EUC control 
problem. The theory developed here has significant 
normative implications for the management of computing 
in organiTations. 

The outline of this paper is as follows. The research 
problem and approach are presented in Section 2. Section 
3 introduces the principal-agent problem in IS within a 
microeconomic framework and analyzes its impact on the 
production strategies for information services. Managerial 
implications and concluding remarks are presented in 
Section 4. 

2. THE RESEARCH PROBLEM AND APPROACH 

This section begins with an introduction of the research 
problem - control of the provision of IS services. Next, 
the salient features of the traditional microeconomic 
approach and its shortcomings in analyzing managerial 
behavior in this context are presented. This is followed by 
a brief discussion of agency theory, which extends the 
traditional microeconomic approach to address these 
deficiencies. 
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2.1 Research Problem 2.2 The Traditional Microeconomics View 

Given the nature of the supply of and demand for informa- 
tion services, the organization must determine how the 
internal provision of information services will be organized 
so as to maximize the net value of information services. 
The focus here is on the control issues related to the 
internal provision of these services. The definition of 
control adopted in this paper is that of Fama and Jensen 
(1983), namely, "the ability to i) choose the decision 
initiative to be implemented and ii) to measure the 
performance of agents and implement a reward structure." 
Control issues that govern IS activities include the choice 
of the organization structure of the IS department, mana- 
gerial compensation contracts, the decision to mandate that 
a service be acquired from the central IS group, 
chargeback systems for information services, and budget 
allocation mechanisms. The choice of control mechanisms 
is naturally a major determinant of the effectiveness of IS 
activities. 

The authority to determine how a specific activity is 
performed is termed here as a decision right. Formal 
modeling approaches recognize that initially all decision 
rights reside with top management, who may decide to 
allocate some or all of these rights to IS and end-user 
departments. Then, the locus of control is determined by 
the partitioning of decision rights between the different 
members of the organization. Thus, the control problem 
may be viewed as determining the optimal partition of 
these decision rights. 

Decentralized computing, defined here as the transfer of 
control from centrallzed IS departments to end-user or 
functional departments, has continued to grow in scope and 
in degree (Arthur Andersen 1986). The decentralization 
of computing cannot be explained simply by examining the 
economics of the production of information services. If 
that were true, one might witness the growth of distributed 
computing as distinguished from decentralized computing. 
Distributed computing is defined as the location of 
hardware, software and personnel at various sites through- 
out the organization with the important provision that 
control decision rights remain vested in a central authority. 

An underlying factor in the growth of decentralized 
computing was the dissatisfaction of users with the central- 
ized environment. In theory, it is feasible to develop a 
centralized plan for the provision of information services 
wherein all users are satisfied. Yet, this has rarely oc- 
curred. It shall be argued below that principal-agent 
problems have been a significant factor in decreasing the 
likelihood of success of a centralized IS approach. How- 
ever, before developing this argument, the traditional 
microeconomics argument is presented to provide a 
framework with which to build the agency model. 

The microeconomics approach to developing positive or 
descriptive models of a phenomenon assumes net value 
maximizing behavior. To develop a positive theory of IS 
management, one would build a model of this process by 
assuming that practices relating to the management of 
computing are an outcome of net value maximizing 
behavior (Silberberg 1978). Thus, one would assume that 
the goal of the firm would be to maximize the net value of 
information services to the organiTation and derive, for 
example, the testable implication that in the early years of 
computing, firms centralized computing services to exploit 
economies of scale in hardware. These hypotheses of 
managerial behavior could then be tested against empirical 
data to determine the validity of the model. 

One traditional microeconomic approach has been to 
assume a number of ideal conditions, under which it has 
been shown that optimizing behavior on the parts of 
individuals and firms under pure-competition leads to a 
Pareto-optimal social outcome, i.e., one where no other 
allocation makes all parties concerned at least as well off 
and one or more parties better off (Hirshleifer 1980). It 
implies that, under certain conditions, social welfare is 
maximized simply as a result of the individual economic 
players acting out of self-interest. More formally, a 
Pareto-optimal allocation results in a competitive equili- 
brium implying efficiency among consumers in the alloca- 
tion of consumption goods, efficiency among resource 
owners in the provision of resources for productive uses, 
and efficiency among firms in the conversion of resources 
into consumable goods. 

While the above discussion applies to economic actors in 
a competitive market, it can also be extended to apply 
within a firm. In the context of the management of IS, the 
parallel situation would be the creation of a market for 
information services within a firm (perhaps even including 
economic actors outside the firm). Thus, one could 
consider a situation where individual departments would be 
allowed to act as consumers or suppliers of information 
services. If the net value of information services to the 
organiTation were maximized using such an approach, the 
task facing the firm would be the creation and maintenance 
of such a market. 

However, several factors may cause a market failure where 
social welfare is not maximized in a market situation. 
These include the presence of market power and the 
existence of externalities. Market power is usually seen as 
monopoly or monopsony power. Externalities occur when 
the actions of an economic agent affect the interests of 
other agents in a way not captured by market prices. Both 
of these factors limit the applicability of the traditional 
microeconomics results and may lead to situations where 
a pure market-based approach is inadequate. Vertical 
integration is often cited as a possible solution to these 
problems, since it allows the internalization of externalities 
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and limits market power. In this paper, it is argued that 
i) both market power and externalities are present in the 
intra-firm IS context and that ii) market power is exer- 
cised and actions that cause externalities are taken because 
of problems due to the agency relationships (discussed 
below) among the actors within a firm. 

2.3 The Theory of Agency 

An agency relationship can be said to occur whenever one 
party depends on the actions of another party. More 
formally, Jensen and Meckling (1976) define an agency 
relationship as "a contract under which one or more 
persons (the principal(s)) engage another person (the 
agent) to perform some service on their behalf which 
involves delegating some decision making authority to the 
agent." In an organizational context, a firm hires em- 
ployees (agents) in part to exploit economies of specializa- 
tion. Yet, these employees often act in a manner that is 
inconsistent with maximizing the welfare of the firm. 
Agency theory argues that this occurs because 

(a) the goals of the principal and the agent are often 
inconsistent with one another ("goal incongruence") 
and 

(b) the principal cannot perfectly and costlessly monitor 
the actions and the information of the agent ("infor- 
mation asymmetries"). 

Since agents are usually better informed than their princi- 
pals about their tasks, organizations would do better if all 
information could be shared at zero cost, or if there was 
no divergence between the goals of the principals and the 
agents. The economic loss that occurs due to the absence 
of such optimal conditions is called the agency cost. The 
components of agency costs are monitoring costs expended 
by the principal to observe the agent, bonding costs 
incurred by the agent to make his or her services more 
attractive, and residual loss, which are the opportunity 
costs borne by the principal due to the difference in 
outcomes that would obtain between the principal's and 
agent's execution of the task (Jensen and Meckling 1976). 
An implication of the assumption of net value maximiza- 

tion and the existence of agency costs is that the principal 
seeks to minimize agency costs through the use of control 
mechanisms. The primary control mechanisms in organiza- 
tions are the performance measurement and evaluation 
system, the reward and punishment system, and the system 
for assigning decision rights among participants in the 
organization (Jensen 1983). 

In the case of costless information transfer and the absence 
of agency costs, as is assumed by the traditional microecon- 
omics approach, the control problem is inconsequential. 
One can simply assume that all information that a central 
planner requires to make a decision and that is possessed 
by other actors within the firm can be acquired without 

cost. Further, since all actors behave in a manner that is 
consistent with maximizing the value of the firm, no control 
mechanisms are required to ensure the consistency of 
managerial behavior with the goals of the firm. However, 
in a realistic setting, the control problem assumes impor- 
tance because of the existence of information asymmetries 
and goal incongruencies and the resulting agency costs. 

Eisenhardt (1989) has articulated the usefulness of agency 
theory in analyzing managerial problems characterized by 
goal conflicts, outcome uncertainty, and unprogrammed or 
team-oriented tasks. Many IS activities fit this description, 
and it has been suggested that a large number of organiza- 
tional problems in the management of IS can be analyzed 
successfully in an agency context (Gurbaxani and Kemerer 
1989; Beath and Stranb 1989; Robey and Zmud 1989; 
Klepper 1990). The design of effective control mechanisms 
for IS activities is particularly difficult, since the agency 
relationship occurs in a dynamic, rapidly changing environ- 
ment and management practices have little time to stabilize 
(Nolan 1979; Gurbaxani and Mendelson 1990). In this 
paper, the focus is on the impact of agency costs on the 
organization of the internal provision of information 
services. 

An alternative approach would be transaction cost econo- 
mics, an approach with similarities to agency theory in its 
emphasis on information and uncertainty (Williamson 
1985). However, as noted by Eisenhardt (1989), agency 
theory distinguishes itself from transaction cost theory by 
its inclusion of the notions of risk aversion and information 
as a commodity. 

3. AN AGENCY VIEW OF INFORMATION 
SERVICES 

The key issues that arise in an agent-theoretic analysis of 
the management of IS are an identification of the econo- 
mic actors and their objectives, an analysis of how these 
objectives result in conflict, and an analysis of the nature 
of the resulting organizational costs. These issues must be 
considered in conjunction with the microeconomic and 
technological characteristics of the IS environment to 
determine the optimal strategies for the management of IS 
resources. Specifically examined are the impact of agency 
costs on the growth of EUC and the implications for the 
degree of centraliTation of the information services 
functions. 

3.1 The Agency Structure of Traditional Computing 
in Organizations 

In order to provide a model of current end-user com- 
puting, it is helpful to begin with a brief discussion of 
traditional computing in organizations to show the origins 
of EUC. The level of analysis is the department and three 
types of economic units will be relevant: top management, 
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the centralized IS department, and end-user departments 
(see Figure 1). 3 

Top Management 

Figure I. Agency Relationships 

There are three resulting principal-agent relationships. In 
two of these relationships, the principal is top management 
and the agents are the functional departments and the IS 
department. In the third relationship, each end-user 
department is a principal and the IS department is the 
agent. 4 The objectives of each of these actors are consi- 
dered in turn, focusing on the IS aspects of the principal- 
agent relationships. It will be argued in Section 3.2 that 
the individual objectives of each of these actors can be in 
conflict with one another and result in agency costs. 
However, before coming to that conclusion, it is useful to 
examine how this structure for providing information 
services within the organization came about. 

When computing was first introduced into organiTations, 
most end-users and top management, specifically, were 
unfamiliar with the technology. This resulted in top 
management creating IS departments and hiring specialists 
in the production of information services. For the same 
reason, most decision rights related to the management of 
computing were allocated to the IS department. The 
decision to centralize computing was driven primarily by 
the costs of computing. 5 The demand generated by any 
single end-user group often did not justify such a large 
investment. Thus, the demands of various end-user groups 
had to be aggregated to justify the investment. The 
decision rights related to hardware and software selection 
were typically located in the IS department. Applications 
software was developed almost exclusively by professionals 
who were located in the IS department. Since individual 
end-user departments were uncertain of their future 
demands for software services, the appropriate strategy for 
the location of software professionals was to centralize the 
programming function since this would simplify the 
management of these professionals. 

Therefore, the centraliTation of computing was a result of 
organiTations seeking to exploit economies of scale and of 
specialization that were warranted by the high costs of 
computing. Due to supply-side considerations in that time, 
the costs of production outweighed any other costs in 
determining the strategy for the provision of information 
services. The problem associated with this shared resource 
approach is that the socially optimum solution may not be 
any user group's local optimum. This idea is critical to the 
discussion below of the impacts of agency costs on the 
provision of information services. 

32 Market Failures in Organizational Computing 
Due to Agency 

As the unit costs of computing decreased over time, and 
as minicomputer and microcomputer technology became 
available, decentralized computing became feasible, as will 
be seen below. However, the changing economics of 
information systems supply are a necessary but not 
sufficient condition for decentralized computin~ as 
opposed to merely distributed computing. To see this, the 
nature of agency costs in a centralized environment are 
discussed below. 

3.2.1 IS Department as an Agent of 
Top Management 

In the traditional environment, top management relied 
upon IS specialists as their agents to provide IS services. 
These agents were typically organiTed into one centralized 
department due to the economies of scale and specializa- 
tion noted above. However, this agency relationship 
introduces costs to the organiTation through goal incon- 
gruencies and information asymmetries. 

While net value maximization of information services may 
be the desired intent of top management for IS managers, 
the IS managers' actual behavior patterns sometimes 
suggest that their "objective function" may be quite diffe- 
rent. For example, the salaries of these managers are 
often related to the scale of the operation, inducing them 
to indulge in so-called "empire building." A related cost 
arises because of the value managers place on the control 
of a resource that may increase their political power within 
the organiTation. Another problem is termed the "asym- 
metric cost" problem (Mendelson 1990). Here, managers 
often make sub-optimal decisions because the cost of the 
decision to the manager may be quite different than that 
incurred by the furm. For example, a manager's evaluation 
is sometimes based on the quality of services provided 
rather than on its cost effectiveness. This is often stated 
in the practitioner literature as "No one ever got lured for 
buying IBM." This is an example of the risk-averse nature 
of the IS manager-agent. IS managers also often suffer 
from the "professional syndrome" (Mendelson 1990), 
wherein they have incentives to acquire the newest hard- 
ware and software technologies with insufficient regard for 
cost justification. This is consistent with maximizing 
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behavior of the IS professional whose market value is 
partly determined by his familiarity with new technologies. 

The optimal allocation of information services typically 
requires that the marginal value of information services to 
a division equal the marginal cost of providing these 
services (Hirshleifer 1980). If information transfer were 
costless, one could assume that the IS department pos- 
sessed both the cost and value information required to 
implement such an allocation. Thus, information asym- 
metries would not be an issue. Furthermore, since their 
actions would be completely known to top management, 
the IS department could be expected to maximize the net 
value of information services to the firm. 

However, the existence of asymmetric information pre- 
cludes such a solution. The primary information asym- 
metry in the IS context is that knowledge of the value of 
a given IS task is almost always possessed by the end-user, 
while information about the execution of the task is 
possessed by the IS department. This information asym- 
metry also extends to top management, who are neither 
completely aware of the value of information generated by 
IS activities to the end-user departments nor of the cost 
and technological information possessed by the IS depart- 
ment. Thus, top management is faced with the problem of 
constructing a control system that will maximize the net 
value of information services to the firm while taking into 
account the existence of these information asymmetries. 

Top management traditionally imposed one of two control 
structures: a profit center approach or a cost center 
approach. In a profit center, the performance of the IS 
manager is measured by the magnitude of profits that he 
or she generates, while in the case of a cost center, the 
performance metrics are related to adherence to budgets 
or by comparison with "standard costs." Each of these 
creates very different sets of incentives for the IS manager. 
The profit center encourages efficiency in the production 
of information services, but also creates incentives for the 
IS manager to act as a monopolist to increase profits. 
This, in turn, raises the likelihood that the prices of 
computing services will be higher than optimal. The cost 
center, on the other hand, does not create incentives for 
higher prices, but neither does it encourage efficient 
production. 6 

In both of these control structures, the welfare of the 
organization is reduced by the agency costs that result 
from the actions of the IS manager. When the IS depart- 
ment is set up as a cost center, the costs result from the 
inefficient production of information services. These costs 
are manifested as delays in operations, backlogs in 
software development, and higher total costs (as distin- 
guished from unit costs) for information services. In the 
case of a profit center, such costs are incurred primarily as 
higher monopoly prices rather than as free-market prices 
for services. 

As the costs of computing continued to decrease over time, 
and as minicomputer technology became a feasible option, 
the decision not to mandate that all computing services be 
acquired from central IS meant that individual end-user 
departments were given the right to implement decentra- 
lized computing. The fact that decentralized computing 
was implemented by some end-users - even though it was 
initially more expensive than centralized computing services 
due to the fixed costs and lost economies of scale and 
specialization- strongly suggests that these end-users were 
incurring costs beyond those seen in accounting statements. 
This suggests that end-user departments may have exer- 
cised this option in part to minimize the agency costs 
resulting from the self-interested behavior of the IS 
department. Decentralized computing can be seen as an 
effective means of limiting the market power of IS depart- 
ments. 

3 2 2  User Department as an Agent 
of Top Management 

Analogous to the IS department's role as an agent to the 
In'm, each end-user or functional department also acts as 
an agent (Figure 1). Therefore, their behavior also reflects 
goal incongruencies and information asymmetries in their 
relationship with the top management principal. The 
discussion here, however, will be limited to the effect of 
these factors on the allocation of IS resources within the 
firm. 

Decisions that maximize the net value of information 
services to the firm may not be locally optimal, that is, 
they might not maximize the net value of information 
services to the individual end-user departments. End-users 
may be dissatisfied with resource allocation decisions. For 
example, in a mainframe acquisition decision where there 
are many possible end-users, each set of end-users may 
prefer a different type of machine. In the case where there 
is insufficient demand to justify the purchase of more than 
one machine, only a subset of end-users will receive the 
machine of first choice, and others will have to make do 
with a lower ranking choice. 7 Similar situations arise in 
the acquisition of software packages as well. 

The analogous situation exists in the case of a software 
development task. The globally optimal specifications for 
such a task may be an outcome of meeting the demands of 
numerous end-user groups. Individual end-user groups 
would prefer customized applications that, in all likelihood, 
would also have better performance, since they would not 
be constrained by the requirements of other end-users. 
Moreover, end-users whose application development 
requests are queued behind others of higher value to the 
organization incur waiting costs. 

End-user departments also have incentives that encourage 
them to control their own information. There are several 
possible reasons for this. The possession of information 
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that is of significant value to the firm often results in 
increased power to the owner of the information. Another 
reason may be that the information may allow top manage- 
ment to monitor the performance of an end-user depart- 
ment more closely, a possibly undesirable situation for the 
end-user. 

In all of the above situations, undoubtedly some end-user 
departments could be made better off if the resource 
allocation decisions were modified in their favor. There- 
fore, the end-users now perceive that they can increase 
their welfare by biasing the information they provide the 
IS department to increase the likelihood of a more 
favorable outcome. For example, an end-user may request 
a higher priority on a timesharing machine than is really 
warranted by the task or may demand a more powerful 
personal computer than the one that is the most cost- 
effective. In such cases, the cost imposed on other end- 
users stems from a reduction in resources available to 
them. Given the assumption of self-interested behavior, 
such costs are likely. 

Of course, end-users are subject to monitoring by top 
management that limits the amount of bias in information 
that they can provide. However, monitoring is rarely 
perfect, and engaging in monitoring activities also results 
in monitoring costs to the organization. The net result is 
that resource allocation schemes that are in some part 
dependent on the full disclosure of information by agents 
are unlikely to be totally successful in practice. The 
challenge facing the organization is to develop a control 
strategy that aligns the self-interest of agents with the 
interests of the firm. Agency theory suggests mechanisms, 
known as incentive compatible contracts, for managing 
such problems, and examples of such approaches will be 
discussed in Section 4. 

3.2.3 IS Department as an Agent of 
End-User Departments 

The third and final agency relationship, consistent with the 
IS department being a "staff' as opposed to "line" function 
in most organizations, is that of the centralized IS depart- 
ment acting as an agent for an end-user department. This 
relationship also provides for a strong additional source of 
conflict within the organization. The IS department is 
effectively the agent of multiple principals (i.e., the top 
management principal and the end-user principal) whose 
goals may not converge, as has already been discussed in 
Section 3.2.2. Added to this may be the IS department's 
own agenda (the potential conflict with top management 
having been discussed in Section 3.2.1). Therefore, conflict 
between the IS department and an end-user department 
can come about because a) the IS department is trying to 
act as an agent for top management and, therefore, may 
not act in accordance with the desired behavior of the self- 
interested end-user and/or b) the IS department is itself 

engaging in self-interested behavior at the expense of the 
user department. 

There are several forms that these goal incongruencies may 
take in the IS context. Assuming that the IS department 
is acting on behalf of the organiTation, then they will be 
providing software systems and hardware services that 
meet the needs of the entire organiTation, not just an 
individual end-user department. Therefore, a decision that 
IS may make on behalf of the organization may be sub- 
optimal for any given department. In particular, the IS 
department will engage in activities to promote the long- 
term computing environment serving a variety of end-users. 
Therefore, any particular end-user will bear additional 
costs, including delay costs and integration costs, because 
they are using shared resources. 

For example, consider the issue of integration in software 
development. As the goal of central IS is to support the 
needs of the entire orgzniTation, the need for integration 
is clear and vital. Also, as a central provider of services, 
IS can exploit scale economies by developing policies and 
procedures that provide a consistent and integrated base, 
such as a central database, development platforms or 
interface standards. End-user departments may have 
neither the incentive nor the scale to justify this type of 
effort. Moreover, with a centralized control mechanism, 
redundant efforts are less likely to occur, a result that is 
consistent with the goals of the organization. 

This divergence of goals has been noted by several EUC 
researchers in terms of the lack of effort expended toward 
integration and coordination. For example, in separate 
studies both Guimaraes (1984, p. 5) and Alavi (1985, p. 17) 
have noted that an end-user over-emphasis on short-term 
operational issues at the expense of longer-term mana- 
gerial concerns has led to many EUC problems with lack 
of systems integration. 

Another aspect to this shared resource phenomenon is that 
it may appear to be a public good to the end-user. Given 
self-interested behavior on the part of the end-user, it is 
expected that they will tend to use more of the IS resource 
than might be organizationally desired if the control 
mechanisms do not insure that the end-user fully bears the 
costs of such consumption. 

Of course, the IS department may not always act in 
accordance with what the top management-principal may 
desire either. Given the difficulty in assessing the value of 
IS services, many organiTatious may treat it as a "utility," 
where the IS department management is evaluated 
essentially on the ability to deliver a consistent quality of 
service. This might be implemented by metrics such as 
machine or network uptime, or low levels of end-user 
problem reports. In this type of environment, IS depart- 
ment management can become very risk averse, as changes 
may involve disruptions in service levels. Therefore, any 
end-user's desire for applications or technologies that differ 
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from past approaches may be discouraged. This phenome- 
non is particularly relevant in IS services due to the rapid 
rate of technological change in this area. 

Consider the following example from applications develop- 
ment illustrating the issue of risk aversion on the part of 
the central IS-agent. Traditionally, large systems have 
been developed using the systems development life cycle 
(SDLC), a process designed to initially elicit system 
requirements from end-users, and then to build systems in 
a carefully planned series of sequential stages that empha- 
size system validity, correctness and maintainability, rather 
than speed of development. An alternative approach is 
prototyping, which allows shorter lead times for the 
delivery of a limited set of functionality. In prototyping, 
development work continues until the user is satisfied. 
Thus, prototyping is essentially an outcome-based control 
strategy, while the systems development life cycle, with its 
extensive task checklists, is essentially an input, or be- 
havior-based approach (Ouchi 1979; Eisenhardt 1985). 
Agency theory would predict that the risk-averse agent 
(central IS) would prefer a behavior-based approach, since 
the outcome-based approach entails greater risk. Con- 
versely, the end-user principal, who cannot perfectly 
monitor the agent's behavior, would prefer an outcome- 
based approach. In fact, these preferences are observed 
in practice. For example, Rockart and Flannery (1986, p. 
288), in their study of EUC, note that end-users t'md 
central IS's tools, methods and processes "entirely inappro- 
priate" for a significant part of their new applications. 

In summary, conflict between the end- user principal and 
the IS department-agent can develop from either the IS 
department role in representing its top management 
principal or due to the goals of the IS department itself. 

3.3 Conclusions 

Given the above discussion, a model of the provision of 
information services must incorporate the behavioral 
assumptions that the goals of principals and agents may 
diverge and that agents act out of self-interest. It should 
also recognize that information transfer is costly, and 
moreover, it cannot be presumed that an agent will be 
willing to reveal private information if such revelation is 
inconsistent with his or her goals. 

Based on the above agency model of IS provision, there 
exists an essential tension between the centralization and 
decentralization of IS services. Existing centralized IS 
departments will prefer the status quo, in part to maximize 
their own welfare. End-users will desire greater autonomy 
over their computing, in part in order to avoid the exter- 
nalities and agency costs which arise in the centralized 
solution. Into this environment comes the technical 
feasibility of end-user computing. This provides an option 
for end-users to provide at least some of their own IS 
services. That this option has been acted upon in practice 
suggests support for the agency model. 

4. MANAGERIAL IMPLICATIONS 

4.1 Introduction 

OrganiTations are increasingly seeking managerial strate- 
gies that will increase the effectiveness of information 
technology. The management of these information systems 
is a difficult task, challenged with balancing the divergent 
interests of many user groups in the face of rapid techno- 
logical change. IS managers are confronted with the 
sometimes contradictory tasks of encouraging users to 
utilize newer technologies to derive additional benefits 
while ensuring that their use is cost-effective. In addition, 
such actions may diverge from an IS manager's personal 
agenda of increasing his or her span of control. It is, 
therefore, not surprising that IS departments are often 
unsuccessful in meeting the stated needs of their users. 

42 Descriptive Results 

The agency approach to EUC presented in this paper helps 
to explain the widespread occurrence of decentralized 
computing. In the absence of appropriate control mecha- 
nisms, end-users are likely to have opted for decentralized 
computing. Decentralization allows these users to make 
resource allocation decisions, including software and 
hardware acquisition decisions, and to develop implementa- 
tion and operations schedules that are consistent with their 
self-interests. As discussed earlier, earlier IS environments 
were characterized by economies of scale and specialization 
in production that have decreased over time. An end-user 
manager would, therefore, have sought the decentralized 
solution at that point in time where the marginal costs of 
the externalities incurred plus the marginal costs that 
derive from loss of control over the information resource 
equal the decreasing marginal benefits of the economies of 
scale and specialization. 

4.3 Prescriptive Results 

Given the existence of decentralized computing and the 
trends in the technology, the theory provides insights into 
the appropriate division of IS activities between end-user 
departments and the IS department. It suggests that IS 
activities that experience large economies of scale or 
specialization relative to the cost of externalities should be 
centralized. These activities may include the use of large 
mainframes, telecommunications services and site licensing. 
On the other hand, if an activity is of relevance only to a 
single end-user department, the department manager 
should be free to determine how such a task is imple- 
mented. Perhaps more importantly, however, given the 
existence of interdependencies among most computing 
applications, a primary role of the IS organization must be 
to develop enforceable policies and standards that ensure 
that the costs to an end-user of developing computing 
applications or of using computing resources reflect the 
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true organiTational costs, including the costs of extern- 
alities. 

Agency theory highlights the possible differences in the 
goals of the IS manager, end-user managers and top-level 
managers, and it emphasizes the role of the differences in 
information possessed by each of these groups. These 
factors necessitate the implementation of control strategies 
that economize on agency costs. Agency theory suggests 
that these strategies focus on two major aspects of the 
control problem, the informational aspects and the 
incentive aspects. 

One approach to addressing the existing information 
asymmetries is to increase the level of monitoring to 
improve the information that the principal possesses. 
However, the nature of information asymmetries in the IS 
context limits the value of monitoring as a means to reduce 
agency costs. For example, the output of an IS department 
is difficult to measure, the value of IS activities to users is 
similarly difficult to estimate, and the rapid pace of 
technological change makes it difficult to monitor the 
quality of decision-making by an IS manager. 

An alternative approach is the use of incentive-compatible 
schemes that align the incentives of principals and agents. 
These schemes are designed in a manner such that agents 
are provided with incentives to provide accurate informa- 
tion. It is assumed that each agent possesses private 
information about his preferences and that he is self- 
interested. The objective is to achieve the optimal alloca- 
tion of resources under these information asymmetries and 
goal incongruencies. These mechanisms typically involve 
a central planner who elicits information from agents and 
then determines a schedule of prices. Since it is virtually 
impossible to force agents to reveal their true valuations, 
the fee schedule is designed in a manner by which agents 
find it in their best interests to reveal their true valuations. 
A well-known example of such a scheme is the Clarke- 
Groves-Loeb (Clarke 1971; Groves and Loeb 1975) 
(hereafter CGL) tax mechanism. While there has been 
considerable focus on these schemes in the economics 
literature, relatively little work exists in the IS context. 
Work on the design of incentive-compatible schemes in the 
IS context is due primarily to the work of Mendelson and 
Whang. s Their work has focused primarily on the optimal 
allocation of mainframe resources under queuing delays. 
The CGL scheme could also be applied to other IS 
management issues. (See Appendix A for an example 
applying the CGL scheme to a software acquisition 
decision where there are multiple user departments and 
several competing software packages.) 

Despite this literature in economics, the design of contracts 
to minimize agency costs that result from actions taken by 
the IS manager do not appear to have received any 
attention in the IS research and management literatures. 
There are a number of reasons why this might be the case. 
In addition to the lack of IS research attention to this area, 

these schemes are sometimes difficult to implement. 
Moreover, IS activities are so varied that significant effort 
would be required to develop schemes that would address 
the multiple tasks. 9 Finally, the impacts of managerial 
actions in the IS context have not been well understood, 
and only now are managerial practices beginning to 
stabilize (Nolan 1979; Gurbaxani and Mendelson 1990). 
Indeed, there is still considerable variance in managerial 
opinion related to such issues as the choice of organiTation 
structure for the IS department (Swanson and Beath 1988) 
and even to the institution of chargeback systems (Allen 
1987). 

4.4 Summary 

This paper has proposed that agency theory provides a 
useful framework within which to analyze managerial 
decision-making in the IS context. It has suggested that 
the widespread growth of EUC can be explained, in part, 
by the existence of agency costs in the IS environment. In 
addition, the agency model suggests that the use of 
incentive-compatible schemes can be used to decrease 
agency costs and improve the management of EUC. 
Development of formal hypotheses with which to empiri- 
cally validate this approach would be a desirable next step. 
Future research using agency theory is likely to be success- 
ful both in explaining other observed phenomena and in 
developing better control mechanisms. 
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ENDNOTES 

First most important in a list of twenty-two issues, 
Arthur Andersen (1986); second most important in a 
list of nineteen issues, Dickson, Leitheiser, and 
Wetherbe (1984). 

See, for example, Benson (1983), Cotterman and 
Kumar (1989), Guimaraes (1986), Rivard and Huff 
(1984, 1985, 1988), Rockart and Flannery (1983). 

Consistent with this approach, the behavioral assump- 
tion is made that all economic units act out of self- 
interest. While there are obvious divergences between 
the goals of individual actors within each of the three 
units and the goals of their managers, these are of 
secondary importance in the current analysis. Thus, 
for the purposes of exposition, the idealized assump- 
tions are made that top management attempts to 
maximize the value of the firm, that end-users within 
a functional department attempt to maximize the 
"objective function" of the department head and that 
the central IS staff attempts to maximize the "objective 
function" of the IS manager. Henderson (1987) uses 
a similar approach in studying the IS design environ- 
ment. 

With the possible exception of organizations whose 
primary external product is information services, 
information systems are a support or staff function 
and, therefore, the IS department "works for," in an 
agency sense, the end-user departments, and not the 
other way around. 

In particular, there were significant economies of scale 
in hardware technologies, as is embodied in Grosch's 
law (Mendelson 1987). Moreover, not only were the 
unit costs of computing high, but hardware capacity 
could only be purchased in large, discrete chunks. 

For a more detailed discussion of these issues, see 
Gurbaxani and Kemerer (1989). 

Note that information systems managers may also have 
their own preferences that may be driven by a desire 
to maximize their own market value by developing 
expertise on particular machine types. 

See Mendelson (1985), Whang (1988), Mendelson and 
Whang (1990), and Whang (1990). 

Banker and Kemerer (1989) have recently developed 
a model of multi-criteria performance evaluation in the 
IS context. 
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APPENDIX A 

CLARKE-GROVES-LOEB TAX EXAMPLE 

Consider the software acquisition decision where there are multiple user departments and several competing software 
packages. Each department manager is asked how much he or she is willing to pay for each package. For example, 
assume that there are three managers and three software packages, as shown in Table A.1. 

Table A.1 Differential Values of Software Packages 

Packages 

Manager A B C Tax 

1 50 20 0 30 
2 0 60 20 0 
3 40 0 50 30 

Total 90 80 70 60 

The total value of each package is computed by summing over each managers' stated value for that package. The 
package that receives the highest total score is acquired. The key to ensuring that the managers reveal their true 
valuations is the chargeback mechanism. The difference between the values associated with any two packages is the 
dollar amount that a particular manager would be willing to pay to have the package with the higher value than the one 
with the lower value. By summing any particular column, total values for each package can be determined. In the 
example, package A is valued highest. The taxes can be computed by systematically determining the resulting outcome 
absent each one of the managers. These results are shown in Table A.2. For example, if manager 1 is excluded, 
package C would have been selected by a difference of $30 (70 - 40). Hence, manager 1 would be taxed $30, since it 
was due in part to his or her valuation that package A rather than package C was chosen. The surcharge, or tax, that 
manager 1 pays is the price for the privilege of determining the package eventually chosen. On the other hand, manager 
2 would not be taxed, since package A would still be chosen without taking his or her preferences into consideration. 
Finally, manager 3 would be taxed $30 (80 - 50), since package B would be selected if manager 3 abstained from the 
process. 

Table A.2 Totals without Each Manager 

Packages 

A B C 

Without manager 1 40 60 70 
Without manager 2 90 20 50 
Without manager 3 50 80 20 

289 
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 JOURNAL OF FINANCIAL AND QUANTITATIVE ANALYSIS VOL. 27, NO. 1, MARCH 1992

 Empirical Tests of a Principal-Agent Model of the
 InvestoMnvestment Advisor Relationship

 Joseph H. Golec*

 Abstract

 This paper develops a specialized principal-agent model of the investor-investment advi?
 sor relationship and embeds the standard advisory compensation schedule in the model.
 Advisors are endowed with information-gathering abilities and investors are endowed
 with funds. Information-gathering services are traded indirectly through the investor's
 receipt of portfolio returns net of advisory fees. Model results show that the parameters
 of the compensation schedule are both a function of the idiosyncracies of an advisor's
 information services and the degree of risk sharing between the advisor and investor.
 Several predictions of the model are supported using data on mutual fund advisors.
 Unsupported predictions may be due to self-selection of advisors by risk tolerance.

 I. Introduction

 The path-breaking work of Ross (1973) and Holmstrom (1979) has spawned
 numerous papers that characterize specific situations of economic exchange as
 principal-agent relationships. These include the shareholder-manager (Jensen
 and Meckling (1976)), mineral owner-extractor (Leland (1978)), government-
 contractor (Weitzman (1980)), issuer-investment banker (Baron (1982)), and
 investor-investment advisor (Starks (1987)) relationships, to name a few. While
 the principal-agent model is a popular way to describe many examples of eco?
 nomic interaction, very little empirical evidence exists to support it. Agrawal and
 Mandelker (1987), Tehranian, Travlos, and Waegelein (1987), Healy (1985), and
 Larcker (1983) link management decisions to management performance plans,
 but use indirect methods of analysis. This paper directly links the parameters of
 investment advisors' incentive contracts to the characteristics of their portfolio
 returns and empirically tests the relationships.

 The primary result of the more interesting theoretical principal-agent mod?
 els is an optimal compensation schedule that pays the agent a share of the

 * Graduate School of Management, Clark University, 950 Main Street, Worcester, MA 01610.
 This paper grew out of the author's dissertation. He thanks his dissertation committee, Arthur
 Denzau, Kenneth Lehn, and Laura Starks, for their help as well as Maurry Tamarkin, Diane
 Adarns, JFQA Managing Editor Paul Malatesta, and an anonymous JFQA referee for their ex-
 cellent suggestions.
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 output. Recently, Holmstrom and Milgrom (1987) have shown that linear com?
 pensation schedules are optimal for realistic assumptions about the behavior of
 agents and the types of information observable to principals. Ramakrishnan and
 Thakor (1984) and Campbell and Kracaw (1985), (1987) use linear compensa?
 tion schedules in their models but they do not fit a specific situation. Starks
 (1987) extends the approach by using a specific linear compensation schedule,
 namely, that used by investment advisors. She employs a general utility func?
 tion that serves the purpose of her paper well, but does not allow the schedule
 parameters to be analyzed as readily as Ramakrishnan and Thakor and Campbell
 and Kracaw who use specific utility functions.

 This paper blends both approaches. The linear fee schedule used by invest?
 ment advisors is embedded in the structure of a simple principal-agent model
 and its optimal parameters are analyzed easily as functions of important eco?
 nomic variables. The specialized nature of the model yields comparative static
 results concerning the compensation schedule parameters. These detailed tests
 should be quite powerful.

 This model differs from those of Starks, Ramakrishnan and Thakor, and

 Campbell and Kracaw in that the input of the agent is clearly specified as in?
 vestment information rather than general effort. In addition, information (input)
 affects not only the expected value of portfolio return (output), but also affects
 return variance as a by-product; i.e., attempts to "beat the market" by tak?
 ing positions based on information lead to portfolio-speciflc return variability.
 Campbell and Kracaw explicitly assume variance is unaffected and Starks and
 Ramakrishnan and Thakor assume this implicitly.

 The paper is organized as follows. Section II describes the investor-
 investment advisor relationship and explains how it flts the assumptions of the
 principal-agent model. A model is constructed in Section III and some empirical
 implications are derived. Section IV describes the data, which include a sample
 of mutual fund investment advisors' fee schedules, and tests the implications of
 the model, focusing primarily on the cross-sectional variation of fee schedule
 parameters. Section V is a conclusion.

 II. The Investor-Investment Advisor Relationship

 The investor-investment advisor relationship can be characterized as a
 principal-agent relationship in which the investor (principal) hires an invest?
 ment advisor (agent) to supply investment information (input) that affects the
 distribution of the investor's portfolio return (output). The investor does not
 receive the information directly but benefits through extra portfolio return. Be?
 cause it is prohibitively costly for the investor to monitor the advisor, the advisor
 has no incentive to apply information to the portfolio unless the investor opti?
 mally constructs an incentive contract, subject to informational constraints, that
 provides the proper incentives.

 For simplicity, assume that advisors are endowed with investment infor?
 mation or information-gathering abilities but have no capital to invest, and that
 investors are endowed with capital but no information. Investors believe that
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 information may be applied to investment portfolios such that the following
 return-generating process holds,

 (1) Rp = ppM + I + (l5)l2i

 where Rp is the random gross portfolio return, M is the random gross market
 return, 0P (beta) is a real valued scalar, / are the units of nonrandom return
 associated with the units of information applied to the portfolio, ? is a unit of
 the random portfolio-specific return, and 8 is the advisor's information ratio.
 Assume E(RP) = Rp, E(M) = M, E(i) = 0, Var(M) = (Tm, Var(?) = a2, and
 Cov(M, e) = 0, where ?(?), Var(-), and Cov(-, ?) are the expectation, variance,
 and covariance operators, respectively. M and i are assumed to be normally
 distributed, hence Rp is normally distributed.

 The information ratio describes the tradeoff of additional units of portfolio-
 specific variance for each unit of nonrandom portfolio-specific return generated
 by the advisor's information. The investor must bear additional variability as
 a consequence of the advisor's actions, which concentrate investment in the
 securities the advisor believes offer superior returns.1 By definition, a smaller
 information ratio implies that an advisor is better able to act on information while

 simultaneously insulating the portfolio from the effects of random portfolio-
 specific information.

 If the investor decides to hire the advisor, then the mean of the return
 distribution shifts to the right by / and its variance increases by I5cr2. Otherwise,
 the investor hires no advisor and holds a perfectly diversified portfolio that
 returns ($PM. Obviously, investors who believe (1) holds do not believe markets
 are perfectly efficient with respect to the advisor's information. The market is
 not perfectly efficient in this model because of the assumption of asymmetric
 information, i.e., only advisors are endowed with information.

 Investors can observe M, Rpi and fip without cost. But because /, 5, and
 i are assumed to be prohibitively costly to observe, investors are unable to
 determine from a superior portfolio return whether an advisor has supplied much
 information or whether the random portfolio-specific return was unsually large
 and positive. Advisors have no incentive to disclose when luck is responsible,
 in fact, their incentives are quite the opposite. This asymmetry in information,
 the crux of the principal-agent problem, is especially relevant for mutual fund
 investors who typically invest relatively small amounts and thus may not find it
 cost-effective to monitor advisor performance.

 III. The Model

 Following the approach of Ramakrishnan and Thakor (1984), an incentive
 fee schedule is embedded into a basic one-period principal-agent model. A form

 1This covers stock pickers and market timers. Stock pickers are usually more undiversified than
 market timers. Nevertheless, even highly diversified market timers add volatility to their portfolio
 returns by periodically shifting the beta of their portfolios above or below that of their target betas.
 Measured relative to the passive target portfolio, market timers will have additional portfolio-specific
 return variation.
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 of the following fee schedule is used by most open-end mutual fund advisors,2

 (2) 4>(kb9khRp,RX9A) = kbARp + kiA(Rp-Rx),

 where A is the dollar amount of the investment, Rp and Rx are the gross returns
 on the managed portfolio and the index portfolio, respectively, and kt, and kt
 are the base and incentive fee parameters, respectively. The index portfolio is
 assumed to be perfectly diversified so that Rx - PXM, where Px is the beta of
 the index portfolio.

 The terms " base fees" and "incentive fees" are somewhat misleading.
 Base fees also provide incentives to advisors to supply information and increase
 portfolio returns because they are paid at the end of each period, which means
 that the advisor earns a portion of both the initial assets invested and the return
 over the period. From a multiperiod perspective, base fees may provide risk-
 averse advisors with significant incentives to supply information, because as
 superior returns compound (assuming returns are not paid out to investors),
 assets and base fees grow. Superior returns may also attract assets from new
 investors or more assets from old investors. Only the one-period incentive is
 captured in the model.

 The first component of the basic principal-agent model is the agent's utility
 function. Assume that, while their information endowments may not be iden?
 tical, advisors have identical utility functions exhibiting risk aversion and their
 entire wealth is obtained from their fees, hence, they are undiversified. The
 representative advisor's certainty equivalent utility can be expressed as follows,

 (3) U&4>) = E(<}>)-tct2(4>) = f(wj\

 where E(4>) and cr2(4>) are the expected value and variance of the fee schedule,
 respectively, and T is the positive risk-aversion parameter. f(wj) is a function
 that specifies the opportunity cost of the advisor's information, i.e., its value
 to the advisor in its next best alternative use. Many principal-agent models,
 including Ramakrishnan and Thakor's, assume that the effort of the agent is
 associated with disutility rather than an opportunity cost. In this model, the agent
 may be endowed with information, hence, its allocation entails no disutility. It
 is assumed for simplicity that// = w and w > 0, where// is the partial derivative
 of / with respect to /. The specification of f(wj) may contain a constant term
 that represents a rent on an advisor's endowment of information.

 The model's second component is the investor's objective function. As?
 sume that investors have identical risk-averse preferences for wealth and that
 they are well diversified. The current value of an investment to a representative
 investor can be defined as3

 V0 = a[E(Vx)-MCov(VuVM){(TM(T(VM)rll
 2A tally of the actively managed mutual funds appearing in Moody's Bank and Finance Manual

 (1985) shows that 476 of 548 funds (87 percent) used this type of schedule. Most investment
 advisors who manage pension fund accounts, individual accounts, corporate accounts, or other bond
 and stock investment accounts use similar asset-based fee structures. Admati and Pfleiderer (1988)
 have shown that fees based on the number of fund shares held by an investor allow the advisor to
 effectively charge for the response to the information he or she generates. Since all shares have the
 same value, this arrangement is comparable to asset-based fees.

 3See Ramakrishnan and Thakor (1984).
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 where V\ = ARP ? <fi is the terminal value of the investment, a is the risk-free
 discount factor, VM is the terminal value of the market portfolio, and (T(VM)
 is its standard deviation. The investor's objective is to maximize the current
 value of his or her investment through the choice of fee parameters, subject
 to the constraints that (3) holds, and that the advisor chooses the amount of
 information applied to the portfolio. The formal principal-agent problem is

 Maximize Vq
 kb,kt

 (4) subject to/(w,/)-?/(/,<?) = 0

 (5) /eargmax[f(w,/)-?/(/, (/>)].

 By using (1) and (2) and substituting (4) into Vo? the optimal sizes of the
 fee parameters are obtained from the following Lagrangian,

 L = a[ARp-T^r(cl>)-f(wJ)-M{(l-kb)APp-kiA^p-^)}]
 + jL/[w - kbA - ktA + A2r8a2(k2b + 2kbkt + k2)],

 where Var(c/>) = k2bA2p2p(TM + k2bA2l5a2 + k?A2(fip - px)2(TM + k2A2l5a2 +
 2kikbA2Pp(Pp-Px)<JM + 2kikbA2l5<J2, and \x is the Lagrangian multiplier asso?
 ciated with (5). The first-order conditions for a maximum are listed in Appendix
 A. Note that the first and third terms of the fee variance represent fee variability
 due to the variance of market return transmitted through the base and incentive
 fees, respectively. Similarly, the second and fourth terms are due to portfolio-
 specific return variability. Finally, the last two terms represent the covariance
 between the two fees due to market- and portfolio-specific variance, respectively.

 A. Model Solutions for the Fee Parameters

 The structural solutions for kb and k[ from the first-order conditions are

 = \x - aMfip - 2Ar[5a2(iJ - al) - aPP(PP - Px)Qm\K
 b 2AT[5(j}(iA-aI)-aPlor2M]

 and

 */ =  [X - aM(Pp - fc) - 2Ar[5a2m - ?/) - <xPP(PP - fc)^fe
 2AT[SaiQi - al) - a(pp - &)2oi]

 Note that each parameter depends on the size of the other premultiplied by a
 term that represents the impact of the covariance between the fees.

 One can see the interesting implications of the model more clearly by ex-
 amining the reduced form solutions for kb and kj from the first-order conditions,

 (6) kb =
 2AtIPx(tm Px5(T2[ij

 *)fi 1
 -tt/]J
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 and

 i r -m . &
 (7) ki =

 2AT\pxo-2M &5o-f[/j u - al] J

 It is clear from (6) and (7) that the unrestricted solution implies that the
 parameters can take on negative or positive values. However, given that Pp> 0
 and jL/ > 0 (the shadow price of inducing more information from the advisor is
 positive4), then [jL/?al] must also be positive for kt to be able to take on positive
 values.5 As shown below, both parameters cannot be negative simultaneously
 and, indeed, the sum of the two parameters must be positive.

 To obtain an intuitive feel for Equations (6) and (7), note that the fee
 schedule rewards the advisor for two services of value to the investor, systematic
 risk sharing and information supply. Indeed, the portfolio return, and thus the
 fee, is separable into market-based and information-based portions. Using (1)
 and (2), the expected fee can be written as

 (8) ?((/>) = [Ppkb + tfp-PMAM+Vc + kJAI.

 The first part of the fee rewards the advisor for bearing systematic risk: kt, is
 applied to a return with a beta of Pp and kt is applied to a return with a beta of
 (PP ? Px). The second part is information-based: each fee parameter is applied
 to a return with the same information-based component, hence, the parameters
 are equally weighted.

 It is not surprising that the relative sizes of the parameters will depend
 upon their relative contributions in obtaining the efficient level of risk sharing
 and information supply. To see this, add (6) and (7) to obtain

 (9) h + k' = Msa/v-anl
 Similarly, weight k/, in (6) by fip, and k, in (7) by (j3p ? jSA) and add to obtain

 (10) Ppkh + tfp-foki =  ̂[<rhY

 Thus, ignoring the scalar 1/(2At), the weighted sums depend upon different
 variables. [kb + ki\ depends on the marginal benefit-to-cost ratio that guides
 efficient information supply. An additional unit of information, /, produces
 benefits of \x for the investor, but costs 5(J2[jL/ - al]. [PPkh + (PP - Px)ki\
 depends upon the marginal benefit-to-cost ratio of risk sharing. Sharing a unit
 of risk with the advisor nets the investor M, but costs <TM. The scalar, \/(2At),
 adjusts the risk costs so that they are applicable to an undiversified advisor with
 a risk-aversion coefficient of T who manages a portfolio of A dollars of assets.

 Changes in Pp only affect the relative attraction of kb and k, for risk shar?
 ing. Since the parameters are equally attractive with respect to information

 4See Holmstrom (1979) for an explanation of why [X > 0.
 5Actually, [/L/ - al] > 0 is nearly guaranteed by substituting for kb and kj in the third first-order

 condition (Lp) in Appendix A and solving for fJ.
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 inducement, one would expect that their relative sizes will depend upon risk-
 sharing considerations. As fip increases, ki increases while kb decreases by equal
 amounts, since we know from (9) that (kb + kj) is unaffected by a change in &p.

 The parameters in (6) and (7) are defined with respect to the reference point
 fix, and its size relative to (Sp. Suppose we assume fSp = jS*, then specializa-
 tion takes place. kb is solely determined by the relative benefits and costs of
 systematic risk sharing. Nevertheless, it is applied to the gross portfolio return
 that includes both the market-based and the information-based portions, hence,
 it still affects information supply incentives. This explains the first term in large
 brackets in (7), which reduces ki by the amount of the effect that kb has on
 incentives. Besides this adjustment, ki is based exclusively on the relative costs
 and benefits of information supply, since if f}p = fix, then ki is applied solely to
 the information-based portion of return and, thus, has no risk-sharing potential.

 One might question why kt would be used at all when fip < fix, since,
 ignoring the information-based return, the advisor can expect to lose when his
 portfolio return is compared with that of the higher beta index portfolio. The
 answer is that ki can be used to attain an efficient amount of risk sharing when

 the fip that the investor prefers is larger than the beta that offers the efficient
 amount of risk sharing. Losses on the market-based portion of the incentive
 fee will be offset by perfectly correlated gains from the market-based portion
 of the base fee that would not have been forthcoming had the investor chosen
 a smaller (Sp. Hence, ki can be used to reduce the market risk shared with the
 advisor. Conversely, when fip > ($x, kb is not necessarily zero because it can be
 used to increase risk sharing.

 B. Further Results when Institutional Restrictions Apply

 Thus far, the signs of the fee parameters have not been restricted, although
 the model implies that their sum must be positive. Investment advisors, in
 general, and mutual fund advisors, in particular, employ positive fee parameters
 exclusively. The model guarantees that kb > 0 if fip < /?A, but if fip > fix then
 the following condition must hold,

 M \X (11) ^ H

 To guarantee ki > 0,

 (12) A < "
 PpOr2M Sajm-al]'

 Conditions (11) and (12) can be interpreted as comparisons of the relative
 marginal benefits and costs of risk sharing and information supply for portfolios

 with betas of {fip ? ($x) and /Jp, respectively. Condition (11) says that if the
 benefit-cost tradeoff for risk sharing when ki > 0 (i.e., with beta risk of \$p ?
 /?*]) exceeds the benefit-cost tradeoff for information supply, then kb should be
 positive as well. Condition (12) says that if the benefit-cost tradeoff for risk
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 sharing when kb > 0 is smaller than the tradeoff for information supply, then kt
 should also be positive.

 It is not surprising that, holding px fixed, as pp gets larger, it becomes
 more likely that kt will be positive and less likely that kb will be positive. This
 is because, as pp increases, the marginal costs of risk sharing increase faster
 than the marginal benefits, hence, risk sharing becomes less attractive for high
 beta portfolios. Since k[ is applied to a portfolio return with the smaller beta of
 (Pp ? px), it becomes more attractive for risk sharing.

 Although many pension fund advisors use both base and incentive fees,
 the majority of mutual fund advisors use only a base fee parameter (343 of 370
 sample mutual funds). It is unlikely that the exact condition for ki = 0 from
 (7) is met for such a large percentage of funds. In addition, most of the 343
 funds claimed that their advisors make significant efforts to "beat the market,"
 and, indeed, most chose portfolios with significant amounts of unsystematic risk.
 Therefore, it is important to consider the possibility that institutional constraints
 force k( = 0 for many funds, with risk sharing and information inducement still
 being demanded by investors.6 Solving the model, in this instance, for kb yields

 [X - aMPp kh =
 2AT[5o-2(iu-aI)-ap2paii]

 Here, both risk sharing and information supply inducement are handled
 with one instrument. If there is no value to advisor information, then \x = 0 and
 1 = 0. In this case, aside from the scalar 1/(2At), kb is determined solely by
 the ratio of risk-sharing benefits to costs. On the other hand, if PP = 0, then kb
 is determined solely by the ratio of information benefits to costs. As long as
 PP > 0 or / > 0, then kb > 0. Since advisors must be paid positive amounts for
 both risk sharing and information supply, then when Pp > 0 and / > 0, other
 things equal, kb must be larger than if one of the terms is zero.

 C. Empirical Implications of the Model

 Because the following empirical analysis is cross-sectional, only kb, klf
 I, 5, A, and Pp are discussed. The other explanatory variables?M, (Jm, (T2,
 a, and px?do not fluctuate cross-sectionally and, thus, will not affect the
 analysis. The model assumes that all advisors have identical Ts. Unfortunately,
 risk preferences may fluctuate cross-sectionally and are not measurable. If risk
 aversion varies in a systematic way, then omitting T from the empirical models
 may affect some of the results, the potential effects of which are discussed
 below.

 The following hypotheses (comparative statics) are generated from the
 model's results. First, it is clear from (6) that kb is negatively related to A

 6Up until the late 1960s, incentive fees were almost never used. Modigliani and Pogue (1975)
 note that by 1970, however, more than 100 mutual funds added incentive fees. But, by 1985, only
 29 funds used incentive fees, as most returned to the traditional base fee. One reason for the drop
 in number of funds using incentive fees may be the 1970 amendments to the Investment Advisors
 Act of 1940 that placed restrictions on incentive fees. Another is that the act always required fees
 to be "reasonable," and incentive fees have been attacked as being unreasonable because bonuses
 could be earned even when investors suffered negative returns.
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 and Pp. the negative relationship between kb and A captures the economies of
 scale in portfolio management, whereas the negative relationship between kb
 and Pp demonstrates that as Pp increases, kb becomes relatively less attractive
 for risk sharing. Because the sign of (Pp-px) is indeterminate, the relationships
 between kb and 5 and / are also indeterminate.

 Second, from (7), kt is positively related to pp and /, and negatively related
 to 5 and A: ki and pp are positively related because, as pp increases, kt becomes
 relatively more attractive for risk sharing, whereas kt and / are positively re?
 lated because greater / requires better compensation. The negative relationship
 between ki and A is accounted for by economies of scale. kt is also negatively
 related to 5; when 5 increases, the risk cost associated with information sup?
 ply increases, which decreases the optimal amount of / and, hence, decreases
 compensation.

 Finally, (9) offers some testable hypotheses. The sum of the parameters
 (kb + kt) is unrelated to pp, positively related to /, and negatively related to
 5 and A. Recall from (8) that the expected fee is composed of market- and
 information-based components and that (kb + k[) is applied to the information-
 based return. Thus, Pp has no impact on this portion of the return and should
 not affect (kb + ki). More / requires better compensation, hence (kb + ki) and
 / are positively related. A larger 5 implies a larger risk cost per unit of /, so
 less is demanded, implying that (kb + ki) should be smaller. A and (kb + ki)
 are negatively related as a consequence of economies of scale. Furthermore,
 holding /, 5, and A constant, kb and ki are negatively related. Indeed, kb should
 be larger when ki = 0 than when kb > 0 and ki > 0.

 IV. Data and Empirical Tests

 The data base consists of 370 open-end mutual funds, 27 of which have
 fee schedules containing base and incentive fees.7 The distribution of the stated
 fund objectives of the 370 (27) fund sample is 66 (7) aggressive growth, 151
 (15) growth, 83 (3) growth and income, 49 (1) balanced, and 21 (1) special.
 For a fund to be included, it had to have monthly return data available over
 the six-year period from January 1, 1982, through December 31, 1987, invest
 at least partially in common stocks, and have information on its fee schedule
 available.8

 The hypotheses concerning A and PP are likely to be more reliably tested
 because these variables are easily measurable. Assets are measured in millions
 of dollars at the end of 1987. Beta is measured over 1982-1987 using the
 Capital Asset Pricing Model (CAPM) with the Standard and Poor's 500 stock
 index as the market proxy and the one-month Treasury bill return as the risk-free
 rate.

 7Of 476 mutual funds listed in Moody's Bank and Finance Manual (1985), only 29 used incentive
 parameters during the sample period; two began operations in 1984 and, therefore, did not have
 enough return data to be included.

 8Data were obtained from CDA Investment Technologies Inc; Moody's Bank and Finance Man-
 uals, published by Moody's Investor Services; Investment Companies, published by Wiesenberger
 Financial Services; and mutual fund prospectuses. Only 17 funds had to be eliminated because they
 had no fee schedule information.
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 / and 5 are not easily measured; indeed, this is the essence of the principal-
 agent problem. Nevertheless, investors may use imperfect measures to help
 determine fee parameters. The CAPM facilitates the use of Jensen's (1968)
 alpha as a proxy for /. Alpha could be negative even though the advisor applies
 information to the portfolio if random portfolio-specific returns are negative.
 5 is proxied by the standard deviation of a fund's portfolio-specific returns;
 that is, the standard deviation of the residuals from the CAPM (henceforth,
 called "residual"). This is not a pure measure of <5 because it combines <5 and /
 multiplicatively. Unfortunately, the effects of / cannot be eliminated by dividing
 residual by alpha because nonsensical numbers result when alpha is negative.

 Fee parameters are measured as annual percentage rates and have been
 checked for changes. Few funds changed their fee schedules; however, for
 those that did, the parameters were averaged. None of the funds using an
 incentive parameter changed fee schedules, although two have eliminated their
 incentive parameters since 1987. Some funds explicitly state in their schedules
 how kb decreases for larger amounts of assets. For example, a fund might pay its
 advisor 0.5 percent of assets for the first $100 million and 0.4 percent on assets
 above $100 million. If the fund actually has $200 million of assets, then kb is
 calculated as 0.45 percent. Although typical for very large funds, the majority
 of funds in the sample do not make kb conditional on assets. Finally, for one
 fund, kb = 0 because it is an index fund and hired no advisor.

 Panels I and II of Table 1 give an idea of the magnitudes of the fee param?
 eters. The sample of 370 mutual funds is split into one sample of 343 funds
 that use only the base fee (Panel I) and another with 27 funds that use both base
 and incentive fees (Panel II). kb ranges from 0 to 1.7 percent with an average of
 0.60 percent. k, ranges from 0.5 to 3.3 percent with an average of 1.57 percent
 for the 27 funds that include an incentive fee parameter. The incentive fee is
 paid based on performance relative to an index, typically the S&P 500 stock
 index.9

 The sample of funds using incentive fees has a slightly larger mean al?
 pha, although both samples of funds exhibited negative mean alphas during the
 sample period. The incentive funds managed portfolios with more assets, larger
 betas, and larger standard deviations of residual returns.

 Most tests are performed using ordinary least squares regression analysis.
 The general form for the cross-sectional regressions is

 Fee Parameter; = bo + bihog( Assets j) + feBeta/

 + ibsResidual; + ^Alphay + ej,

 where bo is the intercept; fot, &2? &3> and ^4 are regression coefficients; ej is a
 random error term with E{ej) = 0, Var(ey) = (T2, and Cov(e,-, cy) = 0,/ ^ j; and j
 denotes the jth mutual fund. The natural logarithm of assets is used because of
 the wide range of assets for the funds (see Table 1) and because the relation?
 ships between assets and fee parameters may not be linear. If advisors receive

 9 Although many mutual funds never intend to hold most or even some of the S&P 500 stocks,
 they use the S&P 500 index because it is well known to investors and its return performance is
 representative of that of publicly traded stocks. See for example, the December 16, 1985, prospectus
 of the Explorer II Fund.
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 TABLE 1

 Descriptive Statistics for the Variables Used in Regression Tests of the Model

 Means, standard deviations, minimums, and maximums of the variables used in the regres?
 sion tests of the model. The tests are performed using data on two samples of mutual funds.
 The funds' base and incentive fee parameters (kb and k/) are measured in annual percent?
 age rates. Fund assets are measured in millions of dollars at the end of 1987. Their alphas,
 betas, and residuals are calculated over 1982-1987 with monthly data using the Capital
 Asset Pricing Model (CAPM), where the Standard and Poor's 500 stock index is the market
 proxy and the one-month Treasury bill return is the risk-free rate. Alphas are compounded
 to annual percentage rates. Each fund's residual is the standard deviation of the residuals
 from the CAPM.

 a The correlations for the sample of 27 funds, where kb > 0 and k\ > 0 appear below the
 diagonal, and those for the sample of 343 funds, where kb > 0 and k, = 0 appear above the
 diagonal.

 b This is the natural logarithm of assets that is used in the regressions instead of assets.

 incentives through increased assets, as discussed in Section II, fee parameters
 will not be reduced commensurately to hold the dollar level of fees constant.
 Instead, as assets increase, the parameters may be decreased by progressively
 smaller amounts.

 The relatively high correlation of alpha with the rest of the independent
 variables in Panel III of Table 1 poses a problem for accurate estimation of the
 coefficients in the regressions. The remedy used here is to regress alpha on the
 other independent variables and use the residuals from this regression as the
 measure of information, rather than alpha itself. The corrected alpha has no
 correlation with the other independent variables.

 Presentation of the regression results follows the order of the hypotheses
 in the previous section. Panel I of Table 2 includes regressions for kb, ki, and
 kb + ki, since the sample of 27 funds has kb > 0 and ki > 0; the 343-fund sample
 has kb > 0 and ki = 0, hence, Panel II contains a single regression for kb. All of
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 the regression residuals were tested for heteroskedasticity of unspecified form
 using the Breusch-Pagan statistic. In this case, it has a chi-squared distribution
 with degrees of freedom equal to four. The largest observation for the statistic
 was 3.93, which is statistically insignificant.

 TABLE 2

 The Relationships between the Fee Parameters or Parameter Combinations and the
 Explanatory Variables: Cross-Sectional OLS Regression Results for the Model,

 Fee Parametery = bo + b-\ Log(Assetsy) + D2Betay + 03Residual/ + 64Alpha/ + ey,

 (where fee parameter/ is fund y's base fee parameter (kb), incentive fee parameter (kj), or
 the two combined (kb + kj), measured in annual percentage rates)

 Fund assets are measured in millions of dollars at the end of 1987 and transformed to natural

 logarithms. Fund alphas, betas, and residuals are calculated over 1982-1987 with monthly
 data using the Capital Asset Pricing Model (CAPM), where the Standard and Poor's 500
 stock index is the market proxy and the one-month Treasury bill return is the risk-free rate.
 Alphas are compounded to annual percentage rates. Each fund's residual is the standard
 deviation of the residuals from the CAPM.

 a 7-statistics in parentheses.

 b N is the number of observations.

 * Significant at the 5-percent level

 # Significant at the 10-percent level.

 Judging from the F-statistics, all of the regressions are statistically signifi?
 cant. The model has identified variables that account for a significant proportion
 of variation in the parameters. The R2s for the sample of 27 funds are quite
 high for cross-sectional regressions. The modest R2 for the larger sample is still
 reasonable for a cross-sectional regression.

 Several predictions were supported in Table 2. The first regression in Panel

 I shows that kb is negatively related to A, but is not negatively related to pp. In
 the second regression, ki is positively related to pp and / and negatively related
 to A, but is not negatively related to 5. In the third regression, the sum of the
 parameters kb + ki is negatively related to A and positively related to /, but is
 not negatively related to 5 or unrelated to PP.

 To decide whether ki and kb are negatively related, we need to control for
 the common effects that the independent variables A, Pp, 5, and / have on both
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 of them. Therefore, we use the residuals from the first two regressions in Panel
 I for kb and ki, respectively, and regress the kb residuals on the ki residuals to
 obtain

 kb = -0.00 + 0.13**,- R2 = 0.20 F-statistic =6.41*.
 (t = 0.00)(f = 2.53)

 Therefore, it appears that after eliminating the common effects, kb, and ki are
 not negatively related, contrary to the prediction.10

 Finally, a comparison of the average kb between samples is informative. A
 simple difference in means test using the mean kbs in Panels I and II of Table 1
 shows that their difference is statistically insignificant. On the other hand, this
 test does not control for differences between the samples in assets, alpha, beta,
 and residual. A more accurate test compares the intercept of the kb regression
 for the sample where ki > 0 (Panel II of Table 2), to that of the kb regression
 for the sample where ki = 0. After controlling for variation in A, fip, <5, and /,
 kb is larger on average when ki = 0, as expected.

 Several of the model's predictions are supported. In particular, the eeono-
 mies of scale in managing large amounts of assets is captured in the negative
 relationship^ between assets and the parameters. Confirmation of this relation?
 ship for kb is not surprising, given that some funds explicitly include decreases
 in kb for larger assets. The larger negative coefficient on assets in the ki regres?
 sion is more surprising, since none of the funds explicitly provided for decreases
 in ki as assets increased.

 Information (alpha) is positively related to the parameters when ki > 0 and
 kb > 0; more information supplied implies more compensation. Indeed, judging
 by the coefficients on alpha in the first two regressions of Panel I, alpha's effect
 on ki is greater than on kb, as would be expected if ki is used more heavily than
 kb to reward information supply.

 Predictions of negative relationships between the fee parameters and the risk
 variables (fip and <5) or between the fee parameters themselves are not supported.
 Instead, in most cases, significant positive relationships are observed. Cross-
 sectional variation in the unobservable advisor risk-aversion parameter, T, may
 be the prime cause (although variation in [A may also be important). Because
 T enters the denominators of all of the expressions for kb and ?/, as T gets
 smaller (larger), both fee parameters should get larger (smaller). If advisors with
 relatively small T choose to manage high-risk portfolios, and those with large
 T choose low-risk portfolios, T will be correlated with fip and 5. Therefore,
 Pp and S may be picking up the positive effects that T has on the parameters.
 In addition, the excluded effects of T end up in the residuals of the kb and ki
 regressions in Panel I of Table 2. Hence, the residuals are positively rather than
 negatively correlated.

 Of course, alpha and residual may not be good proxies; in particular, resid?
 uals may be used by investors as a proxy for information rather than the in?
 formation ratio. Work by Trueman (1988) suggests that investment managers

 i0This positive relationship exists if the unadjusted kb and ki are used in the regression or if A,
 Pp, 5, and / are also included in the regression with the unadjusted parameters.
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 may trade excessively in order to give investors the appearance that they are
 trading on information. If investors use residual return variability as a measure
 of the trading activity of a manager and, hence, of his or her information, the
 hypotheses offered for alpha should also apply to residual. Alpha is expected
 to be positively related to the parameters and, as Table 2 shows, the coefficient
 on residual is positive in each regression.

 V. Conclusions

 This paper shows that the principal-agent model, sometimes thought to
 be too abstract for applied research, can be used to construct detailed analy?
 ses of specific economic relationships. Empirical test results for a specialized
 principal-agent model of the investor-advisor relationship are mixed. On the
 one hand, variables specified by the model consistently enter the regressions
 with significant coefficients and, more often than not, with the predicted sign.
 Moreover, for the sample of funds that used base and incentive fees, the re?
 gressions explained a large proportion of the variation in the fee parameters.
 On the other hand, some variables have coefficients with signs opposite from
 those predicted, which may be due to unmeasurable cross-sectional variation in
 advisor risk aversion.

 The one-period model ignores the incentives that risk-averse advisors have
 to provide input in order to retain investors over many periods. This may be a
 moot point since the model shows that incentive fees may be predicated on risk
 sharing rather than pure incentive considerations. In any case, this study shows
 how the principal-agent model can be used to gain insight into the parameters
 of compensation schedules used for investment advisors, and can be adapted
 easily to other types of fee schedules.

 Appendix A

 The Lagrangian shown in the text can be differentiated with respect to the
 choice variables to obtain,

 (A-l) Lb = 2A2T[5a2a(iA-aI)-ap2pa2M]kb-iAA + aMApp

 + 2A2T[5cr2a(iA- al)- aPP(Pp-px)cr2M]ki = 0,

 (A-2) Lt = 2A2T[5a2a(iA-al)-a(Pp-Px)2(T2M]ki-iAA + aMA(Pp-Px)

 + 2A2T[5or2a(iA- al)- aPp(Pp- Px)(T2M]kb = 0,

 (A-3) L^ = w-kbA-klA+A2T5(J2a[k2b + 2kbkl+k2] = 0,

 where Lb, Li9 and L^ are the partial derivatives of the Lagrangian with respect
 to kb, ki9 and )J.
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 Differentiating the first-order conditions again yields

 Lbb

 La

 Lbi

 Lyb

 = 2A2T[5a2m-aI)-aP2po-Ml
 = 2A2T[5a2m- al)- a(PP- prfo-2,],
 = Lib = 2A2T[5a2m-aI)-app(l3p-px)o-2il and
 = L^i = - A+A2T5(T2[2kb + 2kl].

 The sufficient second-order condition for a maximum with one constraint is that

 the determinant of the following bordered hessian be positive.

 I Lbb Lbi Ln

 H =

 ?^{Jb

 Lib

 Lfjb

 La L,

 -jU*

 0.

 This condition reduces to a#? > 0, hence, a maximum is obtained.
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Agency Theory and Its 
Application to Small Firms: 

Evidence from the Swedish 
Venture Capital Market

Hans Landstrom

The research in small firms financing is characterized by a lack of a theoretical 
framework. One basic assumption in this study is that agency theory can provide 
an essential framework to explain the interaction between informal and formal 
venture capitalists and their portfolio firms. Five hypotheses generated from 
agency theory are formulated andjested on 62 firms backed by informal venture 
capitalists and 145 firms backed by formal venture capitalists. The theoretical 
conclusion is that agency theory does not provide a satisfactory framework to 
explain either the informal venture capitalist’s, nor the formal venture capitalist’s 
relationship to their portfolio firms. Therefore, more exploratory research must 
be done to develop a theory of finance which will be applicable in the small firms 
situation.

I. INTRODUCTION

The research in small firms financing is characterized by a lack of a 
theoredcal framework. The theory of modern corporate finance is developed 
mainly with large firms in mind. Ang [1] emphasizes that small firms have 
unique characteristics. For example, the owners have undiversified personal 
portfolios, the first generation owners are entrepreneural and prone to risk 
taking, the management team is not complete, the small firms experience 
high cost of market and institutional imperfections, and relationships with 
stockholders are less formal. These differences between large and small firms 
could generate a different set of financial problems in small firms, or cause 
the entrepreneurs in the small firms to look at the same financial problems 
in a different manner.

Against this background, it is important to develop or find theories 
which are valid in the small firms situation. One of the assumptions in this 
study is that agency theory can provide a helpful framework to explain the 
cooperation between venture capitalists and their portfolio firms.

Hans Landstrom •  Halmstad University, Box 823, S-301 18, Halmstad, Sweden.
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Why is agency theory interesting in this respect? The following reasons 
can be mentioned:

•  Agency theory has been developed on a relatively high level of 
abstraction, but the theory is to a limited extent tested in empirical 
situations.

•  Researchers in the field of agency theory regard small firms as one area 
where studies can provide most of the leverage for agency theory [6].

•  Agency costs are thought to be a major impediment to small firms in 
their attempts to obtain external financing [2, 13, 21].

•  Some of the assumptions in the agency theory sound intuitively 
appealing and relevant in the small firms situation. For example, the 
high level of asymmetric information [2], and the fact that 
entrepreneurs are not motivated to disclose information due to fears 
that it might be used against them, so-called information impactedness 
[14].

•  Studies of the venture capital market in the US have shown that the 
agency theory could be a helpful theory to explain the interaction 
between formal venture capitalists and entrepreneurs [22], and that 
monitoring financial and operation performance is one of the most 
time-consuming activities of formal venture capitalists [15].

The aim of the study is to test the applicability of agency theory to small 
firms. The empirical material in the study is derived from the Swedish 
venture capital market.

The term “venture capital” is often misused, and there is no universal 
definition [16, 24]. However, essential to the definition is that the venture 
capitalists provide risk capital (equity and near-equity capital), the 
investments are made in small unlisted firms, and the commitments are for 
a limited period of time.

The concept “informal venture capitalists” will be defined as external 
private individuals who provide risk capital directly to small unlisted firms. 
The definition of informal venture capitalists in this study is broader than 
the definition of informal investors used in studies in the US [9, 25] and the 
UK [17]. Furthermore, the concept “formal venture capitalists” refers to 
companies (with no strong connection to private individuals’ capital) which 
provide risk capital to small unlisted firms.

The paper is organized into seven sections. In section II a review of the 
agency theory is presented. Section III presents the hypotheses generated from 
agency theory. Section IV describes the data collecting process and the 
variables used in the study. Some characteristics of the firms surveyed are
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presented in section V. In section VI the empirical findings are presented 
and in the final section some theoretical conclusions are drawn.

Agency Theory 205

II. AGENCY THEORY

In this section the general assumptions in the agency theory will be presented, 
and the external investors’ possibilities to monitor the entrepreneur’s 
behavior will be described.

In general, agency theory is related to the problem that occurs when 
cooperating parties have different goals and a division of labor. Specifically, 
the agency theory focuses on the relationship in which one or more persons 
(the principal(s)) engage another person (the agent) to perform some work 
on their behalf [13]. The basic premise of agency theory is that both principals 
and agents are assumed to be rational economic-maximizing individuals. 
Therefore, the separation of ownership and control will result in decisions 
by the agent which are not always in the principal’s best interest and there 
will arise costs (agency costs) of bringing the agent’s behavior into line. For 
example, costs arise which are incurred by the principals when monitoring 
and controlling the behavior of the agent (so-called monitoring costs), and 
costs incurred by the agent in demonstrating compliance with the wishes 
of the principal (so-called bonding costs).

The unit of analysis in the agency theory is the contract between the 
principal and agent. These contracts (written and unwritten) specify the 
rights of the agent, performance criteria on which agents are evaluated, and 
the payoff functions they face [8]. Especially, there are two problems that 
the agency theory tries to solve. The first is the problem that arises when 
the goals of the principal and agent conflict and it is difficult or expensive 
for the principal to verify what the agent is actually doing. The second is 
the problem that arises when the principal and agent have different attitudes 
toward risk, which can lead to different preferred actions.

The agency theory has its roots in information economics, and the theory 
has developed along two lines; positivist and principal-agent research [12]. The 
two approaches share a common unit of analysis and use the same agency cost 
minimizing tautology, but differ in their mathematical strictness. Positivist 
research is less mathematical and more empirically oriented than principal- 
agent research. The positivist researchers have focused mainly on the principal- 
agent relationship between owners and managers of large corporations [e.g.,
7, 8, 13], whereas principal-agent researchers are concerned with a general 
theory of the principal-agent relationship [e.g., 4, 11].

One of the core issues in the agency theory concerns the principals’ 
possibilities to monitor the agent’s behavior. Monitoring refers to the
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principals’ ability to determine whether the agents have lived up to the 
provisions of the contract and to prevent the agent’s misuse of assets due 
to conflicts of interest. In Jensen-Meckling’s [13] definition, monitoring 
refers to more than just measuring or observing the behavior of the agent. 
It also includes efforts to “control” the behavior of the agent through budget 
restrictions, operating rules, etc.

In the case were the principal does not have complete information about 
the agent’s behavior, as in the case of external investors, two options exist 
[5]; to put the agent’s behavior under surveillance (e.g., through reporting 
procedures, and board of directors), or to reward the agent based on outcomes 
(e.g., profitability).

Following such reasoning Ouchi [19, 20] suggests two underlying 
monitoring strategies. The strategy can be either behavior or outcome based. 
The behavior-based strategy refers to an agreement between the principal 
and the agent which concerns a certain behavior that in some way will be 
rewarded, whereas outcome-based strategy refers to the principal’s 
measurement of certain outcomes and the reward will be based on this 
measurement. According to Ouchi [19], the choice between the strategies 
depends on two dimensions; knowledge of transformation process and 
availability of output measures. To use a behavior-based strategy, that is, 
to continuously observe the agent’s behavior, the principal requires a causal 
knowledge of what is required to attain a desired outcome. When the 
principal uses outcome-based strategy, for example, to measure the agent’s 
attained results, the transformation process need not be known at all, but 
a reliable and valid measure of the desired outputs must be available.

III. HYPOTHESES

In this section the hypotheses generated from agency theory will be presented. 
The hypotheses emanate from Ouchi’s reasoning regarding different 
monitoring strategies. As a monitoring variable I will use the concept “active 
involvement” which includes a high frequency of contacts between the 
investor and entrepreneur, and more operational involvement by the investor 
in the portfolio firm.

The characteristics of the portfolio firm can be expected to affect the 
venture capitalist’s way of monitoring the entrepreneur. According to Ouchi 
[19] a more behavior-based strategy will be used in situations where the 
availability of output measures are low. This is the situation in highly 
innovative firms and in young firms. Furthermore, high innovation firms 
may involve technology that is not well understood by the venture capitalist. 
The information asymmetries increase the threat of opportunism which leads
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to more active involvement. In young firms the risk of failure is high. This 
also leads to a need for frequent contacts and more operational involvement. 
In accordance with this reasoning the following hypotheses can be 
formulated:

HI: The higher the innovation level of the firm, the more the venture 
capitalist will rely on more active involvement.

H2: The younger the firm, the more the venture capitalist will rely 
on more active involvement.

Environmental characteristics will also affect the monitoring behavior. 
As the environment becomes more variable, information will have to be 
processed more frequently. Under conditions of high variability, 
performance evaluation becomes more difficult [13] and more evaluation 
mechanisms are likely to evolve [3]. Therefore, it is reasonable to expect that 
variability in the environment will force a more active involvement. The 
hypothesis is:

H3: The more variable the environment becomes, the more the venture 
capitalist will rely on more active involvement.

The effects of ownership on managerial incentives are one of the core 
issues of agency theory. One suggestion is that an entrepreneur who owns 
a large share of the firm will require little monitoring, because his incentives 
will be in line with those of outside owners. Furthermore, as the ownership 
of the outside investors increases, the need for monitoring will increase. The 
reasons for this are; (I) the risk that the entrepreneur will consume the firm’s 
resources will increase, and (II) the investors exposure to business risks 
increases as the equity stake increases. As a result, the venture capitalist will 
take a more active role in the firm when his ownership level is high. This 
reasoning leads to the following hypothesis:

H4: The lower the relative ownership level of the entrepreneur, the 
more the venture capitalist will rely on more active involvement.

The venture capitalist’s knowledge about the portfolio firm’s 
transformation process, here defined as the knowledge of the firm’s market 
and technology, will affect the monitoring behavior. According to Ouchi 
[19] a more behavior-based strategy will be used in situations where the principal’s
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Table 1 
Hypotheses in the Study

Monitoring Variables

208 JOURNAL OF SMALL BUSINESS FINANCE 2(3) 1993

Frequency of Contacts Operational Involvement

HI Innovation Level + +

H2 Age of the Firm + -1-
H3 Environment Variability + -1-
H4 Entrepreneur’s Ownership — —

H5 Venture Capitalist’s Knowledge + +

knowledge of the tranformation process is good. This will give rise to the 
following hypothesis:

H5: The more the venture capitalist knows about the portfolio firm’s 
transformation process, the more the venture capitalist will rely 
on more active involvement.

In Table 1 the hypothesized impact of the context on the venture 
capital—entrepreneur relationships is summarized.

IV. METHOD

In this section the data collecting process and the variables used in the study 
will be presented. Furthermore, the limitations of the study will be discussed. 
The study is based on two surveys, one of firms backed by informal venture 
capitalists and one survey of firms backed by formal venture capitalists.

Survey of firms backed by informal venture capitalists

This part of the study was carried out during the spring of 1991, and 
is based on a survey of manufacturing and technology-based firms in Sweden. 
Three geographic areas in southern Sweden and 11 science parks were 
selected for the study. The criteria for the sample in the three geographic 
areas were manufacturing firms with up to 100 employees. The sample frame 
was composed of a random sampling from the data base of the Postal Office 
(PAR). The science parks were studied through a full-scale survey of the firms 
located at the science parks.

In total 1,258 firms were included in the sample frame. The 
questionnaire was mailed to the CEO’s of the firms, with a reminder via 
telephone after two weeks and a postal reminder after additionally one week. 
Of the 1,258 firms, 47 claimed that they were not independent juridical firms,
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not manufacturing firms or firms with over 100 employees. Sixteen 
questionnaires were sent back by the postal services, and it was assumed that 
those firms had gone out of business. Thirty-one firms reported that they 
had discontinued their operation or had gone into bankruptcy. The effective 
sample frame was thus 1,164 firms, and of these 627 firms were not heard 
from, 32 firms sent back incomplete questionnaires or questionnaires that 
were not filled in, and 505 sent back questionnaires that were completely 
filled in. Thus, the response rate is 505/1,164, or 43%.

The results show inter alia that banks, as might be expected, are the 
most commonly used external investor, followed by supplier and leasing/ 
factoring companies. It is interesting to note that informal venture capitalists 
are used in 62 or 12% of the firms, which is suprisingly high. The analyses 
in this paper are based on those 62 firms which have informal venture 
capitalists as (part) owner.

Survey of firms backed by formal venture capitalists

In this survey the data is based on a questionnaire sent to CEO’s in firms 
backed by formal venture capitalists in Sweden. The survey was carried out 
in the spring of 1990. The sample frame was designed from the venture 
capital data base of the Swedish National Board for Industrial and Technical 
Development, and from annual reports of venture capital companies. In total 
536 portfolio firms were traced. Commitments which involved one venture 
capital company investing in another venture capital company were 
disregarded. The fact that one portfolio firm may have several venture capital 
companies as (part) owner has also been taken into account. To offset the 
risk that the questionnaire might be filled in by representatives of the venture 
capital company, portfolio firms with the same address as the venture capital 
company were excluded. The final list of portfolio firms used in the survey 
included 380 firms.

The questionnaire was mailed to the portfolio firms, with a reminder 
after three weeks. Of the 380 firms, answers were obtained from 183. Of these, 
there were 17 firms with more than 100 employees. Thus, the effective sample 
frame was 363 firms. 21 questionnaires were returned “blank” and 145 
questionnaires could be used for analyses. The percentage of answers was 
thus 145/363, or 40%.

Variables used in the surveys

The variables that have been used in the study were operationalized in 
the following way (Table 2).
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Table 2
Overview of Variables Used in the Study

Variables Operationalization

Innovation Level Biomodel scale (0 =  Old product on the market and 
1 =  New product on the market)

Age of the Firm Year of Start

Environment Variability Five point scale (1 =  Small changes to 5 =  Large changes) in 
the dimensions, market, technology, competition and 
supliers

Entrepreneur’s Ov^nership 
Share

Percent

Venture Capitalist’s Five point scale (1 =  Very limited extent to 5 =  Very large
Knowledge extent) in the dimensions, market and technology

Frequency of Contacts Five point scale (1 =  Almost never, 2 =  When needed, 
3 =  Monthly, 4 =  Weekly and 5 =  Daily)

Operational Involvement Seven point scale (1 =  No active cooperation, 2 =  Economic 
reports, 3 =  Work on board, 4 =  Ad hoc when needed,
5 =  Continuous informal contacts, 6 =  Involvement in 
operation [part time] and 7 =  Involvement in operation 
[full time])

Limitations of the study

There are several factors which potentially restrict the conclusions which 
may be drawn. First, one such limitation is the size of the samples, including 
the survey of firms backed by informal venture capitalists as well as the survey 
of firms backed by formal venture capitalists. Larger samples would have 
been preferred for statistical analyses and generalization purposes. Secondly, 
the most serious limitation refers to the operationalizing of the variables. 
Some of the variables are measured through single item measures due to the 
desire to get an acceptable response rate. This can be discussed since the 
contents in some of the variables are more comprehensive than what can 
be included in a single item measure. Furthermore, the construct validity 
for separate variables can be discussed. For example, the assumption behind 
the variable “venture capitalist’s knowledge about the portfolio firm’s 
transformation process” is that this knowledge will be reflected in the venture 
capitalist’s provision of resources in the dimensions, market, and technology. 
Finally, the broad definition of “informal venture capitalists” makes it 
difficult to compare the results in this study with studies of informal investors 
in the US and the UK.
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V. SOME CHARACTERISTICS OF THE FIRMS SURVEYED

In this section the firms backed by formal and informal venture capitalists’ 
will be described.

The character of the firms

The survey of firms backed by formal venture capitalists shov^ed that 
44% of the firms were started during the 1980’s. The average number of 
employees were 32 (median 25 employees), and 22% of the firms had less than
10 employees. Twenty-two percent of the firms had a principal product that 
was “completely new on the market” when it was launched.

The average number of owners in the firms were 2.7 owners. The average 
share owned by the CEO was 16% (median 0%), and the formal venture 
capitalist was majority owner in 59% of the cases.

Corresponding results in the survey of firms backed by informal venture 
capitalists showed that 69% of the firms were started during the 1980’s. The 
firms in this survey are smaller. The average number of employees was 16 
employees (median 11 employees), and 44% had less than 10 employees. 
Among the informal venture capitalists’ portfolio firms 49% stated that the 
firm had a principal product that was “completely new on the market” when 
it was launched.

On average there were 9.5 owners in the firms. The average share owned 
by the CEO was 30% (median 26%), and the informal venture capitalists were 
majority owners in 49% of the firms.

Due to differences in the sample frame it is difficult to make any 
conclusions regarding the investment patterns between informal and formal 
venture capitalists.

The Cooperation Between the Venture 
Capitalists and the Portfolio Firms

Of course, the differences in the sample frame also influence the 
possibilities to make comparisons between the formal and informal venture 
capitalists’ way of cooperating with their portfolio firms. However, in both 
cases the relationship is formed between parties that are rather close. The 
distance between the formal venture capitalist and the portfolio firm was 
less than 50 km in 51% of the cases. Corresponding results for the informal 
venture capitalists were 60% of the cases.

The frequency of contacts between the venture capitalists and the 
portfolio firms are rather high for both formal and informal venture 
capitalists. Forty-eight percent of the respondents in the formal venture
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Table 3 
Provision o£ Resources

Average Values on a Five Point Scale

Formal Venture Informal Venture 
Capitalists Capitalists
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Acting as a Sounding Board 3.1 3.7
Wider Range of Contacts 2.9 3.4
Facilitated Contacts with Interested Third 2.7 3.1

Parties
Professionalizing of the Portfolio Firm 2.8 3.1
Financial Expertise 3.4 3.1
Expertise in Negotiating and Contract-Making 2.6 3.1
Market Expertise 1.8 2.6
Technological/Production Expertise 1.4 2.5

capitalists survey and 53% in the informal venture capitalists survey indicated 
contacts some time/s every day or week.

There are some differences in the way of organizing the cooperation 
between the venture capitalists and the portfolio firms. The formal venture 
capitalists seem to rely more on financial reports and consultancy work in 
the portfolio firms, whereas informal venture capitalists are more actively 
involved in operations. Both formal and informal venture capitalists work 
actively on board meetings and by informal contacts with the entrepreneurs.

Apart from capital, the venture capitalists provide different kinds of 
expertise. This is primairily in the form of acting as a sounding board, 
professionalizing of the portfolio firm, financial expertise, and expertise in 
negotiating and contract-making. A comparison between formal and informal 
venture capitalists shows that the informal venture capitalists provide expertise 
to a larger extent on almost every studied variable (see Table 3).

The portfolio firms’ expectations of the cooperation with the venture 
capitalists have in many cases been fulfilled. Seventy-four percent of the 
CEO’s in firms backed by informal venture capitalists are of the opinion that 
their expectations had been realized to a large or very large extent. 
Corresponding results for the entrepreneurs in firms backed by formal 
venture capitalists were 54%.

VI. EMPIRICAL RESULTS

In this section the five hypotheses are tested. The effects of the independent 
variables on the venture capitalists frequency of contacts and operational 
involvement are analyzed.
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Table 4
The Impact of Independent Variables on Frequency of Contacts

Dependent Variable: Frequency of Contacts

Formal Venture Informal Venture
Capitalists Capitalists
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Independent
variables Hypothesis Prediction

Beta
Value Significance

Beta
Value Significance

Innovation level HI + -0.19 -0.54 Sign.
Age of the firm H2 + 0.00 0.01
Environment

variability H3 + 0.02 -0.35 Sign.
Entrepreneur’s

ownership H4 — -0.01 0.01
Venture

capitalist’s
knov l̂edge H5 + 0.23 0.29 **

R' (adj) 0.19 0.33
F 5.04*** 5.56***
n 89 46

Notes: Level of Significance 
+  p < 0 .1 0  
• p <  0.05 

** p<0.01  
•** p + 0.001

By way of introduction the correlations between the variables used as 
independent variables should be examined. The primary interest is to 
examine the extent to which multicollinearity can be expected to confound 
the results of the regression analyses conducted to test the hypotheses.

The result of the correlations shows that none of correlations are above
0.50. The highest value in both surveys is between the variables innovation 
level and age of the firm (r — 0.23 in the formal venture capitalist survey, 
and r =  0.32 in the informal venture capitalist survey). This indicates that 
the variables are tapping different aspects of the venture capitalist— 
entrepreneur relationship, and it appears that multicollinearity should not 
be a serious threat to the regression analysis.

A basic assumption in the study is that venture capitalists attempt to 
manage the agency risks inherent in a particular firm through the level of 
their involvement. Table 4 presents the results of regressing the five 
independent variables against frequency of contacts in the venture 
capitalist—entrepreneur dyad.

The results in Table 4 show that only one of the five hypotheses is 
supported. As predicted, the frequency of contacts increases when the venture
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Table 5
The Impact of Independent Variables on Operational Involvement

Dependent Variable: Operational Involvement

Formal Venture 
Capitalists

Informal Venture 
Capitalists

Independent
Variables Hypothesis Prediction

Beta
Value Significance

Beta
Value Significance

Innovation level HI + 0.30 -0.60 Sign.
Age of the firm H2 + -0.01 0.01
Environment

variability H3 + -0.19 -0.11
Entrepreneur’s

ownership H4 — 0.00 -0.00
Venture

capitalist’s
knowledge H5 + 0.52 0.39 *

R' (adj) 0.11 0.13
F 3.33** 2.46*
n 93 51

Notes: Level of Significance 
+  p < 0 . 1 0  

* p <  0.05 
** p <  0.01 

*** p +  0.001

capitalist has more knowledge about the portfolio firm’s transformation 
process (H5). None of the other hypotheses are supported. On the contrary, 
for the informal venture capitalists there is a significant relationship between 
higher innovation level, respectively higher environment variability, and 
lower frequency of contacts (HI and H3). Also, the results do not give support 
for the hypotheses concerning a positive relationship between young firms 
and a high frequency of contacts (H2), or a negative relationship between 
the entrepreneur’s ownership level and the frequency of contacts (H4).

The predicted direction of the hypotheses is identical when operational 
involvement is used as a dependent variable. Table 5 presents the results of 
the regression analysis testing the hypotheses regarding the effects of the 
independent variables on the venture capitalist’s operational involvement in 
the portfolio firms.

The results for the hypotheses regarding the venture capitalists 
operational involvement in the portfolio firms show similar results as for 
the frequency of contacts. Only the variable “venture capitalist’s knowledge” 
(H5) is significantly related to operational involvement. The variables, age 
of the firm (H2), environment variability (H3), and entrepreneur’s ownership
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(H4) seem to contribute little to explaining variations in the operational 
involvement by the venture capitalists in their portfolio firms. It is interesting 
to note that high innovation level is related to more operational involvement 
by the formal venture capitalists, but less operational involvement by the 
informal venture capitalists (HI).

To summarize, it appears that only one variable generated from agency 
theory helps to explain the active involvement by the venture capitalists in 
their portfolio firms. More knowledge from the venture capitalist about the 
portfolio firm’s transformation process seems to support higher frequency 
of contacts and operational involvement. It is also interesting to note the 
difference between informal and formal venture capitalists in the treatment 
of portfolio firms with a high innovation level. In these situations, the 
informal venture capitalists seem to be considerably more passive than the 
formal venture capitalists.

The weak relationships between the variables generated from agency 
theory and the venture capitalists’ involvement in their portfolio firms may 
be explained by the differences in the venture capitalists’ ownership level. 
Therefore, a comparison was made between those firms with majority 
ownership by venture capitalists against those with minority ownership. 
However, the result shows no major differences between minority and 
majority owned portfolio firms. Thus, the results do not strongly support 
the assumption that the venture capitalists take a more active role in the 
portfolio firms when their ownership level is high.

VII. CONCLUSIONS

This section summarizes the conclusions emerging from the regression 
analyses testing of the formulated hypotheses. The section is divided into 
two subsections; theoretical implications and discussion.

Theoretical implications

This study used agency theory as the theoretical framework to study the 
relationship between venture capitalists and entrepreneurs. It is interesting 
to note that the agency theory does not seem to provide a satisfactory 
explanation for the venture capitalist’s interaction with the entrepreneurs. 
This holds true for formal as well as informal venture capitalists. The results 
are contrary to what was expected, and the results are especially interesting 
for the formal venture capitalists, since the assumptions in agency theory 
could be expected to be more valid in the relationship between formal venture 
capitalists and their portfolio firms. It is possible that the agency theory is
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not valid in the relationship between venture capitalists and their portfolio 
firms due to the following reasons:

I. The agency theory is based on the assumption that both principals 
and agents are rational economic-maximizing individuals. This 
does not hold for the entrepreneur or the informal venture capitalist. 
Studies have shown that entrepreneurs are often driven by other than 
purely economical motives. Also, studies of informal venture 
capitalists in the US and the UK show that they do not always see 
the monetary rewards as the most essential.

II. The agency theory assumes that the principal building control 
mechanism is to prevent opportunistic behavior from the agent, 
which implies a “negative” relationship between the principal and 
agent. The relationship between the venture capitalist and 
entrepreneur usually has a more “positive” character, where the 
interaction is based on support and mutual trust. In many cases the 
control mechanism functions as a dysfunctional factor with lowering 
trust between the venture capitalist and entrepreneur, which impedes 
open communication, etc.

III. The agency theory assumes that there is an information asymmetry 
between the principal and agent which facilitates the agent’s 
opportunistic behavior. The negotiations between the venture 
capitalist and entrepreneur, and the personal relationship between 
them can result in less information asymmetries and less 
opportunistic behavior, and therefore substitute monitoring 
solutions.

My conclusion is that the agency theory is not applicable in the 
interaction between venture capitalists and entrepreneurs. More exploratory 
research must be done to develop a theory of finance which will be applicable 
in the small firms situation.

Discussion

Finally, some reflections regarding the differences between informal and 
formal venture capitalists. As mentioned earlier, the differences in the sample 
frame imply that a complete comparison cannot be obtained. However, some 
observations can be made.

The results in the study indicate that informal venture capitalists have 
a tendency to invest in young firms and technology-based firms to a larger 
extent than formal venture capitalists. This corresponds with results in the 
US [10, 23, 25] and in the UK [18].
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In addition to the differences in the investment pattern there seems to 
exist differences in the ownership structure in the portfolio firms. Firms 
backed by informal venture capitalists seem to have a weaker ownership 
structure, with a large number of owners and where each informal venture 
capitalist has a small ownership share in the firm. This implies that the 
cooperation must be based on a mutual trust between the venture capitalist 
and entrepreneur. On the other hand, firms backed by formal venture 
capitalists seem to have a stronger ownership structure with few owners and 
where the venture capitalist in many cases is the majority owner. The 
consequence is that the formal venture capitalist to a larger extent can rely 
on its ownership power in their cooperation with the portfolio firm.

Of course, the differences in investment pattern and ownership structure 
influence the conditions of the cooperation between the venture capitalists 
and portfolio firm. The results in the study indicate that the informal venture 
capitalists provide more expertise to their portfolio firms compared to the 
formal venture capitalists. However, the impression is that informal and 
formal venture capitalists react differently to changes in the portfolio firms. 
The formal venture capitalists react quicker and more resolute. They are 
more objective in their judgements, and economic motives guide their 
decisions. Informal venture capitalists react less powerfully, they are more 
subjective in their judgements, and they must to a larger extent rely on the 
entrepreneur’s statements and actions. Therefore, the informal venture 
capitalists appear to provide less assistance with short term changes and/ 
or problems in the portfolio firms than the formal venture capitalists.
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ABSTRACT 

Taking agency theory. and stakeholder theory as points of departure, this 
article proposes a paradigm that helps explain the following: (1) certain 
aspects of a firm's strategic behaviour; (2) the structure of management- 
stakeholder contracts; (3) the form taken by the institutional structures that 
monitor and enforce contracts between managers and other stakeholders; and 
(4) the evolutionary process that shapes both management-stakeholder 
contracts and the institutional structures that police those contracts. 

INTRODUCTION 

Over the last decade, agency theory has emerged as the dominant paradigm 
in the financial economics literature (Jensen and Meckling, 1976; Ross, 1973). 
As developed in that literature, agency theory has been primarily concerned 
with the relationship between managers and stockholders. However, recently 
authors in the management field have begun to explore the implications that 
agency theory might have for the disciplines of organizational behaviour, 
organizational theory, and strategic management (e.g., Eisenhardt, 1985, 
1988, 1989; Kosnik, 1987). One area that remains relatively unexplored 
concerns the ability of agency theory to explain the nature of the implicit and 
explicit contractual relationships that exist between a firm's stakeholders. In 
addition to managers and stockholders, stakeholders include employees, 
customers, suppliers, creditors, communities, and the general public. The 
agency theory view of the firm as a nexus of contracts between resource 
holders (stakeholders) suggests that this may be a promising avenue for 
investigation. 

Taking agency theory and stakeholder theory as points of departure, the 
purpose of this article is to propose a paradigm that helps explain the 
following: (1) certain aspects of a firm's strategic behaviour; (2) the structure 
of management-stakeholder contracts; (3) the form taken by the institutional 
structures that monitor and enforce contracts between managers and other 
stakeholders; and (4) the evolutionary process that shapes both 
management-stakeholder contracts and the institutional structures that 
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police those contracts. Like agency theory, this paradigm suggests that the 
firm can be seen as a nexus of contracts between resource holders. Unlike 
agency theory, the paradigm encompasses the implicit and explicit contrac- 
tual relationships between all stakeholders. Stated simply, the resultant model 
is a generalized theory of agency: one of stakeholde-agency. 

Although similar to agency theory in many respects, stakeholder-agency 
theory is based on assumptions concerning market processes that are substan- 
tially different from those underlying the finance version of agency theory. 
The result is a paradigm whose predictions are not always consistent with 
those of agency theory. While agency theory operates on the assumption that 
markets are efficient and adjust quickly to new circumstances, here the 
existence of short to medium-run market inefficiencies are admitted. The 
result is the introduction of power differentials into the stakeholder-agent 
equation. Although the idea of power differentials is at variance with the 
traditional agency approach, in our view the approach developed here 
increases the explanatory power of the paradigm. 

AGENCY THEORY 

An agency relationship is defined as one in which one or more persons (the 
principal(s)) engages another person (the agent) to perform some service on 
their behalf which involves delegating some decision-making authority to the 
agent Uensen and Meckling, 1976; Ross, 1973). The cornerstone of agency 
theory is the assumption that the interests of principles and agents diverge. 
According to agency theory, the principal can limit divergence from hislher 
interests by establishing appropriate incentives for the agent, and by incur- 
ring monitoring costs designed to limit opportunistic action by the agent. 
Further, it may pay the agent to spend resources (bonding costs) to guarantee 
that he/she will not take certain actions that would harm the principal, or to 
ensure that the principal will be appropriately compensated if helshe does 
take such action. That is, the agent may incur ex-ante bonding costs in order to 
win the right to manage the resources of the principal. Despite these devices, 
it is recognized that some divergence between the agent’s actions and the 
principal’s interests may remain. Insofar as this divergence reduces the 
principals’s welfare, it can be viewed as a residual loss. 

The sum of the principal’s monitoring expenditures, the agent’s bonding 
expenditures, and any remaining residual loss are defined as agency costs. 
Further, agency theory asserts that natural selection processes favour govern- 
ance structures that economize on agency costs (Fama and Jensen, 1983; 
Jensen, 1983). By governance structures, agency theorists mean the mechan- 
isms that police the explicit and implicit contracts between principals and 
agents (Demsetz, 1983; Fama, 1980; Fama and Jensen, 1983). These include 
the structure of law governing corporate behaviour and its attendant legal 
apparatus, monitoring mechanisms (such as the board of directors), and 
enforcement mechanisms (such as the market for corporate control and the 
managerial labour market). 

Although applied primarily to the stockholder-manager relationship, Jen- 
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sen and Meckling (1976) argue that agency theory ‘will lead to a rich theory 
of organizations which is now lacking in economics and the social sciences 
generally’ (p. 309). Jensen and Meckling view the implicit contract between 
stockholders and managers as just one of the nexus of contracts that form the 
legal fiction known as the modern corporation. Other contracts that could be 
considered within an agency framework include those between managers and 
the various primary interest groups of the firm or stakeholders. 

STAKEHOLDERS 

The term stakeholders refers to groups of constituents who have a legitimate 
claim on the firm (Freeman, 1984; Pearce, 1982). This legitimacy is estab- 
lished through the existence of an exchange relationship. Stakeholders include 
stockholders, creditors, managers, employees, customers, suppliers, local 
communities, and the general public. Following March and Simon (1958)) 
each of these groups can be seen as supplying the firm with critical resources 
(contributions) and in exchange each expects its interests to be satisfied (by 
inducements). Stockholders provide the firm with capital. In  exchange, they 
expect the firm to maximize the risk-adjusted return on their investment. 
Creditors provide the firm with finance and in exchange expect their loans to 
be repaid on schedule. Managers and employees provide the firm with time, 
skills, and human capital commitments. In exchange, they expect fair income 
and adequate working conditions. Customers supply the firm with revenues 
and expect value for money in exchange. Suppliers provide the firm with 
inputs and seek fair prices and dependable buyers in exchange. Local 
communities provide the firm with locations, a local infrastructure, and 
perhaps favourable tax treatment. In exchange, they expect corporate citizens 
who enhance andlor do not damage the quality of life. The general public, as 
tax payers, provides the firm with a national infrastructure. In  exchange, they 
expect corporate citizens who enhance andlor do not damage the quality of 
life and do not violate the rules of the game established by the public through 
their legislative agents. 

Spec@ Asset Investments 
Stakeholders differ with respect to the size of their stake in the firm. The 
magnitude of an individual actor’s stake is a function of the extent to which 
that actor’s exchange relationship with the firm is supported by investments 
in specific assets (Williamson, 1984). Following Williamson (1984, 1985), by 
specific assets we mean assets that cannot be redeployed to alternative use 
without a loss of value. For example, employees with general-purpose skills 
and knowledge can leave the firm and be replaced without productive loss to 
either the worker or the firm (assuming efficient labour markets). In such 
cases, their ‘stake’ in the firm is low. Alternatively, employees with skills that 
are uniquely tailored (specialized) to the requirements of the firm cannot 
leave without bearing substantial exit costs in the form of the lower rent 
stream that their skills can earn in the next best application. The ‘stake’ of 
such employees in the firm is high. This distinction is important: compared to 
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actors with a low stake in the firm, actors with a high stake will demand more 
comprehensive incentive mechanisms and governance structures in order to 
safeguard their asset-specific investments in the firm. 

The Unique Role of Management 
Whatever the magnitude of their stake, each stakeholder is a part of the nexus 
of implicit and explicit contracts that constitutes the firm. However, as a 
group, managers are unique in this respect because of their position at the 
centre of the nexus of contracts. Managers are the only group of stakeholders 
who enter into a contractual relationship with all other stakeholders. Mana- 
gers are also the only group of stakeholders with direct control over the 
decision-making apparatus of the firm (although some stakeholders, and 
particularly the suppliers of capital, have indirect control). Therefore, it is 
incumbent upon managers to make strategic decisions and allocate resources 
in the manner most consistent with the claims of the other stakeholder groups. 

The unique role of managers suggests that they can be seen as the agents of 
other stakeholders; hence the term stakeholder-agency theory. I t  would be 
incorrect, however, to suggest that all the other groups of stakeholders are 
therefore principals in the sense implied by agency theory. In agency theory, 
principals hire agents to perform some service on their behalf. Stockholders 
and some customers apart, few stakeholders can be said to hire managers (in 
the case of employees the reverse is clearly true). Nevertheless, there is a 
parallel between the general class of stakeholder-agent relationships and the 
principal-agent relationships articulated by agency theory. Both 
stakeholder-agent and principal-agent relationships involve an implicit or 
explicit contract, the purose of which is to try and reconcile divergent 
interests. In addition, both relationships are policed by governance struc- 
tures. Moreover, many of the concepts and much of the language of agency 
theory can be applied to stakeholder-agent relationships. All of this suggests 
that principal-agent relationships, as defined by agency theory, can be seen 
as a subset of the more general class of stakeholder-agent relationships. 

UNDERLYING ASSUMPTIONS 

Our main assumptions concern the efficiency of the market mechanism. 
These assumptions have implications for the existence of power differentials 
between the parties to a contract. By a power differential, we mean a 
condition of unequal debendme between the parties to an exchange (Emerson, 
1962; Pfeffer, 1981). That is, for two entities, A and B, there is a power 
differential in A’s favour when B depends upon A more than A depeids upon 
B. (While this definition is suitable for the purposes of this article, a fuller 
discussion of the definitions of power can be found in the work of Lukes (1974) 
and Wrong ( 1988). 

Agency theorists see the firm as surrounded by efficient markets that adjust 
quickly to new circumstances (Barney and Ouchi, 1986). They make the 
rather heroic assumption that markets are in or near an efficient equilibrium 
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(Fama, 1980; Fama and Jensen, 1983; Jensen, 1983). The efficient markets 
assumption implies that principals and agents have freedom of entry into and 
exit from contractual relationships. According to mainstream agency theor- 
ists, if an agent (principal) does not like the terms of a contract offered by a 
principal (agent) and/or the governance structures that police that contract, 
he/she can always seek a better alternative. If a shortage ot’ agents (princi- 
pals) results, the principals (agents) will .be compelled by market forces to 
adopt more acceptable incentive mechanisms and/or governance structures. 
Of course, this argument ignores the obvious fact that a better alternative 
might not always be available (for a discussion of the implications, see Burt, 
1983). Putting this criticism aside for a moment, however, the mainstream 
agency theory argument suggests that contracts between principals and 
agents, along with the governance structures that police those contracts, are 
determined by market forces. Thus, within the framework of mainstream 
agency theory, they must be seen as having efficiency properties. 

This tidy logic breaks down if the efficient market assumption is dropped 
(Perrow, 1986; Putterman, 1984). If the markets that surround the firm are 
inefficient, as occurs when alternative contracting opportunities are limited, 
the existence of power differentials between principals and agents must be 
admitted. If agents are unable to exit from a contractual relationship without 
taking a substantial loss (because ‘better alternatives’ are not available), or if 
the supply of agents exceeds the demand for agents by principals, power shifts 
towards the principal. Similarly, if principals are unable to dismiss agents, or 
if there is a shortage of agents, power shifts towards the agents. This is 
important, since power differentials can materially affect both the content of 
principal-agent contracts and the structure of governance mechanisms polic- 
ing those contracts. 

Given this, it is important to state our assumptions with regard to market 
efficiency and equilibrium. There are two points of disagreement between 
stakeholder-agency theory and agency theory. The first concerns the speed 
with which markets adjust to new circumstances, while the second concerns 
the assumption of equilibrium. In contrast to agency theory, we view market 
adjustment processes as being characterized by friction (Williamson ( 1985) 
makes a similar point and argues that this friction results in transaction 
costs). Due to friction, once created disequilibrium conditions may persist for 
a prolonged period of time before an efficient equilibrium is re-established. 
The resulting disequilibrium conditions imply the existence of power differen- 
tials between the parties to an exchange. 

Sources of Friction 
Barriers to entry and exit constitute one source of friction (Porter, 1980). 
Barriers to entry and exit impede adjustment processes and may allow power 
differentials arising from an initial disequilibrium to persist in a market for 
significant periods of time. Open systems theory suggests a further source of 
friction. Managers and other stakeholders can to a degree shape or enact their 
environment (Pfeffer and Salancik, 1978; Weick, 1979). If a disequilibrium 
situation is perceived as being to their advantage, managers may be able to 
slow down the adjustment process by appropriate strategic investments (c.g., 
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investments designed to increase entry barriers, by collusion, by predatory 
pricing, etc.). 

Organizational inertia may be a further source of friction (Hannan and 
Freeman, 1984). As a result ofdisequilibrium, one party to a contract may be 
disadvantaged. Correcting the disadvantage may require the innovation of 
new incentive structures and/or monitoring and enforcement mechanisms. 
However, the ability of the disadvantaged party to innovate may be hindered 
by strong inertia forces. Due to inertia, it may be difficult to alter established 
routines and procedures for monitoring and enforcing management- 
stakeholder contracts so as to reflect new realities. Pressures such as sunk 
costs, political coalitions, the tendency to consider precedents as normative 
standards, and a simple lack of imagination all limit the degree to which 
incentive, monitoring, and enforcement structures respond quickly to new 
circumstances. 

Having said this, in the long run we believe that market processes work to 
select out the most inefficient organizational forms. Despite barriers to entry 
and exit, attempts by managers to shape the environment to their advantage, 
and inertia, in the long run there are grounds for believing that the market 
system does achieve a rough balance between the efficient and inefficient 
(Alchain, 1950; Nelson and Winter, 1982). Although the adjustment process 
can be slowed down, it cannot be halted altogether. While we certainly do not 
agree that only the most efficient survive, we think it is highly probable that 
the most inefficient organizational forms lose ground and are eventually 
selected out. 

Equilibrium and Market Processes 
If change was a rare event, the above arguments would imply that equilib- 
rium situations in which the most inefficient organizational forms have been 
selected out are commonplace. However, one of the central features of the real 
world is that the only constant is change. Although market process work 
towards some kind of equilibrium, change constantly alters the direction in 
which that equilibrium is to be found. As argued by Schumpeter (1942), such 
change often occurs due to the process of creative destruction triggered by 
innovation. Moreover, Schumpeter suggested that innovation is itself a 
product of the competitive process. Thus, ongoing change may be a persistent 
endogenous feature of capitalism. Alternatively, change may be due to 
exogenous macro-environmental trends (demographics, social-political Fac- 
tors, macro-economic change, etc.). No matter how it arises, ongoing change 
creates a situation of permanent disequilibrium and hence, of persistent 
power differentials between stakeholders and managers. However, because of 
the random nature of change, power differentials are themselves unlikely to 
remain unidirectional. While change at one point in time may favour mana- 
gers, change in a subsequent period may shift the balance of power towards 
other stakeholder groups. 

Building on this perspective, we follow modern ‘Austrian’ economists in 
arguing that the focus of theoretical attention should be on market processes 
rather than equilibrium conditions in efficient markets, since the latter is little 
more than a convenient fiction (Kirzner, 1979; Knight, 1921; Littlechild and 
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Owen, 1980; Nelson and Winter, 1982; Schumpeter, 1942). While a drive 
towards efficiency may characterize the business system, in the sense that the 
most inefficient producers ultimately get selected out, we view short- and 
medium-term inefficiencies arising out of disequilibrium conditions as 
commonplace.['] This suggests that power differentials arising out of dise- 
quilibrium conditions between managers and other stakeholders are an 
essential determinant of the nature of many stakeholder-agent contracts and 
the structures that police those contracts. 

In  sum, our view of market dynamics is fundamentally different from that 
which characterizes most of the agent-principal literature. We do not assume 
equilibrium, although we do assume that market processes work in such a 
manner that, in the long run, inefficient incentive structures and monitoring 
and enforcement mechanisms are selected out, while more efficient structures 
and mechanisms evolve to replace them. However, due to barriers to entry 
and exit, the ability of stakeholders and managers to enact their environment, 
and inertia, the adjustment process is plagued by significant frictions. By 
forcing attention onto adjustment processes under disequilibrium conditions, 
this perspective adds richness to the discussion of stakeholder-agency theory. 

DIVERGENT CLAIMS, UTILITY LOSS, AND CONTRACTING COSTS 

The interests of principals and agents diverge primarily because these diffe- 
rent groups have different utility functions. In  turn, this can lead to direct 
conflict over the use to which resources are put (for example, see Jensen, 
1986). Agency theory focuses on the divergence of interests between managers 
and stockholders. The argument can be traced back to the managerial 
discretion literature of the 1960s (Baumol, 1959; Marris, 1964; Williamson, 
1964). This literature theorizes that stockholders are wealth maximizers, 
while managers maximize a utility function that includes remuneration, 
power, job security, and status as its central elements. The agency/ 
managerial literature postulates that satisQing the claims of stockholders 
involves maximizing the efficiency of the firm (Fama, 1980), while satisfying 
the claims of management requires increasing the size of the firm (remunera- 
tion, power, job security and status are argued to be a function of firm size). 
I n  turn, it has been argued that the desire to increase firm size results in a 
managerial preference for maximizing the growth rate of the firm, principally 
through diversification (Amihud and Lev, 1981; Aoki, 1984; Marris, 1964). 
Further, the discretion literature postulates a trade-off between growth max- 
imization and efficiency maximization. Beyond a certain point, the greater 
investments in growth, the lower investments in maximizing efficiency. Thus, 
divergent claims give rise to an agency conflict between managers and 
stockholders. 

Stakeholder-agency theory postulates that other stakeholder groups also 
place claims on the firm that, if satisfied, reduce the amount of resources that 
management can channel towards the pursuit of growth through diversifica- 
tion. Satisfying employee claims for higher wages, consumer claims for 
greater quality and/or lower prices, supplier claims for higher prices and 
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more stable ordering patterns, and the claims of local communities and the 
general public for lower pollution and an enhanced quality of life, all involve 
the use of resources that might otherwise be invested by managers in 
maximizing the growth rate of the firm. Thus, an  agency conflict is inherent in 
the relationship between management and all other stockholders (for a 
transaction cost interpretation of this phenomenon see Williamson, 1985). 

This is not to deny that to a degree the claims of stakeholders and managers 
also converge. For example, satisfjling employee claims for higher wages and 
better working conditions may improve employee productivity and thus 
provide management with greater resources. Similarly, devoting resources to 
controlling pollution may result in local communities being more receptive to 
future proposals by management for expanding its operations. However, our 
contention is that beyond a certain point, this convergence of interest is 
replaced by divergence. 

If uncorrected, the divergence between management and stakeholder pre- 
ferences with regard to the way in which a firm allocates its resources will 
result in a failure of stakeholders to maximize their utility. The  difference 
between the utility that stakeholders could achieve if management acted in 
stakeholders’ best interests, and the utility that is achieved if management 
acts in its best interest, can be referred to as a utility Loss. In the absence of 
incentive, monitoring, and enforcement structures that serve to align the 
interests of managers and stakeholders, utility loss may be substantial. The 
function of incentive, monitoring, and enforcement structures is to minimize 
utility loss by correcting for the divergence of interests between management 
and stakeholders. 

The  concept of utility loss leads to a somewhat broader definition of agency 
costs than that typically given in the agency literature. To distinguish this 
from the agency definition, from now on we shall talk in terms of contructing 
costs. These are defined as the reduction in utility that stakeholders bear by 
channelling resources to support incentive, monitoring, and enforcement 
structures, as opposed to using those resources directly to satisfy their utility 
function, plus any remaining or residual utility loss. For example, imagine 
that the maximum amount of utility that stakeholders can derive from a given 
relationship is 100 units, but that management preferences result in stakehol- 
ders only getting 60 units, resulting in a total utility loss of 40 units. If 
stakeholders devote resources equal to 10 units of utility to establishing 
incentive, monitoring, and enforcement mechanisms, they may increase the 
utility they derive from the relationship to 90 units, resulting in a net gain of 
20 units. The  remaining residual utility loss is 10 units. Thus, contracting 
costs are equal to the 10 units of utility that are sacrificed to support incentive, 
monitoring, and enforcement mechanisms, plus the residual utility loss of 10 
units. 

INTEREST ALIGNMENT MECHANISMS 

One way of minimizing the utility loss that arises from a divergence of 
interests involves introducing ex-ante interest alignment mechanisms into the 
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contracting scheme. In the agency literature, management and employee 
stock option plans are the most widely discussed of these mechanisms 
(Demsetz, 1983). Stock option plans serve to induce managers and employees 
to pay more attention to maximizing stockholder wealth, since that will 
simultaneously mazimize their own wealth. O n  a more general level, offering 
tax breaks for investments in pollution containment equipment is an example 
of how local communities and the general public (through their legisla- 
tive agents) use incentives to try and align management interests with their 
own. 

In  addition, to gain access to their resources, stakeholders may demand 
that managers absorb ex-ante bonding costs in order to demonstrate their 
commitment to satisfying stakeholder interests. For example, consider the 
consumer contemplating entering an exchange relationship with a manufac- 
turer of consumer durables. The purchase of durables presents consumers 
with a difficult agency problem. Consumer durables are purchased infre- 
quently and involve large expenditure. In  such circumstances, the consumer 
is vulnerable to opportunistic action on the part of management. Manage- 
ment may misrepresent the quality or durability of the product in an attempt 
to close the sale. The agency problem is solved by the ex-ante introduction of a 
warranty into the contracting scheme. This specifies management’s obliga- 
tion to correct defects or provide suitable compensation in the event of sub- 
standard quality. The warranty is a bonding mechanism that communicates 
to consumers a commitment on the part of management to a certain standard 
of quality. 

More generally, a bonding mechanism is an example of the use of credible 
commitments (Williamson, 1985). Establishing a credible commitment requires 
that managers post a ‘hostage’ or bond forfeitable upon malperformance 
(Alchain and Woodward, 1988). The concept has been used to explain certain 
characteristics of a firm’s relationships with its suppliers and consumers 
(although it is hardly limited to this context). For example, when a supplier 
has to make substantial investments in specialized assets in order to enter into 
trade with the firm, it is also exposing itself to the possibility of opportunistic 
abuse by management (Williamson, 1985). Once the supplier has made the 
investment, it is effectively ‘locked in’ to the relationship and cannot exit 
without reducing the value of those assets. Management may use this fact to 
go back on any ex-ante agreement and drive down the prices charged by the 
supplier. As insurance against this possibility, the supplier may demand a 
similar ex-ante investment in dedicated assets on the part of the firm. This 
locks both parties into a mutually dependent relationship in which power is 
symmetrically distributed. Examples include reciprocal trade agreements, 
most-favoured-buyer clauses, inflexible prices, posted prices, exclusive terri- 
tories, franchise-specific investments, patent pools, and union shop agree- 
ments (Williamson, 1985). In all these cases, the underlying objective is to 
establish mutual dependency between managers and other stakeholder 
groups so that interests are more closely aligned. As a general rule, the use of 
credible commitments to bond managers and stakeholders will be greater the 
greater the investments in specialized assets required of either stakeholders or 
managers to support a given exchange relationship. 
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MONITORING AND ENFORCEiMENT MECHANISMS AND STRUCTURES 

Interest alignment mechanisms apart, the contracts between stakeholders 
and managers are primarily implicit (Mitroff, 1983). Stakeholders supply the 
firm with resources on the implicit (tacit) understanding that their claims on 
the organization will be recognized. To ensure that this occurs, a number of 
institutional structures have evolved that serve the function of monitoring and 
enforcing the terms of implicit contracts. Agency theory generally refers to 
such institutions as governance structures. Our change of terminology reflects 
a broadening of emphasis. Specifically, we are concerned with more than just 
quasi-independent or third party governance (such as the board of directors, 
the market for corporate control, or the legal superstructure of society). We 
are also concerned with institutions that have evolved to represent and further 
the interests of a given set of stakeholders (such as labour unions and 
consumer unions) precisely because such institutions have utility loss- 
minimizing properties. Thus, the term institutional structures subsumes the 
term governance structures. 

Monitoring Structures 
An information asymmetry exists between managers and stakeholders. As 
insiders, managers are in a position to filter or distort the information that 
they release to other stakeholders. Management control over critical informa- 
tion complicates the agency problem. It makes it difficult for stakeholders to 
identify if management is acting in their interests. The obvious response is for 
stakeholders to gather more information about management activities. 
However, while individual stakeholders can and do undertake their own 
monitoring of management performance, the costs of gathering and analysing 
additional information may be prohibitive. 

This is particularly likely when stakeholders are diffused. Diffusion refers to 
a situation where a stakeholder group contains many individuals or entities, 
no one of which has command over a significant proportion of the group’s 
total resources. In such circumstances, ceteris paribus, no one individual or 
entity may be able to finance the extensive information-gathering and analy- 
sis necessary to reduce significantly the information asymmetry between 
managers and stakeholders. In turn, this gives managers greater discretionary 
control over the use to which the firm’s resources are put, increasing the 
residual loss that stakeholders have to bear. 

The response to the monitoring problem has been the evolution of a wide 
range of institutional structures that serve to economize upon the costs of 
information-gathering and analysis. Some of these structures are enshrined in 
legislation ( e .g . ,  the requirement that public companies publish consolidated 
annual accounts). Other institutions have evolved in an attempt to exploit the 
profit opportunities of gathering, analysing, and then selling information to 
stakeholders (e.g., stock analysts’ services, consumer reports, etc . ) .  Still others 
have arisen as non-profit organizations that exist in part to monitor the degree 
to which managers act in the best interests of certain stakeholder groups (e .g . ,  
Consumer Watch, Infact, labour unions). The common theme found in all of 
these structures is their ability to achieve economies of scale in information- 
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gathering and analysis, primarily through the employment of specialists. The 
consequence of such devices is a reduction in utility loss. 

Enforcement Mechanisms and Structures 
The function of enforcement is one of deterrence. Enforcement mechanisms 
are articulated by stakeholders prior to any resource exchange in an attempt 
to deter management from maximizing its utility a t  the expense of stakehol- 
ders. The success of enforcement mechanisms depends upon their credibility 
(Schelling, 1960), and those lacking credibility will be ignored by manage- 
ment. I n  such circumstances, any attempt to put enforcement mechanisms 
into effect will involve costs that outweigh the benefits of reducing the utility 
loss from management opportunism. In short, mechanisms that are not 
effective deterrents will fail (as do laws that are commonly ignored by the 
general population). 

Law as a deterrent. Establishing credible deterrents in the context of 
stakeholder-management relationships requires enforcement mechanisms 
that are supported by a broad consensus of stakeholders, and,  which are 
effectively communicated to management ex-ante. Certain legal penalties have 
this character (laws against insider trading, antitrust regulations, pollution 
regulations, etc.). Indeed, it can be argued that much of the structure of law 
relating to business activity in society reflects critical points of conflict in 
stakeholder-agent relationships. That is, legislators, as representatives of 
certain stakeholder interests, have enacted into law enforcement mechanisms 
that, because they are credible deterrents, serve to economize on utility loss. 

Exit as a deterrent. The legal approach to resolving principal-agent conflicts 
constitutes only one way of establishing a credible threat. A more general 
approach involves the establishment of a credible threat to withhold resources 
from the firm if management fails to serve stakeholder interests. That is, to 
threaten exit from the exchange relationship (Hirschman, 1970). Such threats 
may be more effective than legal penalties. Only in rare situations are legal 
penalties likely to jeopardize the survival of the firm. Indeed, many firms view 
such penalties as a ‘normal cost of doing business’. In contrast, by denying 
the firm access to critical resources, stakeholders can threaten its very survival 
(Pfeffer and Salancik, 1978). 

In a sense, the threat of exit is an underlying theme of many stakeholder- 
management relationships. For example, if dissatisfied with product quality, 
consumers can always take their business elsewhere. Similarly, if dissatisfied 
with a firm’s performance, stockholders can always sell their stock. Thus, 
credible threats to exit can be enacted through the market mechanism. 
However, market action suffers from a number of weaknesses. First, there is a 
co-ordination problem among diffused stakeholders that in certain circumst- 
ances makes collective action problematic. Exit may not be a very effective 
deterrent if members of a stakeholder group are unable to act in unison to 
impose demands on management. For example, while employees may be 
unhappy about working conditions, individual complaints or threats of exit 
may do little to persuade management to improve conditions, particularly if 
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there is a ready supply of replacement labour. Similarly, while consumers as 
individuals may disapprove of the pollution implications of a given product 
(e .g .  auto exhaust, plastic containers, air conditioning fluid) the threat of 
individual exit may be futile, particularly if no cost-effective alternative exists. 
Thus, consumers may continue to purchase the products, even though as 
individuals they are unhappy about the implications of doing so, and would 
prefer the firm to devote resources to developing less harmful alternatives. 

The institutional response to the problem of achieving collective action 
among diffused stakeholders has been the evolution of a number of structures 
that perform the co-ordination function. Examples include labour unions, 
consumer unions, and special-interest groups. By providing centralized direc- 
tion, these structures economize upon the costs of co-ordination and establish 
the credibility of the exit mechanism. Thus, labour unions may initiate a 
strike if management fails to meet their demands for better working condi- 
tions. Similarly, special-interest groups may initiate a consumer boycott if the 
firm continues to produce products that they consider to be harmful (e.g., 
Infact’s consumer-led boycott of Nestle’s was designed to halt the company’s 
questionable infant formula marketing practices in Third World countries). 

A more intractable weakness of market action is that it may lack effective- 
ness in those situations where stakeholders are ‘locked in’ to an exchange 
relationship by specific asset investments. Suppliers, customers, employees, 
or communities who have invested in specialized assets in order to enter into 
an exchange relationship with the firm may not be able to exit without 
incurring substantial exit costs. The exit costs consist of the reduced rents 
from specialized assets that can be earned in their next best application. 
Other things being equal, such barriers to exit reduce the credibility of any 
threat to exit as a contract enforcement mechanism. This is serious given that 
actors who make specific asset investments in the firm are by definition 
among the most important of its stakeholders (their future is most closely 
aligned to that of the firm). 

However, certain bonding mechanisms have the additional character of 
increasing the credibility of the threat to exit among stakeholders who have 
invested in firm-specific assets. For example, a union shop agreement can be 
viewed as a bonding mechanism by which management agrees to hire only 
union labour as a means of safeguarding employees investments’ in firm- 
specific human capital. This bonding mechanism limits management’s ability 
to abrogate any previously agreed labour contract. If they do, they face the 
possibility of a strike (exit), the threat of which is made credible by the 
inability to hire non-union labour. Notwithstanding such examples, however, 
the threat of exit may be limited in such circumstances, in which case 
stakeholders may have to resort to voice as an enforcement mechanism 
(Hirschman, 1970). 

Voice as a deterrent. In certain circumstances voice may be the most effective 
enforcement mechanism. Voice is often the least costly mechanism to adopt. 
Newsworthy publicity comes cheap, yet it can severely damage managerial 
reputations and the intrinsic value of a manager’s human capital. To be 
effective, however, voice must be articulated by interest groups that have a 

253



STAKEHOLDER-AGENCY THEORY 143 

legitimate claim to represent stakeholder interests. Again, certain institutio- 
nal structures such as labour unions, consumer unions, and special-interest 
groups arguably have this characteristic. This reinforces our earlier conclu- 
sion that interest groups can be viewed as institutional structures that have 
evolved to economize on contracting costs. 

STATIC EQUILIBRIUM 

In  our view, due to the pervasive nature of change, much of the business 
system is in a state of almost permanent disequilibrium. Despite this, there is 
value in discussing what we would expect to find if the business system were 
ever to achieve equilibrium. Although this is something of an abstract and 
teleological exercise, such a discussion tells us something about the end 
towards which dynamic processes propel the system. Here we discuss the 
factors determining the complexity of the institutional structures that we 
would expect to find in an equilibrium situation; later we focus on disequilib- 
rium. 

A Static Model 
If equilibrium were ever reached, institutional structures would display 
efficiency properties. Specifically, stakeholders would increase the complexity 
of institutional structures up to that point where the marginal benefits of 
doing so (in terms of a reduction in utility loss) were equivalent to the 
marginal costs of maintaining those structures (in terms of the utility that has 
to be sacrificed to support them). Given this, it is probable that in equilibrium 
managers still retain some (diminished) discretionary control over the use to 
which the firm’s resources are put. The argument is explained with reference 
to figure 1. 

The horizontal axis of figure 1 measures the complexity of existing institutio- 
nal structures. The least complex structure is that of the market mechanism. 
More complex structures involve increasingly extensive monitoring and 
enforcement mechanisms. Thus, consumer watchdogs such as Ralph Nader’s 
Consumer Watch, or the development of labour unions, can be seen as adding 
complexity to the institutional structures that police the management- 
stakeholder interface. The vertical axis measures units of utility. 

A positive relationship between the complexity of available institutional 
structures and the costs of those structures (in terms of the utility that has to 
be sacrificed to support them) can be postulated. If working efficiently, the 
market system, because it  is a decentralized mechanism, imposes the lowest 
costs on stakeholders. More complex structures impose additional costs. For 
example, ultimately consumers underwrite Consumer Watch through dona- 
tions. Employees underwrite labour unions through subscriptions. Similarly, 
if stakeholder pressures result in certain regulations being enacted into law, 
ultimately stakeholders, as taxpayers, underwrite the commensurate increase 
in legal apparatus. 

However, due to the benefits of specialization it seems likely that economies 
of scale in information-gathering and analysis exist. Thus, initially the costs 
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(in terms of utility) of maintaining institutional structures will increase at a 
decreasing rate with increasing complexity. This is illustrated in figure 1 
where the cost function increases at a decreasing rate up to the point of 
inflection a.  Past a diminishing returns to specialization are likely to set in and 
costs will increase at an increasing rate. 

The  benefits to stakeholders of maintaining institutional structures can be 
measured in terms of the reduction in utility loss that such structures achieve. 
The benefit function in figure 1 is shown to increase at a decreasing rate, 
symbolizing decreasng returns to increasingly complex structures; that is, 
increasing management resistance to reductions in their discretionary control 
over the use to which resources are put. Eventually, the function will 
approach the line bb' ,  where 0-6 symbolizes the total utility loss arising from 
an ex-ante divergence of interests. 

The equilibrium condition in figure 1 involves the stakeholders devoting 
resources to increasingly complex institutional structures up to that point 
where the marginal benefits of such expenditures are equivalent to the 
marginal costs. I t  is worthwhile for stakeholders to bear the costs of estab- 
lishing and running institutional structures of 0-C1 complexity.['] Note, this 
equilibrium point involves a reduction in total utility loss of 0-c. The 
remaining utility loss is equivalent to 6-6. Thus, c-b represents the resources 
still under the discretionary control of management once the claims of 
stakeholders have been satisfied. The logic of our earlier arguments suggests 
that these resources will be devoted to investments in maximizing the growth 
rate of the firm. 

Another way of viewing c-b is as a measure of the incentive stakeholders 
have to develop more efficient institutional mechanisms. More precisely, the 
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gross returns to innovation are equivalent to the discounted present value of 
&- b,c where the subscript t refers to successive time periods. For C1 to 
represent a true equilibrium, the perceived returns to innovation must be 
equivalent to the perceived costs of innovation. The costs of innovation refer 
to the costs of overcoming resistance to change (in terms of the utility that 
must be sacrificed) and imposing new institutional structures upon the 
implicit or explicit contract. An example of these costs might be the costs in 
terms of both money and emotion to employees of supporting a strike to get 
their labour contract with management renegotiated. If the perceived returns 
to innovation are greater than the foreseeable costs, it will pay stakeholders to 
devote resources to the development of more efficient institutional structures. 
The implications of this point are developed later. 

Extensions 
A shortcoming of this model is that i t  glosses over the problems created by the 
conflicting claims of different stakeholder groups. Obviously, the claims of 
different groups may conflict (e.g., stockholder demands for greater dividends 
conflict with employee demands for higher wages). However, on a more 
general level, each group can be seen as having a stake in the continued 
existence of the firm.[31 Where opinions differ between stakeholder groups is 
on how the firm’s resources should be allocated between investments, and the 
most desirable time pattern of organizational rent streams. If the different 
stakeholder groups engage in open conflict over this issue, the net effect may 
well be to damage the firm and all involved with it (as when employees go on 
strike or consumers boycott its products). Thus, different stakeholder groups 
have an incentive to co-operate, rather than incur the costs of open conflict (for 
a theoretical discussion of this see Aoki, 1984). 

An equilibrium solution to this type of problem can be found in the 
literature on co-operative game theory. Although beyond the scope of this 
article, it should be noted that i t  is possible to model what has been referred to 
as an ‘organizational equilibrium’ (Aoki, 1984). This is a state in which no 
one group of stakeholders can increase its utility without risking a higher 
expected loss of utility owing to the possible withdrawal of co-operation by the 
other stakeholders. A rational stakeholder would not disturb such a state by 
making a demand for greater control over how the firm’s resources are 
invested (for a theoretical proof of this argument see Aoki, 1984). 

With reference to institutional structures, the implication of such an 
organizational equilibrium is that each stakeholder group will adopt increas- 
ingly complex structures up to the point that is consistent with the co- 
operative solution. That is, no one group will attempt to establish additional 
institutional structures if doing so would upset the organizational equilibrium 
and precipitate open conflict between stakeholders. 

Management’s role in this process is one of an interest mediator. Manage- 
ment is assigned the difficult task of balancing conflicting demand so as to 
achieve a co-operative solution. Management is hardly a passive player, 
however. Management can be viewed as trying to expand its bargaining 
position with respect to different stakeholder groups. Under the restrictive 
conditions of neoclassical equilibrium, such an exercise would be fruitless. 
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However, an Austrian perspective of the market process leads to a very 
different conclusion. 

POWER DIFFERENTIALS AND MARKET PROCESS 

It  was argued earlier that due to the pervasiveness of change, extensive 
disequilibrium is the norm. Moreover, although we view markets as being 
ultimately efficient, we theorized that the adjustment process is characterized 
by considerable friction due to inertia, the ability of managers and stakehol- 
ders to slow down adjustment by their strategic investments, and entry and 
exit barriers. The implication of prolonged disequilibrium is that in practice, 
power differentials arising from a condition of dependency between principals 
and agents are commonplace and may persist for some time. The advantaged 
party may use such differentials to further entrench its position and modify 
institutional structures to its advantage. 

Of course, power differentials do not always work to management’s advan- 
tage. For example, labour shortages arising from unanticipated macro- 
environmental change will increase the bargaining power of employees rela- 
tive to managers, enabling them to impose tighter constraints on managers 
(e.g., to demand higher wages, better working conditions, more extensive 
grievance procedures, and employee directors). Often, however, power differ- 
entials will be in management’s favour. Moreover, by virtue of their position 
at the nexus of the implicit and explicit contracts that constitute the firm, and 
because of their control over the decision-making apparatus of the firm, 
managers may be better positioned to exploit power differentials than indi- 
vidual groups of stakeholders. Thus, in the remainder of this section we will 
focus on management strategies for establishing and/or exploiting power 
differentials, the implications of power differentials for institutional struc- 
tures, and stakeholder responses to management actions. 

Establishing and Exploiting Power Dijjferentials 
Starting with the convenient fiction that in the ‘beginning there was an 
efficient equilibrium’, disequilibrium can be seen as either the product of a 
firm’s own innovative efforts, or the result of an exogenous shock. However 
created, management may try to take advantage of the resulting turbulence 
and uncertainty to engineer a situation in which the firm’s stakeholders are 
more dependent on management than management is upon them. This 
involves undertaking strategic actions that reduce the concentration of stake- 
holder power and/or increase the concentration of management power. 

The concentration of stakeholder power can be reduced by strategies 
designed to d f f u e  the control over critical resources exercised by stakeholder 
groups. For example, with reference to stockholders, targeted stock buybacks 
along with new stock issues may be used to reduce ownership concentration 
and increase shareholder dispersion. Dispersion makes it more difficult for 
stockholders to monitor and enforce their implicit contract with management 
(Berle and Means, 1932). In a similar vein, management may diffuse supplier 
power by developing alternative sources of supply (assuming that alternatives 
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are available). Management may reduce customer power by building a more 
diverse customer base through product and market diversification. Manage- 
ment may limit the power of local. communities and the general public by 
both national and multinational diversification. And finally, it has been 
argued that the way in which management has organized production in the 
workplace and has exercised control through bureaucratic mechanisms has 
significantly reduced the power of employees to oppose management policies 
(Braverman, 1974; Clawson, 1980; Edwards, 1979). 

Increasing the concentration of management power requires strategies that 
increase the amount of resources under management control. These include 
horizontal mergers and acquisitions to increase concentration within an 
industry, vertical integration to gain power over suppliers and customers, and 
co-operative agreements between the managers of different firms including 
joint ventures, interlocking directorates, purchasing alliances, and price 
leadership agreements (Pfeffer and Salancik, 1978). The common theme 
underlying these strategies is that they restrict the choice set of stakeholders, 
thereby altering the configuration of resource dependencies. For example, 
horizontal acquisitions increase the buying power of the firm by limiting the 
number of independent customers to whom suppliers can sell. 

All of these strategies are undertaken to increase management power rather 
than maximize efficiency. Their ultimate objective is to loosen the constraints 
imposed by stakeholders and give management greater discretionary control 
over the firm’s resources. Without a commensurate increase in productive 
efficiency, the additional bureaucratic costs of running an expanded organiza- 
tion or of achieving intra-organizational co-ordination imply that declining 
efficiency will be one result of such strategies. Thus, in an efficient market, 
firms that pursue such strategies will be selected out by the competitive 
mechanism. However, the view of competitive dynamics advocated here 
suggests that disequilibrium gives managers the opportunity to build such 
power differentials. 

Of course, it is possible that the ability of managers to pursue strategies 
that increase management power over one group of stakeholders may be 
limited by the constraints imposed by other stakeholder groups. Most signi- 
ficantly, the board of directors (as the representative of stockholders), is in 
theory well positioned to limit managerial actions that it perceives as being 
contrary to stockholder interests (Fama and Jensen, 1983). Thus, for exam- 
ple, management attempts to reduce customer power by building a more 
diverse customer base through diversification may be blocked by the board, 
precisely because the board might regard such diversification as being an 
inefficient use of stockholders’ funds. 

Whether the board can impose such constraints in practice is the subject of 
some debate. Contrary to the argument made by Mace (197 1)  and others that 
most boards do little more than rubber-stamp management decisions, Miz- 
ruchi (1983) has presented strong arguments in support of the proposition 
that board control of management actions in public corporations is still 
possible. More recently, Lorsch and MacIver (1989) present case study 
evidence which suggests that among selected United States corporations, 
boards are increasingly exercising their control over top management teams. 
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On the other hand, there is also evidence which suggests that board control 
over top management is still relatively weak. For example, Jensen and 
Murphy (1990), after finding only a very weak relationship between CEO pay 
and firm performance, concluded that most boards may lack the power to 
impose stockholder objectives on management. Similarly, Burrough and 
Helyar (1990) have described in detail how one CEO, Ross Johnson of RJR 
Nabisco, handed out lucrative consulting contracts to outside directors in a 
successful attempt to keep them from criticizing management policies that 
were clearly inconsistent with stockholders’ best interests. The issue of how 
strong boards actually are, therefore, remains an open one. 

However, one factor which suggests that tighter control over management 
actions may become the rule rather than the exception has been the dramatic 
rise of financial institutions as major providers of capital. On both sides of the 
Atlantic pension funds, insurance companies, mutual funds, and investment 
banks have rapidly been replacing individuals as the main stockholders in 
public corporations. For example, in the United States, Hanson and Hill 
(1991) present evidence which suggests that among Fortune 500 companies 
the percentage of common stock held by institutions increased from 24 
percent to 50 percent between 1977 and 1986. The growing concentration of 
stockholding in the hands of a relatively few institutions is resulting in the 
evolution of a stock market that bears little resemblance to the fragmented 
and dispersed market described by Berle and Means (1932). Instead, the 
resulting concentration of stockholdings means that financial institutions are 
increasingly able to exert direct influence over management actions, either 
through (a) the threat to sell their holdings; (b) the threat to fight proxy votes 
more aggressively; or (c) by using their voting power to elect their own 
nominees to the board of directors. 

For example, in 1987 a group of financial institutions with major holdings 
in General Motors was able to pressure G M  management into adopting a 
bonus pay system for GM executives that was based upon stock price 
performance (prior to that time, bonuses had been awarded automatically, 
irrespective of the company’s performance). The institutions did this by 
threatening to introduce a resolution at the next stockholders’ meeting that 
would be critical of management unless the company changed its bonus pay 
policies (Nussbaum and Dobrzynski, 1987). More generally, Mintz and 
Schwartz (1985) argue for and present evidence which supports the view that 
financial institutions play a key role in the control of large firms. Similarly, 
Scott (1979) concludes that large firms and major banks ‘confront one 
another as equals, each being constrained by its controlling constellation of 
interests’ and that ‘banks are able to exercise considerable influence over the 
policies of major industrial corporations and so can affect what happens in 
companies where they have no direct power’ (p. 175). 

I t  should be pointed out, however, that to a large degree management and 
major financial institutions share the same agenda. Although there will 
undoubtedly be conflict between them, it is reasonable to suppose that in 
many cases management actions designed to weaken the power of certain 
stakeholder groups (e.g., employees, suppliers, or customers), will be con- 
gruent with the interests of major financial institutions so long as they 
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increase the profitability of the corporation. Thus, while important, the 
potential for conflict between managers and financial institutions should not 
be overstated. 

The Implications of Power Differentials 
Power differentials created by the strategies detailed above limit the ability of 
stakeholders to enforce implicit or explicit contracts. Diffusion of stakeholder 
power makes co-ordination between individual stakeholders more problema- 
tic and costly, thereby reducing the ability of stakeholders to act collectively. 
In  turn, this limits the effectiveness of voice and exit as enforcement mechan- 
isms. It is more difficult for stakeholders to establish a credible threat when 
power is diffused among many individuals and collective action is difficult to 
achieve. Similarly, the concentration of management power reduces the 
choice set of stakeholders, again limiting the effectiveness of exit and voice as 
enforcement mechanisms. 

Stakeholder diffusion also makes monitoring more difficult. Less powerful 
stakeholders are less able to demand that management make itself account- 
able. They are less able to use the implied threat to exit or exercise voice as a 
means of gaining access to insider information or demanding that manage- 
ment regularly provides them with information concerning its activities. 
Moreover, the pursuit of diversification strategies by the firm obscures data 
relating to the efficiency of individual divisions (firms only have to publish 
consolidated accounts). This exacerbates the information asymmetry between 
management and stakeholders, making monitoring more problematic. 

Managers may also take advantage of power differentials unilaterally to 
rewrite the terms of the implicit or explicit contract between managers and 
stakeholders. Thus, managers may take advantage of power differentials to 
revoke warranties, retract hostages posted as bonds, or retract other credible 
commitments such reciprocal purchasing agreements, posted prices, or union 
shops. Similarly, management may take advantage of a temporary power 
differential over its employees to rewrite employment contracts. In all of these 
cases, the effect of power differentials is to reduce the effectiveness of existing 
institutional structures and to increase the residual loss that must be born by 
stakeholders. 

Stakeholder Responses 
Stakeholder responses to the creation of power differentials can be analysed 
by way of figure 2. This shows the marginal benefit and marginal cost curves 
underlying figure 1. We start the analysis by accepting the convenient fiction 
of an initial equilibrium solution involving institutional structures of C1 
complexity, a reduction in utility loss of 0-c, and a remaining utility loss of c- 
6. The effect of a successful attempt by management to create a power 
differential will be to reduce the gradient of the benefit function, and hence 
shift the marginal benefit function down from M B ,  to MB2. In other words, 
power differentials limit the effectiveness of existing institutional structures 
and result in a reduction in the utility loss that can be achieved by stakehol- 
ders at each level of institutional complexity. The new equilibrium solution 
implied by this shift is to be found at C2. Thus, comparative statics suggest 
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0 
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Complexity of 
institutional 
structures 

Figure 2 

that when faced with an adverse power differential it pays stakeholders to 
reduce institutional complexity to C2 and accept an increased residual loss of 

However, in a dynamic sense the existence of d-b can be seen as providing 
an incentive to stakeholders to find new ways of economizing on contracting 
costs (to develop new institutional structures). As noted earlier, for C1 to be 
an equilibrium position, the perceived gross return gained from the innova- 
tion of more efficient structures must be equivalent to the perceived costs of 
such innovation. Given this, the power shift has created an incentive to 
innovate equivalent to the discounted present value of Zc,-d,. Our thesis is 
that the existence of such an incentive following the emergence of a power 
differential has driven much of the historical evolution of institutional struc- 
tures. The evolution of labour unions, consumer unions, special-interest 
groups, incentive mechanisms and credible commitments, corporate regula- 
tion, and so on, can be traced back to such incentives. 

For example, the development of the factory system in nineteenth-century 
England led to the decline of the ‘putting-out’ system of subcontracting and 
upset the balance of power that existed between those who made products to 
those who managed the production process, with management benefiting 
(Landes, 1966). Those who made products now became ‘employees’ and were 
at  a power disadvantage vis-a-vis those who managed the process. Traditio- 
nally, craft guilds had governed the implicit contract between ‘managers’ and 
‘subcontractors’. One consequence of the shift to a factory system was that 
craft guilds lost their effectiveness as institutional structures, and declined 
dramatically in influence (Landes, 1966). Thus, the decline in the marginal 
benefit curve from MB, to MB2 ( i . e . ,  existing institutional structures were no 
longer effective). However, this shift increased the incentive that those who 

d-b. 
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made products (employees) had to develop new and more effective govern- 
ance mechanisms. The response was the development of labour unions with 
the objective of re-establishing a condition of mutual dependence between 
those who made products and those who managed the manufacturing pro- 
cess. The effectiveness of unions was based on their ability to economize on 
co-ordination costs between diffused stakeholders and re-establish exit as a 
credible threat. 

Of course, such adjustments are anything but smooth and will be resisted 
by the advantaged party. Indeed, there is a long history of management 
resistance to the development of union power following the introduction of the 
factory system. Moreover, the conflict between management and stakeholders 
following the development of a power differential can be expected to spill over 
into the explicitly political arena. That is, both parties can be expected to try 
to use the power of law to further their interests. This is hardly surprising 
given that many institutional structures either have a legal component or are 
supported by the law, but it does give us a way of explaining the selective use 
of Political Actidn Committee (PAC) money, along with more general lob- 
bying by corporate trade associations and public interest groups. Specifically, 
a t  any point in time such monies and lobbying will be devoted to ongoing 
management-stakeholder conficts, the amount of activity and money being 
roughly proportional to the size of the perceived power differential and the 
anticipated gains from either changing the system or maintaining the status 
quo. 

Finally, i t  is important to remember that power differentials work both 
ways. Although we have concentrated on the benefits enjoyed by manage- 
ment from their control over the decision-making apparatus of the firm, and 
although this control probably does give management an inbuilt advantage, 
management may be put on the defensive by increases in stakeholder power 
(as may be occurring zlis-u-uis stockholders due to the increase in the amount 
of stock held by financial institutions). As with management power, increases 
in stakeholder power have their genesis in disequilibrium conditions created 
either by exogenous shocks, or by innovations in the way that stakeholders do 
business. 

CONCLUSION 

The objectives of this article were ambitious. Taking agency and stakeholder 
perspectives of the firm as our starting point, we have attempted to construct 
a paradigm that explains certain aspects of the strategic behaviour of the firm, 
the structure of incentive alignment mechanisms, and the institutional forms 
that have evolved to police the implicit and explicit contracts between 
managers and stakeholders. In doing so, we have drawn on the literatures of 
business and society, economics, finance, and organizational theory. 

The resultant paradigm, stakeholder-agency theory, can be viewed as a 
modification of agency theory to accommodate theories of power including 
resource dependence theories of organizations. Hitherto, these theories have 
been seen as offering mutually exclusive interpretations of. organizational 
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phenomena (Perrow, 1986). While agency theory assumes efficient markets 
and rejects the idea of power differentials between managers and stakehol- 
ders, resource dependency theory (e.g., Pfeffer and Salancik, 1978) implicity 
assumed inefficient markets which allow for the existence of unequal resource 
dependencies (power differentials) between managers and stakeholders. The 
adoption of an ‘Austrian’ perspective on market processes allows us to treat 
notions of power and efficiency within the framework of the same model. 

Following the theme of Austrian economics, we accept that markets are 
efficient. However, the existence of short-run disequilibrium arising from 
exogenous and endogenous change has been argued to give rise to temporary 
power differentials between managers and stakeholders. Some of the strate- 
gies pursued by managers with respect to stakeholders can be seen as an 
attempt to exploit and entrench these power differentials. In turn, the 
evolution of new incentive structures and institutional mechanisms for moni- 
toring and enforcing the contractual relationships between managers and 
stakeholders can be seen as long-run market-generated responses to dise- 
quilibrium conditions and unequal resource dependencies. ‘ 

Our contention is that joining together notions of power and efficiency 
within the same framework substantially increases the predictive power of the 
paradigm when compared to earlier ‘theories of the firm’. Unlike earlier 
theories, the paradigm explicitly focuses on the causes of conflict between 
managers and stakeholders following the emergence of disequilibrium condi- 
tions. Stakeholder-agency theory also points the way towards a theory of the 
adjustment mechanisms that realign management and stakeholder interests 
following disruption. 

NOTES 

* Our thanks to Peter Mills, Tom Thomas and an anonymous referee for their 
helpful comments on an earlier draft of this manuscript. 

[ I ]  There is in fact a large body of empirical evidence suggesting this is indeed the 
case. See Branch ( 1980), Bronzen (1970) and Jacobsen (1988). 

[2] C1 is where the gradients of the two curves are equivalent: i.c. where d (benefits)/ 
d (complexity) = d (costs) /d  (complexity). 

[3] There are exceptions to this, however. For example, stockholders often stand to 
gain large profits if they sell out to corporate raiders. At this juncture, the 
continued fate of the firm is of little interest to them. 
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The agency problem, agency cost and 
proposed solutions thereto: A South African 

perspective 
JHHaIl 

Abstract 

The development and growth of listed firms during the past few decades has 
caused an ever-widening gap between ownership and management. The agency 
theory addresses this relationship between owners (shareholders) and the 
custodians of their wealth, that is the management of a firm. If management's 
goals differ from those of the firm, an agency problem arises and the owners 
have to incur agency cost to overcome this problem. 

Besides discussing the theoretical principles underlying the above issues, an 
empirical investigation was undertaken, using questionnaires completed by 
firms listed on the Johannesburg Stock Exchange. 

It appears from the responses received as if the agency problem does exist in a 
significant number of companies. Shareholders at Annual General Meetings 
seem to concentrate more on statutory issues than on the goals of management. 
It is comforting, though, that directors must still approve key issues 
instrumental to the creation of economic wealth, such as the capital budget and 
financing decisions. The main methods employed by firms and their 
shareholders to overcome the agency problem are performance driven share 
and bonus schemes. 

It is proposed that a performance measure such as Economic Value Added can 
and should be used to overcome the agency problem to benefit both 
shareholders and management. 

KeyWords 

Agency Problem 
Economic Value Added 
Performance incentive schemes 
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1 The nature of the agency problem 

1.1 Introduction and objective 

Until approximately 1870, management and ownership of enterprises were 
vested in the same person, the capital provider (Lambrechts 1992:27). The 
emergence of large enterprises, especially the public company as a form of 
enterprise, was however characterised by a shift to separation between 
management and ownership of the enterprise. Owners appoint professional 
managers to manage their companies. It is this separation between ownership 
and management which forms the basis of the so-called agency theory. The 
shareholders' role become increasingly more passive while management has a 
reasonably free hand to pursue goals that may not necessarily correspond with 
those of the shareholders of the firm. 

The goal of this article is to establish if (and to what extent) the agency 
problem exists among companies listed on the Johannesburg Stock Exchange. It 
also addresses various agency costs and investigates methods of overcoming the 
agency problem. 

1.2 The agency problem 

An agency relationship exists between the agent (management) and the principal 
(capital providers or owners) of the firm. 

If both the agent and the principal are wealth maximisers (as we assume all 
rational people to be) then the possibility of conflict arises. The agent can and 
will take action to maximise his/her own wealth, and this action may not 
necessarily be in the best interest of the principal. If there is a difference 
between the goals management pursue and than of the owners (shareholder 
wealth maximisation), one can deduce that the agency problem is present. This 
aspect is investigated in the empirical section of the study. 

Cohen and Uliana (1990:8) mention several examples of costs or actions by 
management which can give rise to excessive (more than normal) or 
unnecessary costs and which stem from this conflict situation: 
o excessive levels of management remuneration; 
o shirking (neglect of duty); 
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o the appropriation of corporate resources in the form of excessive levels of 
perks; 

o avoiding investing corporate resources in potentially profitable ventures 
to the detriment of the shareholders; 

o the pursuit of sales growth at the expense of profit or shareholder wealth; 
o empire building by managers; 
o employee welfare objectives; and 
o manipulation of dividend policy at the expense of shareholder wealth 

creation. 

If any of these costs are observed in an enterprise one can deduce that an agency 
problem is present. 

Where the owner of an enterprise also attends to the management of the 
enterprise there can be no conflict between goals and therefore no agency 
problem exists. The more ownership is vested in people who are not directly 
involved in the management of the enterprise, the greater the possibility of 
conflict. It is therefore necessary to investigate the ownership structure of a 
company. This is done in the empirical part of the study. 

1.3 Agency cost 

To ensure that the goals of management correspond with those of shareholders, 
shareholders can institute certain incentive measures or monitoring steps. This 
does, however, have certain cost implications, with an accompanying 
detrimental effect on the wealth of the owners. The cost is highest if all 
management actions are monitored. This type of cost should only be incurred if 
the benefits to be derived are greater than the cost incurred. 

Brigham and Gapenski (1993:21) define agency cost as all costs borne by 
shareholders to encourage managers to maximise shareholder wealth rather than 
act in their self interest. 

Types of agency cost which can be identified include monitoring (for example 
auditing), structuring, opportunity and guarantee or insurance cost. In the 
empirical part of this study, certain aspects of these costs are further discussed 
together with the empirical results of their occurrence amongst the participants. 
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2 Methods to overcome the agency problem 

2.1 Introduction 

According to Brigham and Gapenski (1993:21), agency cost is low if the total 
remuneration of managers is linked to the market value of the company's share 
price. If the share price increases, both management's wealth and that of 
shareholders increase. There are, however, several factors beyond the control 
of management which influence the share price of the enterprise and which 
impair the affectivity of such a scheme. These factors are discussed briefly in 
Section 2.2 below. 

Taking the above into consideration, the solution appears to be a shareholders' 
wealth-based incentive scheme Oow agency cost) with some degree of 
monitoring (high agency cost). 

2.2 Performance based incentive measures 

Even before the classic work of Jensen and Meckling in 1976, on the 
implementation of the agency theory in the sphere of financial management, 
several studies were conducted regarding the connection between management's 
remuneration and the market price of a company's shares. Several measures are 
used to evaluate managers' perfonnance. Some of the most common are sales, 
profit, current value of expected cash flows and value added. 

According to Masson (1971:1286), linking a manager's remuneration to the 
share price, has two benefits. Firstly, managers should then act and make 
decisions in the best interest of the shareholders. Secondly, the stock exchange 
plays a reasonably effective role in the capitalisation of the future net income of 
the enterprise as represented by the share price. Managers should therefore 
concentrate on the net present value of the enterprise which is in turn closely 
link to shareholder's wealth. 

2.2.1 Share option schemes 

A share option scheme can be implemented by the enterprise in several ways 
and on several conditions. The basic principle is that an employee (usually at 
management level) has, as part of hislher remuneration, the right to purchase at 
a fixed price a number of the shares of the enterprise. TItis scheme is based on 
the principle that a participant will act and make decisions which will have a 
favourable influence on the share price of the enterprise. The reality is, 
however, that there are a number of factors which influence the share price of 

148 Meditari Accountancy Research Vol. 61998:145-161 

269



Hall 

an enterprise over which management has no control. Examples of these are 
interest rates, the general state of the economy (business cycles), foreign 
exchange markets, political activities, war and rumours. 

Share option schemes, based purely on the share price as a yardstick, are thus 
regarded as a relatively poor incentive measure to encourage managers to act in 
the interest of the shareholders. 

2.2.2 Peiformance-based sMre options 

As a result of the shortcomings of "ordinary" share option schemes, there is an 
increasing move towards performance-related share options (Brigham and 
Gapenski (1993:21). 

In terms of such schemes, managers in the enterprise are remunerated (with 
shares or cash) but on the basis of specific performance measures such as 
earnings per share, return on assets (ROA) or return on equity (ROE). The 
difference between the ordinary share option scheme and performance-based 
share option schemes, is that some objective yardstick is used in the latter 
instance in order to reward the managers. 

It must be borne in mind that accounting-based measures can be subject to 
manipulation by management. Rappaport (1986: 19) and Stewart (1990:35) 
reported in detail on the shortcomings of earnings per share and other 
accounting ratios in evaluating company performance. (It falls beyond the scope 
of this study to elaborate further on this topic, but the reader who is interested in 
furthering his knowledge on this subject can, in addition to the above-mentioned 
references, find an interesting discussion supporting the matter from Stem 
(1994:39». 

2.2.3 Value creation as performance measurement 

One of the most important aspects in the evaluation of the performance of an 
enterprise is the creation or destruction of value to the capital employed. This 
value can also be used as a measurement to evaluate management. Economic 
Value Added (EVA) was developed and popularised by Joel Stem and Bennet 
Stewart (of the New York consultancy finn, Stem Stewart) over the past decade. 
Stewart formalised this philosophy and principals in his book, "The Quest for 
Value". 

EVA is a measure employed to evaluate what management has added to (or 
destroyed of) the total capital of the enterprise. Milunovich and Tsuei 
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(1996:106) stressed the importance thereof as a management tool in the 
. following statement: "EVA instills capital discipline by forcing managers to 
consider the actual cost of the capital they employ. Thus, EVA encourages 
managers to act as owners." 

The EVA of an enterprise is calculated as follows (Stewart 1990:137): 

EVA = Net income after tax 
PLUS certain adjustments (for example research and 
development costs) 
LESS [ weighted average cost of capital x capital ] 

A remuneration scheme for managers can be based on the change in EVA 
(upwards or downwards) of an enterprise over a given period. 

There are basically three ways whereby an enterprise' s EVA can be improved 
(Stewart 1990:225): 

1 increase net income without using more capital; 
2 invest more capital as long as the return thereon is greater than the 

cost of that additional capital; and 
3 liquidate capital or projects where the return is less than the cost 

thereof. 

EVA is an all-embracing measure for the value which the managers of an 
enterprise add or deduct from the capital employed. To link managers' bonuses 
with changes in EVA links managers' remuneration directly to changes in 
shareholders' wealth (Stewart 1990:233). In this way, the management of a 
company is "forced" to set their goals and actions on economic shareholder 
wealth creation. The empirical section of this study reports on the number of 
companies that uses the EVA financial management system. 

2.3 Shareholder control and interference 

Cohen and Uliana (1990:9) defined "control" as the capability to elect the board 
of directors of a company. Even though control does not entail active decision
making in the enterprise, it does cover the taking of fundamental decisions such 
as the appointment of top management. 

Shareholders can influence the company's management in two ways. Firstly, 
they can influence management directly as to how the company should be 
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managed. Secondly, any shareholder can make a proposal which is voted on at 
the annual general meeting (AGM) (Brigham & Gapenski 1993:23). 

The most fundamental change which shareholders can effect is to change the 
board of directors. A board of directors which is controlled by management 
(too many executive directors as opposed to non-executive directors) is regarded 
as a weak link in the shareholder - management relationship. 

The empirical section investigates shareholders' attendance at the AGM, the 
percentage ownership of directors as well as the matters on which both 
shareholders and directors vote at the AGM. 

2.4 Threat of dismissal 

In the past it seldom happened that a senior manager or chief executive officer 
was dismissed by shareholders. The reason for this was possibly that the 
ownership of a great number of companies was dispersed, as well as the fact that 
the agency problem was only brought to the attention of shareholders (and 
management) over the past two decades. 

Nowadays, the reasons given for dismissal are shifting more and more away 
from "bad health" and "personal reasons" to "on the request of the directors" 
(Brigham & Gapenski 1993:25). 

2.5 Threat of take-overs 

Cohen and Uliana (1990:8) quoted an article by Jensen and Ruback that argued 
that the threat of a take-over serves to monitor the actions of management. If the 
actions or decisions of management decrease the future earnings or value of 
shareholders, the share price usually decreases as well. In some instances, the 
company can become a take-over target. If the management of such a company 
is replaced, the move can benefit the shareholders. 
The threat of take-overs can thus serves as an external control mechanism which 
ensures that the decisions and actions of management maximise shareholders' 
wealth. 

3· Empirical study 

3.1 Research methodology 

The primary aim of this study was to investigate the possible existence of the 
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agency problem at companies listed on the Johannesburg Stock Exchange . 
. Furthermore, an investigation was conducted into the methods which are used to 
solve this problem. 

Of the three most common methods used in the collection of data, namely 
personal interviews, telephonic interviews and postal surveys (Cooper & Emory 
1995:287), the method of a questionnaire completed through postal survey and 
personal interviews was selected as the most suitable method for the study taking 
into account the costs involved as well as the availability of the participants. The 
population consisted of the listed companies on the Johannesburg Stock 
Exchange. When the survey was performed during September and October 
1996,577 companies were listed. 

3.2 Questionnaire design 

The questionnaire was in English. It consisted of only twelve questions on the 
front and back of an A4 page. The questions were phrased in such a way as to 
investigate both the possible existence of the agency problem and to deduce 
possible solutions to the problem. 

The aim of the first two questions was to determine whether the agency 
problem does exist. The first question more specifically addressed the 
measurable goals which management pursue. The answers to this question 
indicate whether the goals management pursue was compatible with the ftrm's 
goal (wealth maximisation) and thus in the interest of the shareholders. 

The next three questions attempted to ascertain to what extent shareholders try 
to control or monitor the decisions and actions of managers. The last seven 
questions investigated and analysed different aspects of agency cost. 

3.3 Response 

A total of 577 questionnaires were sent out. The following response was 
achieved: 
o 45 questionnaires were returned. 
o In addition, personal interviews were conducted with 28 financial 

~gers (part of the o~ginal population of 577) who had not taken part 
ill the postal survey. This was done in order to increase the low response 
rate from the postal survey. 

o 7 enterprises indicated that it is company policy not to participate in any 
surveys. 

o A total of 66 (45 + 28 - 7) (11 %) responses could be used in the analysis. 
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It is important to note that some individual questions on the questionnaires 
re~ed, were not answered. Therefore the actual number of responses 
which could be used were in some instances less than 66. 

3.4 Analysis of the results 

The results are discussed per question, focusing on the aim, results and 
conclusion drawn. 

Question 1 

Aim: 
The aim of this question was to determine which goals the management of a 
company pursue. Goals which do not coincide with the maximisation of 
shareholders' wealth, are an indication of the existence of the agency problem. 

Results: 
The response of only 61 companies could be used for analysis. Value 
maximising is supported by 27 (44%) of the 61 companies While 36 (59%) 
indicated that improvement or growth in earnings is pursued as a goal. It was 
disappointing that only 4 companies specifically stated EVA as goal. Operating 
efficiency plays another major part (25 %) while business ethics enjoys the 
lowest priority. Other goals include vision, cash flow, occupational safety and 
the increase in net assets. 

Conclusion: 
It appears from the response that a significant number of companies pursue goals 
which cannot be reconciled with an increase in shareholders' wealth. It can 
safely be assumed that the problem is aggravated by the apparent belief that an 
increase in earnings and return on equity (ROE) automatically result in an 
increase in shareholders' wealth. In the discussion on the theory it has been 
indicated that this might not necessarily be the case. It can therefore be 
concluded that an agency problem exists among a significant number of the 
respondents . 

Question 2 

Aim: 
The aim of this question was to determine how many shares are in the 
possession of management and employees and how many are owned by 
outsiders (who have nothing to do with the day to day running of the company). 
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The greater the percentage in the hands of outsiders, the greater the probability 
. that the goals pursued by management do not necessarily correspond with the 
goals of the shareholders. From this it can be deduced that if the board of 
directors, as strategic executive organ of the company and representative of the 
shareholders, does not own a substantial percentage of the issued share capital, 
the possibility of conflict between the goals of the two groups increases. 

Results: 
Of the 66 companies' responses, 60 could be used for analysis. In 42 (70%) of 
the 60 companies, between 90% and 100% of the shares are owned by 
outsiders, while in 49 (82 %) of the instances, the percentage shares owned by 
outsiders is between 70% and 100%. In two instances, the percentage of share 
ownership by outsiders in the company is between 50% and 100%. 

An analysis of the percentage of shares owned by the board of directors, 
excluding the managing director, shows the following: 

0% 
less than 1 % 
between 1 % and 4 % 
between 4 % and 30 % 
more than 30% 

Conclusion: 

10 companies 
23 companies 
11 companies 
6 companies 
10 companies 

The relatively low percentage of shares owned by management and employees 
enhances the possibility for occurrence of the agency problem. This deduction 
is further supported by the low percentage of shares held by the directors in 
general. 

Question 3 

Aim: 
The most direct way in which a shareholder who is not employed by the 
company nor serves on the board of directors can protect his\her interests, is by 
exercising his\her vote at the annual general meeting (AGM) which is 
compulsory in terms of the Companies Act. This question attempted to 
determine to what extent the shareholders employ this mechanism. If the voting 
percentage of shareholders at the AGM is low, this may also indicate a lack of 
knowledge among the shareholders about the existence of the agency problem. 
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Results: 

The r~sponse of 65 companies could be used. The average percentage vote not 
exercIsed, amounts to 27 % . The modus interval is 31 % to 40 % with 17 
companies in this category. Four companies indicated that more than 90% of 
the votes are not exercised. One company indicated that 100% of the votes are 
not exercised! 

Conclusion: 

From these results it can be deduced that the average percentage of votes which 
~e a~tua1ly. exe.rcised is relatively high. Other factors which were not 
illvestigated ill this study can naturally also play a role in the explanation of the 
voting percentage (high or low) at the AGM. For example shareholders of 
~o~panies which .deliver good results year after year were m~st probably less 
illclined to use theIr vote or to attend the AGM at all. 

Question 4 

Aim: 
The aim of this question was to test the issue of control or monitoring over the 
actions and decisions of management by lOOking at the decisions which require 
the approval of the board of directors. The response to this question is to be 
read in conjunction with the response to Question 2, which investigated what 
percentage of the directors were also shareholders, which in turn can be an 
indication of the measure of control. 

Results: 
The response of 54 companies could be used. A total of 82 answers were 
obtained and these were divided into 8 categories. Of the 8 categories, it is 
mainly the capital budget, take-overs and mergers as well as the financing 
decision which must be approved by the board of directors. These three aspects 
were shown by 67%, 41 % and 20% respectively of the 54 respondents to be 
decisions that need approval by the board of directors. 

Conclusion: 
In the literature study, it was shown that EVA is arguably the best method to 
determine shareholders' wealth. There are three main factors which determine 
the EVA of a company, namely adjusted net income after tax, capital employed 
and the cost of capital. It follows then that the aspects which influence these 
factors, namely the capital budget and the financing structure of the company, 
are the most important monitoring aspects according to the board of directors. It 
can thus be deduced that the directors can exercise a relatively important and 
efficient measure of control over shareholders' wealth. 
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Question 5 

Aim: 
The aim of this question was to investigate further the aspect of control over the 
actions or decisions of management. In this instance, aspects for which 
approval from the shareholders is required were investigated. 

The results of this question must be read in co~unction with the response to 
Question 3, which analysed the percentage of shareholders that exercised their 
vote (and thus their control action, even if it is small) at the annual general 
meeting. 

Results: 
The response of 59 companies could be used. 17 % of the respondents indicated 
that none of the decisions had to be approved by the shareholders, while a 
further 17 % indicated the same decisions which were supplied as answers in 
Question 4 (directors' approval). The balance, an overwhelming 66%, indicated 
that actions for which the approval of shareholders are required are stipulated 
by statute. This includes decisions such as share issues, remuneration of 
directors, appointment of auditors and directors, aspects regarding the 
Companies Act and the rules of the Johannesburg Stock Exchange. 

Conclusion: 
It appears that a very small percentage of the shareholders monitor or try to 
control those actions of management which can influence shareholders' wealth. 
Although the results of Question 3 indicated that the majority of the sbafeholders 
exercised their vote, it appeared to be mostly the statutory actions which ezUoy 
attention. Strategic decisions are left to the directors, which emphasises further 
the separation between shareholders (ownership) and management. There is 
thus a considerable potential for the agency problem to arise. 

Question 6 

Aim: 
The aim of this question was to detennine whether opportunity cost (see Section 
1.3) occurs as a result of a complex, slow or cumbersome decision-making 
structure. 

Results: 

The response of 61 companies could be used. Seventeen (28 % ) of the 
respondents answered "yes" to this question. Unfortunately none of the 
companies responded to the request to supply examples. 
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Conclusion: 
It is very difficult to determine or quantify opportunity cost. Because some of 
the respondents were of the opinion that opportunities in the market are lost as a 
result of the decision-making hierarchy, it can, however, be deduced that this 
cost does occur. 

Question 7 

Aim: 
The aim with this question was to determine to what extent incentive schemes, 
which attempt to harmonise the actions of management with the goal of 
shareholders' wealth, are used by companies. 

Results: 
The response of 65 companies could be used. It appeared clearly from the 
completed questionnaires that two main groups of incentive schemes are used, 
namely a share option scheme and a bonus scheme. The bonuses are normally 
based on some performance measure such as net income. Of the companies, 4 
indicated that EVA is used as a measure. 

Only 9 of the companies have no such scheme in place. Of the companies, 24 
use a share option scheme, 13 use a bonus scheme while 19 use both. 

Conclusion: 
The occurrence of incentive schemes is very high and it thus appears to be one 
of the most popular methods by which the shareholders, as owners, try to 
circumvent the agency problem. 

Question 8 

Aim: 
The aim of Question 8 was to determine the occurrence of exceptional top 
management fringe benefits. 

Results: 
The response of 62 companies could be used. Only 5 of the companies 
answered affirmatively to this question. These benefits were comprised of, inter 
alia, increased provident fund contributions and increased pension fund 
contributions. 

Conclusion: 
Based solely on the completed questionnaires, it appears that this phenomenon 
does not manifest itself widely. The fact that so few of the respondents 
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answered in the affirmative to this question may be attributed to the fact that this 
type of expenditure is, on the one hand, not easily noticed or measurable and, on 
the other hand, that top management does not want to popularise (or 
acknowledge) the existence of such expenditure. 

Question 9 

Aim: 
Donations by companies to their favourite welfare organisations, although surely 
sociably acceptable, does not necessarily contribute to shareholder's wealth. It 
is very difficult to predict or quantify whether donations will have a positive or 
negative financial effect for a company or its shareholders. It falls outside the 
scope of this study to discuss this matter in detail. This question merely attempts 
to at least establish the extent of donations among the participant companies. 

Results: 
The response of 45 companies could be used. Of the companies, 32 (71 %) 
indicated that donations amount to less than 1,5% of their net income, while 4 
companies regarded their donations as insignificant. Of the companies, 9 
designated a rand value of which only two amounts were substantial, namely R5 
million and R15 million respectively. 

Conclusion: 
It does not appear as if donations play a significant role in the South African 
situation. The maximum allowable deduction for tax purposes (5 % of net 
income), coupled with the fact that donations may only be made to approved 
institutions probably plays a direct role in what amounts are donated. 

Question 10 and 11 

Aim: 
The internal and external audit is the most important instrument for purpose of 
monitoring the actions of management see Section 1.3). Any (agency) cost 
should only be incurred in so far as the benefits exceed the cost thereof. This 
question attempts to test at least management's opinion in this regard. 

Results: 
Of the 61 companies which answered this question, 13 (21 %) were of the 
opinion that the benefits of an internal audit do not justify the cost thereof. 

Of the 61 respondents, 26 (43 %) were of the opinion that the benefits of an 
external audit do not justify the cost thereof. 
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Conclusion: 
Management is, in general, less critical regarding internal audits than they are in 
respect of external audits. The external audit is obviously compulsory, 
according to statute, which may, in the view of management, cause the nature 
and extent thereof to be less efficient. Although difficult (if not impossible) to 
quantify, it can be safely assumed that the (agency) cost of both the internal and 
external audits will be less than the potential benefits of this monitoring action 
undertaken on behalf of the shareholders. It is, however, significant that there is 
such a large measure of negative perceptions regarding the whole audit process, 
especially if one takes into consideration the fact that the questionnaires were 
mainly completed by financial managers. This is definitely an aspect which 
requires further research, especially from the viewpoint of the shareholder. 

Question 12 

Aim: 
Shareholders can protect themselves against a reduction in wealth as a result of 
the actions of management by letting the company take out fidelity guarantee 
insurance. This question attempts to determine the extent of this type of 
insurance. 

Results: 
Of the 51 companies that answered the question, 16 have no such insurance; 35 
companies do have such insurance, but indicate the cost thereof to be 
insignificant or less than 1 % of the net income; in 5 instances, the value 
amounted to more than 1 %, while 4 companies indicated a rand value. The 
highest percentage was 10% and the highest rand value was R25 million. 

Conclusion: 
This type of insurance is fairly common and amounts, in certain instances, to 
substantial amounts. 

4 Summary 

In conclusion, it appears clearly from the responses to Questions 1 and 2 that the 
agency problem does exist in a substantial number of cases. The goals of 
management differ from the goals of shareholders. This deduction is further 
supported by the fact that a relatively small percentage of the issued share capital 
is owned by management and the board of directors. 

At first glance it appears that shareholders do try to address the agency 
problem by the relatively high voting percentage at the annual general meeting, 
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but after further investigation it appeared to be mostly statutory aspects which 
. enjoyed attention at the annual general meeting. What is, however, comforting 
is the fact that the board of directors must approve certain aspects which are 
instnunental in the creation of economic wealth, such as capital budgets and the 
financing decision. 

The most important method used to overcome the agency problem is 
perfonnance- based shares, bonus schemes and external audits. 

It was furthermore found that agency cost appears in the form of opportunity 
cost, donations and insurance. Almost no exceptional top management benefits 
appeared. 

EVA as goal and a performance measure is found in relatively few companies 
in South Africa. Some of the world's biggest conglomerates (Coca Cola, 
Quaker Oats and Briggs and Stratton) use the EVA financial management 
system with its many advantages, as indicated in the discussion on the theory. It 
falls beyond the scope of this study to entertain a detailed discussion on EVA, 
but EVA can provide the link between management and the shareholders so that 
agency cost is not only minimised, but the agency problem in itself is also 
greatly reduced. 
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Comparing Varieties of AgencyTheory in Economics,
Political Science,and Sociology:

An Illustration fr om StatePolicy Implementation*
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Asrational choicetheoryhasmovedfromeconomicsinto political scienceandsociol-
ogy, it hasbeendramaticallytransformed.Theintellectualdiffusionof agencytheory
illustratesthis process.Agencytheoryis a generalmodelof social relationsinvolving
the delegationof authority, and generallyresultingin problemsof control, which has
beenappliedto a broadrangeof substantivecontexts.Thispaperanalyzesapplications
of agencytheory to statepolicy implementationin economics,political science,and
sociology. After documentingvariationsin thetheoryacrossdisciplinarycontexts,the
strengthsand weaknessesof thesedifferent varietiesof agencytheory are assessed.
Sociologicalversionsof agencytheory, incorporatingbothbroadermicrofoundations
and richer modelsof social structure, are in manyrespectsthe mostpromising.This
typeof agencytheory illustratesthe potentialof an emerging sociologicalversionof
rational choicetheory.

Rationalchoiceis not just a microleveltheory, but alsoconsistsof a setof generalmodels
of socialstructureandsocialrelations(Becker1976;Schelling1978;FriedmanandHechter
1988;HechterandKanazawa1997;Kiser andHechter1998).Agencytheoryis onesuch
generalmodel,1 with rootsin boththeclassicalwork of Max Weberandthe“new institu-
tionalism” in economicsthatis now alsobeingusedin political scienceandsociology. An
agencyrelationis onein which a “principal” delegatesauthorityto an“agent” to perform
someservicefor theprincipal.Agencyrelationsexist in a wide varietyof socialcontexts
involving thedelegationof authority, includingclientsandvariousserviceproviders(doc-
tors,lawyers,insuranceagents),citizensandpoliticians,political party membersandparty
leaders,rulersandstateofficials, employersandemployees,andstockholdersandmanag-
ersof corporations(in all cases,the former is the principal andthe latter the agent).The
key featureof all agencyrelationsis thatonceprincipalsdelegateauthorityto agents,they
oftenhaveproblemscontrollingthem,because(1) agents’interestsoftendiffer from theirs,
and(2) agentsoftenhavebetterinformationabouttheiractionsthandoprincipals.Agency
theory focuseson the ways principalstry to mitigate this control problemby selecting
certaintypesof agentsandformsof monitoringtheiractions,andby usingvariousamounts
andtypesof positiveandnegativesanctions.

This papercritically analyzesthe intellectual history of agencytheory in three
disciplines—economics,political science,andsociology. Thesubstantivefocuswill beon

*An earlierdraft of this paperwaspresentedat theannualmeetingsof theAmericanSociologicalAssociation
(August1997,Toronto),at the “Conferenceon InstitutionalAnalysis” (August1997,Copenhagen),andat the
Political EconomyDrinks and DiscussionGroup,University of Washington(January1998).Thanksto Julia
Adams,Ron Aminzade,Terry Boswell, JohnCampbell,Phil Gorski, Gary Hamilton, SteveHanson,Michael
Hechter, MargaretLevi, andmembersof thePolitical EconomyDrinks andDiscussionGroupfor helpful com-
ments.Addressall correspondencetoEdgarKiser, Departmentof Sociology, Box353340,Universityof Washington,
Seattle,WA 98195(kiser@u.washington.edu).

1Otherrationalchoicemodelsincludeoptimallocationtheory(Downs1967), groupsolidaritytheory(Hechter
1987), andthe family of modelsusuallycalled“gametheory.”
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statepolicy implementation(therelationshipbetweenrulers0politiciansasprincipalsand
stateofficials0bureaucratsasagents)becausescholarsin all threedisciplineshaveapplied
agencytheoryto this topic.2 Themostgeneralissuein this literatureis how do theleaders
or rulers of statescontrol the many stateofficials to whom they delegateauthority to
implementpolicy.

The substantivetheoreticalgoalsof the paperare: (1) to comparethe strengthsand
weaknessesof the differentforms of agencytheorythat havedevelopedin the threedis-
ciplines,and(2) to evaluatetheoverallsuccessof agencytheoryasamodelof statepolicy
implementation.3 In addition,somemoremetatheoreticalquestionswill beaddressed,includ-
ing: (1) what can the spreadof agencytheory tell us about the processof intellectual
diffusion—is it bestdescribedasa caseof “economicimperialism” (in which economic
ideasareseenasinvadingandreplacingthoseof otherdisciplines)?;(2) whatcanwelearn
aboutstandarddisciplinarymodesof explanationby analyzingthesametheoryin different
disciplinarycontexts?;and(3) what arethe implicationsfor the futureof rationalchoice
theoryin disciplineslike political scienceandsociology?

I begin by discussingthe developmentof formal agencymodelsin economicsthat
emergedaspart of the “new institutionalism” (Ross1973;JensenandMeckling 1976).
Although thesemodelshavebeenappliedmainly to economicorganizations,therehave
beenafew recentapplicationsto statepolicy implementation(Rose-Ackerman1978;Klit-
gaard1988; Demski and Sappington1987; Johnsonand Libecap1989).This offers an
opportunity to study the useof agencytheory in a new substantivedomainwithin its
disciplinary“hometurf.” Currentwork onstatepolicy implementationusingagencytheory
in political science(WeingastandMoran1983;BendorandMoe1985;Wood1988;Kiewiet
andMcCubbins1991)hasdrawnmostly on economicmodels,althoughthey havebeen
transformedin severalwaysby thedisciplinarycontextof political science.I thenturn to
theclassicalsociologicaloriginsof agencytheory4 in theworkof MaxWeber([1922]1968).5

Work usingagencytheoryin sociology(HamiltonandBiggart 1980,1984;KiserandTong
1992;Gorski1993;Kiser andSchneider1994;Kiser 1994;Adams1996)is thenanalyzed
asasynthesisof economicandWeberianideas,producingasociologicalversionof agency
theorythat in differentwaystries to combinethe breadthof Weberwith the precisionof
economicmodels.Thewayagencytheoryhasbeenusedin political scienceandsociology
is muchdifferentfrom its usein economics,indicatingthat the “economicimperialism”
metaphoris not a gooddescriptionof the intellectualdiffusion processin this case.The
evolutionof agencytheoryasit hasdiffusedacrossdisciplinessuggeststhatrationalchoice
theoryis becomingincreasinglyseparatedfrom thedisciplineof economicsandis dramat-
ically transformingasa result.

As aroughguideto thedetaileddiscussionsof differentformsof agencytheory, Table1
providesa short summaryof someof themaincharacteristicsof thetheoryin economics,
political science,andsociology. Sinceagencymodelsin all disciplinesdealwith monitor-

2Agencytheoryhasprimarily beenappliedto theanalysisof economicorganizations.However, sincealmost
all of thiswork hasbeenin economics,thissubstantivefocuswouldnotallow for comparisonsacrossdisciplines.

3A systematicevaluationof agencytheoryasamodelof statepolicy implementationwould requirecomparing
it to othertheories,a taskbeyondthescopeof this paper. Herewe exploretheextentto which agencytheoryhas
beenableto adequatelyrespondto recentcriticisms(seeespeciallyPerrow[1990]).

4The other main classicalsociologistwho useda proto-agencytheory framework was Roberto Michels
([1915]1959). His analysisfocusedon the relationshipbetweenpolitical party leaders(as agents)and party
members(asprincipals).He arguedthataspartiesgrow in size,informationalasymmetriesbetweenparty mem-
bersandleadersincrease,resultingin a decreasingability for membersto controltheir leaders(his famous“iron
lawof oligarchy”).I focusonWebermainlybecauseheismoreinterestedin theissueof statepolicy implementation.

5In spiteof his innovativetheoreticalanalysisof agencyproblemsin political institutionsandthe unprecid-
entedrangeof his historicalexamples,Weber’s work hadpracticallyno influenceon thedevelopmentof agency
theoryin economicsandvery little influencein political science.Therediscoveryof Weberianideasandthemes
is oneof themain thingsthatmakessociologicalanalysesusingagencytheoryunique.
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ing, sanctioning,and(usually)recruitingof agents,the tablefocuseson the featuresthat
makeeachmostdistinctive:their microfoundationalassumptions,andthe way they usu-
ally modeltheorganizationalandstructuralcontextsinwhichagencyrelationsareembedded.

AGENCYTHEORY IN CONTEMPORARY ECONOMICS

AdamSmith([1776]1976:700)waswell awareof agencyproblemsin organizations,includ-
ing thosearisingfrom theseparationof ownershipandcontrol:

Thedirectorsof suchcompanies,however, beingthemanagersratherof otherpeo-
ple’s moneythanof their own, it cannotwell be expected,that they shouldwatch
over it with thesameanxiousvigilancewith which thepartnersin a privatecopart-
neryfrequentlywatchovertheirown. . . .Negligenceandprofusion,therefore,must
alwaysprevail,moreor less,in themanagementof theaffairs of sucha company.

However, economistsdid not elaborateSmith’s insightson this topic for almosttwo cen-
turies.Thefirm remaineda“black box” in economicmodels;until very recentlyeconomic
organizationswerereducedto “productionfunctions.”As Jensen(1983:321)describesthe
situationbeforethe rediscoveryof agencyproblems,“[i] n mosteconomicanalyses,the
firm is modeledasanentrepreneurwho maximizesprofits in anenvironmentin which all
contractsare perfectly and costlesslyenforced.”Stiglitz (1987:242)notesthat this left
neoclassicaleconomicswith no theoryof therelationshipbetweenincentivesandperfor-
mancewithin firms: “ Thestandardtheorywasbasedon theassumptionthat whataction

Table1. Main Characteristicsof Agency Theory in Economics,Political Science,and
Sociology

Economics Political Science Sociology

Microfoundations Parsimonious,
rationalityand
self-interest;a also
includerisk

Parsimonious,
rationalityand
self-interestb

Rangesfrom parsi-
moniousto broad;
often includeval-
ues

MesoLevel:
Organizational
Structure

Sparseor absent;c

someincludemul-
tiple agents

Sparse;some
includemultiple
principals

Severalideal types
of organizational
structure;include
bothmultiple
principalsand
multiple agents

MacroLevel:
StructuralContext

Sparseor absent Sparseor absent Very full; all incor-
porate“material”
structure,many
includecultureas
well

aRose-Ackerman(1978)andKlitgaard(1988)areexceptions,sincetheyusebroadermicrofoundations.
bBanfield (1975)is oneof the few political scientiststo usebroadermicrofoundationswith agencytheory.
cRose-Ackerman(1978)is anexception—sheusesmodelsof organizationalstructure.
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the‘principal’ willed his agentto perform wasperfectly known,andthat theactioncould
beperfectly andcostlesslymonitored.Neitherassumptionis plausible.”

Agencytheoryemergedasaresultof two dramaticchangesin economics.First,several
economistsbeganto redefinetheir discipline, from one focusedon the object of study
(economicrelations)to onebasedon an economictheory(or “approach”)that could be
appliedto anysubstantivedomain.As a consequence,manyeconomistsbranchedout into
new topics, including politics (Arrow 1951;Becker1957,1976;BuchananandTullock
1962;Downs1957), and“public choice” theorywasborn.Second,the “new institution-
alism” (sometimescalled the “new economicsof organization”)in economicsbeganto
openup the black box of the firm, with a new focuson property rights (Cheung1969;
North 1981;Barzel1989),transactioncosts(North andThomas1973;Williamson1976,
1985),andagencyproblems(Ross1973;JensenandMeckling1976).Whenpublicchoice
andagencytheorycametogether, oneof theproductswastheapplicationof agencytheory
to thestudyof statepolicy implementation(Rose-Ackerman1978;Klitgaard1988).

Thereare severalgood summariesof economictheoriesof agencyavailable (Mac-
Donald1984;Eisenhardt1989;Petersen1993),so my commentsherewill be brief and
focusedon the generalprocessof theoreticaldevelopment.In the most generalterms,
economicagencytheoristshaveusedparsimoniousmicrofoundations(rationality, self-
interest,wealthmaximization)andsimplemodelsof organizations(theoreticallyviewed
asa nexusof contractualrelations,but in practiceusuallyonly oneprincipal andoneor
two agents)to exploretheconsequencesof variationsin monitoringcapacityandincentive
schemesfor theperformanceof agentsandthusfor theoverallefficiencyof organizations.

Agencytheoryin economicswasinitiatedby thework of Berhold(1971),Ross(1973),
andespeciallyJensenandMeckling (1976)asa way to addressproblemsof control that
ariseasa resultof informationasymmetriesbetweenagentsdelegatedto carry out tasks
thataffect thewelfareof theprincipalswho delegatedauthorityto them.6 Berhold(1971)
focusesonthewayrisk preferencesaffectcontractchoice(themorerisk averseagentsare,
themoretheywantfixed salaries),andtheeffectsof differentmonetaryincentiveschemes
onperformance.Thesetwo issueshavecontinuedto bethemainfoci of economictheories
of agency. JensenandMeckling(1976)developthemodelmuchmorefully, andapplyit to
theagencyproblemdiscussedby AdamSmith, theseparationof ownershipandcontrol.

The role of risk is an important innovationin the economictheoryof agency. Econo-
mistsrecognizedthatagencyrelationsinvolve not only problemsof controlbut issuesof
risk-sharingaswell. If all actorsareassumedto be risk neutral,thenresidualclaimancy
(who getsthe “residual” profit or loss from a joint activity, asopposedto getting fixed
shareregardlessof theoutcome)is allocatedbetweenprincipalsandagentson efficiency
grounds.However, risk adverseactorswill oftenrejecta contractin which theybearmost
of the risk evenif it is efficient. Risk adverseagentsessentiallypurchaseinsuranceby
acceptingfixed salarycontractswith lower totalvaluebut lessvariation.Therefore,taking
risk into accountallows economiststo explain the existenceof “inefficient” contracts
(morestrictly speaking,contractsthatwould beinefficient if all actorswererisk neutral).
However, theadvantageof includingrisk in thetheoryis oftenlostwhenthemathematical
modelsareconstructed—tractabilityissuesoftenrequireassumptionsof risk neutralagents.
Evenwhenrisk preferencesareincludedin the theory, theyareneverdirectly measured.

The selectionof agentsis important in economicsarguments,sinceoneof the things
stressedby severalanalysesis that thereare different “types” of agents,meaningthat
agentsdiffer in theirgenerallevelsof ability, effort, andhonesty(this is oftensummarized
as“high productivity” vs. “low productivity” agents).Thesedifferencesarebetterknown

6Someof thekey issuesaboutthenatureof firms wereraisedearlierby Coase(1937), andsomeof thesame
topicsdiscussedin agencytheorywereaddressedin Arrow’s (1964)work on “moral hazard.”
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to agentsthanto principals,anotheraspectof theinformationasymmetrybetweenthetwo,
which createsa problemfor principalsattemptingto selectagents:How canthey tell the
goodonesfrom the bad?In mosteconomicmodels,agenttype is exogenous—the usual
wayof talkingaboutthis is that“naturedrawsatypefor theagent”(KofmanandLawarree
1996:122).However, economicagencytheoristshavemadetwo main argumentsabout
agenttype.Thefirst is thatprincipalscanaffect thetypeof agentstheygetby theform of
the contractthey offer, sinceagents,knowing their own “type,” will selectthe contract
mostbeneficialto them.For example,low productivityagentswill choosefixed salaries,
whereashigh productivityagentswill choosepiece-ratecontracts.Thesecondmainargu-
mentcomesfrom therelatedliteratureon “signaling” (Spence1973).Sellersof highqual-
ity products(suchashighproductivityworkersseekingemployment)will attemptto reveal
their “type” by undertaking someactivity that is lesscostly to themthanit would be to
someoneselling a low quality product.Long andinclusivewarrantiesarean examplein
productmarkets;thewillingnessto paya bondwould beanexamplein the labormarket
for agents.

StrengthsandLimitationsof EconomicAgencyTheory

The main criticism of economicagencytheory by sociologistsis the familiar general
criticism of rationalchoicetheory, that it is too sparsein its depictionsof both themicro
andmacrolevels.For example,Perrow(1990)rejectsagencytheoryprimarily becauseit
doesnotmodelthecontextof behaviorin arealisticmannerandreliesonanassumptionof
self-interestthatheviewsastoonarrow.7 Petersen(1993:288–89),MacDonald(1984:429–
30),andEisenhardt(1989:71–72)all agreethatagencytheoryasusedby economistsis too
parsimonious,andthat it canandshouldbebroadenedto includeadditionalelements.

Oneof themaindeterminantsof the limitationsof economicagencytheoryis thenar-
rownessof its empiricalscope.In sharpcontrastto Weber’s broaddiscussionof agency
problemsin manytypesof organizationsin variedhistoricalcontexts(seebelow),agency
theory in economicshas focusedon two main types of agencyrelationsin economic
organizations—betweenstockholdersandmanagers,andbetweenemployersandemploy-
ees.The empirical focushasusuallybeenlimited to economicorganizationsin the con-
temporaryUnited States.Due both to this constrainedempiricalscopeandthe desireto
createtractablemathematicalmodels,economistshavefocusedonalimited rangeof mon-
itoring andsanctioningstrategies.Forexample,theyhavereducedtheissueof selectionof
agentsto the problemof “adverseselection”—the tendencyof individualswith substan-
dardqualificationsto self-selectinto positionsasagentsif principalsuseineffectiveselec-
tion criteria or offer lower-than-averagecompensation.Economicagencytheoristshave
alsofocusedon a fairly limited rangeof incentives,usuallyvariousforms of salarypay-
ment (either fixed or dependenton output),and sometimesincluding the threatof dis-
missalaswell. Sincetheyhavetendedto exploreagencyproblemswithin a narrowrange
of structuraland organizationalcontexts,they haveimplicitly ignoreda wide rangeof
structuraldeterminantsof agencyoutcomesby holdingstructureconstant.

Anotherseriouslimitation of economicagencytheory, following mostlyfrom thesevere
parsimonyof its mathematicalmodels,is that it is anorganizationaltheorywithout orga-
nizations.In fact, the typical “organization”in agencymodelsuntil quite recentlycon-

7Perrowthinks that agencytheory is politically biasedsinceit ignoresthe possibility that principals(often
employers)mayactopportunistically to exploit agents(oftenemployees)—in otherwords,it looksonly at the
sinsof thepowerless,not thepowerful. This is part of amoregeneralcommoncriticismof rationalchoicetheory
by sociologists,that it containsan inherentconservativepolitical bias.His claim aboutbiasmight be true for
studiesof firms, but it is clearlyfalsefor agencytheorymoregenerally. In manycases,agentsaremorepowerful
thanprincipals(rulers relative to officials or citizens,doctorsrelative to patients).In thesesituations,agency
theoryfocuseson how thosewith lesspowercancontrol thosewith more.
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sistedof only two actors,one principal and one agent.8 The problemwith using such
simplemodelsis that theyareunrealisticevenwithin thecontextof thatnarrowrangeof
organizationsof interestto most economists.Stockholdersof corporationsare multiple
principals,andemployeesaremultipleagents—andthesefactsareoftencritical for under-
standingagencyrelations(multiple employeescan engagein collusive corruption, for
example,or they can either report or hide the shirking of other employees).Recently,
economistshavebegunto addresstheissuesraisedby multipleagents(Tirole 1986,1992;
Bac 1996;Kofman andLawarree1996)—for example,Tirole (1992:158)makesa com-
pelling argumentthatcentralizationdecreasescollusion,sincecollusiondependson agent
discretion,andthat is reducedin centralizedorganizations—however, they havenot yet
expandedtheirmodelsto includemultipleprincipals9 (in thisrespect,political scienceand
sociologicalapplicationsaremoreadvanced).10 This makesit difficult to applyeconomic
modelsof policy implementationto mostcontemporarydemocraticstates,sincetheyare
characterizedby multiple principals.

Oneof theconsequencesof the recentexpansionof economicmodelsto includemul-
tiple agentsis that theyhaverediscoveredissuescentralto classicalsociology. For exam-
ple, Bac suggeststhat “[b] y committing himself to a probability of rotating the agents
amongvarioushierarchicalpositions,theprincipalor thedesignerof anorganizationcan
affect the discountfactorsof the members,henceindirectly keepinginternalcorruption
undercontrol” (1996:290).Althoughthis is offeredasa novel insight,it wasdiscussedby
Weber([1922]1968:1043)sinceit wasa tacticoftenusedby medievalandearlymodern
rulers.However, this doesnot meanthat all economistsaresimply recapitulatingWeber
with no valueadded.KofmanandLawarree(1996)analyzea three-levelhierarchywith a
principal,a supervisor, andanagent,andexplorethepossibilityof collusionbetweenthe
supervisorand the agent.They argue that collusion can be reducedby introducing
redundancy—usinga secondsupervisorto sharemonitoring taskswith the first. This is
alsoa rediscoveryof Weber’s ([1922]1968:222,995–97) analysisof collegialmonitoring
institutions,which hearguesis a patrimonialform usedto reducecorruptionwhenmoni-
toring problemsaresevere.However, KofmanandLawarreego beyondWeber’s analysis
by betterspecifyingthe type of relationshipthat mustexist betweenthe two supervisors
for collusionto be adequatelydeterred(a prisoner’s dilemmasituation).This is an inter-
estingcaseof formal modelingbeingableto addto Weber’s informal analysis.

EconomicAgencyTheoryAppliedto StatePolicy Implementation

Onething thatall of theearlyeconomicagencytheoristshavein commonis a tendencyto
highlight thegeneralityof their models.For example,all of themnotethatagencytheory
couldbeusedto studystatepolicy implementation(Ross1973:134;JensenandMeckling
1976:309;Jensen1983:321).Jensenand Meckling (1976:309)go on to say that “[t] he
developmentof theoriesto explain the form which agencycoststake in eachof these
situations(wherecontractualrelationsdiffer significantly)andhowandwhy theyareborn

8Bac (1996:277) notesthat “ The literatureexaminingthe problemof motivatingagentsto be honestmostly
takesthe institutionalcontextasgiven.”

9They alsotendto usefairly restrictiveassumptionsabouthow principalswill act. For example,a common
assumptionin mosteconomicagencymodelsis thattheprincipalcancommit to following a particular monitor-
ing andsanctioningstrategyex ante,andwill not changeit ex post(calledthe“Stackelberg assumption”).This
may be realistic in somesettings,but it is a poor approximationof the actualbehaviorof absolutemonarchs
relativeto their administrativestaffs, for example.

10Evenwhenmore thanoneagentis introduced,it is often in a superficial way. For example,Kofman and
Lawarree(1996)notethat mostagencymodelsthat haveintroducedthird parties assupervisorshaveassumed
that the supervisoris simply a “third arm” of the principal with no independentor conflicting interests.They
improvedramaticallyon thesemodelsby assumingthat the supervisoris self-interested.However, they make
otherfairly drasticsimplifying assumptions,suchasthat thesupervisorcanalwaysperfectly monitor theagent.
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will leadto arich theoryof organizationswhichis nowlackingin economicsandthesocial
sciencesgenerally.” This tendencyto stressthegeneralityof theoriesis part of theculture
of economicsas a discipline, and no doubt it is one of the main reasonsfor the rapid
diffusionof agencymodelsfrom economicsto otherdisciplines,andfor their application
within economicsto statepolicy implementation.

Niskanen’s Bureaucracyand RepresentativeGovernment(1971) is probablystill the
mostwidely readandcited economicanalysisof agencyproblemsin statepolicy imple-
mentation.11 Niskanendoesnot useformal agencytheory, but heclearly framesthediffi-
cultiespoliticianshavecontrollingbureaucraciesasagencyproblems.He arguesthatone
of themainthreatsto contemporarydemocracyis thatelectedpoliticiansarelosingpower
relativeto appointedbureaucrats.12 Niskanenclearlyspecifiesthepreferencesof bureau-
crats(agentsin hismodel),whichallowshim to predictthedirectionof thedeviationfrom
politicians’ (principals’) preferences.He assumesthat bureaucratswant to maximizethe
budgetof theagencytheycontrol.Theyareoftenableto do this, in spiteof thefact thatit
is contrary to the interestsof principals,becausethey havebetter information than do
politiciansor votersaboutwhatbudgetlevel is necessaryfor their bureaucraticagencyto
adequatelycarryout its mission.As aconsequence,thestategrowslargerandmoreexpen-
sive thaneitherpoliticiansor voterswant it to be. Niskanengoeson to analyzevarious
typesof monitoringandsanctioningstrategiesthatmightmitigatethecontrolproblem.He
evengetsbackto someclassicWeberiansolutionssuchasrotation—suggestingthatrotat-
ing memberson congressionalcommitteesmight be a good way to minimize collusion
betweencommitteemembersandtheagenciestheyoversee.

Althoughfew economistshavefollowed Niskanen’s leadin studyingagencyproblems
in statepolicy implementation(themainexceptionsareRose-Ackerman1978;Klitgaard
1988;ChandlerandWilde 1992),13 someof theearliestapplicationsretainedsomeof the
breadthof Weber and Niskanenwhile becomingmore formal and analytical. Rose-
Ackerman’s(1978)fascinatingstudyof corruptionis perhapsthebestexample.14Although
shedoesnot draw explicitly on Weber’s work, Rose-Ackermanis in severalrespectsas
closeto Weberassheis to contemporaryeconomists.Shebeginswith therealizationthat
modelsusedto analyzeeconomicorganizationscannotbe mechanicallyextendedto the
state:“sincebothpolitician andbureaucratoperatein distinctiveinstitutionalframeworks
different from thoseof competitivetheory, a simplistic applicationof marketanalysisis
not sufficient” (1978:3).This implies thateconomictheorymustbe “temperedby a con-
cernfor thestructureof governmentinstitutions”(1978:3).Therefore,unlike most(if not
all) prior applicationsof agencytheory, shedifferentiatesamongfour typesof organiza-
tionalstructure(fragmented,sequential,hierarchical,anddisorganized), andexaminesthe
varyingdynamicsof corruptionwithin each(ibid.:168).

In additionto takingorganizationalstructureinto account,Rose-Ackermanalsolooks
at theimportanceof third partiesandmultiple agents,andevenexpandstheusualrational
choicemicrofoundations.Third parties areimportant in manyagencyrelations,but they
areusuallyignoredin economicagencymodels.Forexample,statepolicy implementation
always involves third parties (taxpayers,regulatedindustries)and the actionsof these
third parties often effects implementationoutcomes.Rose-Ackerman(1978:87) argues
that the extentto which the beneficiariesof statepolicies are organizedwill affect the

11Downs(1967) alsodevelopeda pre-agencymodelof bureaucracybasedon public choicetheory, but unlike
his EconomicTheoryof Democracy(1957), his work on bureaucracyhasnot beenvery influential.

12TheseWeberianthemes(seebelow)areno accident—NiskanenhasreadWeberandcitesmanyof his argu-
ments.It is unfortunatethathe is oneof the lasteconomiststo do so.

13A recentsummaryof contemporarywork onagencytheoryin economics(Kotowitz 1987:212)concludesthat
“[t] heconsequencesof moralhazardin political processeshavelargely beenneglectedby economists. . . . The
theoreticaltoolsof agency, contract,andgametheoryhaveyet to be fully employedin this area.”

14Rose-Ackermanwasthefirst economistto explicitly useagencytheoryto analyzestatepolicy implementation.
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successof policy implementation.Thepossibilityof collusionbetweenmultiple agentsis
alsoaddressed(ibid.:216–17). Perhapsmostinterestingfor aneconomist,Rose-Ackerman
is quite willing to considerthe possibility of action not basedsimply on self-interested
wealthmaximization.Shewantsto “useeconomicanalysisitself to refinetheunderstand-
ing of theplaceof morality in sociallife” (1978:229).“Economicsdoeshaveacentralrole
. . . in clarifying thosesituationswhereextraordinaryappealsto personalintegrity arenot
necessaryfor effective administration”(ibid.:218). In short, Rose-Ackermanseemsto
follow Weberin viewing themicrolevelassumptionsof rationalchoicetheoryasanideal
typeusefulnotonly for discoveringregularities,but for highlightingdeviationsfrom ratio-
nality, aswell (seealsoDowns[1967:88–89] on different“types” of agents).

Klitgaard’s(1988)analysisof corruptionin political institutionsis oneof thefew to fol-
low up on Rose-Ackerman’s importanteffort to combinetherigor of mathematicaleco-
nomicmodelswith someof thebreadthofWeber.Hetoousesagencytheoryashiscoremodel,
andmostof his analysisfocuseson centralissuesof monitoringandsanctions,but healso
addsmanyelementsusuallyignoredbyeconomists.Thirdpartiesarealsocentraltohisanaly-
sis;henotesthattaxpayerscanoftenbeusedto controlcorruptionif theyareencouragedto
report thesepracticesto higherauthorities(1988:86).Sincemanyformsof corruptionhurt
taxpayers,theyhavestrongincentivesto servethismonitoringfunction.Klitgaardalsodis-
cussestheproblemswith collusionthatarisewhenprincipalshavemultipleagents(ibid.:16–
17). Althoughlike Rose-Ackermanheprimarily usesrationalchoicemicrofoundations,he
triesto takeculturaldeterminantsof corruptioninto account,aswell.15

Perhapsthe mostunfortunateaspectof the short history of agency-basedanalysesof
policy implementationin economicsis thatworks like thoseof Rose-AckermanandKlit-
gaardhave beenso rare. The largest body of work in this area(still quite small) has
focusedon taxadministration,andit hasbeenmuchcloserto mainstreameconomicsin its
theoryandmethodology.16 Economists’modelsof tax administrationbeganjust astheir
modelsof firms had—they exploredthe relationshipbetweenthe stateandthe taxpayer,
leaving the internal dynamicsof the statea “black box” (Reinganumand Wilde 1985;
Scotchmer1986;BorderandSobel1987;MookherjeeandP’ng1989;Graetz,Reinganum,
andWilde 1986).17 As agencytheorybelatedlybeganto makesomeinroadsin this area,
severalscholarsstarted to disaggregatethestate.SanchezandSobel(1993)andCremer,
Marchand,andPestieau(1990)lookedat theability of politiciansto control theIRS, and
DemskiandSappington(1987) havedonethe samewith the relationshipbetweencon-
gressandregulatorybureaucracies.Thelimitationsof this work arethegeneralproblems
with economicagencytheorydiscussedabove—the empiricalscopeis very narrowand
unrealisticassumptionsabounddueto requirementsof mathematicalmodeling.18Although
mostof theformalwork ontaxadministrationdoesillustratetheseclassicshortcomingsof
thediscipline,thestudiesdoneby Niskanen,Rose-Ackerman,andKlitgaardindicatethat

15Another interestingpaperin this tradition is by JohnsonandLibecap(1989).They alsonotehow the con-
temporarystateis differentinstitutionally from the firm—negativesanctionsareweakandhardto enforce,and
positivesanctionsarealsoconstrainedby rigid salaryscales.How then,cancompliancebe maintainedin this
agencyrelationship?They arguethat agentsarecompelledto act in the interestsof principalsby bureaucratic
civil servicerules.Althoughtheserulesmayin somesensebeinefficient, sincetheyaddcountlessdocumentation
requirementsfor all actions,theyin factenhanceefficiencyby loweringmonitoringcostsandmakingcorruption
moredifficult.

16Therehasalsobeensomework ontherelationshipbetweensalarylevelsandperformancein thepublicsector
thatis closelyrelatedto agencytheory. GoldsteinandEhrenberg (1976)andEhrenberg, Chaykowski,andEhren-
berg (1988)studiedlocal political officials andfoundpositiveassociationsbetweenpayandperformance.More
recently, BatesandSanterre(1993)havequestionedthecausaldirectionof this relationship—theyfind positive
effectsof performanceon salary, but no effect of salaryon performance.

17Thesameis trueof thecloselyrelatedliteratureon regulation(Stigler1971;Peltzman1976).
18SanchezandSobel(1993:367) assumeawaybribery, for example,andtheir only justification for this and

other restrictiveassumptionsis that “[o] n a technicallevel, we haveplacedseveralad hoc restrictionson the
model.”Cremer, Marchand,andPestieau(1990:70)alsoadmit to makingmanyunrealisticassumptions“for the
sakeof tractability.”
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economicanalysescanbe muchbroader. It will be interestingto seeif future economic
applicationsof agencytheory to policy implementationcontinueto developin both of
thesedirections.

AGENCYTHEORY IN CONTEMPORARY POLITICAL SCIENCE:
CAN POLITICIANS CONTROL BUREAUCRATIC AGENCIES?

Contemporarypolitical scientistshavebegunto useagencytheoryto exploreoneof the
mostsignificantissuesWeber([1922]1968)raisedaboutcontemporarypolitics:canelected
politicianscontroltheappointedbureaucratswhoimplementstatepolicies,andif not,does
the power of unelectedbureaucratsthreatendemocracy?However, they haveborrowed
boththeoryandmethodfrom economicagencytheory, not from Weber. Oneresultof this
is that their incorporationof structuralembeddednessand heterogeneousmicrofounda-
tionshasbeenonly partial.

The questionof how politiciansareable to control appointedbureaucratshasa long
history in political science,including work on “iron triangles” (Truman1951;Freeman
1955)and“regulatorycapture”(Huntington1952;Bernstein1955).19 The first personto
systematicallyuseagencytheoryto addressthisquestionwasBanfield(1975).Like Rose-
Ackerman,Banfieldfocuseson thewaysin which political organizationsdiffer from eco-
nomic ones,and how this affects the agencyrelationswithin them. His useof agency
theoryis both broadandinformal. His microfoundationsarerationalchoice,but he also
recognizesthe importanceof variousdeviationsfrom standardrational choiceassump-
tions, discussingboth the possible“psychic costs”of corruption,andthe role of prefer-
encesfor power, glory, and“servingagoodcause”(1975:588,596).Banfieldis alsooneof
thefirst scholarsto seriouslydiscusstheproblemscreatedby multipleprincipals(ibid.:595).
The existenceof collectiveactionproblemsamongprincipals(in this case,usuallycon-
gressor congressionalcommittees)oftenmakesmonitoringmoredifficult andcorruption
in bureaucraticagencieshigher. This centralpoint is ignoredin the economicliterature,
but plays a key role in political science.Banfield’s role in political scienceis in many
respectssimilar to Rose-Ackerman’s in economics—bothusedagencytheorybroadlyand
informally20 andraisedseveralfundamentalissuesthat otherswould later addressusing
moreformal models.

Although rationalchoicework in political sciencehasfocusedmostof its efforts on
studyinglegislatures(Moe 1990:214,222), thereis now a fairly large literatureapplying
agencytheoryto policy implementation.Thefocushasbeenonthegeneralissueof “bureau-
cratic drift”— the tendencyfor the actionsof bureaucraticagenciesto “drift away” from
thegoalsof thepoliticianstrying to control them.The form of manyof theargumentsis
partly functionalist:existingstructures(procedures,monitoringsystems,etc.)areexplained
by theagencyproblemstheypresumablymitigate(ibid.:224;Fiorina1990:256).

Sincethecentralproblemin all agencyrelationshipsis informationasymmetry, agency
analysesnaturally tend to focus on monitoring.One interestingfinding in the political
scienceliteratureis thatthereseemsto belittle directmonitoringof bureaucraticagencies
by their political principals(Weingastand Moran 1983; Hammondand Knott 1996).21

This discoveryled someto concludethatWeberandNiskanenmustberight, thatbureau-

19 “Iron triangles” refer to mutually profitable collusive relationshipsamonginterestgroups,congressional
committees,andthebureaucraticagenciesthesecommitteesaresupposedto control.“Regulatorycapture”indi-
catesasituationin whicharegulatedindustryin factcontrols(captures)thebureaucraticagencythatis supposed
to regulateit, in spiteof attemptsto limit this by congress.

20Someof Rose-Ackerman’s (1978)analysisdoesuseformal mathematicalmodels,but mostof it is informal
verbaltheory.

21Thereis of coursesomedirectmonitoringof bureaucraticagenciesby organizations,includingtheCongres-
sionalBudgetOffice andtheGeneralAccountingOffice (usinghearings,investigations,andbudgetreviews),but
scholarsseemto agreethatthereis far too little monitoringto producecompliancein theabsenceof otherfactors.
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craciesareindeedbeyondthecontrolof politicians—but thisstill leavesacritical question
unanswered:why arepoliticianshardly eventrying to monitor them?The answermany
political scientistshaveconverged on, especiallyin earlier work in the “congressional
dominance”tradition(WeingastandMoran1983;Weingast1984),wasthatcongresswas
in fact ableto adequatelycontrolbureaucraticagencies(andthus,althoughthis wasnever
noted,that Weber’s fear was unwarranted), but that they usedmeansother than direct
monitoring.As McCubbinsandSchwartz (1984:166)note,directmonitoringis expensive,
thusprincipalshavestrongincentivesto find lesscostlystrategies.Onewayto compensate
for poormonitoringis to usestrongersanctions(BeckerandStigler1974).Following this
line of thought,severalscholars(Weingast1984;WeingastandMoran1983;McCubbins
andSchwartz 1984)havearguedthattheuseof strongexpostsanctions(adjustingbudgets
usingappropriationsandreauthorizationsbills) arekeycomponentsof congressionalcon-
trol overbureaucracy. Kiewiet andMcCubbins(1991:18)concludethatmostof thecausal
argumentsin political scienceagencyanalysesfocuson theuseof sanctions.

Even with strongsanctions,somemonitoring is still necessary—howdoescongress
know whosebudgetsto cut?Sincemosttypesof bureaucratic“drift” harmsomeinterest
groupsor othercitizens,thesethird parties havestrongincentivesto monitor bureaucra-
cies and report problemsto politicians. This type of reactive,third-party “fire alarm”
oversightis muchcheaperfor politicians(thecostsarepaidby thethird parties)thandirect
monitoring,andprobablymoreeffective(Weingast1983;KiewietandMcCubbins1991:27–
34). However, Weingastand Moran (1983:767) also note that third parties can hinder
monitoring;for example,interestgroupsmaycolludewith agenciesto servetheir mutual
interests,which my includehiding someagencyactionsfrom politicians.

Administrativeprocedurescan also be usedto mitigate monitoring problems.22 In a
mannersimilar to Johnsonand Lebicap(1989) (althoughthereare no crosscitations),
severalpolitical scientists(McCubbins1985;McCubbins,Noll, andWeingast1987:254–
55)havearguedthatvarioustypesof administrativeprocedurescanmitigateinformational
disadvantageswith reporting requirements(“red tape”thusservesamonitoringfunction),
andcanfacilitate third-party monitoringby giving particular constituenciesaccessto the
agency. It might alsobeusefulto think of additionaladministrativeproceduresasa neg-
ative sanctionfrom the agents’perspective.Almost all administrativeproceduresaddto
theworkloadof agentswithout improvingtheir ability to completetheir tasks.Therefore,
agentswill be interestedin avoidingthe impositionof additionalprocedures.They may
evencomplywith currentrulesin orderto avoidhavingnewonesadded.Thus,adminis-
trativeprocedurescouldbeusedby congressaspotentialsanctions.

How shouldthepreferencesof politiciansandbureaucratsbespecified?Politiciansare
clearlytheeasierof thetwo, sincethereareabundantwrittenrecordsof theirvotes.23 Thus
WeingastandMoran(1983)andMoe(1985)areableto construct“ideologicalindexes”of
thecongressasawhole,andevenfor relevantcommitteesandsubcommittees.Thistypeof
detailedpreferencespecificationis very rare in rational choicemodels—the dataavail-
ability in this contextmakesthis a great researchsite for testingagencymodels.The
preferencesof bureaucraticagentsaremuchmoredifficult to specify. Most contemporary
political scientistsrejectNiskanen’s(1971)assumptionthatthemaingoalof bureaucratsis
to maximizetheirbudget(or “slack”). Mostof themfollow economicmodelsandfocuson
theeffort madeby theagent(KiewietandMcCubbins1991:33).Woodarguesthat“principal-
agentmodelsassumebureaucratsarepassive,lazy, andcalculativeonly to theextentthat
they want to avoid work” (1988:791).Adopting thesemicrofoundationsfrom economic

22Bawn(1995)notesthat thereis oftena trade-off betweentechnicalefficiency andpolitical control.Admin-
istrativeprocedurescanenhancecontrol,but theyoftendecreaseefficiency (red tapedoeshavecosts).

23Thereareproblemswith usingvoting recordsasindicatorsof preferences,however. Theycouldreflectparty
discipline,or theycouldbestrategic.
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modelshasbeenproblematic—this is anareain whichfutureresearchcouldimproveupon
existingmodels.24

One of the major problemsin the political scienceliteratureis that thereis no clear
consensusaboutwho is theprincipalthatis supposedto controlbureaucraticagencies—is
it thepresident,congress,an“enactingcoalition” in congress,congressionalcommittees,
or somecombination?All areawarethat therearemultiple principals,but “most major
componentsof theliteraturelackanexplicit theoryof howthepresident,congress,bureau-
cracy, andcourts interact” (HammondandKnott 1996:120).Therehavebeenimportant
theoreticalinsightson this issue:Fiorina (1981) posits that collective action problems
amongpoliticiansareresponsiblefor the poor monitoringof agencies,andFerejohnand
Shipman(1990) argue that the amountof policy consensusamongpoliticians is a key
determinantof successfulimplementation.However, it hasprovendifficult to develop
theseargumentsfurtherusingformal modelingtechniques.Becauseagencytheoryhasno
developedmechanismfor handlingmultiple principals,few includethis in their models
(e.g.,Wood1988;Calvert, McCubbins,andWeingast1989).Thesituationis similar to the
wayrisk preferencesarehandledin economicagencytheory:all noteits theoreticalimpor-
tance,but mostignoreit in practiceto keeptheir mathematicalmodelstractable.Perhaps
agencytheoryworksbetterfor simplerstatestructureswith unitaryprincipals(like mon-
archies)thanit doesfor complexcontemporarystates.

Oneof themostinterestingomissionsin thepolitical scienceliteratureis anydiscussion
of therecruitmentor selectionof agents.This issueis importantin all otherapplicationsof
agencytheory—whynot here?The main reasonis probablythe empiricalnarrownessof
agencytheoryin political science.As in economics,agencytheoryin political sciencehas
beenappliedonly to contemporaryorganizationsin theUnitedStates—thusthequestions
askedin this literaturereflect the issuesthat are important in this particular empirical
setting.Mostof theagentsin bureaucraticagenciesherearelifetime civil serviceemploy-
ees,not chosenby currentpoliticians,so agentselectionhasnot beenseenasa critical
determinantof implementationoutcomes.However, the issueof agentselectionis not
totally unimportant,evenin thecontemporaryUnitedStates.Thetop-levelagentsin bureau-
craticagenciesarechosenby politicians,andtheir “type” might be important. If thehis-
toricalscopeof agencytheoryin political sciencewerebroader, it couldbeusedto compare
the patronagesystemfor selectionof stateemployeesto the civil servicesystemthat
followed it. Which of the two would “drift” lessfrom politician’s interests?Althoughwe
normally think of merit-basedhiring asmostefficient, oneplausiblealternativeargument
is that the patronagesystemwould be bettercontrolledsinceit selectedfor agentswho
sharedthesamevaluesasthepoliticianswho appointedthem.25 Theoutcomedependson
therelativeimportanceof technicalcompetenceandideologicalloyalty.

Threethingsthat arevir tually ignoredin economicagencymodelsplay an important
role in political sciencearguments:third parties,administrativeprocedures,andmultiple
principals.Statepolicy implementationalwaysentailsa triadic relationshipamongrulers
of states,their officials, andcitizens0subjectsaffectedby policy. Agencytheoryformally
treatsonly thefirst two, but thereis ampleempiricalevidencethat thethird party is often
equallyimportant.26 Political sciencehasmostfully incorporatedthird partiesinto agency
theory. Administrativeprocedureswerenotedin oneeconomicspaper(JohnsonandLibe-
cap1989),but their role too hasonly beenfully exploredin political science.Thesameis

24Onemovein this directionis found in a recentpaperby Torenvlied(1996),the first to takethe strengthor
salienceof agents’preferencesinto account.

25Anotherpossibilityis thatpatronagetiescouldmakeagentsdependentonparticularpoliticians,thuslimiting
their corruption.

26Agencytheorypointsto thepotentialimportanceof third parties,butcontainsnodevelopedmodelto analyze
them.
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trueof multiple principals—theyareimportantin manycontexts,but thepolitical science
literatureis the first to fully assesstheir implications.In eachof thesecases,asagency
theorymovedto anewdisciplinarycontext,newissuesbecamesignificant.Of course,the
political scienceliteraturehasits blind spots,aswell. Therole of risk in agencyrelations
is not discussed(perhapsbecauseneither actor is ever a full residualclaimant in the
politician-bureaucratrelation).Although bureaucraciesconsistof multiple agents,agen-
ciesaregenerallytreatedascorporateactors,leavingtheir internaldynamicsa“black box”
andignoringthepossiblyimportantconsequencesof collusionamongbureaucraticagents.
Finally, resourcedistributionsdo not play any role in most of thesearguments.Wood
(1988)is anotableexception,claimingthatthegreatertheresourcesagentshave,themore
difficult they will be to control. Resourceswerealsovir tually ignoredin the economic
literature—sociologistsusingagencytheory, beginningwith Weber, stressthis factor.

THE CLASSICAL SOCIOLOGICALROOTS OFAGENCYTHEORY:
WEBERON RULER-STAFF RELATIONS

For Weber, the relationshipbetweenrulersand their administrativestaffs is essentialto
understandingpolitical history. He stressesthat rulersfacea problemin controlling these
agents,becausethe interestsof theagentsoftendiffer from theirs.27 He arguesthat “his-
torical reality involves a continuous,though for the most part latent, conflict between
chiefsandtheir administrativestaffs for appropriationandexpropriationin relationto one
another”([1922]1968:264).Furthermore,Weberrealizesthat the reasonagentsareoften
ableto getawaywith actingcontraryto the interestsof principalsis that theyhavebetter
information concerningthe quality of their performancethan do principals (ibid.:225,
991–99).This is a classicstatementof anagencyproblem,delegationof authorityleading
to problemsof control dueto conflicting interestsof principalsandagents,andinforma-
tionalasymmetriesfavoringagents.In generalterms,Weber’sargumentsabouthowagency
problemsvaryacrossadministrativeformspointto manyof thesamecausalfactorsstressed
by contemporaryagencytheorists—the type of agentchosen,the effectivenessof moni-
toring, andthenatureof positiveandnegativesanctions.

A centralcomponentof Weber’s analysisis microfoundations,sinceasa methodolog-
ical individualisthebelievedthatanycompleteexplanationmustincludeanaccountof the
motivesof actors(ibid.:4, 13).28 AlthoughWeberdividedsocialactioninto four types,he
arguedthat it would be analytically useful to begin all work by assuminginstrumental
microfoundations:“For thepurposesof a typologicalscientificanalysisit is convenientto
treat all irrational, affectually determinedelementsof behavioras factorsof deviation
from a conceptuallypuretypeof rationalaction” (ibid.:6).29 Severaldiscussionsof Weber
havenotedthatalthoughhis theoreticalwritingsstresstheexistenceof four differenttypes
of socialaction,manyof hissubstantiveanalysestendto bebasedprimarily on instrumen-
tal microfoundations(Alexander1985;Kahlberg 1994).30

Weberbeginshis discussionof tax administrationby noting the multiple motivesof
officials. He suggeststhatofficials obeyrulerson thebasisof somecombinationof their

27Weberalsorealizedthattheprincipalscouldengagein “appropriationandexpropriation”of theresourcesof
agents,a problemthatPerrow(1990)correctlynotesis ignoredby contemporaryagencytheoristsin economics.
This is oneof themanywaysin which Weber’s analysisis moresubstantivelysophisticated,evenif muchless
preciseandformal, thancontemporaryeconomicagencytheory.

28It is importantto stressthedifferencebetweenmethodologicalindividualismandreductionism,sinceWeber
clearlyrejectedthelatter. Individual actionmustalwaysbepart of a completeexplanation,but will neverbeall
of it.

29Thefact thatWeberwaswilling to beginhisanalysiswith instrumentalmicrofoundationsdoesnotmeanthat
he thoughtinstrumentalrationalitywasontologicallyprimary—thechoicewasbasedon analyticalutility.

30This is obviouslynot true of all of his substantiveanalyses—his sociologyof religion, for example,is not
basedon instrumentalmicrofoundations.Evenhis political sociologyis not basedsolelyon instrumentalratio-
nality, asnotedbelow.
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instrumentalinterests,custom,affectual ties, ideal interests,and legitimacy (ibid.:212–
13). He thenquickly narrowsthis long list. Weberrecognizedthat the primary problem
facedby rulersconstructingsystemsof administrationis that their officials do not totally
sharetheir interests(ibid.:264).He thoughtthis problemcould be mitigatedin two main
ways:(1) by constructingorganizationalformsthatmakeit in theinstrumentalinterestsof
officials to complywith theordersof rulers(by usingappropriateformsof monitoringand
sanctions);and(2) by fosteringa belief in officials that theauthorityof the ruler is legit-
imate,andthus that it is their moral duty to obey. The microfoundationsWeberusedto
modeltax administrationarethusbasedon a combinationof instrumentalrationalityand
valuerationality, andthegoalsof actorsaregenerallyto maximizesomecombinationof
wealth31 andpower. I will focusonthemodelsusinginstrumentalrationality, andreturnto
themorecultural issueof legitimacyat theendof this section.32

Weber’s ideal typesof forms of stateorganization(patrimonialism,bureaucracy)can
bestbe understoodashis attemptto modelagencyproblemsin differentstructuralcon-
texts. They are essentiallytypical clustersof recruitment,monitoring, and sanctioning
strategies.Rulers(asprincipals)mustdelegateauthorityto somestaff of stateofficials (as
agents)in orderto implementanyof theirpolicies.Weberarguesthat“[s] ociologyseeksto
formulatetype conceptsand generalizeduniformities of empirical process.This distin-
guishesit from history, which is orientedto the causalanalysisandexplanationof indi-
vidual actions,structures,and personalitiespossessingcultural significance” ([1922]
1968:19).He also hasa clear preferencefor abstractover historically specific models:
“ Themoresharplyandpreciselytheidealtypehasbeenconstructed,thusthemoreabstract
andunrealisticin thissenseit is, thebetterit is ableto perform its functionsin formulating
terminology, classifications,andhypotheses”(ibid.:21).33 Oneof theimportantfeaturesof
modelsis that theysuggestwhich specificfeaturesof casesshouldbecausallyimportant.
Evenmorefundamentally, theuseof abstractideal typesallows for theseparationof the
generalandparticular featuresof eachcase,facilitating comparativeanalysis.Becauseof
thevarietyof historicalcasesusedto constructhis idealtypes,theycovera wide rangeof
selection,monitoring,andsanctioningsystems.

Weberwas well awarethat hiring agentsof certain typeswould affect the extentof
controlproblemsin ruler-staff agencyrelations.Forexample,hearguedthatagencyprob-
lems could be mitigated by hiring agentswith high ability, using formal examination
systemsto identify merit (ibid.:264,994,1043).This form of recruitmentis onecauseof
theefficiency of bureaucracy. Weberalsosituatedthis within a structuralcontext,arguing
thatbureaucracytendsto beassociatedwith alevelingof statusdifferences(ibid.:225–26),
in part becausestrongstatusdistinctionsinhibit merit-basedhiring, andthat it would not
developuntil educationalinstitutionsprovideda sufficient numberof trainedpotential
officials (ibid.:973).34 Recruitmentbasedon merit is historically quite rare, so Weber
focusedprimarily on selectionbasedon prebureaucraticcriteria.35

Weberalso discussedthe ways in which the processof agentselectionaffectedthe
relativepowerof principalsandagents(ibid.:232–33,257,1007). Hewasespeciallyinter-
estedin therole of dependencein agencyrelations,sincethemoredependenttheagents,

31Wealthis botheasyto measureandis themostfungibleof assets;it is necessaryfor rulersto satisfya wide
varietyof idiosyncraticpreferences,from thevastartistic treasuresaccumulatedby SuleimantheMagnificentto
Louis XIV’ s questfor glory throughmilitary victories.

32For an interestingattemptto model legitimacyfrom a rationalchoiceperspective,seeLevi’s (1988,1997)
work on quasi-voluntarycomplianceandconditionalcooperation.

33“In Weber’spracticedmethodology, ‘sociology’ is thegeneralizedaspectof thestudyof historyandcontrasts
with thecausalanalysisof individual phenomena”(Roth1976:315).

34The causationgoesboth ways in Weber’s argument—bureaucracytendsto further the processof status
levelling.

35Seehis long list of patrimonialandextrapatrimonialformsof recruitment([1922]1968:228–29).
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the more likely they are to comply with principals’ orders(ibid.:993, 1015–18, 1043).
Hiring on thebasisof high status(e.g.,nobility) would decreasethedependenceof agents
(ibid.:1028),whereashiring foreignor slaveagentswill increasedependence.36 His focus
on powerandstatusconsiderationshasunfortunatelynot influencedagencytheoristsout-
sidesociology.

Weberwas also interestedin overall monitoring capacityand in exploring different
organizationalforms of monitoring.He focusedmost on the structuraldeterminantsof
monitoringproblemsandthe organizationalforms that aroseasattemptsto solve them.
His understandingof the importanceof monitoringcapacityis perhapsbestindicatedby
his argument(ibid.:224) that the developmentof technologiesof communicationsand
transportation (essentialfoundationsfor adequatemonitoring) werenecessaryconditions
for the emergenceof bureaucraticadministration.Since monitoring problemsincrease
with distance,the farther officials got from the ruler, the more they “evadedthe ruler’s
influence” (ibid.:1051).

Weberdiscussesseveralwaysto mitigatemonitoringproblemsin prebureaucraticset-
tings.For example,hearguesthatusingcollegiateorganization(havingmultiple officials
jointly fill onepositionin thehierarchy)androtatingofficials canbothfacilitatemonitor-
ing. His discussionof theuseof collegiatebodiesalsorelieson the importanceof infor-
mationandtherole of monitoring:

Thiskind of collegiatebodythusis thetypical form in which theruler, who increas-
ingly turnsinto a dilettante,at thesametime exploitsexpert knowledgeand—what
frequentlyremainsunnoticed—seeksto fendoff thethreateningdominanceof experts.
He keepsoneexpert in checkby others,andby suchcumbersomeproceduresseeks
personallyto gain a comprehensivepicture as well as the certainty that nobody
promptshim into arbitrarydecisions.(Weber[1922]1968:995;seealso222,997).

Weberalsorealizedthatrotationcouldbeusedto mitigatemonitoringproblems,espe-
cially thosedueto collusion.By placingdifferentagentsin thesameenvironment,rotation
facilitatesmonitoringby helpingrulersdistinguishbetweenoutcomesdueto thenatureof
theenvironmentandthosedueto theactionsof particular agents.37

Rulersalsodevelopedwaysto decreasetheir monitoringproblemsby decreasingthe
numberof unitstheytaxed.Oneexampleof thisis makingcommunitiescollectivelyrespon-
sible for taxation:“ Theruler would haverequireda very extensivecoerciveapparatusin
orderto gethold, in eachinstance,of thepersonswho wereunderliability, andthis diffi-
culty exactlywasthe reasonfor the systemof compulsoryassociationsuponwhich this
taskdevolved”(ibid.:1024).38

Weber’sdiscussionof thethreatthatbureaucraticadministrativeagenciesposeto democ-
racy in modernstatesalso focuseson monitoring problemsresulting from asymmetric
information.Weberarguedthat electedpoliticianswould find it increasinglydifficult to
monitor andcontrol bureaucraticagentsduethe latter’s possessionof expert knowledge
(ibid.:990–93). Further, Weberrealizedthat officials would often find ways to prevent
rulers from getting information about their actions,that their “striving for power” will
oftencausethemto develop“of ficial secrets”(ibid.:234–35;seealso992–93).

36He suggestedthatusinglocal “notables”asagentswould makeadministrationslow andinefficient, because
suchagentshadlow dependenceonrulersandstrongnetworktiesto otherlocalelites([1922]1968:974,1058–59,
1061–64).

37Rotationalsodecreasescorruptionby anothermechanism—it limits thestrengthof tiesbetweenofficials and
taxpayers,thusmitigatingproblemsof collusivecorruption(Weber[1922]1968:1043).

38Weberrefersto this asa systemof “litur gical obligations”([1922]1968:1022–25).
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The useby rulersof variousforms of positiveandnegativesanctionsto control their
agentswas also central to Weber’s accountof stateadministration.39 He exploredthe
causesandtheconsequencesof variousformsof payingstateagents,includingpaymentin
landandotherbenefices(ibid.:966,1011,1032),40 status(ibid.:1028),andmakingagents
full residualclaimantsin tax farmingsystems(ibid.:965).Furthermore,hecomparedthe
relativeeffectivenessof positiveandnegativesanctions,andof certaintyversusseverityof
sanctions(ibid.:968).Weberalwaysanalyzestheuseof sanctionswithin a structuralcon-
text. Dif ferent sanctionsrequiredifferent amountsand typesof resources,so resource
distributionsarekey determinantsof sanctionforms.For example,“[s] incethegoodwill
of officials dependedonthepossibilitythattheirmeritswouldberewarded,thepossession
of atreasurewaseverywheretheindispensablebasisof patrimonialdomination”(ibid.:1038;
seealso973).Webergoesonto arguethatadequateresourcesareanecessaryconditionfor
thedevelopmentof bureaucracy, sinceagentsmustregularlybepaid fixed monetarysal-
aries(ibid.:1059).

Theuseof theterm“ruler” throughoutthissectionmasksanotherof Weber’s important
contributions,his discussionof theeffectsof variationsin theform of rule (i.e., thenature
of theprincipal)on theefficacy of administration.Oneof thebestexamplesof this is his
analysisof Romantax farming ([1909]1976).Weberarguesthat Romanemperorsmore
effectivelycontrolledtaxfarmers(andadministratorsmoregenerally)thanthemagistrates
andsenatorswho ruledtheRomanRepublic.Whereas“city-states,especiallyRome,sub-
jectedtheirpossessionsto brutalexploitationby privatecapitalthroughusurioustax farm-
ing” (ibid.:63),the“very first achievementof theRomanemperorshadbeentheregulation
of thetaxsystem,whenthearbitrarypowerof thetaxfarmerswascurbed”(ibid.:364).The
reasonfor thedifferencewasthehigherdiscountratesof therepublicanprincipalsdueto
their short termsof rule.Emperors,with longertimehorizonssincetheyexpectto rule for
life, “aim at a prudentanddurablerateof exploitationbasedon the actualresourcesand
capacityof [their] subjects”(ibid.:63).Dif ferencesin thenatureof principals,dueto vari-
ationsin the form of thestate,thushaveimportant impactson administrativeoutcomes.

Weberwasespeciallyinterestedin the determinantsof the degreeof centralizationof
administration.The main issue in his discussionof patrimonialismis the problem of
devolution—howtheruler cankeepfrom totally losingcontroloversucha decentralized
form of administration.Weber’s assumptionthroughoutis that rulerswould setup cen-
tralizedadministrativesystemsif theyhadtheresourcesandtechnologicalcapacityto do
so, and that the lack of these is the main causeof decentralizedpatrimonialism
([1922]1968:1059).41 Decentralizationraisesthe risk of devolution: “fixed income in
kind from the magazineof the lord or from his currentintake—which hasbeenthe rule
in Egypt and China for millennia and played and important part in the later Roman
monarchyaswell aselsewhere[has the disadvantageof moving] toward the appropria-
tion of the sourcesof taxationby the official andtheir exploitationasprivateproperty”
(ibid.:964).

Weber’s discussionof feudalismis similar, sinceit is a subtypeof patrimonialism.The
mainfocusis on thenecessityof decentralizationandthepower-drivenproblemof devo-
lution (ibid.:257). For example,Weberarguesthatprebendalfeudalismariseswhenrulers

39For example,seehis long list of the possibleforms of positive sanctionsin patrimonial administration
([1922]1968:235–36).

40Webernotesthatpaymentin beneficeshasa tendencyto resultin devolution,sincerulersoftenlosecontrol
of agentstheyhavemadeso independent([1922]1968:1038–41).

41Weberarguesthatdecentralization(in thiscase,decentralizedpatrimonialism)resultsfrom poormonitoring—
the “weak developmentof the technical meansof communicationand thereforeof political control”
([1922]1968:1091).
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are unableto pay salariesto fund armies,and becauseit allows them to shift the risks
associatedwith tax collection(ibid.:260–61).42 The problemwith feudalismis that “the
latentstrugglefor authoritybecomeschronicbetweenthelord andhisvassal,andtheideal
extentof feudalauthorityhasneverbeeneffectively carriedout in practiceor remained
effectiveon a permanentbasis”(ibid.:257).

Weber’sargumentsaboutthecausesof variationsin formsof administrationforeshadow
thoseof contemporaryagencytheoryin thattheytendtostressefficacyorefficiency.43 This
is especiallytrueof his analysisof thedevelopmentof bureaucraticadministration:“[t] he
decisivereasonfor theadvanceof bureaucraticorganizationhasalwaysbeenitspurelytech-
nicalsuperiorityoveranyotherform of organization”(ibid.:973).AlthoughWeberstresses
efficiency, healsonotestheimportanceof otherpower-basedcauses,bothexternalandin-
ternal.44 Forexample,hearguesthatwaroftenaffectstheform of agencyrelationsbetween
rulersandstateofficials,basicallyby hasteningthedevelopmentof bureaucracy(ibid.:291,
966).However,warcanalsodecreaseadministrativeefficiency.Forexample,Weberseesthe
saleof officesasprimarily causedby war: “the directpurchaseof offices. . . occurswhen
thelord findshimselfin apositionin whichherequiresnotonlyacurrentincomebutmoney
capital—forinstance,for warfareordebtpayments”(ibid.:966).Moreover,Weberarguesthat
internalpowerrelationsoftenpreventedtheuseof themostefficient administrativeforms.
Forexample,“Whenevertheprincecouldstrengthenhisposition,hisconnectionswith all
hissubjectswouldbecomemoredirectin onewayor another. However, asaruletheprince
foundhimselfcompelledtocompromisewith thelocalpatrimonialauthoritiesorotherhon-
oratoires;hewasrestrainedbythepossibilityof anoftendangerousresistance,bythelackof
amilitary andbureaucraticapparatuscapableof takingovertheadministrationand,above
all, by thepowerpositionof thelocalhonoratoires”(ibid.:1058).

Weber’smodelof theagencyrelationbetweenrulersandtheiradministrativestaffs was
not just an early formulation of the economictheory of agency—it was fundamentally
sociologicalin the sensethat it includedboth a rich depictionof the structuralcontext
within which the agencyrelationwasembedded,anda complexview of the microfoun-
dationsof action.For Weber, ruler-staff agencyrelationsarealwaysembeddedin a struc-
tural and historical context.Analyzing theserelationsthus requiresnot only the useof
abstractidealtypes(patrimonialism,bureaucracy, etc.),but concreteknowledgeof histor-
ical conditionsaswell.

ThemostsignificantdifferencebetweenWeber’s approachto agencyrelationsandthat
of mosteconomistsconcernsthe role of noninstrumentalmotivations,andat the macro

42This focuson who bearsthe risk in agencyrelationshipswill becentralto economicagencytheory;unfor-
tuntely, it is not developedfurtherby Weber.

43Weber’s notionof theefficiency of bureaucracyis broaderthanthatusedby mostcontemporaryeconomists,
sinceit includesefficacy in broaderpolitical terms(legitimacy, securityof rule) aswell asthemaximizationof
net tax revenue(althoughthe latterwasa majorconcernfor Weberaswell).

44Weber’s discussionof tax farmingillustratesthemix of efficiency andpowerasdeterminantsof administra-
tive forms.Forexample,“In thecaseof leasing[tax farming], theaimhasbeenpartly apracticalfinancialoneto
meetthestringenciescausedespeciallyby thecostsof war. It haspartly alsobeena matterof the techniqueof
financing,to insurea stablemoneyincomeavailablefor budgetaryuses”([1922]1968:234–35). In a later dis-
cussion(ibid.:965–66),Weberagainstressestheimportanceof predictablerevenueflows asa maindeterminant
of tax farming,andgoeson to analyzethe causesof variationsin the form of tax farming: “ The lord seeksto
safeguardhimselfagainstthis lossof controlby regulations.Themodeof tax farmingor thetransferof taxescan
thusvary widely; dependinguponthedistributionof powerbetweenthelord andthefarmer, thelatter’s interest
in the full exploitationof the payingcapacityof the subjectsor the lord’s interestin the conservationof this
capacitymay predominate.The natureof the tax farming systemin the Ptolemaicempire,for instance,was
clearly determinedby the balanceof the joint or the opposinginfluenceof thesemotives:the elimination of
oscillationsin the yields, the possibility of budgeting,the safeguardingof the subjects’capacityto pay by
protectingthemagainstuneconomicalexploitation,andstatecontrol of the tax farmer’s yields for the sakeof
expropriatingthemaximumpossible”(ibid.:965).
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level,cultureandlegitimacy. 45 In additionto materialfactors,officials aremorelikely to
complywith a ruler’sdirectivesif theybelievetheruler is legitimate—by whichhemeans
a belief that the ruler hasthe right to give ordersandofficials havea duty to obeythem.
Theextentto which officials will complywith rulers’commands,andthustheeffective-
nessof theadministrativesystem,is thusfor Webera joint functionof materialincentives
andthe extentandtype of legitimacy. His threetypesof legitimatedominationbasically
specifydifferentcontextswithin which agencyrelationsbetweenrulersandofficials are
embedded,combiningfeaturesof organizationalstructureandculture.

Weber’s inclusionof complexmicrofoundationsandculturemakesit moredifficult to
constructandtestclearpropositions,but mayalsoallow agencytheoryto beappliedto a
wider rangeof cases,and to explain a greaterproportion of the variancein outcomes.
Contemporarysociologistsusingagencytheoryhavechosento emphasizedifferentaspects
of Weber’s arguments.Somerely mainly or exclusivelyon organizationalstructureand
incentives,thesideof Webermostconsistentwith rationalchoice(Kiser, 1994;Kiser and
Schneider1994;Adams1996), whereasothersincorporatelegitimacy and culture into
their analysesof agencyrelations,thus going beyondthe boundsof traditional rational
choicetheory(HamiltonandBiggart 1980,1984;Gorski1993).46

AGENCYTHEORY IN SOCIOLOGICALANALYSESOF
STATE POLICY IMPLEMENTATION

Justasthefirm wasgenerallyviewedasa “black box” in economicanalysis,thestatewas
usuallymodeledasa unitarycorporateactorin mostsociologicaltheories.This hasbegun
to changeonly recently. Comparedto both economicsand political science,the useof
agencytheory in sociologyis in its infancy. It doesprovide an interestingcomparison,
however, sinceits intellectualgenealogyis quite different.In contrastto political scien-
tists,sociologistsusingagencytheoryto studystatepolicy implementationhavedrawnon
both Weberianandeconomicversionsof agencytheory. This differencein part reflects
disciplinaryboundaries,but is alsodueto thefact thatagencytheoryin political sociology
hasbeenappliedprimarily to early modernstates—a contextin which Weber’s seminal
argumentscannotbeignored(whereasbotheconomistsandpolitical scientistshavefocused
on thecontemporaryUnitedStates).This illustratesa generalpoint: theempiricalcontext
to which a theoryis appliedoftenhasimportanteffectson its content.

Neo-Weberianagencyanalysesof stateadministrationhaveboth elaboratedon and
challengedmanyof Weber’s substantiveconclusions.Four recentexamplesareAdams’s
(1996) discussionof agencyproblemsinvolved in colonial control, Kiser’s (Kiser and
Tong1992;KiserandSchneider1994;Kiser1994)work ontheorganizationalstructureof
earlymoderntax administration,Gorski’s (1993)analysisof the“disciplinary revolution”
in HollandandPrussia,andHamiltonandBiggart’s (1980,1984,1985)argumentsabout
control in contemporarystategovernmentbureaucracies.Sinceboth Adamsand Kiser
identify their work asWeberianand explicitly userational choiceand agencytheory, I

45For example,Weber’s substantivecommentsaboutcompliancewithin feudalorganizationsrestprimarily on
instrumentalmicrofoundations,but othermotivesarementionedaswell. Webersuggeststhatboth“honor” and
a “solidary, fraternal relationship”contributeto the vassal’s compliancewith the demandsmadeby the lord
([1922]1968:1077–78,255).However, hearguesthatsuch“voluntaryobedience”and“purely personalloyality”
are never sufficient, and thus that in the absenceof material incentivesthe “lord’s authority is precarious”
(ibid.:257).

46Eventhe sociologistswho incorporatea broaderrangeof microfoundationsstill focusto a large extenton
instrumentalmotives,organizationalstructure,andmaterialincentives.Their work could thusbeunderstoodas
adding to the baselinerational choicemodel of agency, not totally rejecting it (althoughneitherGorski nor
Hamiltonwoulddescribetheirwork thisway).This raisestheissueof thedefinitionandscopeof rationalchoice
theory, unfortunatelymuchtoo largea topic to addresshere.
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beginwith adiscussionof theircontributionsandconcludewith ananalysisof thework of
HamiltonandBiggart andGorski.ThesescholarsdrawonWeberin ratherdifferentways.
BothAdamsandKiser focuspredominantlyon thematerialistandrationalchoiceaspects
of Weber’s arguments,whereasHamiltonandBiggart andGorski incorporatecultureand
heterogeneousmicrofoundationsto a largerextent.

Adams’s (1996)deftanalysisof theagencyrelationshipbetweenpatrimonialstatesand
colonialtradingcompaniesin theNetherlandsandEnglandillustratestheaffinity between
sociologicalversionsof agencytheoryandaWeberianapproach.Shebeginswith standard
rational choice microfoundations,47 then usesagencytheory to model the relationship
betweenmetropolitanprincipalsandcolonial “companymen.” Her useof agencytheory
drawson economics,but is fundamentallyWeberian.Theagencymodelin Adams’s work
is notsparseandahistoricalbut is deeplyembeddedin particularstructuralconditions.For
example,both theDutchandEnglishstateswerepatrimonial,soshesituatesheranalysis
within thecentraldynamicof patrimonialismidentifiedby Weber, thetendencyof princi-
palsto totally losecontrolof agents,resultingin devolution.48 Bothpatrimonialstatesalso
sufferedfrom multipleprincipals(whatAdamscallsthe“hydra factor”)—“multiple heads
or principals lackedinstitutional mechanismsto resolvethe resultinguncertaintiesand
infighting” (1996:16).As political scientists(Banfield1975;Fiorina1981;Hammondand
Knott 1996)havenoted,theexistenceof multipleprincipalsclearlymagnifiesproblemsof
control.

Given the problemsprincipalsin the NetherlandsandEnglandfacedgatheringinfor-
mationabouttheactivitiesof their agentsin Asia dueto thedistanceinvolved,how were
theyableto controlthem?Hercentralfocusis onproblemsof monitoringandcontrol,and
how they wereinfluencedby variationsin organizationalstructure.Adamsusesnetwork
theoryto modelaspectsof organizationalstructure,andthusto explainvariationsin levels
andtypesof corruptionin theadministrationof tradingcompanies.In theDutchhierarchy,
theBatavianoutpost(contemporaryJakarta) maintaineda middlemanor brokerageposi-
tion betweenthe metropolitanprincipalsand companyagents,which allowed them to
illegally extractsomeof thesurplusby collusivecorruptionwith otheragents.In spiteof
this, the level of corruptionwaslimited. To accountfor this,Adamsmakesan argument
thatwasstressedoftenby Weber([1922]1968:1007,1015–18),thatthelevelof corruption
is inverselyrelatedto thelevelof agentdependenceonprincipals.Agentsof theDutchhad
no alternativeopportunities,and this dependencelimited their corruption.The situation
changedwhentheEnglishcompanymovedin, sinceit providednot only directcompeti-
tion, but alsomoreopportunitiesfor collusivecorruptionfor agentsof theDutch(Adams
1996:23).Theultimateresultis theonepredictedby Weber:by theendof theeighteenth
centurypatrimonialprincipalshadalmosttotally lost controlof their colonialagents.

Kiser also usesagencytheory to addressclassicWeberianquestions.For example,
Kiser andTong (1992)explorethe levelsandtypesof corruptionin Ming andQing tax
administrationin part to discoverwhetherinstrumentalmotivationsweredominantin this
premodern,nonwesternsetting.Theydemonstratethattaxagentsin premodernAsiareacted
to variationsin monitoringandsanctioning(thecertainty andseverityof punishmentsfor
corruption)just astheir westerncounterparts did. Moreover, in contrastto culturalsocial-

47Adamsassumesthat “both principalsandagentstendto act in intendedlyrationalfashion,andopportunis-
tically, to advancetheirown individualgains”(1996:14).In theconclusionof thepaper, Adams(p. 26)broadens
themicrofoundationsof herargumentby briefly exploringthepossibility thatmotivationssuchasfamily honor
andpositionmayhavebeenimportant,aswell. This too illustratesthestatregyadvocatedby Weberandhere—
thatscholarsshouldbeginwith simpleinstrumentalmicrofoundationsandthenexpandthemif necessary.

48A secondconsequenceof thepatrimonialcontextis a low level of division of labor. As Adamsputsit, “the
substantivecontentof key rolesandtiesis multivocal” (1996:15).Key agentshadmultiplegoals,botheconomic
andcoercive.
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izationarguments,theydemonstratethattheConfucianeducationandexaminationsystem
did not reducecorruptionby giving officials prostatevalues,but in fact increasedit by
creatingstronglong-termnetworkties that facilitatedcollusionamongofficials.

Kiser andSchneider(1994)addressWeber’s claim that the efficiency of Prussiantax
administrationwasdueto its earlybureaucratization.Usinghistoricaldatanotavailablein
Weber’s time, they showthat the Prussianstatewasmuch lessbureaucraticthanWeber
thought.Moreover, theydemonstratethatparticular variationsfrom thebureaucraticideal
type that increasedthe dependenceof agentsor strengthenedtheir incentiveswere the
primary causesof efficiency in this case.For example,Prussianrulers useda unique
systemof caring for injured military veterans.Insteadof welfare payments,they gave
thempositionsascollectorsof indirect taxes(whatwe would now call a “workfare” pro-
gram). Since theseofficials had poor alternativeemploymentopportunities, they were
very dependenton rulers,andthuslesscorrupt.By creatinga high level of dependence,
this way of selectingofficials wasmoreeffective thanbureaucraticselectionon thebasis
of merit.

Kiser’s (1994) comparativestudy of early moderntax farming also revisesWeber’s
conclusions.Weber([1922]1968:965)arguedthattax farmingwaslessefficient thanstate
administration,and that it was only usedto makerevenueflows more predictable.By
looking at tax farmingandbureaucraticfixed salariesasalternativeformsof agencyrela-
tions,Kiser demonstratesthattax farmingwasmoreefficient thanstateadministrationfor
thecollectionof indirecttaxes,sinceit notonly providedstrongerincentivesfor agentsbut
alsomitigatedspecificmonitoringproblems.

Gorski (1993)hasalsodrawnon Weberto developanargumentabouttax administra-
tion in the early modernera,49 by applyingto the stateWeber’s main thesisin TheProt-
estantEthic and theSpirit of Capitalism([1920]1996).50 Part of his argumentimplicitly
usesa versionof agencytheory. Throughoutthepaper, Gorski (1993:271–72) focuseson
thewaysin which various“material interests,”“externalizedcontrols,”and“institutional
restraints”limited corruptionandthusreducedadministrativecostsin HollandandPrus-
sia.He concentrateson changesin the form andintensityof monitoringtechniques,such
astheuseof adhoccommissionersand“colleges” (ibid.:287,297).

Gorskithinksinstrumentalmotivationsandagencytheorycannotfully explaintheeffi-
ciency of stateadministrationin Holland and Prussia.He also focuseson the role of
internalizedreligiousvaluesandreligiousmonitoringmechanismsin motivatingcompli-
anceby tax officials. He arguesthatoneof themaincausesof theefficiency of adminis-
tration in Prussiaand Holland was that rulers selectedagentson the basisof religious
affiliation, andthattheseagentshadreligiousvaluesthatinhibitedcorruption.Thiswould
normallybecodedasaculturalargument,theantithesisof a rationalchoiceaccountusing
agencytheory. However, what Gorski is doing theoreticallycaneasilybe put in the lan-
guageof agencytheory:heconcentrateson theconsequencesof hiring agentsof different
types,differentiatedby religiousaffiliation (which hetakesasindicatinginternalizedreli-
giousvalues).Gorski hasaddedto theseeconomicmodelsby makingagenttype endog-
enous.Insteadof simply stipulatingthatagent“type” is givenby “nature,” hearguesthat
it is derivedfrom religiousaffiliation.

Economicagencytheoristsmight suggesta differentcausalmechanismto accountfor
the correlationbetweenreligiousaffiliation andagentcompliance.51 Drawing on Spence

49Gorski’spaperis muchbroaderthanthis,dealingwith issuesof stateformationaswell, butwe focusonly on
administrativeissues.

50SeeColeman(1986)on theaffinity betweenWeber’s “ Protestantethic” thesisandrationalchoicetheory.
51SinceI aminterestedin theform of thetheoreticalargumentandnot whetheror not it is empiricallycorrect,

I will notaddressthequestionof whetherthecorrelationin factexists.Foradebateaboutthis,seeGorski(1995)
andKiser andSchneider(1995).
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(1973),onecould argue that joining a religiousorganizationopposedto corruptionis a
signalingdevicethatpotentialstateofficials coulduseto indicatehonesty. If churchesdid
punishcorruptbehavior, this would be an effective signalsinceit would be cheaperfor
honestthan for dishonestofficials to join the church.The causalrelation is the same
(religiousaffiliation would be correlatedwith honesty),but the causalmechanismin the
signalingargumentdoesnot involve the internalizationof religiousvalues.

Gorski (1993)alsosuggestsan additionalcausalmechanismlinking religiousaffilia-
tion with low corruption,third-party monitoringandsanctioningby churches.If corrup-
tion is contraryto religiousaswell asstaterules,andchurchesenforcethoserules,theyare
indirectly actingascontrol mechanismsfor the state.This part of Gorski’s argumentnot
only doesnot contradictagencytheory, but providesadditionalevidencefor the large
literaturein political scienceonthird-party monitoring(Weingast1984;KiewietandMcCub-
bins1991).

Hamilton and Biggart’s (1980,1984,1985) work on policy implementationconcen-
tratesonWeber’s centralquestion:how canrulerscontrolbureaucrats,giventhattheruler
is adilettanteandthebureaucratsareexperts?Theyargue(1980)thatin bothearlymodern
andcontemporarystates,leadershavetried to solvethis problemby usinga patrimonial
intermediary, in the form of “personalstaffs,” to help themcontrolbureaucrats.Theper-
sonalstaff is essentiallyapersonalisticdevicefor monitoringbureaucraticagents.In more
generalterms,they cometo the interestingconclusionthat the control of bureaucracies
necessarilyrequiresnonbureaucraticelements.

This line of argumentis developedin muchmoredetail in a fascinatingcomparisonof
themechanismsof controlusedby two governorsof California,RonaldReaganandJerry
Brown (Hamilton and Biggart 1984).Although they makesomeinterestingarguments
aboutthedifferencesbetweenthetwo (mainly focusingon differencesin theamountand
type of delegation—as one would guess,Reagandelegatedmore),most of the analysis
concentrateson thesimilaritiesin theagencyproblemstheyfaced.Theirargumentmainly
looks at instrumentalinterests(seeHamilton and Biggart [1985:15–16] for an explicit
discussionof their primacy),but also incorporatesvalues.Hamilton andBiggart (1984)
stressthatdifferenttypesof agentsarecontrolledin differentways.Thepersonalstaff is
selectedon thebasisof personaltiesandloyalty; theyareusuallydependenton thegov-
ernor, and if all else fails they can be sanctionedseverelyand arbitrarily—in Weber’s
terms,therelationshipis patrimonial(1985:29–33).Complianceof cabinetheadsis main-
tainedlessby personaltiesthanby philosophicalandideologicalsimilarity (ibid.:55–66).
This argumentdrawson Weber’s stresson the importanceof legitimacy, andis in many
wayssimilar to Gorski’saccountof the“disciplinaryrevolution.”Sincecabinetheadshave
a greatdeal of autonomyfrom the governor, monitoring is difficult, so a similarity of
fundamentalpreferencesis importantto ensurethattheyusuallyact in theinterestsof the
governor. Of course,whentheyactcontraryto thegovernor’s interests,sanctions(suchas
cutting their budgets)areusedaswell (ibid.:95–97). Finally, theyarguethatprofessional
experts are controlledby a combinationof monitoring and sanctionstypically usedfor
civil servantsandby drawingon their professionalloyalty (in a mannernot dissimilarto
theway thechurchcontrolsofficials in Gorski’s account).

Sociologicalversionsof agencytheoryhaveusedtheheritageof Weberandsomecore
ideasfrom their disciplineto expandagencytheoriesof policy implementationin useful
ways.All of themhavefollowed Weberin maintaininga broadempiricalscope,and in
concentratingonthestructuralcontextswithin whichagencyrelationstakeplace.Features
of social structurethat for economistsare exogenouslygiven by “nature” are often the
focusof sociologicalanalyses.Sociologistshavebegunto addressquestionsof multiple
agentsandmultipleprincipals,andhaveemployedmodelsfrom networktheoryto develop
more formal and rigorousanalysesof their interactions(Adams1996).They havealso
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concentratedon resourcedistributionsin agencyrelations,especiallyhow theyaffect the
dependenceof agents(KiserandSchneider1994;Adams1996).Finally, theyhaverecently
triedto addresstheculturaldeterminantsof variationsin agenttypesandagentcompliance
(HamiltonandBiggart 1980,1984;Gorski1993),anecessaryfoundationfor amorecom-
pletetheoryof agentselection.

Thereareinterestingdifferencesin theuseof agencytheoryamongcontemporarysoci-
ologists.Althoughall focusonmaterialconstraintsandinstrumentalincentives(andarein
factmuchmoresimilar thansomerhetoricalconfrontationswouldsuggest),theadditionof
cultural factors and heterogeneousmicrofoundationsby Hamilton and Biggart and by
Gorskimakestheir argumentssubstantivelyricherandmorecomplete,but alsomoredif-
ficult to test.

CONCLUSION

This review demonstratesthat the processof the intellectualdiffusion of agencytheory
from economicsto otherdisciplinesis not well characterizedby thepolemicalterm“eco-
nomic imperialism.”Agency theory hasnot only transformedwork on organizationsin
severaldisciplines,it hasbeentransformedby thesedifferentdisciplinarycontexts.This is
clearly not a caseof “economicimperialism,”but oneof selectiveborrowingshapedby
particular intellectualgenealogiesanddisciplinarynorms.Political scientistshavedrawn
on economicmodelsinsteadof Weber, andhavein severalrespectsremainedfairly close
to economicmodelsof agency(retainingtheirparsimonyatbothmicroandmacrolevels).
In contrast,agencytheory in sociologyhasbeenbasedon muchbroaderconceptionsof
both the micro andmacrolevels—developingalong lines very different from economic
agencytheory. This is aproductof its intellectualgenealogy(comingmainly from Weber),
andof thecoreideasandmodesof explanationcurrentlydominantin thediscipline.Intel-
lectualdiffusionin this case(andprobablymostothers)is not bestdescribedasimperial-
ism, but as a complexform of assimilation,in which ideasfrom other disciplinesboth
shapeandareshapedby their newdisciplinarycontexts.

Perhapsevenmorestriking is thefact thatagencytheoryhasalsotransformedits home
discipline.Agencytheoryis part of the“new institutionalism”that is movingbeyondthe
sparsemathematicalmodelsthathavedominatedneoclassicaleconomics,andattempting
to drawa morecompleteandnuancedpictureof organizationsandexchanges.As agency
theory hasevolvedin economics,and especiallyas it hasbeenappliedto the study of
political organizations,it hasbegunto includemorecomplexityat bothmicro andmacro
levelsof analysis.Someeconomicagencytheoristsarenowincorporatingaspectsof social
andorganizationalstructure,multipleagents,andevenheterogeneousmicrofoundations.52

What can we now concludeabout the currentvalue of agencytheory and its future
prospects?Contemporaryopinionsaboutagencytheoryarediverse.Jensenrefersto it as
a “revolution in the scienceof organizations”that providesall of the necessary“major
analyticalbuildingblocksof a theoryof organizations”(1983:321).Petersenseesmuchof
valuein economicagencytheory, andwantsto bring it “into thesociologicalmainstream”
in industrialandorganizationalsociology(1993:227). On the otherhand,Perrowargues
that agencytheory is “not only wrong but dangerous”becauseit reflectsconservative
ideology, andthatalthough“we all invokeagencytheory,” wedoso“in ourworstmoments”
(1990:121,127).

It should be clear from this review of the varietiesof agencytheory that Perrow’s
polemicalcriticismsaremisguided.Althougheconomicagencytheoryis limited in several

52Thereis goodreasonto believethat thebroadeningof economicagencymodelswill continue.Thenormal
form in thedisciplineis for work in anareato beginwith verysparsemodelsandmanystrict assumptions.Later
work in theareausuallyelaborateson themodelsandrelaxessomeof themoreunrealisticassumptions.Agency
theoryis still quitenewin economics;it is just now enteringthis secondstage.
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respects,hisappraisalis far toonegativeevenfor theeconomicversion(which is evolving
in manywaysto addresshiscriticisms),andmostof hiscriticismsdonotapplyatall to the
muchbroaderwork usingagencytheory in otherdisciplines.Sociologistsshouldnot be
taking a protectioniststancetoward foreign imports—it is becomingincreasinglyclear
that freetradein ideasbenefitsall parties,sincemostintellectualprogressis takingplace
in theintersectionsof disciplines.Of course,it is alsofar toosoonto concludethatagency
theory has producedthe “revolution” in the study of organizationshailed by Jensen
(1983:321).AlthoughI hopeto havedemonstratedthatagencytheoryprovidesa promis-
ing modelof stateadministration,it would takeamoresystematiccomparativeanalysisto
provethat it is superiorto otherexistingtheories.

In spiteof all of therecenttalk abouttheimportanceof interdisciplinaryexchanges,the
caseof agencytheorysuggeststhatwehavenotmovedvery far in thatdirection.Although
the generalmodel hasmovedacrossdisciplines,the particular insightsand arguments
madein onedisciplineareoften ignoredby others.We seemto be interdisciplinaryin a
fairly superficial way. The future prospectsof agencytheory in large part dependon
breakingdownthedisciplinarybarriersthatup until now havekepttheseliteraturesfairly
isolatedfrom eachother. Thereis muchthat scholarsin eachdisciplinecould learnfrom
theothers.Economistscould learnfrom Weberandcontemporarysociologistsandpoliti-
calscientistshowto incorporatesocialstructure,organizationalforms,multipleprincipals,
socialnetworks,andthird partiesinto theirmodels.Muchof thiswill follow if theysimply
expandthe empirical scopeof their work. The sameis true for political science—they
could learnfrom economists’work on risk, andfrom sociologicalanalysesof socialand
organizationalstructureandnetworks.Sociologistscouldalsobenefitfrom incorporating
risk, payingmoreattentionto problemsof multiple principals,andtrying to increasethe
rigor andprecisionof their theoreticalmodels.

The future of agencytheory in the studyof statepolicy implementationis openand
uncertain, sinceit is currentlydevelopingin severaldifferentdirections.Analysesusing
agencytheoryrangefrom precisebutnarroweconomicmodelsto neo-Weberianhistorical
analyses.Thesamecanbesaidfor rationalchoicetheorymoregenerally. Standardcriti-
cismsof rationalchoicethatequateit with neoclassicaleconomicscanno longerbetaken
very seriously. Rationalchoicein sociologyis clearly not the sameasneoclassicaleco-
nomics,sinceit often incorporatesboth broadermicrofoundationsandricher modelsof
socialstructure(KiserandHechter1998).53 It is adifferenttypeof theory, justnowbegin-
ning to takeshape.
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Agency Problems and Dividend Policies
around the World

RAFAEL LA PORTA, FLORENCIO LOPEZ-DE-SILANES,
ANDREI SHLEIFER, and ROBERT W. VISHNY*

ABSTRACT

This paper outlines and tests two agency models of dividends. According to the
“outcome model,” dividends are paid because minority shareholders pressure cor-
porate insiders to disgorge cash. According to the “substitute model,” insiders in-
terested in issuing equity in the future pay dividends to establish a reputation for
decent treatment of minority shareholders. The first model predicts that stronger
minority shareholder rights should be associated with higher dividend payouts;
the second model predicts the opposite. Tests on a cross section of 4,000 companies
from 33 countries with different levels of minority shareholder rights support the
outcome agency model of dividends.

THE SO-CALLED DIVIDEND PUZZLE ~Black ~1976!! has preoccupied the attention of
financial economists at least since Modigliani and Miller’s seminal work ~see
Modigliani and Miller ~1958! and Miller and Modigliani ~1961!!. This work
established that, in a frictionless world, when the investment policy of a
firm is held constant, its dividend payout policy has no consequences for
shareholder wealth. Higher dividend payouts lead to lower retained earn-
ings and capital gains, and vice versa, leaving total wealth of the sharehold-
ers unchanged. Contrary to this prediction, however, corporations follow
extremely deliberate dividend payout strategies ~Lintner ~1956!!. This evi-
dence raises a puzzle: How do firms choose their dividend policies?

In the United States and other countries, the puzzle is even deeper since
many shareholders are taxed more heavily on their dividend receipts than
on capital gains. The actual magnitude of this tax burden is debated ~see
Poterba and Summers ~1985! and Allen and Michaely ~1997!!, but taxes gen-
erally make it even harder to explain dividend policies of firms.

Economists have proposed a number of explanations of the dividend puz-
zle. Of these, particularly popular is the idea that firms can signal future
profitability by paying dividends ~see Bhattacharya ~1979!, John and Wil-

* The first three authors are from Harvard University, the fourth author is from the Uni-
versity of Chicago. They are grateful to Alexander Aganin for excellent research assistance, and
to Lucian Bebchuk, Mihir Desai, Edward Glaeser, Denis Gromb, Oliver Hart, James Hines,
Kose John, James Poterba, Roberta Romano, Raghu Rajan, Lemma Senbet, René Stulz, Daniel
Wolfenzon, Luigi Zingales, and two anonymous referees for helpful comments.
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liams ~1985!, Miller and Rock ~1985!, and Ambarish, John, and Williams
~1987!!. Empirically, this theory had considerable initial success, since firms
that initiate ~or raise! dividends experience share price increases, and the
converse is true for firms that eliminate ~or cut! dividends ~Aharony and
Swary ~1980!, Asquith and Mullins ~1983!!. Recent results are more mixed,
since current dividend changes do not help predict firms’ future earnings
growth ~DeAngelo, DeAngelo, and Skinner ~1996! and Benartzi, Michaely,
and Thaler ~1997!!.

Another idea, which has received only limited attention until recently ~e.g.,
Easterbrook ~1984!, Jensen ~1986!, Fluck ~1998, 1999!, Hart and Moore ~1974!,
Myers ~1998!, Gomes ~2000!, and Zwiebel ~1996!!, is that dividend policies
address agency problems between corporate insiders and outside sharehold-
ers. According to these theories, unless profits are paid out to shareholders,
they may be diverted by the insiders for personal use or committed to un-
profitable projects that provide private benefits for the insiders. As a con-
sequence, outside shareholders have a preference for dividends over retained
earnings. Theories differ on how outside shareholders actually get firms to
disgorge cash. The key point, however, is that failure to disgorge cash leads
to its diversion or waste, which is detrimental to outside shareholders’ interest.

The agency approach moves away from the assumptions of the Modigliani–
Miller theorem by recognizing two points. First, the investment policy of
the firm cannot be taken as independent of its dividend policy, and, in par-
ticular, paying out dividends may reduce the inefficiency of marginal in-
vestments. Second, and more subtly, the allocation of all the profits of the
firm to shareholders on a pro rata basis cannot be taken for granted, and
in particular the insiders may get preferential treatment through asset
diversion, transfer prices, and theft—even holding the investment policy
constant. Insofar as dividends are paid on a pro rata basis, they benefit
outside shareholders relative to the alternative of expropriation of retained
earnings.

In this paper, we attempt to identify some of the basic elements of the
agency approach to dividends, to understand its key implications, and to
evaluate them on a cross section of more than 4,000 firms from 33 countries
around the world. The reason for looking around the world is that the se-
verity of agency problems to which minority shareholders are exposed differs
greatly across countries, in part because legal protection of these sharehold-
ers varies ~La Porta, Lopez-de-Silanes, Shleifer, and Vishny ~1997, 1998!,
henceforth referred to as LLSV!. Empirically, we find that dividend policies
vary across legal regimes in ways consistent with a particular version of the
agency theory of dividends. Specifically, firms in common law countries, where
investor protection is typically better, make higher dividend payouts than
firms in civil law countries do. Moreover, in common but not civil law coun-
tries, high growth firms make lower dividend payouts than low growth firms.
These results support the version of the agency theory in which investors in
good legal protection countries use their legal powers to extract dividends
from firms, especially when reinvestment opportunities are poor.
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Section I of the paper summarizes some of the theoretical arguments. Sec-
tion II describes the data. Section III presents our empirical findings. Sec-
tion IV concludes.

I. Theoretical Issues

A. Agency Problems and Legal Regimes

Conf licts of interest between corporate insiders, such as managers and
controlling shareholders, on the one hand, and outside investors, such as
minority shareholders, on the other hand, are central to the analysis of the
modern corporation ~Berle and Means ~1932!, Jensen and Meckling ~1976!!.
The insiders who control corporate assets can use these assets for a range of
purposes that are detrimental to the interests of the outside investors. Most
simply, they can divert corporate assets to themselves, through outright theft,
dilution of outside investors through share issues to the insiders, excessive
salaries, asset sales to themselves or other corporations they control at fa-
vorable prices, or transfer pricing with other entities they control ~see Shlei-
fer and Vishny ~1997! for a discussion!. Alternatively, insiders can use corporate
assets to pursue investment strategies that yield them personal benefits of
control, such as growth or diversification, without benefiting outside inves-
tors ~e.g., Baumol ~1959!, Jensen ~1986!!.

What is meant by insiders varies from country to country. In the United
States, the U.K., Canada, and Australia, where ownership in large corpora-
tions is relatively dispersed, most large corporations are to a significant
extent controlled by their managers. In most other countries, large firms
typically have shareholders that own a significant fraction of equity, such as
the founding families ~La Porta, Lopez-de-Silanes, and Shleifer ~1999!!. The
controlling shareholders can effectively determine the decisions of the man-
agers ~indeed, managers typically come from the controlling family!, and
hence the problem of managerial control per se is not as severe as it is in the
rich common law countries. On the other hand, the controlling shareholders
can implement policies that benefit themselves at the expense of minority
shareholders. Regardless of the identity of the insiders, the victims of in-
sider control are minority shareholders. It is these minority shareholders
who would typically have a taste for dividends.

One of the principal remedies to agency problems is the law. Corporate
and other law gives outside investors, including shareholders, certain pow-
ers to protect their investment against expropriation by insiders. These pow-
ers in the case of shareholders range from the right to receive the same per
share dividends as the insiders, to the right to vote on important corporate
matters, including the election of directors, to the right to sue the company
for damages. The very fact that this legal protection exists probably explains
why becoming a minority shareholder is a viable investment strategy, as
opposed to just being an outright giveaway of money to strangers who are
under few if any obligations to give it back.

Agency Problems and Dividend Policies 3
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As pointed out by LLSV ~1998!, the extent of legal protection of outside
investors differs enormously across countries. Legal protection consists of
both the content of the laws and the quality of their enforcement. Some
countries, including most notably the wealthy common law countries such as
the United States and the U.K., provide effective protection of minority share-
holders so that the outright expropriation of corporate assets by the insiders
is rare. Agency problems manifest themselves primarily through non-value-
maximizing investment choices. In many other countries, the condition of
outside investors is a good deal more precarious, but even there some pro-
tection does exist. LLSV ~1998! show in particular that common law coun-
tries appear to have the best legal protection of minority shareholders, whereas
civil law countries, and most conspicuously the French civil law countries,
have the weakest protection.

The quality of investor protection, viewed as a proxy for lower agency
costs, has been shown to matter for a number of important issues in corpo-
rate finance. For example, corporate ownership is more concentrated in coun-
tries with inferior shareholder protection ~LLSV ~1998!, La Porta, Lopez-de-
Silanes, and Shleifer ~1999!!. The valuation and breadth of capital markets
is greater in countries with better investor protection ~LLSV ~1997!, Demirguc-
Kunt and Maksimovic ~1998!!. Finally, there is some evidence that good in-
vestor protection contributes to the efficiency of resource allocation and to
economic growth more generally ~Levine and Zervos ~1998!, Rajan and Zin-
gales ~1995!!. This paper continues this research by examining the dividend
puzzle using shareholder protection as a proxy for agency problems.

B. Agency and Dividends: Two Views

B.1. The Role of Dividends in an Agency Context

In a world of significant agency problems between corporate insiders and
outsiders, dividends can play a useful role. By paying dividends, insiders
return corporate earnings to investors and hence are no longer capable of
using these earnings to benefit themselves. Dividends ~a bird in the hand!
are better than retained earnings ~a bird in the bush! because the latter
might never materialize as future dividends ~can f ly away!. Additionally, the
payment of dividends exposes companies to the possible need to come to the
capital markets in the future to raise external funds, and hence gives out-
side investors an opportunity to exercise some control over the insiders at
that time ~Easterbrook ~1984!!.

Unfortunately, there are no fully satisfactory theoretical agency models
of dividends that derive dividend policies as part of some broad optimal
contract between investors and corporate insiders, which allows for a range
of feasible financing instruments. Instead, different models, such as Fluck
~1998, 1999!, Myers ~1998!, and Gomes ~2000!, capture different aspects of
the problem. Moreover, the existing agency models do not fully deal with the
issues of choice between debt and equity in addressing agency problems, the
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choice between dividends and share repurchases, and the relationship be-
tween dividends and new share issues. We attempt to distill from the avail-
able literature the basic mechanisms of how dividends could be used to deal
with agency problems. In particular, we distinguish between two very dif-
ferent agency “models” of dividends. The predictions of these models that we
test are necessarily limited by the fact that we do not look at all the financ-
ing and payout choices simultaneously.

Perhaps most importantly in this regard, we do not examine share repur-
chases, which have been commonly taken as an alternative to paying divi-
dends. We note, however, that share repurchases are most common precisely
in the countries where firms pay high dividends, such as the United States
and the U.K. For example, between June 1997 and June 1998 there were
1,537 share repurchases in the world recorded by the Securities Data Cor-
poration, of which 1,100 occurred in the United States. By market value, the
United States accounted for 72 percent of world share repurchases during
this period, and the United States, the U.K., Canada, and Australia com-
bined accounted for 83 percent. In some civil law countries, share repur-
chases are even illegal or heavily taxed ~The Economist, August 15, 1998!.1
If share repurchases are complementary to dividends, rather than a substi-
tute for them, our evidence only underestimates the difference in total cash
payouts to shareholders between civil and common law countries.

B.2. Dividends as an Outcome of Legal Protection of Shareholders

Under the first view, dividends are an outcome of an effective system of
legal protection of shareholders. Under an effective system, minority share-
holders use their legal powers to force companies to disgorge cash, thus pre-
cluding insiders from using too high a fraction of company earnings to benefit
themselves.2 Shareholders might do so by voting for directors who offer bet-
ter dividend policies, by selling shares to potential hostile raiders who then
gain control over non–dividend paying companies, or by suing companies
that spend too lavishly on activities that benefit only the insiders. Moreover,
good investor protection makes asset diversion legally riskier and more ex-
pensive for the insiders, thereby raising the relative attraction of dividends
for them. The greater the rights of the minority shareholders, the more cash
they extract from the company, other things equal.

It is important to recognize that this argument does not rely on minority
shareholders having specific rights to dividends per se, but rather on their
having the more general rights of voting for directors and protesting wealth

1 It could be argued that the discouragement of share repurchases is a form of shareholder
protection since, unlike dividends, share repurchases can be discriminatory. This argument is
less plausible in light of the fact that most share repurchases in the United States and the U.K.
are open market, and, moreover, appear to supplement rather than substitute for dividends.

2 Even under an effective system, residual agency problems must remain, for if they are
totally resolved, we are back to the world of Modigliani and Miller with no reason for dividends.
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expropriation. A good example from the United States is Kirk Kerkorian
forcing Chrysler Corporation to disgorge its cash by paying dividends in
1995 to 1996. As a large shareholder in Chrysler, Kerkorian had no specific
rights to dividends, but used the voting mechanism to put his associates on
the board and then force the board to sharply raise dividends. Another good
example is Velcro Industries, the producer of the famous “touch fastener”
incorporated on the island of Curaçao in the Netherlands Antilles, “where
shareholders have no right of dissent” ~Forbes, October 15, 1990!. Two-thirds
of the shares of Velcro Industries are controlled by the Cripps family that
runs Velcro ~Forbes, May 23, 1994!. In 1988, despite having a large cash
reserve, the company suspended dividends “for the foreseeable future” ~Forbes,
October 3, 1988!, delisted itself from the Montreal Stock Exchange, and ag-
gressively wrote down assets to slash earnings, evidently to “buy out Velcro
minority holders cheap” ~Forbes, May 23, 1994!. The share price dived and,
in 1990, with dividends remaining at zero, the Crippses offered to repur-
chase minority shares at slightly above the market price. Minority share-
holders sued in New York and “when a New York judge ruled that the United
States was the proper jurisdiction, secretive Sir Humphrey Cripps decided
to call off his offer rather than go under the light of U.S. court of law”
~Forbes, May 23, 1994!. The company subsequently resumed its dividend
payments. This case illustrates that, in a high protection country like the
United States, in contrast to a low protection country like the Netherlands,
shareholders are able to extract dividends from companies by virtue of their
ability to resist oppression rather than having any specific dividend rights
per se.

In a cross section of countries with different quality of shareholder pro-
tection, the implication that better protection is associated with higher div-
idend payouts is testable. There is one further implication of this theory.
Consider a country with good shareholder protection, and compare two com-
panies in that country: one with good investment opportunities and growth
prospects, and another with poor opportunities. Shareholders who feel pro-
tected would accept low dividend payouts, and high reinvestment rates, from
a company with good opportunities because they know that when this com-
pany’s investments pay off, they could extract high dividends. In contrast, a
mature company with poor investment opportunities would not be allowed
to invest unprofitably. As a consequence, with good shareholder protection,
high growth companies should have significantly lower dividend payouts
than low growth companies. In contrast, if shareholder protection is poor, we
would not necessarily expect such a relationship between payouts and growth
since shareholders may try to get what they can—which may not be much—
immediately. This also is a testable implication.3 The implications of the
outcome agency model of dividends are illustrated in Figure 1.

3 Ambarish et al. ~1987! derive the negative relationship between growth and payouts in a
dividend signaling model. They do not focus on how this relationship would vary depending on
how well shareholders are protected. In principle, this extension is possible.

6 The Journal of Finance

313



B.3. Dividends as a Substitute for Legal Protection of Shareholders

In an alternative agency view, dividends are a substitute for legal protec-
tion.4 This view relies crucially on the need for firms to come to the external
capital markets for funds, at least occasionally. To be able to raise external
funds on attractive terms, a firm must establish a reputation for moderation
in expropriating shareholders. One way to establish such a reputation is by
paying dividends, which reduces what is left for expropriation. For this mech-
anism to work, the firm must never want to “cash in” its reputation by
stopping dividends and expropriating shareholders entirely. The firm would
never want to cash in if, for example, there is enough uncertainty about its
future cash f lows that the option of going back to the capital market is
always valuable ~Bulow and Rogoff ~1989!!.

A reputation for good treatment of shareholders is worth the most in coun-
tries with weak legal protection of minority shareholders, who have little
else to rely on. As a consequence, the need for dividends to establish a rep-
utation is the greatest in such countries. In countries with stronger share-
holder protection, in contrast, the need for a reputational mechanism is weaker,
and hence so is the need to pay dividends. This view implies that, other
things equal, dividend payout ratios should be higher in countries with weak
legal protection of shareholders than in those with strong protection.5

4 The closest informal discussion to the substitute model is Easterbrook ~1984!. Formally, the
model that comes the closest to taking this point of view is Gomes ~2000!. However, the recent
drafts of his paper have moved away from focusing on dividends, and hence our discussion
should not be interpreted as a description of Gomes’s model.

5 Dewenter and Warther ~1998! argue that there is less need to signal future earnings with
dividends in Japan than in the United States. This may be because Japanese firms have better
ways of information transmission to the relevant investors than do U.S. firms, or because Jap-
anese managers are more insulated from investor pressure ~Kang and Stulz ~1996!!. Dewenter
and Warther find that share price reactions to dividend changes are smaller in Japan than in
the United States. This finding may be consistent with either of the two agency models of
dividends.

Div/Earn

Figure 1. Outcome model of dividends.
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Additionally, in this view, firms with better growth prospects also have a
stronger incentive to establish a reputation since they have a greater poten-
tial need for external finance, other things equal. As a result, firms with
better growth prospects might choose higher dividend payout ratios than
firms with poor growth prospects. However, firms with good growth pros-
pects also have a better current use of funds than firms with poor growth
prospects. The relationship between growth prospects and dividend payout
ratios is therefore ambiguous. Figure 2 illustrates the implications of this
substitute agency model of dividends.

B.4. Summary of Predictions of Agency Models

We refer to the two alternative agency models of dividends as “the out-
come model” and “the substitute model.” The outcome model predicts that
dividend payout ratios are higher in countries with good shareholder pro-
tection, other things equal. The substitute model predicts the opposite. The
outcome model further predicts that, in countries with good shareholder pro-
tection, companies with better investment opportunities should have lower
dividend payout ratios. The substitute model does not make this prediction.
In fact, it makes a weak prediction that, in countries with poor shareholder
protection, firms with better investment opportunities might pay out more
to maintain reputations.

C. Tax Issues

Economists are divided on the effects of taxes on the valuation of dividends
~Poterba and Summers ~1985!!. The so-called traditional view holds that heavy
taxation of dividends at both the corporate and personal levels—at least in
the United States—is a strong deterrent to paying out dividends rather than
retaining the earnings. There are two important objections to this view. One
objection, raised by Miller and Scholes ~1978!, states that investors have

Div/Earn

Figure 2. Substitute model of dividends.
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access to a variety of dividend tax avoidance strategies that allow them to
effectively escape dividend taxes. This objection does not closely correspond
to what investors actually do ~Feenberg ~1981!!. Another objection, the so-
called new view of dividends and taxes ~e.g., King ~1977!, Auerbach ~1979!!,
holds that cash has to be paid out as dividends sooner or later, and therefore
paying it earlier in the form of current dividends imposes no greater a tax
burden on shareholders than does the delay. According to this theory, taxes
do not deter dividend payments. Harris, Hubbard, and Kemsley ~1997! sup-
port this new view. In our empirical work, we include a measure of the tax
disadvantage of dividends based on Poterba and Summers ~1984, 1985! to
assess the effect of taxes on dividend policies. Appendix A summarizes in
detail our treatment of the tax effects of dividends, and also presents the
data on taxes that we use in the empirical work.

II. Data

Our sample is based on the March 1996 edition of the WorldScope Data-
base, which presents information on the ~typically! largest listed firms in 46
countries. There are 13,698 firms in the original database. Since accounting
data are often reported with a delay, our analysis uses data through 1994.
Table I, Panel A summarizes the construction of the sample. From the orig-
inal universe, we eliminate firms trading in socialist countries and in Lux-
embourg; firms listed in countries with mandatory dividend policies ~i.e.,
legal requirements that a certain fraction of net income is paid out as div-
idends!; financial firms; firms completely or partially owned by the govern-
ment ~as best we can identify them!; firms without consolidated balance
sheets in 1989, 1994, or both; firms with negative net income or negative
cash f low in 1994; firms with missing dividend data in 1994 or missing
sales, net income, or cash f low data in 1994 or 1989; firms whose dividends
exceed sales; and finally, three firms that do not appear to be publicly traded.
This leaves us with the basic sample of 4,103 firms from 33 countries for
which we can compute dividend payout ratios in 1994 and sales growth rates
from 1989 to 1994. Panel B shows how we get from 46 to 33 countries.

We note in particular the exclusion of countries with mandatory dividend
rules, namely Brazil, Chile, Colombia, Greece, and Venezuela.6 Some of these
countries have weak legal protection of minority shareholders. The fact that,
in such environments, regulators choose to force companies to pay dividends
is in itself some evidence in favor of the importance of agency consider-
ations, since the most plausible reason for a mandatory dividend policy is to
assure outside investors that they would not be expropriated entirely, and
thus to encourage participation in the equity markets by such investors ~LLSV
~1998!!. In general, firms in mandatory dividend countries have higher pay-

6 There also appears to be a minimum dividend requirement in Germany, although it can be
waived at the discretion of management. Because this requirement is so weak, we do not count
Germany as a mandatory-dividend country. Excluding it would only strengthen our results.
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outs than firms in countries without such rules, but they nevertheless ap-
pear, in the data, to have lower payouts than required by the law. A possible
reason for this is that the accounting earnings reported to the authorities for
the purposes of compliance with mandatory dividend rules are lower than the
earnings reported to the shareholders which we use in our analysis.

Table II summarizes the construction of the variables. We use two rough prox-
ies for protection of minority shareholders. The first is a dummy equal to one
if a country’s company law or commercial code is of civil origin, and zero for
common law origin. Because we have data on few countries, we do not distin-
guish between French, German, and Scandinavian civil law origins in this pa-
per, as in LLSV ~1997, 1998!. In general, civil law countries have weaker legal
protection of minority shareholders than do common law countries. The sec-
ond measure of investor protection, the low investor protection dummy, is equal
to one if the index of antidirector rights is below the sample median. The index
of antidirector rights comes from LLSV ~1998!, and ref lects such aspects of mi-
nority rights as the ease of voting for directors, the possibility of electing di-
rectors through a cumulative voting mechanism, the existence of a grievance
mechanism for oppressed minority shareholders, such as a class action law-
suit, the percentage of votes needed to call an extraordinary shareholder meet-
ing, and the existence of preemptive rights.

Table I

Construction of the Sample

Panel A: Firms in the Sample

13,698 WorldScope Sample ~3096 version!
256 Firms listed in stock exchanges of former socialist countries
212 Firms listed in Luxembourg’s stock exchange

2323 Firms listed in stock exchanges of countries with mandatory dividend policies
22,836 Financial firms ~primary and0or secondary SIC between 6,000 and 6,999!

2335 State-owned enterprises ~direct and0or indirect government ownership!
21,296 Unconsolidated balance sheets in 1989, 1994, or both
23,878 Missing sales in 1989 and0or dividends, cash f lows, net income or sales in 1994

2832 Negative net income before extraordinary items in 1994
211 Negative cash f low in 1994
213 Dividends . Sales

23 Not publicly traded ~i.e., cooperatives and privately owned firms!

4,103 Basic sample

Panel B: Countries in the Sample

46 Countries in WorldScope
23 Socialist, former socialist countries ~China, Poland, Hungary!
21 Luxembourg
25 Mandatory dividend countries ~Brazil, Chile, Colombia, Greece, Venezuela!
24 Countries that do not meet data requirements ~Israel, Pakistan, Peru, Sri Lanka!

33 Countries in the sample
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Since we are dealing with accounting data in countries with different
accounting standards, we compute several measures of the dividend payout
ratio. The numerator in these ratios is the total cash dividend paid to
common and preferred shareholders. The denominators are cash f low, earn-
ings, and sales. The dividend-to-cash-f low ratio has a natural economic
interpretation since it is the ratio of cash distributed to cash generated in
a period. The dividend-to-earnings ratio is the most commonly used mea-
sure of dividend payouts. The two ratios have several problems, however.
First, both of them may depend on a country’s accounting conventions, and
hence may not be exactly comparable across countries. Second, these ratios
have the potential problem of being easily manipulated by accounting tricks.
Third, and perhaps most important, diversion of resources may occur be-
fore earnings or cash f lows are reported, in which case these two ratios
overestimate the share of true earnings that is paid out as dividends. For-
tunately, if diversion is greater in countries with poor shareholder protec-
tion, this problem biases the results toward finding higher payouts in these
countries than is really the case. Our results of lower measured payouts in
countries with poor shareholder protection reported below would thus be
even stronger if true earnings and cash f lows were higher than reported.
Still, as an additional guard against these problems, we also present the
dividends-to-sales ratio, since sales are less dependent on accounting con-
ventions, are harder to manipulate or smooth through accounting prac-
tices, and are less subject to theft. Sales should be viewed just as a def lator;
the economic interpretation of this ratio is not transparent.

The trickiest measurement problem we face is how to capture investment
opportunities across firms in a way that is consistent across countries. Our
principal measure of such opportunities is the past growth in sales of each
firm, which has the advantage of being roughly independent of accounting
practices, but has the disadvantage of relying on the past as a proxy for the
future. For each firm, we compute its annual real sales growth rate over the
five-year period from 1989 to 1994. In Section III, we discuss other mea-
sures of investment opportunities.

For our dividend payout ratios and the sales growth rate, we also compute
industry-adjusted measures. For each company in a given industry, we make
this adjustment relative to the worldwide rather than countrywide measure
for that industry ~i.e., we take out worldwide industry effects rather than
country-industry effects!. Consider the computation of the industry-adjusted
growth in sales, for example. We first find for each industry in each country
the median real growth rate of sales in that industry in that country. We
then take the median of country medians, thus obtaining the worldwide me-
dian growth in real sales in the industry. Our measure of industry-adjusted
growth in sales for a company is the difference between that company’s sales
growth and the world median sales growth in its industry. The idea is that
different industries might be at different stages of maturity and growth that
determine their dividend policies.

Agency Problems and Dividend Policies 11

318



Table II

The Variables
This table describes the variables collected for the 33 countries included in our study. The first column gives the name of the variable, the second
column describes the variable and provides the sources for the variables.

Variable Description

Common law Equals one if the origin of the Company Law or Commercial Code of the country is the English Common Law
and zero otherwise. Source: LLSV ~1998!.

Civil law Equals one if the Company Law or Commercial Code of the country originates in Roman Law and zero otherwise.
Source: LLSV ~1998!.

Low protection Equals one if the index of antidirectors rights is smaller or equal to three ~the sample median! and zero other-
wise. The index of antidirectors rights is formed by adding one when: ~1! the country allows shareholders to
mail their proxy vote; ~2! shareholders are not required to deposit their shares prior to the General Share-
holders’ Meeting; ~3! cumulative voting or proportional representation of minorities on the board of directors is
allowed; ~4! an oppressed minorities mechanism is in place; ~5! the minimum percentage of share capital that
entitles a shareholder to call for an Extraordinary Shareholders’ Meeting is less than or equal to 10 percent
~the sample median!; ~6! or when shareholders have preemptive rights that can only be waved by a share-
holders meeting. The range for the index is from zero to six. Source: LLSV ~1998!.

High protection Equals one if the index of antidirectors rights ~defined above! is greater than three ~the sample median! and zero
otherwise. Source: LLSV ~1998!.

Dividend-to-cash-f low Dividends as a percentage of cash f low in fiscal year 1994. Dividends are defined as total cash dividends paid to
common and preferred shareholders. Cash f low is measured as total funds from operations net of non-cash
items from discontinued operations. Source: WorldScope Database.

IA_dividend-to-cash-f low Industry-adjusted dividend-to-cash-f low ratio for a firm. To calculate IA_dividend-to-cash-f low, we first find for
each industry in each country the median of the dividend-to-cash-f low ratio ~C_D0CF!. Then for each industry
in the sample we define the world median as the median of C_D0CF across countries. Finally, we calculate
IA_dividend-to-cash-f low as the difference between the firm’s dividend-to-cash-f low and the world median
dividend-to-cash-f low for the firm’s industry. We rely on a firm’s primary SIC to define the following seven
broad industries: ~1! agriculture; ~2! mining; ~3! construction; ~4! light manufacturing; ~5! heavy manufacturing;
~6! communications and transportation; and ~7! services. Source: WorldScope Database.

Dividend-to-earnings Dividends as a percentage of earnings in fiscal year 1994. Dividends are defined as total cash dividends paid to
common and preferred shareholders. Earnings are measured after taxes and interest but before extraordinary
items. Source: WorldScope Database.
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IA_dividend-to-earnings Industry-adjusted dividend-to-earnings ratio for a firm. To calculate IA_dividend-to-earnings, we first find for
each industry in each country the median of the dividend-to-earnings ratio ~C_D0E!. Then for each industry in
the sample we define the world median as the median of C_D0E across countries. Finally, we calculate
IA_dividend-to-earnings as the difference between the firm’s dividend-to-earnings and the world median
dividend-to-earnings for the firm’s industry. We rely on a firm’s primary SIC to define the following seven
broad industries: ~1! agriculture; ~2! mining; ~3! construction; ~4! light manufacturing; ~5! heavy manufacturing;
~6! communications and transportation; and ~7! services. Source: WorldScope Database.

Dividend-to-sales Dividends as a percentage of sales in fiscal year 1994. Dividends are defined as total cash dividends paid to
common and preferred shareholders. Sales are net sales. Source: WorldScope Database.

IA_dividend-to-sales Industry-adjusted dividend-to-sales ratio for a firm. To calculate IA_dividend-to-sales, we first find for each in-
dustry in each country the median of the dividend-to-sales ratio ~C_D0S!. Then for each industry in the sample
we define the world median as the median of C_D0S across countries. Finally, we calculate IA_dividend-to-sales
as the difference between the firm’s dividend-to-sales and the world median dividend-to-sales for the firm’s
industry. We rely on a firm’s primary SIC to define the following seven broad industries: ~1! agriculture;
~2! mining; ~3! construction; ~4! light manufacturing; ~5! heavy manufacturing; ~6! communications and trans-
portation; and ~7! services. Source: WorldScope Database.

GS Average annual percentage growth in real ~net! sales over the period 1989–1994. Before computing GS, we trans-
late net sales in U.S. dollars into real terms by using the U.S. GNP def lator. Source: WorldScope Database and
International Financial Statistics ~1996!.

GS_decile Rank decile for GS. Firms are ranked by legal origin into 10 equal-size groups. Ranges from 1 to 10 in ascending
order of GS.

IA_GS Average annual industry-adjusted growth in ~net! sales over the period 1989–1994. To calculate IA_GS, we first
find for each industry in each country the median of the GS ~C_GS!. Then for each industry in the sample we
define the world median as the median of C_GS across countries. Finally, we calculate IA_GS as the difference
between the firm’s GS and the world median GS for the firm’s industry. We rely on a firm’s primary SIC to
define the following seven broad industries: ~1! agriculture; ~2! mining; ~3! construction; ~4! light manufactur-
ing; ~5! heavy manufacturing; ~6! communications and transportation; and ~7! services. Source: WorldScope
Database.

IA_GS_decile Rank decile for IA_GS. It ranges from 1 to 10.
Dividends tax advantage The ratio of the value, to an outside investor, of US$1 distributed as dividend income to the value of US$1 re-

ceived in the form of capital gains when kept inside the firm as retained earnings. The computation of this
ratio is described in Appendix A. Sources: Ernst and Young’s Worldwide Corporate Tax Guide and Directory
~1994!, Price Waterhouse’s Individual Taxes: A Worldwide Summary ~1995!, and OECD’s Taxing Profits in a
Global Economy: Domestic and International Issues ~1991!.
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Table III summarizes the data by presenting the number of observations
we have for each country as well as country medians of several variables. Of
the firms in our sample, a little over one-quarter ~1,135! are from civil law
countries and a little over three-quarters ~2,968! are from common law coun-
tries. More than half of the firms in the sample come from the United States

Table III

The Data
Panel A classifies countries by legal origin and presents medians by country. Definitions for
each of the variables can be found in Table II. Panel B reports tests of medians for civil versus
common legal origin.

Country N
Low

Protection
Div0CF

~%!
Div0Earn

~%!
Div0Sales

~%!
GS

~Annual!
Div Tax

Adv.

Panel A: Medians

Argentina 3 0 12.65 27.36 4.32 14.32 1.00
Austria 9 1 5.85 24.83 0.77 13.31 0.78
Belgium 33 1 11.77 39.38 1.09 3.78 0.74
Denmark 75 1 6.55 17.27 0.71 4.32 0.67
Finland 39 1 8.08 21.27 0.77 22.14 1.07
France 246 1 9.46 23.55 0.63 4.54 0.64
Germany 146 1 12.70 42.86 0.83 5.88 0.86
Indonesia 1 1 8.72 25.11 0.77 32.62 0.76
Italy 58 1 9.74 21.83 0.92 21.38 0.77
Japan 149 0 13.03 52.88 0.72 6.19 0.70
South Korea 2 1 7.33 18.49 0.66 5.29 0.79
Mexico 14 1 19.47 46.44 3.59 8.02 1.00
Netherlands 96 1 11.29 30.02 0.74 4.13 0.40
Norway 50 0 10.74 23.91 0.98 4.43 1.08
Philippines 4 1 6.72 10.47 2.45 27.29 1.05
Portugal 17 1 0.64 38.01 0.64 8.20 0.98
Spain 33 0 15.77 30.45 1.04 1.32 0.72
Sweden 81 1 5.59 18.33 0.78 20.63 1.03
Switzerland 70 1 10.38 25.30 0.98 3.73 0.56
Taiwan 3 1 48.97 68.89 11.54 1.62 0.60
Turkey 6 1 8.61 22.64 2.08 0.16 0.90

Civil Law Median 33 1 9.74 25.11 0.83 4.32 0.78

Australia 103 0 22.83 42.82 2.22 2.21 0.90
Canada 236 0 8.00 19.78 0.78 20.62 0.89
Hong Kong 40 0 35.43 45.93 7.51 7.94 1.00
India 1 0 25.69 49.34 1.55 20.09 0.59
Ireland 16 0 17.39 27.28 0.96 9.96 0.77
Malaysia 41 0 15.29 37.93 3.12 16.31 0.68
New Zealand 17 0 19.16 35.60 2.26 3.11 1.00
Singapore 27 0 22.28 41.04 2.14 11.02 0.96
South Africa 90 0 16.16 35.62 1.90 3.47 0.85
Thailand 10 1 32.83 52.56 3.35 17.73 0.90
United Kingdom 799 0 16.67 36.91 1.89 2.44 0.83
United States 1,588 0 11.38 22.11 0.95 3.15 0.58

Common Law Median 40 0 18.28 37.42 2.02 3.31 0.87

Sample Median 39 1 11.77 30.02 0.98 4.13 0.83

Panel B: Test of Medians ~z-statistic!

Civil vs Common Law 3.97* 23.29* 21.72*** 22.36** 20.34 20.09

*, **, and *** indicate significance at the 1, 5, and 10 percent levels, respectively.
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and the United Kingdom. Both of these countries have a large number of
listed firms; WorldScope coverage and the quality of data are also better for
richer countries. India, for example, has 5,398 listed firms in 1995, but only
one of them makes it into the sample.

The second column of Table III illustrates the finding of our earlier work,
namely that common law countries on average have stronger shareholder
protection, as illustrated by the median of the low shareholder protection
dummy, than do civil law countries. The z-statistic on the difference in the
median civil law and common law shareholder protection is 3.97.

The next three columns present country medians of our three dividend
payout ratios. The median of country median dividend-to-earnings ratios ~the
most common payout metric used in the United States! is about 30 percent,
confirming that a substantial share of earnings is paid out as dividends.7
Paying dividends is indeed what large firms just about everywhere do, and
there is a dividend puzzle to be explained. Table III also reveals that, for all
measures, common law countries have higher payouts than civil law coun-
tries, and for two out of three the difference is statistically significant at the
5 percent level. We discuss this result in more detail below.

The sixth column shows that the median of country medians real growth
rate of sales in the sample is 4.13 percent. At the median of country medi-
ans, firms in civil law countries grow one percent faster than firms in com-
mon law countries.

A final point in Table III is that, in most countries, the difference between
the tax treatment of dividends and retained earnings is small. The United
States, with its significant tax advantage of retained earnings, is relatively
extreme.8

III. Results

A. Simple Statistics

We present the results in three steps. First, in Tables IV and V, we present
some basic statistics from our sample of firms that bear on the hypotheses
described in Section I. In computing these statistics, we weigh all the coun-
tries equally, so the United States and the U.K., where most firms in the
sample are located, do not receive any extra weight. Second, in Tables VI
and VII, we present the regressions on a cross section of companies that
control for tax and industry effects. In these regressions, countries that have
more companies automatically receive more weight. These two ways of pre-
senting the data are thus complementary, since one can argue for both em-
pirical strategies. Finally, we discuss the robustness of our results to several
alternative measurement and specification strategies.

7 Note that, in the calculation of this measure, the United States and the U.K. do not receive
any more weight than any other country.

8 In the computation of tax rates, we combine federal and local taxes. For example, for the
United States we add federal ~28 percent! and New York State ~7.75 percent! capital gains tax
rates.
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In Tables IV and V, we present medians of country medians ~MOMs! of
dividend payout ratios for various groups of firms, and in particular distin-
guish between rapidly and slowly growing firms. To have reasonably robust
statistics, we use a narrower sample in these tables than we do in Table III.
Specifically, we only consider countries where we have at least five firms
with sales growth above the world median sales growth of 4.1 percent, and
five firms with sales growth below the world median. This restriction leaves
us with 24 countries, and eliminates countries with very few firms from the
analysis. In the regressions, we go back to the broader sample.9

In Table IV, we examine whether firms in civil and common law countries
have different dividend payout policies. To begin, we compute the MOM for
the three dividend payout ratios for the civil and common law families sep-

9 We have also computed the medians without the restriction on the number of firms with
high and low growth rates in each country. The results are very similar.

Table IV

Dividends by Legal Origin and Growth Opportunities
This table classifies firms based on both the legal origin of the country in which they are
incorporated and on their growth in sales ~GS! relative to the world median growth in sales.
Countries are required to have at least five valid observations ~firms! with growth in sales
below the world median and five observations with growth in sales above the world median.
The number of countries in the resulting sample is 24 ~14 civil law and 10 common law coun-
tries!. To compute the world median growth in sales we calculate the median growth in sales for
each country and then we take medians again but now over the 24 resulting country observa-
tions. For each classification, the table reports the median value of the country medians for the
following three ratios: ~1! dividend-to-cash-f low in Panel A; ~2! dividend-to-earnings in Panel B;
and ~3! dividend-to-sales in Panel C. Finally, Panel D reports Z-statistics for tests of difference
in medians.

Legal Origin All
“Growth”

GS. World Median GS
“Mature”

GS, World Median GS

Panel A: Dividend-to-cash-f low

Civil law 10.56 10.89 9.20
Common law 17.03 15.17 22.87

Panel B: Dividend-to-earnings

Civil law 27.66 30.35 21.27
Common law 36.27 27.95 40.88

Panel C: Dividend-to-sales

Civil law 0.80 0.89 0.77
Common law 2.02 1.77 2.91

Panel D: Z-statistic for Differences in Medians

Div0CF Div0Earn Div0Sales

Civil vs Common law 22.81* 20.76 22.75*
Civil law: Mature vs growth 20.92 20.87 20.92
Common law: Mature vs growth 2.34** 2.42** 1.74***

*, **, and *** indicate significance at the 1, 5, and 10 percent levels, respectively.
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arately ~the same measures, for a broader sample, are presented in Table III!.
The results of this calculation are presented in the first column of Table IV.
For all three ratios, common law countries have a higher dividend payout
ratio than civil law countries do. The MOM dividend-to-cash-f low ratio is 17
percent for common law countries, and only 10.6 percent for civil law coun-
tries. The MOM dividend-to-earnings ratios are 36.3 percent for common law
countries, and 27.7 percent for civil law countries. The MOM dividend-to-
sales ratio is two percent for common law countries and 0.8 percent for civil
law countries. For all three variables, these estimates are very close to those
for the broader sample in Table III. Panel D of Table IV shows that, for two out
of the three measures of dividend payouts, the difference between the common
law MOM payout and the civil law MOM payout is statistically significant.

The results in the first column of Table IV are central to this paper. Recall
from Table III that common law countries generally have stronger minority
shareholder protection than civil law countries. The fact that common law

Table V

Dividends by Legal Protection and Growth Opportunities
This table classifies firms based both on the level of investor protection of the country in which
they are incorporated ~low or high protection! and on their growth in sales ~GS! relative to the
world median growth in sales. Countries included are required to have at least five valid ob-
servations ~firms! with growth in sales below the world median and five observations with
growth in sales above the world median. The number of countries in the resulting sample is 24
~11 with low protection equal to one!. To compute the world median growth in sales we calculate
the median growth in sales for each country and then we take medians again but now over the
24 resulting country-observations. For each classification, the table reports the median value
of the country-medians for the following three ratios: ~1! dividend-to-cash-f low in Panel A;
~2! dividend-to-earnings in Panel B; and ~3! dividend-to-sales in Panel C. Finally, Panel D re-
ports Z-statistics for tests of difference in medians.

Investor Protection All
“Growth”

GS.World Median GS
“Mature”

GS,World Median GS

Panel A: Dividend-to-cash-f low

Low protection 9.74 10.86 8.74
High protection 16.16 14.51 18.93

Panel B: Dividend-to-earnings

Low protection 25.30 31.31 21.24
High protection 35.62 29.05 39.69

Panel C: Dividend-to-sales

Low protection 0.78 0.88 0.76
High protection 1.89 1.53 2.24

Panel D: Z-statistic for Differences in Medians

Div0CF Div0Earn Div0Sales

Low vs high protection 22.87* 21.13 22.40**
Low protection: Mature vs growth 21.15 21.08 21.54
High protection: Mature vs growth 2.38** 2.23** 1.67***

*, **, and *** indicate significance at the 1,5, and 10 percent levels, respectively.

Agency Problems and Dividend Policies 17

324



countries also have higher dividend payouts supports the outcome agency
model of dividends, according to which better shareholder protection leads to
higher dividend payouts. In contrast, the result is inconsistent with the ba-
sic prediction of the substitute agency model of dividends. More generally,
the fact that dividend payouts are so different in environments with differ-
ent shareholder protection suggests that agency considerations are likely to
be central to the explanation of why firms pay dividends.

The additional results in Table IV address the relationship between divi-
dend payout rates and sales growth rates across legal regimes. For each
country with enough observations ~see above!, we separately compute the
median payout ratio for firms with above and firms with below the world
median sales growth rate. Within each origin, we then compute the MOM
payout across countries for rapidly and slowly growing firms separately. The
results are presented in the last two columns of Table IV, and again are
consistent across all three measures of dividend payouts. In common law
countries, payout ratios are strictly higher for slowly growing firms than for
rapidly growing firms. In the common law family, the MOM dividend-to-
cash-f low ratio is 15.2 percent for rapidly growing firms and 22.9 percent for
slowly growing firms; the MOM dividend-to-earnings ratio is 28 percent for
rapidly growing firms and 41 percent for slowly growing firms; and the
MOM dividend-to-sales ratio is 1.8 percent for rapidly growing firms and
2.9 percent for slowly growing firms. These differences between mature and
growth firms in common law countries are statistically significant ~see
Panel D!. These results are consistent with the predictions of the outcome
agency model, according to which well-protected minority shareholders are
willing to delay dividends in firms with good growth prospects.

In the civil law family, in contrast, rapidly growing firms appear, if any-
thing, to pay higher dividends. In this family, the MOM dividend-to-cash-
f low ratio is 10.9 percent for rapidly growing firms and 9.2 percent for slowly
growing firms; the MOM dividend-to-earnings ratio is 30.3 percent for rap-
idly and 21.3 percent for slowly growing firms; and finally the MOM dividend-
to-sales ratio is 0.9 percent for rapidly and 0.8 percent for slowly growing
firms. The positive association between dividend payouts and growth rates
in civil law countries is consistent with the dividends as substitutes theory
applying to these countries. However, as Panel D shows, these payout dif-
ferences between mature and growth firms in civil law countries are not
statistically significant, and hence we should not read too much into this
finding.

Table V presents calculations similar to those in Table IV, except that now
countries are sorted by whether the low shareholder protection dummy is
equal to zero or one. As in Table IV, we use the narrow sample of countries.
The results are similar to those in Table IV, and we summarize them only
brief ly. First, on all measures of dividend payouts, countries with better
shareholder protection have higher dividend payout ratios than do countries
with worse protection. Second, again on all measures of dividend payouts,
within countries with good shareholder protection, high growth firms have
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lower dividend payouts than low growth firms. The differences are statisti-
cally significant at the 5 percent level in two cases, and at the 10 percent
level in the third. Finally, on all measures of dividend payouts, within coun-
tries with low shareholder protection, high growth firms have higher divi-
dend payouts than low growth firms. These differences are not statistically
significant, however.

The preliminary results are consistent with the outcome agency model.
However, the findings may be driven by some heterogeneity of countries
correlated with legal origin or investor protection. Accordingly, we next move
to a regression analysis that attempts to control for the differences in tax
regimes and in industrial composition in different countries.

B. Regressions

Table VI presents the results of regressions across 4,103 firms in 33 coun-
tries around the world. We use the broader sample described in Table III. We
employ a random effects specification that explicitly accounts for the cross-
correlation between error terms for firms in the same country. We control for
the tax advantage of dividends, which is specific to each country, but not for
industry effects until Table VII. We report results for all three measures of
the dividend payout ratio. We use dummies to proxy for the quality of legal
protection of investors. For each payout variable, we present one regression
that distinguishes between common and civil law countries, and one regres-
sion that distinguishes between low and high shareholder protection coun-
tries, and one that includes both the origin and the protection dummies. As
a measure of investment opportunities in the regressions, we use the decile
rank of the past average annual sales growth rate for each firm, GS_decile.
In this calculation, the deciles of growth rates are defined separately for
companies in common and civil law families. Using deciles gives us a less
widely spread variable, and defining deciles separately for the two families
ensures that we have enough high growth firms in civil law countries. We
also include an interaction between GS_decile and the legal origin or the low
investor protection dummy.

The tax variable enters with the positive sign in all specifications, but is
only statistically significant in the dividend-to-sales ratio regressions. The
interpretation of this result is highly ambiguous. The positive coefficients
can be interpreted as some support for the traditional view, under which
taxes discourage the payment of dividends. The insignificance of these co-
efficients, however, may be interpreted as evidence in favor of the “new view,”
under which tax payments are already capitalized in the value of the firm
and therefore do not inf luence dividend policy. Last, the evidence may mean
that our computations do not adequately address the nuances of each coun-
try’s tax treatment of dividends.

Consider first the regressions that use only one measure of investor rights
at a time. The civil law dummy enters with a negative and significant co-
efficient at the 1 percent level in regressions using all three measures of
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Table VI

Regression Results for Raw Data
Regressions with country random effects for the cross section of 33 countries around the world. The dependent variables are the 1994 values of the
following three ratios: ~1! dividend-to-cash-f low; ~2! dividend-to-earnings; and ~3! dividend-to-sales. The independent variables are: ~1! civil law, a dummy
variable that equals one if the legal origin of the Company Law or Commercial Code of the country in which the firm is incorporated is Roman Law and
zero otherwise; ~2! low protection, a dummy variable that equals one if the Index of Antidirectors rights ~described in Table II! of the country in which the
firm is incorporated is equal or smaller than three ~the sample median! and zero otherwise; ~3! GS, the firm’s average annual percentage growth in sales
over the period 1989 to 1994; ~4! the interaction between GS and civil law origin; ~5! the interaction between GS and Low Protection; and ~6! tax advantage
of retained earnings ~described in Table II!. Standard errors are shown in parenthesis.

Dependent Variables

Constant Civil law
Low

protection GS_decile GS_decile*Civil
GS_decile*

Low protection
Div tax

advantage N x2

Panel A: Dividend-to-cash-f low as Dependent Variable

22.3730* 213.2591* 20.8457* 0.9022* 3.2262 4,103 137.79*
~3.5145! ~1.6602! ~0.0832! ~0.1608! ~3.9635!
20.2817* 210.8156* 20.8133* 0.8554* 3.5303 4,103 109.52*
~5.0539! ~2.1943! ~0.0813! ~0.1695! ~5.7621!
22.6043* 213.2883* 20.1404 20.8502* 0.8948* 0.1112 3.1591 4,103 134.29*
~3.8440! ~3.0909! ~3.1446! ~0.0832! ~0.3504! ~0.3676! ~4.3237!

Panel B: Dividend-to-earnings as Dependent Variable

44.1156* 216.4633* 22.1354* 2.3925* 9.5905 4,102 119.38*
~8.4626! ~3.9817! ~0.1974! ~0.3816! ~9.5425!
44.6786* 218.1518* 22.0613* 2.4253* 8.9278 4,102 118.13*
~8.4796! ~4.0195! ~0.1927! ~0.4007! ~9.7170!
44.9493* 28.1284 210.1918 22.1431* 1.5135*** 1.0124 8.9453 4,102 121.61*
~8.9882! ~7.2780! ~7.3403! ~0.1974! ~0.8308! ~0.8717! ~10.1111!

Panel C: Dividend-to-sales as Dependent Variable

1.8963* 22.0821* 20.0859* 0.0962* 1.8157* 4,103 157.59*
~0.4005! ~0.2185! ~0.0142! ~0.0273! ~0.4556!
1.4299 21.6413* 20.0884* 0.0926* 2.1266** 4,103 61.76*

~0.7812! ~0.3461! ~0.0139! ~0.0288! ~0.8911!
1.8907* 22.3471* 0.2979 20.0865* 0.1189** 20.0248 1.8457* 4,103 153.45*

~0.4146! ~0.4378! ~0.4476! ~0.0142! ~0.0595! ~0.0623! ~0.4708!

*, **, and *** indicate significance at the 1, 5, and 10 percent levels, respectively.

20
T

h
e

J
ou

rn
al

of
F

in
an

ce

327



Table VII

Regression Results for Industry-Adjusted Data
Regressions with country random effects for the cross-section of thirty three countries around the world. The dependent variables are the 1994 values of
the following three ratios: ~1! industry-adjusted-dividend-to-cash-f low; ~2! industry-adjusted-dividend-to-earnings; and ~3! industry-adjusted-dividend-to-
sales. The independent variables are: ~1! civil law, a dummy variable that equals one if the origin of the Company Law or Commercial Code of the country
in which the firm is incorporated is Roman Law and zero otherwise; ~2! low protection, a dummy variable that equals one if the Index of Antidirectors
rights ~described in Table II! of the country in which the firm is incorporated is equal or smaller than three ~the sample median! and zero otherwise; ~3!
IA_GS, the firm’s annual average percentage industry-adjusted growth in sales over the period 1989–1994; ~4! the interaction between IA_GS and civil law
origin; ~5! the interaction between IA_GS and low protection; and ~6! tax advantage of retained earnings ~calculated as indicated in Table II!. We require
at least five observations in each country0industry and report only on the industries that have the required number of observations in at least three
countries. Standard errors are shown in parenthesis.

Dependent Variables

Constant Civil law
Low

protection IA_GS_decile
IA_GS_decile*

Civil
IA_GS_decile*
Low protection

Div tax
advantage N x2

Panel A: Industry-adjusted-dividend-to-cash-f low as Dependent Variable

10.0288* 212.7246* 20.8730* 0.8869* 3.7703 4,077 141.26*
~3.6114! ~1.6883! ~0.0826! ~0.1598! ~4.0724!
8.1130*** 210.5460* 20.8343* 0.8295* 4.0120 4,077 117.12*

~4.8398! ~2.1150! ~0.0806! ~0.1688! ~5.5198!
10.2997* 212.4283* 20.5290 20.8758* 0.8946* 20.0102** 3.6333 4,077 138.58*
~3.9021! ~3.0636! ~3.0865! ~0.0827! ~0.3413! ~0.3592! ~4.3890!

Panel B: Industry-adjusted-dividend-to-earnings as Dependent Variable

14.2369 215.9368* 22.2892* 2.4323* 7.7032 4,076 134.59*
~9.7285! ~4.4173! ~0.1980! ~0.3835! ~10.9624!
14.4038 216.8178* 22.1865* 2.3746* 7.2467 4,076 129.53*
~9.7308! ~4.2450! ~0.1932! ~0.4041! ~11.1096!
14.9785 210.8174 26.3909 22.2938* 1.9432** 0.5648 7.1076 4,076 135.48*

~10.2583! ~7.7188! ~7.7540! ~0.1981! ~0.8191! ~0.8622! ~11.5312!

Panel C: Industry-adjusted-dividend-to-sales as Dependent Variable

1.1042* 22.1146* 20.1087* 0.1244* 1.4371* 4,077 147.28*
~0.4248! ~0.2238! ~0.0139! ~0.0268! ~0.4819!
0.6490 21.6415* 20.1076* 0.1165* 1.6823*** 4,077 77.82*

~0.8000! ~0.3507! ~0.0135! ~0.0283! ~0.9124!
1.1116* 22.5125* 0.4255 20.1106* 0.1557* 20.0332 1.4931* 4,077 138.28*

~0.4715! ~0.4439! ~0.4520! ~0.0139! ~0.0571! ~0.0600! ~0.5329!

*, **, and *** indicate significance at the 1, 5, and 10 percent levels, respectively.
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dividend payouts.10 Using the dividend to cash f low ratio, for example, com-
mon law countries have a 13.3 percentage point higher payout, other things
equal. The coefficient on GS_decile is negative and also significant at the
1 percent level, and implies that, for common law countries, moving from
the bottom to the top decile of sales growth rate is associated with a 7.6 per-
centage point lower dividend to cash f low ratio. That is, in common law
countries, higher growth firms pay moderately lower dividends. At the
same time, the coefficient on the interaction between GS_decile and the civil
law dummy is highly statistically significant and of roughly the same mag-
nitude as that on GS_decile in all three regressions. This implies that, other
things equal, there is no relationship between sales growth and dividend
payouts in civil law countries. The results using the civil law dummy, like
the medians in Table IV, are consistent with the outcome agency model of
dividends.11

Similar results obtain using the low shareholder protection dummy. The
coefficient on that dummy is negative and significant at the 1 percent level
using all measures of payout.12 The coefficient on GS_decile as before is
negative and significant, implying that, in countries with good shareholder
protection, faster growing firms pay lower dividends. The coefficient on the
interaction between GS_decile and the low shareholder protection dummy is
positive and of about the same magnitude, indicating that the relationship
between growth and payouts does not hold in countries with poor sharehol-
der protection. These results also suggest that dividends are an outcome of
pressure on the insiders to pay out profits.

When both the civil law dummy and the poor shareholder protection dummy
are included in the regression, in two out of three cases the former remains
significant, while the latter does not. ~In the third case, both variables lose
significance.! Although it is best not to put too much weight on this result
given that the two variables are correlated, one view is that our measure of
shareholder protection does not perfectly capture some of the differences
between the legal regimes. For example, as argued in LLSV ~1998!, the qual-
ity of law enforcement—which surely matters for shareholder power—is also
better in common law than in civil law countries. The other results do not
change appreciably when both dummies are included at the same time.

In Table VII, we use industry-adjusted growth in sales and industry-
adjusted dividends to control for industry effects, and otherwise estimate
the same equations as in Table VI ~the details of the adjustment are de-
scribed in Table II!. The industry adjustment does not change the thrust of

10 The civil law dummy is also highly significant when included in the regression on its own,
without the growth in sales variables.

11 These results also survive the inclusion of a measure of the quality of accounting stan-
dards, described in LLSV ~1998!, available for 31 countries in the sample ~not Ireland and
Indonesia!.

12 The poor shareholder protection dummy is also highly significant when included in the
regression on its own, without the growth in sales variables.
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our results. Countries from the common law family, as well as countries
with good shareholder protection, pay higher industry-adjusted dividends,
and, moreover, in these countries, faster growing firms pay lower dividends,
other things equal.

C. Robustness

In this subsection, we brief ly describe the results of some of the robust-
ness checks of our findings. One question is whether the regression results
are shaped by firms from the United States and the U.K., which are the
majority of the sample. Of course, the results in Tables IV and V weigh all
countries equally, but one might want to know more about firm-level data.
Accordingly, Figures 3 and 4 present the plots of dividend payouts against
sales growth for each of the 11 common law and 20 civil law countries re-
spectively.13 Figure 3 shows that there is a negative relationship between
growth in sales and dividend-to-earnings ratios in every one of the 11 com-
mon law countries. Figure 4 shows that this relationship is negative for 11
of the 20 civil law countries, and positive for nine of the 20. If we plot the
ratio of dividends to cash f low against sales growth, the relationship is again
negative for all 11 common law countries, and for 11 out of 20 civil law
countries. Finally, if we plot the ratio of dividends to sales against sales
growth, the relationship is negative for 10 of the 11 common law countries,
and for 10 of the 20 civil law countries. In summary, while the results for
different countries hold with different levels of statistical significance, they
consistently show that more rapidly growing firms pay lower dividends in
common law, but not in civil law countries.14

A further concern about our results is that we might have selected a par-
ticular point in time during national ~or international! business cycles that
makes our results special. To address this concern, we reestimate all regres-
sions using 1992, 1993, and 1994 dividend variables, and look at three-year
rather than five-year past sales growth rates ~thus, for example, we have
related measures of 1992 dividends to 1989 to 1991 sales growth rates!. Our
results hold using these alternative points in time for measuring dividend
payouts and investment opportunities.

A related point deals with the inherent crudeness in measuring invest-
ment opportunities in terms of the past growth rate in sales. We have cho-
sen to use the past growth rate in sales to avoid the incompatibility of
accounting variables across countries. To check robustness, we have also
reestimated our results using growth rates of assets, fixed assets, cash f low,
and earnings, as well as industry Q, as measures of investment opportuni-

13 We do not have enough observations to run a regression for India and Indonesia.
14 Very similar results obtain if we divide three countries by high versus low antidirector

rights.
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Figure 3. Dividends-to-earnings ratios for common law countries. Scatter plots are shown of dividend-to-earnings ratios ~div0earn! against
growth-in-sales ~GS! for 11 common law countries ~India does not have a plot because it has only one observation!. To avoid outliers, we cap the
maximum dividend-to-earnings ratio at the common law 95th percentile.
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Figure 4. Dividends-to-earnings ratios for civil law countries. Scatter plots are shown of dividend-to-earnings ratios ~div0earn! against
growth-in-sales ~GS! for 20 civil law countries ~Indonesia does not have a plot because it has only one observation!. To avoid outliers, we cap the
maximum dividend-to-earnings ratio at the civil law 95th percentile.
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ties. The results generally confirm the reported findings in both sign and
significance, although the relationship between industry Q and dividends is
insignificant.

One possible alternative interpretation of our results is that our measures
of investor protection simply ref lect the degree of capital market develop-
ment. It is possible that firms in developed capital markets are happy to pay
out their earnings because they can always raise more external funds, whereas
firms in undeveloped capital markets would hold on to the hard-to-get cash.
This view would explain our finding that, on average, dividend payouts are
higher in countries with good investor protection, which also happen to be
countries with developed capital markets.

This alternative view has its own problems, however. To begin, the degree
of capital market development is to a significant extent endogenous, and
indeed in part determined by legal origin and the quality of investor pro-
tection ~LLSV ~1997!!. Moreover, this view does not explain our findings on
the relationship between investment opportunities and payouts. If anything,
this view would imply that firms in poorly developed capital markets should
exhibit extreme sensitivity of payouts to growth opportunities, and really
try to hoard cash when they have good investments. In contrast, firms in
developed markets should be willing to pay dividends regardless of invest-
ment opportunities since they can count on raising external funds. Contrary
to these predictions, our data show that the negative relationship between
investment opportunities and payouts is stronger in countries with good in-
vestor protection and hence more developed capital markets.

As a final point, we brief ly address a possibly important objection to our
analysis, which states that perhaps the evidence of lower payouts in civil
law ~or poor shareholder protection! countries simply ref lects greater reli-
ance on debt finance in those countries. First, as an empirical matter, we
use the ratios of dividends to cash f low and to earnings, so the denominators
already take out interest payments. Even if firms in civil law countries rely
on debt to a greater extent, they should not necessarily pay out less of their
net-of-interest income. Second, it is not generally the case that firms in civil
law countries rely more on debt finance. Indeed, many of these countries,
particularly French civil law countries, have poor legal protection of both
shareholders and creditors, and hence have both smaller debt and smaller
equity markets ~LLSV ~1997!!. The idea that countries with poorly developed
stock markets necessarily, or even on average, have better developed lending
mechanisms is simply a myth. Last, we actually test the validity of this
objection by including a country-specific measure of debt finance from LLSV
~1997!, namely the ratio of aggregate private debt to GNP, in the regressions
in Tables VI and VII. The coefficients on the debt variable are positive,
though generally insignificant, while the magnitudes and the statistical sig-
nificance of shareholder protection coefficients remain largely unaffected.
This finding is inconsistent with the argument that poor shareholder pro-
tection is associated with lower dividend payouts because of substitution of
financing into debt.
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IV. Conclusion

This paper uses a sample of firms from 33 countries around the world to
shed light on dividend policies of large corporations. We take advantage of
different legal protection of minority shareholders across these countries to
compare dividend policies of companies whose minority shareholders face
different risks of expropriation of their wealth by corporate insiders. We use
this cross-sectional variation to examine the agency approach to dividend policy.

We distinguish two alternative agency models of dividends. In the first
model, dividends are an outcome of effective legal protection of shareholders,
which enables minority shareholders to extract dividend payments from cor-
porate insiders. In the second, dividends are a substitute for effective legal
protection, which enables firms in unprotective legal environments to estab-
lish reputations for good treatment of investors through dividend policies.

Our data suggest that the agency approach is highly relevant to an un-
derstanding of corporate dividend policies around the world. More precisely,
we find consistent support for the outcome agency model of dividends. Firms
operating in countries with better protection of minority shareholders pay
higher dividends. Moreover, in these countries, fast growth firms pay lower
dividends than slow growth firms, consistent with the idea that legally pro-
tected shareholders are willing to wait for their dividends when investment
opportunities are good. On the other hand, poorly protected shareholders
seem to take whatever dividends they can get, regardless of investment op-
portunities. This apparent misallocation of investment is presumably part of
the agency cost of poor legal protection.

In our analysis, we find no conclusive evidence on the effect of taxes on
dividend policies. Nor can we use our data to assess the relevance of divi-
dend signaling. In fact, our results are consistent with the idea that, on the
margin, dividend policies of firms may convey information to some inves-
tors. Despite the possible relevance of alternative theories, firms appear to
pay out cash to investors because the opportunities to steal or misinvest it
are in part limited by law, and because minority shareholders have enough
power to extract it. In this respect, the quality of legal protection of investors
is as important for dividend policies as it is for other key corporate decisions.

Appendix A

Table A.I presents the raw data used to calculate the tax preference of
dividends for each country. We use the tax rates faced by local residents who
acquire minority stakes in publicly traded securities and hold their invest-
ments long enough to qualify for long-term capital gains tax rates. Further-
more, we assume that the effective tax rate on capital gains is equivalent to
one-fourth of the nominal rate ~Poterba ~1987!!. Finally, we combine federal
and local taxes whenever possible. In order to compute the tax parameter, it
is helpful to use the criteria proposed by King ~1977! and group the tax
systems of the countries in our sample in three broad categories:
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Table A.I

Construction of the Tax Advantage of Dividends

~A! ~B! ~C! ~D! ~E! ~G! ~H!

Corporate Tax Personal Tax

Country
Undistributed

Profits
Distributed

Profits
Capital
Gains Dividends

Imputation
Rate

Value of $1 in Dividends
~1 2 B 1 E! * ~1 2 D!

Value of $1 in
Capital Gains

~1 2 A! * ~1 2 C04!

Dividend
Tax

Preference
~G0H!

Argentina 0.30 0.30 0.00 0.00 0.00 0.70 0.70 1.00
Austria 0.34 0.34 0.00 0.22 0.00 0.51 0.66 0.78
Belgium1 0.40 0.40 0.00 0.26 0.00 0.44 0.60 0.74
Denmark 0.34 0.34 0.40 0.40 0.00 0.40 0.59 0.67
Finland 0.25 0.25 0.25 0.25 0.25 0.75 0.70 1.07
France2 0.33 0.33 0.19 0.60 0.33 0.40 0.63 0.63
Germany3 0.54 0.41 0.00 0.53 0.25 0.39 0.46 0.86
Indonesia4 0.35 0.35 0.30 0.30 0.00 0.46 0.60 0.76
Italy5 0.52 0.52 0.00 0.51 0.27 0.37 0.48 0.77
Japan6 0.52 0.52 0.26 0.35 0.00 0.31 0.45 0.70
S. Korea7 0.34 0.34 0.00 0.22 0.00 0.52 0.66 0.79
Mexico8 0.41 0.41 0.00 0.00 0.00 0.59 0.59 1.00
Netherlands 0.35 0.35 0.00 0.60 0.00 0.26 0.65 0.40
Norway 0.28 0.28 0.28 0.28 0.28 0.72 0.67 1.08
Philippines 0.35 0.35 0.20 0.00 0.00 0.65 0.62 1.05
Portugal9 0.40 0.40 0.10 0.30 0.22 0.57 0.59 0.97
Spain 0.35 0.35 0.56 0.56 0.26 0.40 0.56 0.72
Sweden 0.28 0.28 0.13 0.00 0.00 0.72 0.70 1.03
Switzerland10 0.34 0.34 0.00 0.44 0.00 0.37 0.66 0.56
Taiwan 0.25 0.25 0.00 0.40 0.00 0.45 0.75 0.60
Turkey11 0.27 0.27 0.00 0.10 0.00 0.66 0.73 0.90

Civil Law Mean 0.36 0.35 0.13 0.30 0.09 0.52 0.62 0.81

Australia 0.33 0.33 0.47 0.47 0.33 0.53 0.59 0.90
Canada12 0.44 0.44 0.40 0.36 0.14 0.45 0.51 0.89
Hong Kong 0.18 0.18 0.00 0.00 0.00 0.83 0.83 1.00
India13 0.52 0.52 0.22 0.45 0.00 0.27 0.46 0.58
Ireland 0.40 0.40 0.40 0.48 0.20 0.42 0.54 0.77
Malaysia14 0.30 0.30 0.00 0.32 0.00 0.48 0.70 0.68
New Zealand 0.33 0.33 0.00 0.33 0.33 0.67 0.67 1.00
Singapore 0.27 0.27 0.00 0.30 0.27 0.70 0.73 0.96
South Africa15 0.40 0.49 0.00 0.00 0.00 0.51 0.60 0.85
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Thailand 0.30 0.30 0.00 0.37 0.30 0.63 0.70 0.90
United Kingdom 0.33 0.33 0.40 0.40 0.17 0.50 0.60 0.83
United States16 0.42 0.42 0.36 0.47 0.00 0.31 0.53 0.58

Common Law Mean 0.35 0.36 0.19 0.33 0.14 0.53 0.62 0.85

Notes :
1Corporate tax rates in Belgium include a three percent crisis contribution surtax. The corporate rate is 39 percent.
2Dividends in France are grossed up by 50 percent for tax purposes and the individual can claim credit for up to 50 percent of the cash amount of the dividend.
Personal taxes on dividends include 56.8 percent of income tax and 3.4 percent of social contribution. Personal taxes on capital gains tax are calculated as the sum
of the 16 percent basic rate and 3.4 percent of social contribution.
3Dividends in Germany are grossed up by 307 for tax purposes and the individual can claim credit for up to 307 of the cash amount of the dividend. Municipal tax
rates on corporate income range from 13 percent to 19 percent ~16 percent average used here! and are deductible.
4Personal capital gains in Indonesia are taxed as ordinary income ~30 percent!.
5Dividends in Italy are grossed up by 56.25 percent for tax purposes and the individual can claim credit for up to 56.25 percent of the cash amount of the dividend.
Corporate taxes are the sum of 36 percent corporate income tax ~IRPEG! and 16.2 percent local income tax ~ILOR!.
6Corporate income tax in Japan is calculated as the sum of three terms: ~1! 37.5 percent corporate income tax; ~2! 20.7 percent surcharge ~Tokyo metropolitan area!;
and ~3! 13.2 percent enterprise tax ~deductible!.
7Corporate taxes in Korea include a 7.5 percent resident tax surcharge on top of the 32 percent corporate tax rate.
8Corporate taxes in Mexico include a 10 percent mandatory employee-profit-sharing contribution ~deductible! in addition to the 34 percent corporate tax rate.
9Corporate taxes in Portugal include a 10 percent municipal surcharge ~derrama! in addition to the 36 percent basic rate. The tax rate of 30 percent on dividends
distributed by SA corporations includes five percent inheritance tax.
10Combined cantonal and communal corporate tax rates range from 21.7 percent to 46.65 percent in Switzerland. We took the middle point for corporate taxes. We
used average combined local and federal for personal dividend tax rates.
11Corporate taxes in Turkey include a seven percent surtax in addition to the basic corporate tax rate ~25 percent!.
12Dividends in Canada are grossed up by 25 percent for tax purposes and the individual can claim credit for up to 25.0 percent of the cash amount of the dividend.
The 14 percent imputation rate is based on the highest combined federal and provincial marginal tax rates for individuals in Ontario ~35.92 percent!. Corporate taxes
include both a three percent surtax as well as a 15.5 percent provincial tax ~Ontario! in addition to the basic rate ~28 percent!. Personal capital gains and dividend
taxes are the maximum combined federal and provincial marginal tax rates for Ontario residents.
13Indian corporate taxes are based on a 45 percent basic rate and a 15 percent surcharge. Similarly, the personal dividend and capital gains tax of 20 percent is
augmented by a 12 percent surcharge.
14Capital gains taxes are not adjusted for a sales tax of 0.25 percent on each trade.
15Corporate taxes on distributed profits in South Africa include a 15 percent surtax ~secondary tax on companies or STC! on dividends declared or paid after March
17, 1993 on the top of the 40 percent corporate tax rate.
16The U.S. corporate tax rate includes a 6.5 percent ~average! local tax rate on top of the 35 percent federal tax rate. The individual capital gains and dividend taxes
those applicable to residents of the state of New York ~7.875 percent!.
Sources : Worldwide Corporate Tax Guide and Directory, Ernst and Young, 1994.

Worldwide Personal Tax Guide, Ernst and Young, 1994.
Corporate Taxes, A Worldwide Summary, Price Waterhouse, 1995.
Individual Taxes, A Worldwide Summary, Price Waterhouse, 1995.
Taxing Profits in a Global Economy, Domestic and International Issues, OECD, 1991.

Whenever Ernst and Young and Price Waterhouse differed, we rely on the source that presents more details. We use the OECD source only for Switzerland.
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1. The Classical System: Personal and corporate taxation are indepen-
dent of each other and shareholders receive no compensation for taxes
paid at the corporate level. Specifically, the company pays a f lat rate of
corporate tax on profits ~i.e., distributed and undistributed income are
taxed at the same rate! and shareholders pay income tax on dividend
receipts. Accordingly, the value to an investor of one dollar in earnings
distributed in the form of dividends is equal to ~1 2 tcorp! * ~1 2 tdiv!,
where tcorp is the corporate tax rate on income and tdiv is the personal
tax rate on dividend receipts. Similarly, the value to an investor of
one dollar in earnings retained inside the firm is given by ~1 2 tcorp! *
~1 2 tcap!, where tcap is the effective personal tax rate on capital gains.
Therefore, the dividend tax preference parameter ~defined as the ratio
of the value earnings distributed as dividends versus earnings re-
tained inside the firm! is given by ~1 2 tdiv!0~1 2 tcap!.

2. The Two-Rate System: The corporate tax rate on earnings distributed
as dividends is lower than on retained earnings to mitigate the tax
advantage of retained earnings in the classical system. Accordingly, the
value to an investor of one dollar in earnings distributed in the form of
dividends is equal to ~1 2 tdist! * ~1 2 tdiv!, where tdist is the corporate
tax rate on distributed income. Similarly, the value to an investor of
one dollar in earnings retained inside the firm is given by ~1 2 tret! *
~1 2 tcap!, where tret is the corporate tax rate on retained earnings.
Thus, the dividend tax preference parameter is given by ~1 2 tdist! *
~1 2 tdiv!0~~1 2 tret! * ~1 2 tcap!!. In practice, the pure two-rate system
is implemented rarely in our sample of countries. In fact, only two
countries in our sample have different tax rates for retained earnings
and dividends: Germany and South Africa. However, in South Africa
the taxes on dividends are higher than on retained earnings contrary
to the motivation behind the two-rate system, ~tdiv 5 49 percent versus
tret 5 40 percent!. Interestingly, dividends in Germany are not only
taxed at a lower corporate rate but shareholders are allowed to credit
taxes paid by corporations on distributions to offset personal taxes in
the same way as in the imputation system.

3. The Imputation System: Shareholders receive credit for taxes paid by
the company on earnings distributed as dividends. These credits may
be used to offset shareholder’s tax liability. Part of the corporate tax
liability on distributed profits is “imputed” to shareholders and re-
garded as a prepayment of their personal income tax. In the most fre-
quent version of the imputation system, dividends are regarded as having
borne personal tax at the “imputation” rate timp and shareholders are
liable only for the difference between their marginal tax rates on per-
sonal income and the imputation rate ~i.e., they pay taxes on dividend
receipts at the rate tdiv 2 timp!. Accordingly, the value to an investor of
one dollar in earnings distributed in the form of dividends is equal to
~1 2 tcorp 1 timp! * ~1 2 tdiv!. Hence, the dividend tax preference pa-
rameter is given by ~1 2 tdist 1 timp! * ~1 2 tdiv!0~~1 2 tret! * ~1 2 tcap!!.
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Less frequently, the operation of the system is defined in terms of a
tax credit rate tcred and not an imputation rate. In countries that rely
on tax credits, shareholders are liable for the difference between the
personal taxes owed on dividends-cum-tax-credit received and the tax
credit ~i.e., they pay taxes on dividend receipts at the rate ~1 1 tcred! *
tdiv 2 tcred.!. In such cases, we re-express tcred in terms of its associated
timp and use the formula for the imputation system.

Appendix B

Summary statistics of the data in the paper are presented in Table B.I.
The variables are defined in Table II.
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Agency Theory in the Not-for-Profit Sector:
Its Role at Independent Colleges
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Agency theory has long been studied in the corporate setting and used to explain perfor-
mance in management and in boards of directors. However, little has been done to extend
this research into the area of not-for-profits. Using data collected from member institu-
tions of the Council of Independent Colleges, relationships between boards of trustees and
presidential demography and institutional performance were examined. Data were ana-
lyzed using panel regression with a separate panel for each year’s data and for each of the
responding schools. Using revenue and gift income as dependent variables, it was found
that increases in the size, average tenure, and level of business executive background on a
board led to subsequent increases in performance for the institution. Diversity of the
board had mixed results, whereas presidential tenure improved performance. These find-
ings partially support the hypotheses and extend the explanatory reach of agency theory
into the not-for-profit sector.

INTRODUCTION

In its broadest sense, an agency relationship exists whenever one person or
entity does something on behalf of another. The one taking the action can be
referred to as the agent, whereas the one it is being done for is known as the
principal. As society has evolved, this sort of relationship has developed as a
common mechanism for using the benefits of expertise and specialization
both in business and elsewhere. The focus of agency theory is to study these
relationships to determine the most efficient contract between the agents and
the principals given that all individuals are self-serving and boundedly
rational.

To date, agency theory has been studied in a broad array of business disci-
plines including economics, finance, and organizational behavior (Eisen-
hardt, 1989). Most of this research focuses on the relationship between share-
holders of publicly traded companies and the managers who work for them.
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Although this line of inquiry has proved useful, there is reason to extend the
agency research into new venues. In Jensen and Meckling’s (1976) seminal
work on the theory of the firm, they wrote that “the problem of inducing an
agent to behave as if he were maximizing the principal’s welfare is quite gen-
eral. It exists in all organizations and in all cooperative efforts—at every level
of management in firms, in universities” (p. 309). This suggests that this the-
ory can and should be extended to view the principal-agent relationship in
not-for-profit organizations. Even more fundamentally, Clark (1985) sug-
gested that managers are not agents of shareholders of their respective firms,
but rather, are agents of the corporation itself. This legally based perspective
takes away the focus of the shareholder, thereby making it easier to apply
agency theory in the not-for-profit sector. In both sectors, the board of direc-
tors has the power and duty to oversee the organization.

Independent universities and colleges have faced significant challenges
during recent years. They have found themselves in an increasingly competi-
tive environment where there are fewer traditional students (Ford, 1990)
available to attend all institutions. In a sign of the increase in competition, dur-
ing the 1960s, roughly half of all undergraduates attended private colleges
and universities. In 1992, that number had dropped to 17% (Lord, 1995).

At the same time, government assistance to students through grants has
been sharply reduced. Furthermore, other environmental changes such as the
need to provide costly technological support for the education of the students
and, for some schools, the expansion of a junior college system or a for-profit
institution into formerly protected territory have placed a burden on the lead-
ership of independent colleges. For many of these schools, the challenges are
significant enough to threaten their existence.

The intent of this study is to test the reach of agency theory research in the
area of independent universities and colleges by investigating the relation-
ships between changes in the demographics of their governance structures
and institution performance.

THEORY

In its most general form, an agency relationship occurs whenever one indi-
vidual depends on or engages another to perform some service. In such a rela-
tionship, the doer is known as the agent, whereas the affected party is called
the principal. Given that the agent is a utility maximizer, is granted decision-
making authority (Fama, 1980), and that there are asymmetric levels of infor-
mation between the two parties (Eisenhardt, 1989), there is reason to believe
that the agent will not always act in the best interest of the principal (Berle &
Means, 1932).

According to traditional agency theory research, the association between
the owners and managers in an open corporation fits this description of an
agency relationship. The owners, also known as shareholders, put up the
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capital necessary to fund the organization. In return, they receive the residual
claims, or profits, that remain after all other claimants are paid. The sharehold-
ers are also unrestricted in the sense that they do not need to be involved in the
organization in any other way. They are specialists, then, in accepting the risk
of capital loss in return for the potential of gain from residual profits. Manag-
ers, meanwhile, perform the decision-making function for the organization.
They develop the strategic plan for the firm and determine the best method of
implementation. In a complex organization, success requires specialization of
the decision-making process apart from ownership and also by function, such
as management, marketing, and finance. Those with valuable training and
knowledge in a particular area are given the responsibility to make decisions
in that area, and the decision-making system becomes complicated and
hierarchical.

Berle and Means (1932) were among the first to theorize about the charac-
teristics of this relationship. As the capital demands of the firm increase, they
require a greater number of owners to fund the expansion. As ownership
becomes more diffuse, each owner owns less of the total firm, so any gains or
losses have less impact on any given owner. In this way, the motivation to be
involved decreases and the owners become increasingly passive. At the same
time, specialization increases and the owners lose the ability to understand
what sort of decisions should be made and whether management has made
good decisions. The power lost by the owners is transferred to the professional
managers who determine corporate strategy and implementation. The interests
of these managers often diverge from those of the owners (Jensen & Meckling,
1976). Managers maximize a utility function based on compensation, power,
security, and status as its central elements (Marris, 1964; Williamson, 1964).
Owners are interested in maximizing efficiency and profits (Hill & Snell,
1989). When considering risky but potentially very rewarding projects, man-
agers fully participate in bearing the risk of failure but may receive little or no
gain if the project proves successful (Fama & Jensen, 1983). Their perspective,
then, is focused more on short-term results and the status quo. Owners, mean-
while, are the beneficiaries of the gains from successful ventures and are then
willing to accept a riskier and longer term position for the firm. The agency
problems stemming from these divergent utility functions and exacerbated by
the dispersion of both owners and management can be reduced by separating
the control or monitoring function of the decision-making process from the
implementation function. This separation necessitates the addition of a third
group so that the same people are not responsible for both making the deci-
sions and evaluating them. In the corporation, this third group is the board of
directors. As a body, it is their responsibility to perform the internal control
function of the organization.

The actual contractual relationship of a corporation deviates somewhat
from this model. By law, the managers of a corporation work not for the
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shareholders directly but for the organization itself (Clark, 1985). Whereas the
shareholders typically have one objective, to maximize personal wealth, the
organization may have many claimants with differing objectives. The board of
directors is the ultimate decision-making body of the organization. Therefore,
managers are agents first to the organization itself and then to the board. The
board, meanwhile, acts on behalf of both the corporation and its shareholders.
As they are acting to serve the interests of the shareholders, they too are subject
to self-service and bounded rationality (Olson, Koput, Staw, & Barsade, 1996).

NOT-FOR-PROFIT ORGANIZATIONS

In a not-for-profit organization, there are no residual claims to be paid out
and no owners expecting to earn a profit. Thus, within these organizations,
any conceivable agency relationship between owners and managers is
clouded. Furthermore, without residual claims or stock, there is no need for
management to worry about the organization being bought or sold in the mar-
ketplace. These conditions may suggest that managers in a not-for-profit
organization have increased opportunity to pursue self-interest (Dyl, Frant, &
Stephenson, 1996). In the place of these owners are the donors of the organiza-
tion. They contribute to the organization with the expectation that something
good will result such as lives being saved, the environment cleaned up, or peo-
ple educated. Although it is not financial, they anticipate a return from their
investment and will invest elsewhere if their expectations are not met. Often,
the largest donors also become board members of the organization.

Although the function of a not-for-profit board is similar to for profits, there
are some differences that are a result of the absence of residual claims. For
example, in for profits, the threat of outside takeover provides the discipline to
allow insiders to play a significant role on the board. Without this threat and to
prevent collusion or expropriation of funds, not-for-profit boards should be
dominated by outsiders (Fama & Jensen, 1983). Furthermore, not-for-profit
board members are often substantial donors who serve without pay. Because
this shows their interest in the well-being of the organization, it may be
assumed that they will take their decision control task seriously. This is par-
ticularly important within boards of colleges and universities. As put by the
board member of one university, “the first item on every [board meeting]
agenda should be whether to fire the president” (Corson, 1960). The decision
control role of not-for-profit boards, then, is the same as the for profits. In gen-
eral, not-for-profit boards also have a special responsibility for generating and
managing financial resources. They are often called on to personally contrib-
ute to the institution, lead campaigns to encourage others to contribute, and
manage the financial resources held by the institution (Rauh, 1969). Together,
these two responsibilities, decision control and financial management, are
among the most important duties of the boards of private universities and
colleges.
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BOARD DEMOGRAPHY

Hambrick and Mason (1984) contended that experience and values, and
therefore performance, could be inferred from the demographic characteris-
tics of the members of the top management team in an organization. Since
then, demographics has been used to study and predict organizational inno-
vation (Bantel & Jackson, 1989), strategic change (Wiersema & Bantel, 1992),
and organizational performance (Hambrick & D’Aveni, 1992; Michel & Ham-
brick, 1992). Based on this rich history of relationships, I use the demographic
profile of the boards to predict performance in this study.

SIZE

Among private colleges and universities, the size of boards can vary from
an average of five members at Catholic institutions to an average of 27 mem-
bers at other church-related institutions (Rauh, 1969). It is presumed, then,
that the size of private college boards varies greatly. Little, however, has been
written on the effectiveness of these groups based on their size. From an
agency perspective, larger groups have more cognitive resources and knowl-
edge (Bantel & Jackson, 1989; Hambrick & D’Aveni, 1992) and access to more
information sources and resources (Hambrick & Mason, 1984), resulting in a
larger repertoire of possible practices and greater adaptability (Katz, 1982). As
a result, larger boards should have a greater monitoring capacity (Murray,
1989) and be able to access more resources for their organization.

Hypothesis 1: Increased board size should increase total revenue and gift
income.

TENURE

Greater board tenure should also increase the board’s ability to use infor-
mation and make it less likely to be persuaded by self-interested arguments of
managers. As individuals stay in an organization, they become increasingly
confident that they know how to do things the right way (Wanous, 1980).
Hence, a board that has been in place longer is likely to be a stronger, more pro-
ductive board. Furthermore, Olson et al. (1996) found that long-tenured
boards were subject to increased levels of escalation of commitment (Staw,
1976). In the not-for-profit sector, board members are generally expected to be
personally committed to the success of the organization (Fama & Jensen,
1983), and in private universities, this commitment includes financial contri-
butions to the institution (Ingram & Associates, 1980).
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Hypothesis 2: Increased board tenure should increase total revenue and gift
income.

Arrow (1985) explained what he called “hidden action” as the process of the
agent using his or her comparatively superior access to knowledge and power
to hide poor performance and a lack of effort from the principals. In for-profit
institutions, the existence of a relatively long-tenured chief executive can pro-
vide more power in the hands of management versus the board. For instance,
Olson et al. (1996) found that long-tenured top management teams in com-
mercial banks were more strategically persistent in their handling of bad loans
than were short-tenured teams. More generally, in for profits at least, long-
tenured chief executives may have more influence on the selection and reten-
tion of the members who sit on the board. Such influence may diminish the
board’s ability to effectively fulfill their roles of monitoring and controlling
management and the organization as a whole and thereby allow management
to shirk on their duties and hide their performance. Whereas not-for-profit
boards are generally self-perpetuating, the long-tenured college president
may still influence the selection of new board members and may be more
adept at covering up poor performance. Because a major task of college presi-
dents is to bring in gifts and revenue to the institution, they may use their su-
perior power to shirk on their duties and hide poor performance.

Hypothesis 3a: Increased presidential tenure should decrease total revenue
and gift income.

However, the roles of management and the board and the relationship be-
tween them are different in not for profits than in for-profit organizations. For
instance, boards of private universities are generally self-perpetuating and
contain few, if any, insiders. This encourages a board that is independent from
the president, reducing the potential of board weakness when facing a long-
tenured president. With the assurance of a strong board, a long-tenured presi-
dent may develop an increasing sense of psychological ownership in the suc-
cess of their institution. As with management ownership in for profits (Olson &
Koput, 1998), it is predicted that this increased sense of ownership will lead to
increases in performance for the organization.

Hypothesis 3b: Increased presidential tenure should increase total revenue
and gift income.

BUSINESS EXECUTIVE BACKGROUND

Boards of trustees at private universities are made up of individuals who
have backgrounds in many areas such as education, religion, and law. Many
trustees report that they are ill prepared for the financial role that they ought to
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play for their institution (Ford, 1990). Some, however, have education and
experience in organizational decision making, corporate strategy, fund-
raising, and financial management. Such experience gives them exposure to
making difficult and complex managerial and financial decisions and better
understanding and access to financial markets and resources. Such experience
has lead to the financial success in for-profit institutions (Boeker & Goodstein,
1991), and at Princeton University, a board member with professional invest-
ment experience is credited with making decisions that led to the relatively
large size of the school’s endowment (Bowen, 1994). Therefore, it is to be
expected that such experience will lead to improved performance for their
institutions.

Hypothesis 4: Board business executive experience should increase total
revenue.

HOMOGENEITY

Homogeneous teams have been seen as more efficient (Hambrick & Mason,
1984; Murray, 1989) because members of homogeneous teams know what to
expect from one another (Pfeffer, 1983) and do not have the problems associ-
ated with dissimilar experiences, backgrounds, beliefs, and values (Wiersema &
Bantel, 1992). Homogeneous background experience was found to lead to bet-
ter performance on tasks that do not require creativity or innovation (Ancona
& Caldwell, 1992), such as financial performance in high-tech firms and lower
loan losses in banks (Olson et al., 1996). Furthermore, homogeneous teams
tend to communicate more (Murray, 1989) and to be higher in social cohesion
(Lott & Lott, 1965). Combining these findings, a more homogeneous board is
likely to be stronger and more adept at decision control.

Hypothesis 5a: Increased board homogeneity should increase total revenue.

On the other hand, heterogeneous groups have a greater variety of sources
from which to gather information (Hambrick & Mason, 1984) and, presuma-
bly, fund-raising sources. This variety can lead to greater diversity and com-
prehensiveness in the set of recommended solutions to a problem.
Heterogeneous educational specialization was found to lead to strategic
change (Wiersema & Bantel, 1992) and greater political activity (Pfeffer, 1981).
When reaching out in fund-raising activities, these attributes may lead to fa-
vorable institutional results.

Hypothesis 5b: Increased board heterogeneity should increase gift income.
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METHOD

DATA SOURCES

The data for this research were collected from each participating institution
within the Council of Independent Colleges (CIC). This is an administrative
body that attracts as members independent colleges and universities from
across the United States. The duty of the CIC is to provide support and direc-
tion for member institutions and act as a clearinghouse for relevant research
studies and political action. To collect the information, a preliminary question-
naire was sent to the CIC for review. After a first round of revisions, the ques-
tionnaire was sent to a test school that was not a part of the CIC but whose
leadership has been involved in board research at the university level. The
feedback from this test was given to the CIC along with a second draft of the
questionnaire. The board of the CIC then conducted a multiple school pretest
of the questionnaire. From the pretest, final changes were made to the ques-
tionnaire before mailing it to the president of each member institution.
Accompanying the questionnaire was a letter of endorsement from the presi-
dent of the CIC and a postage-paid return envelope. Also included was a letter
of introduction that explained the nature of the study and assured both ano-
nymity and confidentiality. The survey itself was partitioned into four sec-
tions so that each institution could collect and organize responses accurately
and efficiently by those with the best access to the information. The four sec-
tions were based on institution financial information, student demographics
and school information, board and president characteristics, and individual
board demographics, respectively. Each section requested information for the
five contiguous years from 1991 to 1995. Of the 420 institutions, 43, or 10.2%,
returned completed and usable questionnaires (see Tables 1 and 2).

DEPENDENT VARIABLES: FINANCIAL PERFORMANCE

One of the primary duties of the board of an educational institution is man-
aging its financial performance. According to Ingram & Associates, “trustees
are in a better position than any other group to preserve and improve the
financial health of the institution,” and Rauh (1969), “the board of a private
college carries the primary responsibility for financing its operation is widely
held.” Ingram went on to propose that the top guideline for university board
effectiveness is to “legitimize the program for obtaining resources.” Securing
financial resources, then, is a primary objective of boards and a reasonable
measure of their effectiveness.

Two financial measures, total revenue and gift income, are used as perfor-
mance indicators.
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Total revenue is a very broad measure. It is calculated by summing all of the
money brought in to the institution during the academic year and includes tui-
tion and student fees, government grants, and other sources of revenue.

Gift income is a narrower measure and is based on the amount of money
collected through donations in a given year. Board members are often
expected to contribute funds to their institution (Fama & Jensen, 1983). At pri-
vate colleges and universities, nearly 90% of all responding board members
said they were involved in the fund-raising plans of their institutions (Rauh,
1980), and about a third of all board members personally contribute to the
capital campaigns of their institutions (Radock, 1977). Board members, then,
can make personal contributions to their institutions and are an excellent
resource for encouraging others to do the same.
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Table 1. Descriptive Statistics:
Characteristics of Schools Boards and Institutional Performance

Mean Standard Deviation Minimum Maximum N

Board size 28.92 7.45 11 47 211
Board tenure 6.40 3.17 .24 15.24 215
Percentage with business
executive experience .2397 .1418 0 .62 210

Presidential tenure 8.61 6.19 0 30 197
Board functional homogeneity .2035 .0707 .12 .63 210
Board ethnic homogeneity .8966 .0969 .58 1.00 212
Total revenue (in 1,000s) 17,876 9,415 4,027 65,652 199
Total gift income (in 1,000s) 2,599 1,977 192 15,117 184
Endowment gift (in 1,000s) 803 2,443 –5 29,237 184
Total number of gifts 4,242 2,487 317 13,070 165

Note: Forty-three schools observed over a 5-year period (1991 to 1995). All measures are taken over
all institution-years except where data were missing from the institutional response.

Table 2. Within-School Correlations Among Characteristics of Boards and Presidents

Variable 1 2 3 4 5

1. Board size
2. Board tenure .233
3. Board business experience .245 .058
4. Presidential tenure –.013 –.062 .037
5. Homogeneity-function –.419 –.265 .151 .133
6. Homogeneity-ethnicity –.095 .206 –.001 –.186 .170
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INDEPENDENT VARIABLES: BOARD STRENGTH

The agency theory literature on boards of directors uses a number of demo-
graphic measures to estimate board strength. Several are borrowed to test for
board performance and strength here. Size is a simple count of the number of
directors on the institution’s board in a given year. Tenure is computed by tak-
ing the numerical average of years served on the school’s board for all direc-
tors serving in a given year. Business executive experience is computed as the
percentage of directors on the institution’s board that are business executives
in a given year.

Homogeneity

Because homogeneity is a multidimensional construct (O’Bannon & Gupta,
1992), two dimensions are examined in this study: variation of functional
background and variation of ethnicity. In each case, the respondent institutions
provided these characteristics for each of their directors. Functional homogene-
ity was measured by coding directors into the following categories: clergy,
law, government, education, medicine, self-employed, agriculture/farming,
homemaker, business-finance, business-senior executive, business-other,
other, and retired. Next, an index of functional homogeneity was computed
for each institution in each year as follows. For institution i in year t, I denote
the number of directors with a background in occupation type j as nit, j and the
total number of directors aggregated over all occupations (j = 1 . . . 13) as nit.
The proportion of institution i’s directors of background j, out of the total
board size, is denoted pit, j and given by pit, j = nit, j/nit. Each pit, j is squared, and
then the sum is taken over all j, resulting in the index of diversity, yit, so that:

y pit it, jJ

J=
=∑ 2

1
.

This is equivalent to subtracting from unity the index of heterogeneity
popularized by Blau (1977).

Ethnicity was measured by coding directors into the following categories:
Caucasian, African American, Asian, Hispanic, Native American, and other.
Next, an index of ethnic homogeneity was computed for each institution in
each year using the same method as described earlier.

Statistical Methods

Statistical analyses were conducted on five years of cross-sectional records
(from 1991 to 1995) for all 43 colleges and universities in the data set, creating a
sample size of 215 panels of data to draw from (in most cases, the actual n was
smaller than 215 due to lagged variables and missing data; see Table 3). To test
the predictions of the hypotheses, I employed a panel regression estimator.
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This procedure allowed me to account for the effect of years, individual
schools, and other specified control variables. The selection of this technique
was primarily based on the theoretical consideration that effects of demogra-
phy reside within institutions and occur over time. That is, I am interested in
explaining processes (e.g., board strength influencing performance) that
occur within institutions over time rather than factors (e.g., age of institution)
that might determine which institutions had the highest endowments.

As such, it is undesirable for the estimates to be biased by between-
institution variation on variables that cannot be observed. Such unobserved
heterogeneity could arise due to differences among institutions in omitted
variables that are constant over time, such as different initial conditions. Or,
unobserved heterogeneity might result from differences over years in omitted
variables that are constant over institutions, such as changes in economic con-
ditions. These omitted variables could affect both independent and depend-
ent variables (as a common cause), biasing estimates of the parameters (cap-
turing the relationship between independent and dependent variables). For
example, some schools may have weaker boards and lower revenues due to
differences in histories or strategies. To eliminate any spurious effects due to
unobserved differences among institutions, a random school effect was
included in the model and tested for correlation between the error and the
explanatory variables (Hsiao, 1986). That is, I included a parameter to capture
the variance between schools. This random effects approach is used rather
than the alternative fixed effects specification sometimes used in panel regres-
sion because the sample does not include the entire population but does
appear representative on most school characteristics such as size and geo-
graphic location. Autocorrelation may also bias parameter estimates because
of factors that change over time within institutions but are not included in the
model. For example, institutions could have cycles of revenue or gifts that
have naturally evolving patterns that change in coherent but unforeseeable
ways over time. To control for this, I included a lagged dependent variable as a
predictor in each model.

RESULTS

Table 3 contains the results of the panel regression. There are four depend-
ent variables, each capturing an aspect of performance. The model in the first
column predicts total revenue for the institutions. This is the sum of all the
financial resources collected by the institution during a given year. Each of the
remaining three columns represents more specific measures of institutional
performance. Columns 2 and 3 represent the amount and number, respec-
tively, of total gifts given to the institution in a given year. These gifts may
include annual unrestricted gifts, capital expansion gifts, deferred gifts, and
other miscellaneous gifts. Endowment gifts is the dependent variable in the
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Table 3. Results of Panel Regressions: Effects of Board Demography on School Performance

Dependent Variable

Total Revenue Total Gifts Total Gifts Endowment Gifts
Independent Variable (in $1,000s) (in $1,000s) (in units) (in $1,000s)

Full model
1. Board size .1495 (.1016) .0911 (.0294)*** .0575 (.0197)*** .0500 (.0155)***
2. Board tenure 1.1585 (.3102)*** .1554 (.0771)** .1646 (.0718)** –.0015 (.0384)
3. Business executive background 13.8307 (6.5952)** .0015 (1.6951) 2.031 (1.3640) –.0997 (.8476)
4. Board homogeneity-background –1.9749 (9.2482) 7.9727 (2.8754)*** –2.5863 (1.7431) 4.5146 (1.4862)***
5. Board homogeneity-ethnicity 3.5245 (4.1747) –3.4178 (1.2829)*** 1.4890 (.8648)* –2.1377 (.6501)***
6. Presidential tenure –.0431 (.0716) .0511 (.0279)* –.0166 (.0121) .0239 (.0139)*
7. Random effects .1799 .4326 .0956 .5176
8. R2 .9010 .6623 .9692 .5806
9. N 147 136 124 140

Note: Standard errors in parentheses.
*p < .10. **p < .05. ***p < .01.
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fourth column. The rows of Table 3 represent each of the predictor variables in
the study.

Looking first at row 1, there was found to be a positive relationship between
board size and the dependent variables. More specifically, as the number of
members who composed the board increased (decreased) in one period, gift
income, the total number of gifts, and endowment gifts increased (decreased)
in the subsequent year. This provides support for Hypothesis 1.

Row 2 measures the effect of board tenure on the dependent variables. As
the average length of service of the board members lengthened (shortened),
total revenue, gift revenue, and the total number of gifts given to the institu-
tion tended to increase (decrease). This provides support for Hypothesis 2.

The third row looks at the effect of having board members with business
executive backgrounds. As the percentage of members that were business
executives increased (decreased) in one year, total revenue increased
(decreased) in the following period. Business executive background had no
significant impact on gift income, the number of gifts received by the school,
or endowment gifts. Thus, there is support for Hypothesis 4.

Rows 4 and 5 illustrate the effect of board homogeneity on the dependent
variables. Looking at row 4, as a board becomes more homogeneous (hetero-
geneous) with respect to functional background, total gift income and endow-
ment gifts will increase (decrease) in the subsequent year. However, row 5
illustrates the opposite pattern as the board becomes more homogeneous with
respect to ethnicity. In this case, a more ethnically homogeneous (heterogene-
ous) board will lead to less (more) gift income, total number of gifts, and
endowment gifts in the subsequent year of the institution. These results pro-
vide mixed and conflicting support for Hypotheses 5a and 5b.

Row 6 measures the effect of presidential tenure on the revenue and gifts.
As presidential tenure increased (decreased), the total number of gifts and
endowment gifts tended to increase in the subsequent year. These results
refute Hypothesis 3a and provide some support for Hypothesis 3b.

DISCUSSION

As expected, the demographic characteristics of individual board members
and of the board as a whole played a role in determining the performance out-
comes of the colleges and universities with which they served. Because
demography can serve as a proxy for the values and experiences that a person
holds (Hambrick & Mason, 1984), we can expect that by looking at selected
demographic characteristics of board members, we can gain insight into how
that board may perform.

Looking more specifically, it was found that school revenue and gifts were
enhanced when board members had relatively longer average tenures. There
are several possible explanations for these relationships. One is the standard
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agency theory position. Here it is argued that long-tenured boards are less
likely to be selected by or feel under the control of the existing management
team. This makes them more independent and stronger and therefore able to
do a better job of monitoring management. Management, then, being more
closely watched and assisted, is able and willing to do a better job of bringing
resources into the institution. Avariation to this agency explanation is that the
relative strength of a long-tenured board causes not just increased monitoring
but also a greater sense of responsibility on the part of the board (Olson et al.,
1996). Under this scenario, the board itself does more of the work as its tenure
increases. An additional variation is that longer tenure may also lead to a
greater level of psychological commitment to the institution (Olson et al.,
1996). Here, the board members themselves are not just watching and work-
ing more, they are also increasing their personal gifts to the schools as they
increase their tenure on the board. Finally, it may be theorized that there is a
self-selection bias whereby members of successful schools choose to stay at
their institutions for a longer period of time. Although this may be true, it does
not seem to adequately explain that increases in revenue and gifts are pre-
ceded by the increases in tenure.

It was also found that there is a positive relationship between board size
and gifts to the institution. As with the original agency argument presented
with board tenure earlier, here a larger board may feel stronger and more inde-
pendent, thereby providing more control over and direction to management.
However, because revenue did not rise significantly and gifts did, there is rea-
son to consider a second theory, resource dependence, as a better, or at least
additional, explanation of these results. This theory emphasizes that organiza-
tions are dependent on external resources to survive and thrive (Pfeffer &
Salancik, 1978). When possible, the organization will try to secure these
resources through any means possible including cooptation. In this case, the
universities may bring in additional board members because they need access
to gifts. The theory suggests that the members are selected by their ability to
bring in gifts. It is clear from the data that it is not just the new members who
are giving gifts (otherwise, there would not be a significant increase in the
absolute number of gifts received). However, the new members may well
have access to new sources of gift givers, thus explaining both the increase in
gift income and in the number of gifts given.

Although business executive background did not lead to more gifts, it is
associated with increases in total revenue. This finding is consistent with the
agency arguments of a stronger board leading to greater control and access to
information.

The results of board homogeneity on school performance were mixed and
rather puzzling. First, neither measure of homogeneity had any significant
impact on total revenue brought into the institutions. With regard to ethnicity,
a more heterogeneous board led to more gift income. As with increases in the
size of the board, this result may be better explained using resource
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dependence theory. In the majority of cases, the boards were not very ethni-
cally diverse to begin with. By increasing ethnic diversity, then, the institution
could avail itself to a new source of givers that may feel more included in the
mission of the institution. With regard to functional background, a more
homogeneous board led to more gift income. Because homogeneous teams
tend to communicate better, this may make them better at the control function.
This, then, provides some support for the agency argument. However,
because total revenue did not increase along with functional homogeneity,
there is reason to suspect there is another unknown cause of this relationship.

Finally, it was found that presidential tenure had a positive impact on gift
income at the institution. On the surface, this argues against agency theory, as
a long-tenured president gains additional power and control over the institu-
tion. However, if we consider liberalizing ownership to include a psychologi-
cal commitment, a long-tenured president may feel a greater sense of owner-
ship to his or her institution, thereby making them feel more like principals
than agents. Still, I concede that this is only one possible explanation for these
results.

CONCLUSION

There are several implications for these results of this research. First, it is
important to note that not-for-profit boards can and do make a difference in
the institutions they serve. They need not be there just for show or to fulfill
regulatory requirements but can make a significant contribution to the per-
formance of the organization. Selection of members, then, becomes an impor-
tant function. Boards tended to improve performance as they grew larger and
longer tenured, and gained members with business executive background.
Board diversity garnered mixed results, with ethnic diversity improving per-
formance and functional background diversity hurting performance. Presi-
dential tenure also seemed to improve performance, at least when measured
by gift income. These results provide some support for the extension of agency
theory to the not-for-profit sector and also for the liberalization of the theory to
include psychological ownership. Support for resource dependence theory
was also found. Overall, the results suggest that more research can and should
be conducted to test agency theory and board performance in the not-for-
profit sector and that demography can be used as an effective tool in measur-
ing and enhancing board performance.
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Introduction 

Principal–agent theory and research policy:  
an introduction 

Dietmar Braun and David H Guston 

The rational choice perspective is prominent in 
many sociological, economic and political sci-
ence literature but has been undervalued until 
now in the field of science studies. This special 
issue attempts to revalorise this perspective by 
introducing the principal–agent theory with rela-
tion to research policy-making. The introduction 
presents the basic features of the model of prin-
cipal–agent and reviews the theoretical develop-
ment and applications in research policy. It 
summarises the main findings of the articles in 
this issue and concludes that the studies in the 
framework of principal–agent demonstrate the 
willingness of combining theoretical rigour and 
‘requisite variety’ by applying the theory to a 
large number of different fields linked to re-
search policy-making. 
 
 
 
 
 
 
 
 
 
 

LTHOUGH THEY HAVE never played a 
prominent role in the sociology of science  
or political science literature, studies on  

research policy-making have a long tradition. Fur-
thermore, it must be stated that a common theoreti-
cal framework has been lacking. The field is, as 
David Guston (1996) noticed, heavily “under-
theorised”. It would be wrong, however, to assume 
that there were no attempts in the past to learn  
lessons about research policies on the base of vari-
ous theoretical approaches. Though a systematic and 
historical overview is lacking, we can discern  
perhaps five theoretical currents that have influenced 
in some way the thinking on research policies: 

•  Economics, both classical (Polanyi, 1951; 1962; 
Tullock, 1966; Ghiselin, 1987; Foray, 2000) and 
Marxist (Bourdieu, 1975; Bourdieu, 2001); 

•  System-theory (Krohn and Küppers, 1987; 
Luhmann, 1990); 

•  Constructivism (Latour and Woolgar, 1979; Knorr 
et al, 1981; Knorr-Cetina, 1981; Latour, 1987); 

•  Institutionalism (Merton, 1970 [1938]; Ben-
David, 1971; 1991; 1991 [1977]; Mukerji, 1989; 
Mayntz, 1991); 

•  Discussion on the “finalization of science” 
(Daehle, 1979; Weingart, 1997). 

This introduction is not the place to assess the con-
tribution of each approach to our present knowledge 
on research policies. We generally believe, however, 
that these approaches are either too abstract (system-
theory), lacking in parsimony or theoretical rigour 
(constructivism, institutionalism, finalization) or, if 
they are parsimonious (like classical economics), 
that they abstract too greatly from the ‘requisite va-
riety’ of real life. 

A
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What we need instead, is an intelligent combina-
tion of analytical and rigorous tools, of “parsimony, 
refinement, and (in the sense used by mathemati-
cians) elegance” (Bates et al, 1998, page 11). Such 
tools will be useful for interpreting research policies 
with attention to the historical and institutional con-
texts in which research policy is made, something 
we find for example in the concept of “analytic  
narratives” developed by Bates et al (1998). 

The analytic tool most useful for this purpose 
seems to us to be principal–agent theory, which has 
been developed in the context of rational choice and 
transaction cost theory (see, for example, Ross, 
1973; Williamson, 1975; 1985; Coleman, 1990; 
Kiewiet and McCubbins, 1991). In the early 1990s, 
Braun (1993) introduced the concept in the context 
of research policy-making (see below), most notably 
by referring to the relationship between policy-
makers as the principal and the various funding 
agencies responsible for the implementation of re-
search policy as the agents. This relationship seemed 
to correspond perfectly to the basic logic of princi-
pal–agent figurations, that is, one actor who seeks 
“extension of self” (Coleman, 1990, page 146) by 
delegating some tasks for execution by other actors 
who seem better capable to do so. 

Funding agencies were, since their origins, 
designed to work out and implement research poli-
cies, in preference to the usual public bureaucracy 
that lacked the necessary direct contacts with sci-
ence. The concept is, however, more general and 
can, as will be shown in this special issue, be applied 
to relations between policy-makers and scientists in 
general, between the funding administration and sci-
entists, or between funding programme directors and 
scientists. 

Principal–agent theory is becoming a predominant 
approach in different fields of political science 

where ‘delegation’ as one particular form of organis-
ing state activities is discussed. This predominance 
holds for studies of delegation to bureaucracy by 
Congress (McCubbins, 1984; Weingast, 1984), 
delegation to “independent regulatory agencies” 
(Majone, 2001a) and central banks (Majone, 2001b; 
Elgie, 2002), as well as of all relations in the “de-
mocratic chain of delegation” from the voter to the 
implementing bureaucracy (Strom, 2000). Given the 
extant literature on principal–agent theory in re-
search policy, we consider it appropriate to demon-
strate the usefulness of the approach in this policy 
field and to further elaborate the concept. 

We want, first, to briefly introduce the reader to 
the basics of principal–agent ideas before we then 
present the findings on research policy in the litera-
ture. Finally, we will give an overview of the main 
themes discussed in this special issue. 

Basics of principal–agent theory 

The principal–agent literature deals with a specific 
social relationship, that is, delegation, in which two 
actors are involved in an exchange of resources. The 
principal is the actor who disposes of a number of 
resources but “not those of the appropriate kind to 
realize the interests (for example, has money but not 
the appropriate skills)” (Coleman, 1990, page 146). 
He or she then needs the agent, who accepts these 
appropriate resources and is willing to further the 
interests of the principal. In this sense, Coleman is 
right to speak of an “extension of self” of the princi-
pal by way of delegation. 

The principal–agent model has been developed 
within the framework of the “new institutional  
economics” (Williamson, 1975; 1985; Moe, 1984; 
Miller, 1992) and therefore shares the basic charac-
teristics of this framework, for instance, the assump-
tion of rational actors striving to maximise their 
preferences that are ordered according to their priori-
ties. Institutions can constrain actors’ choices so that 
the conscious design of institutions (like contracts) 
may help to overcome typical collective action prob-
lems involved in the principal–agent relationship. 

There are two typical collective action problems 
discussed in the literature — moral hazard and ad-
verse selection. These problems are based on what 
the new institutional economics calls the ‘opportun-
ism’ of actors: Actors are self-interested and thus 
seek to maximise their personal welfare. They may 
do this by seeking their self-interest “with guile. 
This includes but is scarcely limited to more blatant 
forms, such as lying, stealing, and cheating” (Wil-
liamson, 1985, page 47). 

In the particular case of principal–agent relations, 
such ‘cheating’ or, as is often said, ‘shirking’ by the 
agent may happen because the agent usually has an 
informational advantage vis-à-vis the principal. The 
principal does not know for sure if the agent will 
really do his or her best when delegated certain tasks 
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(this is the “moral hazard”), and usually the principal 
does not have sufficient information on the abilities 
of potential agents to find the one best suited to do 
the task (this is “adverse selection”). 

As agents seek their self-interest with guile, they 
may hide this information from the principal to re-
duce their work load or to be hired in the first place. 
The resulting delegation could then be sub-optimal 
or even detrimental to what the principal attempted 
to achieve. This is why the principal–agent literature 
(discussing the problems of insurance agencies or of 
parliaments dealing with bureaucracies) discusses 
contract and monitoring mechanisms designed to 
avoid these problems. 

The collective action problems arise as both sides 
— the principal and the agent — have an interest in 
entering into the exchange relationship. They both 
profit by exchanging resources: the principal by get-
ting something done he or she could not otherwise 
do, and the agent because he or she gets remunera-
tion of some kind (money, social recognition, and so 
on). Despite these mutual advantages, the collective 
outcome may be suboptimal because, as is said, the 
agent has incentives to seek his self-interest with 
guile. 

We should also not forget the possibility of the 
principal to ‘shirk’, a possibility often not discussed 
in the literature. He or she may have incentives not 
to deliver the resources fully as agreed to in the con-
tract. Because of these co-operative and selfish mo-
tives characterising the relationship, principal–agent 
interaction is a ‘mixed-motive game’. 

The principal–agent literature discusses not only 
contract and monitoring mechanisms but also differ-
ent possible configurations and their influence on the 
shirking of agents. A configuration reducing the 
possibilities to shirk, for example, is the presence of 
multiple agents (Kiewiet and McCubbins, 1991; 
Ferejohn, 1993), which creates more of a market-
like structure. The more advantageous configuration 
for the agents of multiple principals has been less 
often discussed (but see Elgie, 2002). 

Principal–agent theory enters science policy 

Principal–agent theory began to enter science policy 
in the 1990s. Guston (1996) wanted to use it to “re-
interpret” generic science policy problems. For him, 
“the problem of science policy is the problem of 
delegation” because lack of information on the side 
of “non-scientists” leads to the typical problems of 
adverse selection and moral hazard. This formula-
tion provides the opportunity to reflect about ade-
quate incentive structures to solve the main 
problems in science policy such as the integrity and 
productivity of research, or the choice between mis-
sion and disciplinary research. 

The main thrust of his paper was to make under-
stood that treating scientists as agents does not at all 
mean a hierarchical relationship. The autonomy of 

agents is widely respected in this relationship, and 
one should consider the relation between policy-
makers and scientists as a “two-way street” where a 
certain degree of autonomy is respected on both 
sides. 

Neither does Guston want to defend the usual 
normative stance of the principal–agent literature, 
which is to inform the principal about how best to 
design incentive structures. Principal–agent can be 
used for a variety of purposes and illuminate the ba-
sic tensions in the generic problems mentioned 
above, and it can be used to reflect in general on the 
“fairness” of the contracts defined between the prin-
cipal and the agent. 

Guston applied principal–agent theory to the  
relationship between non-scientists and scientists in 
general. Most of the other literature — and Guston 
(2000) joins them later — deals with a very specific 
feature of science policy, that is, the use of research 
councils and funding agencies that intermediate be-
tween policy-makers on the one hand and scientific 
agencies and scientists on the other hand. The intro-
duction of an intermediary level makes the discus-
sion more complex. The central question becomes: 
in what way can research councils be seen as agen-
cies that serve the interests of policy-makers? 

The introduction of research councils can, from a 
functionalist perspective, be explained by the prox-
imity of these agencies with the scientific field, more 
information on the field, and a greater capacity to 
aggregate the available knowledge. From an eco-
nomic perspective, the establishment of funding 
agencies can be explained by the decrease in transac-
tion costs for policy-makers in developing science 
policies. It seems, in addition, easier to influence 
such agencies that are either public or semi-public 
than to influence the scientists themselves because 
of the former’s direct dependence and constitutional 
commitments to work in the interests of policy-
makers. 

Principal–agent theory draws the attention of the 
observer immediately to the possibility of ‘shirking’ 
by research councils as agents. Since the beginning, 
however, contributions in science policy have  
explained such shirking not simply in terms of  

A configuration reducing the 
possibilities of agents shirking is the 
presence of multiple agents, which 
creates more of a market-like 
structure: the more advantageous 
configuration for the agents of 
multiple principals has been less often 
discussed 

360



Principal–agent theory and research policy: an introduction 

Science and Public Policy October 2003  305 

‘opportunistic’ behaviour but in relation to the inter-
action between funding agencies and scientists. 
Braun (1993) criticised the usual dyadic way of con-
ceptualising principal–agent relationships and of-
fered a theoretical account based on the “triadic 
relationship” among policy-makers, funding agen-
cies and scientists. 

His main argument is that funding agencies be-
come intimately interwoven with the “third party” 
— an under-developed concept in principal–agent 
theory but already mentioned in the work of  
Coleman (1990) — to fulfil the task delegated by the 
policy-maker principal. We could conceptualise the 
triadic relationship by designing two separate prin-
cipal–agent relationships, one between policy-
makers and the research council and one between the 
research council and scientists (see also Rip, 1994). 
Braun would find this too simple, however. 

First, scientists are certainly not simply agents of 
research councils but have a high degree of auton-
omy and influence on what is decided in research 
councils. The same holds for the relationship be-
tween policy-makers and research councils. We 
should rather speak of interdependent relationships 
in which both sides have something necessary to 
offer the other and a certain degree of autonomy is 
crucial for all actors in the game. This is, in fact, the 
“two way relationship” Rip and van der Meulen 
(1996) evoke, only that we now have two ‘two way 
relationships’. 

Second, each relationship is influenced by the 
way the relationship on the other side is organised. If 
funding agencies choose to ‘shirk’ in favour of the 
interests of scientists, this behaviour will have reper-
cussions for the strategies of principals to organise 
the principal–agent relationship with research coun-
cils. If policy-makers are using their formal author-
ity to oblige funding agencies to comply with 
political interests, this will have implications for the 
way scientists co-operate with research councils. In 
such dual interdependent relationships, research 
councils fare best when they are able to balance the 
often opposed interests of scientists and policy-
makers. Such balancing demands a considerable de-
gree of independence with respect to the principal 
and to the third party (see also Rip, 1994, page 13; 
Caswill, 1998). 

Both Rip and Braun underline, in addition, the 
historical and institutional context that is decisive for 
how the triadic relationship has evolved. There were 
times, especially during the “science-push period” 
after World War II, when scientific interests became 
predominant and research councils seemed to be 
‘captured’ by these interests. Today we seem to ex-
perience a period when research councils are more 
and more captured by political interests. Both peri-
ods have, or will, in the end, destabilise the triangle 
and will lead to increasing efforts of funding agen-
cies to find a new equilibrium. 

This idea of finding ‘stable equilibria’ in science 
policy principal–agent relationships was put forward 

in an analytical innovative way, by using game the-
ory (which has found some attention recently in 
principal–agent literature (Huber and Lupia, 2001)) 
by van der Meulen (1998). He does not deal with the 
triadic relationship but instead discusses the “basic” 
relationship between policy-makers and scientists. 

He demonstrates two things: first, that given the 
utility functions of both the principal and the agent 
and their options (the principal: to trust or to moni-
tor; the agent: to comply or not comply), the game 
does not find a stable Nash equilibrium. Each choice 
creates an incentive for at least one of the two actors 
to change the status quo. Nevertheless, and this is 
the second point, there are possibilities to find stable 
equilibria if we assume that, because of the interde-
pendency of actors, the relationship is a long-term 
one and the game can become co-operative. 

Van der Meulen sees four stabilising structures: 
the role of funding agencies, as discussed before, 
that can serve a balancing function; the mutual inter-
est of scientists and policy-makers in using peer re-
view; the emergence of a consensus on policy goals; 
and a competition among agents organised by the 
principal. For each structure, van der Meulen finds 
that scientists and policy-makers can develop an in-
terest in co-operation instead of opportunism. 

Finally, Guston (2000) also discusses stabilising 
arrangements in science policy, but finds them above 
all in the existence of “boundary organisations”. His 
reasoning is influenced by the constructivist litera-
ture that he sees as a useful corrective to the often 
“stylistic” assumption of principal–agent theory. 
Within the constructivist approach, “boundary” is a 
term developed by Gieryn (1995) to characterise the 
often fluid and ambiguous demarcations between 
scientific and non-scientific fields. 

Guston builds his boundary organisations on the 
notion of “boundary objects” that “allow members 
of different communities to work together around 
them, and yet maintain their disparate identities” 
(Guston, 2000, page 29). Boundary organisations 
can then be seen as situated between politics and 
science, both of which can be regarded as principals 
to the boundary organisations, and, “in doing so, [the 
boundary organisations] internalise the provisional 
and ambiguous character of that boundary”. They 
fulfil, therefore, exactly the stabilising function that 
van der Meulen ascribes to funding agencies, and 
which is also alluded to in the texts of Braun and 
Rip. 

Boundary organisations may also be of another 
kind: Guston (2000) treats the examples of the  
Office of Research Integrity and the Office of Tech-
nology Transfer in the United States. The most im-
portant point of his study is perhaps that he 
underlines — and this is the stabilising function of 
boundary organisations — the inherent capacity of 
these organisations to facilitate “co-production”, that 
is, the creation of both “knowledge and social order” 
or, in other terms, both scientific and political inter-
ests. Because boundary organisations internalise the 

361



Principal–agent theory and research policy: an introduction 

306   Science and Public Policy October 2003 

different logics of action, they can bridge different 
“worlds”. The result of his study confirms that in-
termediary organisations and boundary organisations 
are crucial to stabilise, according to the logic of 
principal–agent theory, the inherent unstable rela-
tionship of politics and science. 

The application of the principal–agent approach in 
this ‘first wave’ of science policy studies dem-
onstrates that the theory is not applied without  
reflection and modifications. The ‘field’, in particu-
lar the position of intermediary organisations, pro-
voked a more complex reflection, which led to the 
introduction of ‘triadic relationships’, ‘boundary 
organisations’, ‘equilibria in games’, and ‘dynamics 
in interdependent relationships’. 

Principal–agent in science policy today 

This special issue unites most of the authors who 
have participated in the ‘first wave’ of publications 
and adds some others. The articles presented here 
demonstrate the attempt to broaden the field of ap-
plication of principal–agent theory in science policy 
studies and brighten the interesting light this per-
spective can throw on the choices and procedures of 
science policy actors. 

Braun elaborates the existing insight that histori-
cal periods in the funding of science create different 
utility functions for both political principals and sci-
entific agents, which lead to various “games”. The 
different periods of science policy-making after 
World War II are interpreted from the angle of prin-
cipal–agent to see in what way the basic antinomy of 
funding policies (that is, the maintenance of the 
autonomy of scientists and the political interest to 
influence scientific action) is treated within these 
periods. His article ends by pointing to two different 
ways in today’s research policies of organising the 
principal–agent relationship, either in a market-
oriented way, which increases the moral hazard of 
scientists, or by funding inter-systemic networks, 
which seems to be a promising way to overcome the 
problem of moral hazard and monitoring costs in 
science policy. 

Van der Meulen takes up the classical issue of the 
role of funding agencies. He increases, however, the 
complexity of the configurations these agencies have 
to deal with because recent developments in science 
policy have shown that users are becoming a kind of 
“fourth party” in the principal–agent game. By using 
an empirical study of the Norwegian Research 
Council, which comprises all types of funding under 
one roof (but in different divisions), he looks for the 
strategies that different divisions develop given the 
various configurations of actors they are dealing 
with. He finds that differences with respect to the 
acceptance of strategic funding given the contacts 
and relationships with users are indeed quite impor-
tant. Actor constellations, understood as interde-
pendent and multiple relations, matter for what 

funding agencies are doing. Principal–agent rela-
tionships must therefore be understood in the light of 
these multiple and interdependent configurations, 
thus reinforcing Braun’s finding. 

Caswill takes seriously the idea of the contract 
that figures so prominently in principal–agent litera-
ture and embarks on a discussion of how the princi-
pal–agent relationship between funding agencies and 
scientists is organised by actual funding contracts. 
On the base of an exploratory, empirical study, he 
shows variations and similarities in how funding 
agencies set up contracts and attempt to monitor 
them. He confirms that funding agencies play a cru-
cial role in “mediating” the harsh exigencies in the 
principal–agent relationship between politics and 
science. It turns out that the contracts are rarely 
monitored and that scientists have a considerable 
freedom to deal with these contracts. 

On the other hand, one finds almost no ‘shirking’ 
by scientists, meaning there is seldom abuse of this 
freedom. This also confirms the interdependent rela-
tionship between funding agencies and scientists: 
above all, Caswill highlights, the scientific staff in 
funding agencies has an intrinsic interest in granting 
scientists sufficient freedom for action. Scientists, on 
the other hand, have an interest in complying with 
the funding agency to be sure of future resources. 

Both Guston and Morris attempt to turn the usual 
top-down perspective of the principal–agent discus-
sion around and take in a bottom-up perspective. 

Guston analyses scientific advice as a form of 
“science in policy”. In fact, one of the main prob-
lems for policy-makers is to know, given the often 
contradictory or competing advice different scien-
tists may give, which advice to trust. This is, indeed, 
the problem of “adverse selection”, which has rarely 
been treated in the context of science policy. He 
demonstrates that mediation and procedures as well 
as the creation of market-regulating mechanisms can 
be an effective way to overcome this problem. 

Guston’s study is, therefore, very much a debate on 
the “institutional design” of effective policy-making, 
only this time seen in the context of policy-
formulation. He points to the fact that principal–
agent is not a complete theory for scientific advice 
as such, but that it is very helpful in understanding 

The articles presented here 
demonstrate the attempt to broaden 
the field of application of principal–
agent theory in science policy studies 
and brighten the interesting light this 
perspective can throw on the choices 
and procedures of science policy actors

362



Principal–agent theory and research policy: an introduction 

Science and Public Policy October 2003  307 

the choices and procedures of organising the use of 
reliable knowledge in policy contexts. 

Morris looks at the scientists, the agents in princi-
pal–agent theory, and wonders in what way they 
really behave as agents and how they experience the 
relationship with policy-makers as principals. By 
highlighting several “contextual features” of the sci-
entific system, she is able to demonstrate that these 
features mitigate the sharp edges of the principal–
agent relationship. Because of these features — 
among them, again, is the role of funding agencies 
— scientists have more freedom than we might ex-
pect, there are fewer conflicts between scientists and 
policy-makers, and accountability is less demanding 
than we might believe. These structural features al-
low scientists to do their work without feeling that 
they are merely agents. 

Shove, finally, is the most critical with respect to 
principal–agent theory, because the experience with 
several research programmes has demonstrated that 
the means of principals’ influence over scientists 
through research programmes is extremely limited. 
Rather, one finds an “anarchic structuring of the 
field”. Shove conceptualises research programmes 
as the relationship among the funding agency, pro-
gramme directors, and scientists as multiple agents. 
Neither funding agencies nor programme directors 
are able to inhibit the development of a dynamic of 
research programmes where scientists use these pro-
grammes for their own purposes, build up networks, 
and participate in a multitude of different pro-
grammes. These programmes are for her not agents, 
as she has presumed in the beginning, but they be-
come their own actors. Principal–agent theory can-
not, according to Shove, understand this turnaround 
and the dynamics that emerge within these  
programmes. 

This overview not only demonstrates the attempt 
of the authors to combine theoretical rigour and 
‘requisite variety’ but also the extension of topics to 
which principal–agent theory has been applied in 
science policy, though Shove sees some limitations 
in the approach. We could, however, question this 
conclusion, if we understand the relationship be-
tween programme directors and scientists as a rela-
tionship between a principal and multiple agents, 
and we use existing knowledge from the approach 
that underlines that such a constellation is only fruit-
ful for the principal if the agents are in a competitive 
position. If, as is the case here, these agents play a 
co-operative game, it is not surprising that unique 
dynamics set in, and these agents use the opportunity 
structure of a research programme for their own 
purposes. 

The articles in this special issue not only present 
the variety of topics that can be dealt with in terms 
of principal–agent theory, but they furnish also im-
portant insights such as: 

•  the importance of contextual features of the sys-
tem that mitigate principal–agent relationships; 

•  the crucial role of funding agencies among these 
contextual features; 

•  the role of networks as a new way to organise 
principal–agent relations; 

•  the pertinence of the inclusion of users as the 
‘fourth actor’; 

•  the conceptualisation of science policy in terms of 
configuration and not isolated bivariate principal–
agent relationships; and 

•  the usefulness of institutional design in the org-
anisation of science policy. 

We, therefore, are convinced of the usefulness of the 
approach and would invite other scholars to embark 
on this quest for a more analytical and rigorous tool 
in observing science policy. 

References 

Bates, R H, A Greif et al (1998), Analytic Narratives.(Princeton 
University Press, Princeton NJ). 

Ben-David, J (1971), The Scientist’s Role in Society. A compara-
tive study.(Prentice-Hall, Inc, New Jersey). 

Ben-David, J (1991), Scientific Growth. Essays on the Social 
Organization and Ethos of Science (University of California 
Press, Oxford). 

Ben-David, J (1991 [1977]), “The central planning of science”, in 
G Freudenthal (editor), Joseph Ben-David. Scientific Growth 
(University of California Press, Berkeley). 

Bourdieu, P (1975), “The specificity of the scientific field and the 
social conditions of the progress of reason”, Social Science In-
formation, 14(6), pages 19–47. 

Bourdieu, P (2001), Science de la science et réflexivité (Editions 
Raisons d’Agir, Paris). 

Braun, D (1993), “Who governs intermediary agencies? Principal–
agent relations in research policy-making”, Journal of Public 
Policy, 13(2), pages 135–162. 

Caswill, C (1998), “Social science policy: challenges, interactions, 
principals and agents”, Science and Public Policy, 25(5), Oc-
tober, pages 286–296. 

Coleman, J S (1990), Foundations of Social Theory (Belknap 
Press of Harvard University Press, Cambridge MA, London). 

Daehle, van der W (1979), Geplante Forschung.(Suhrkamp TB, 
Frankfurt am Main). 

Elgie, R (2002), “The politics of the European Central Bank: prin-
cipal–agent theory and the democratic deficit”, Journal of 
European Public Policy, 9(2), pages 186–200. 

Ferejohn, J (1993), ”Structure and ideology: change in Parliament 
in early Stuart England”, in J Goldstein and R Keohane (edi-
tors), Ideas and Foreign Policy. Belief system, Institutions and 
Political Change (Cornell University Press, Ithaca). 

Foray, D (2000), L’économie de la connaissance (La Découverte, 
Paris). 

Ghiselin, M T (1987), ”The economics of scientific discovery”, in G 
Radnitzyk and P Bernholz (editors), Economic Imperialism. 
The Economic Approach Applied Outside the Field of Econom-
ics. (Paragon House Publishers, New York). 

Gieryn, T F (1995), ”Boundaries of science”, in T J Pinch, Hand-
book of Science and Technology Studies (Sage, Thousand 
Oaks). 

Guston, David H (1996), “Principal–agent theory and the structure 
of science policy”, Science and Public Policy, 23(4), August, 
pages 229–240. 

Guston, D H (2000), Between Politics and Science (Cambridge 
University Press, New York, Cambridge). 

Huber, J, and A Lupia (2001), “Cabinet instability and delegation 
in parliamentary democracies”, American Journal of Political 
Science, 45(1), pages 18–33. 

Kiewiet, D R, and M D McCubbins (1991), The Logic of Delega-
tion. Congressional Parties and the Appropriation Process 
(University of Chicago Press, Chicago). 

Knorr, K D, R Krohn et al (1981), The Social Process of Scientific 

363



Principal–agent theory and research policy: an introduction 

308   Science and Public Policy October 2003 

Investigation (D Reidel Publishing Company, Dordrecht). 
Knorr-Cetina, K D(1981), The Manufacture of Knowledge. An 

Essay on the Constructivist and Contextual Nature of Science 
(Pergamon Press, Oxford). 

Krohn, W, and G Küppers (1987), “Die Selbstorganisation der 
Wissenschaft”, Science studies report no 33, Universität  
Bielefeld. 

Latour, B (1987), Science in Action. How to follow scientists and 
engineers through society (Harvard University Press, Cam-
bridge MA). 

Latour, B, and S Woolgar (1979), Laboratory Life. The social 
construction of scientific facts (Sage, London). 

Luhmann, N (1990), Die Wissenschaft der Gesellschaft (Campus, 
Frankfurt am Main). 

Majone, G (2001a), “Nonmajoritarian institutions and the limits of 
democratic governance: a political transaction-cost approach”, 
Journal of Institutional and Theoretical Economics, 157, pages 
57–78. 

Majone, G (2001b), “Two logics of delegation. Agency and fiduci-
ary relations in EU governance”, European Union Politics, 
2(1), pages 103–121. 

Mayntz, R (1991), ”Scientific research and political intervention — 

the structural development of publicly financed research in the 

Federal Republic of Germany”, in F Orsi Battaglini and F Roversi 
Monaco (editors), The University within the Research System — 

an International Comparison (Nomos, Baden-Baden). 
McCubbins, M D (1984), “Congressional oversight overlooked: 

police patrols versus fire alarms”, American Journal of Political 
Science, 28, pages 165–179. 

Merton, R K (1970 [1938]), Science, Technology and Society in 
Seventeenth-Century England (Harper and Row, New York). 

Miller, G J (1992), Managerial Dilemmas. The political economy of 
hierarchy (Cambridge University Press, Cambridge). 

Moe, T M (1984), “The new economics of organization”, American 

Journal of Political Science, 28(4), pages 739–777. 
Mukerji, C (1989), A Fragile Power. Scientists and the State 

(Princeton University Press, Princeton NJ). 
Polanyi, M (1951), The Logic of Liberty.(Routledge and Kegan 

Paul, London). 
Polanyi, M (1962), “The republic of science”, Minerva, 1, pages 

54–73. 
Rip, A (1994), “The republic of science in the 1990s”, Higher Edu-

cation Studies, 28, pages 3–32. 
Rip, Arie, and Barend J R van der Meulen (1996), “The post-

modern research system”, Science and Public Policy, 23(6), 
December, pages 343–352. 

Ross, S A (1973), “The economic theory of agency: the principal’s 
problem”, American Economic Review, 12, pages 134–139. 

Strom, K (2000), “Delegation and accountability in parliamentary 
democracies”, European Journal of Political Research, 37(3), 
pages 261–289. 

Tullock, G (1966), The Organization of Inquiry (Duke University 
Press, Durham NC). 

Van der Meulen, B J R (1998), “Science policies as principal–
agent games: institutionalization and path-dependency in the 
relation between government and science”, Research Policy, 
27, pages 397–414. 

Weingart, P (1997), “From ‘Finalization’ to ‘Mode 2’: old wine in 
new bottles”, Social Science Information, 36(4), pages 591–
613. 

Weingast, B E (1984), “The congressional–bureaucratic system: a 
principal–agent perspective (with application to the SEC)”, 
Public Choice, 44, pages 147–191. 

Williamson, O E (1975), Markets and Hierarchies (Free Press, 
New York). 

Williamson, O E (1985), The Economic Institutions of Capitalism. 
Firms, Markets, Relational Contracting (The Free Press, New 
York).

 

364



Problems and Perspectives in Management, 4/2004206

Agency Relationships and Governance Mechanisms in 
Service Delivery: A Theoretical Analysis1

Debi P. Mishra2

Abstract

The general topic of service quality has been widely studied in literature on marketing. 

Considered as a whole, researchers have focused on issues concerning the structure of service 

quality (e.g., SERVQUAL dimensions) and underlying psychological processes (e.g., role conflict, 

job stress) that impact delivery. While extant studies have added to our understanding of service 

quality, one notable gap in the literature concerns the lack of attention to agency relationships and 

governance mechanisms that affect delivery. For example, unless appropriate governance mecha-

nisms or safeguards are in place, agents may under-provide or over-provide services, thereby ad-

versely affecting quality. Given the widespread prevalence of agency relationships, the objective 

of this paper is to provide a focused discussion of agency problems and to specify how firms can 

deploy appropriate governance mechanisms to aid in the delivery of service quality. 

I. Introduction 

The general area of service quality has received considerable attention in the marketing 

discipline. Up until the early and mid-1990’s, the central focus of these studies was two-fold. First, 

researchers generated an impressive body of literature on the structure of the service quality con-

struct by studying scale development, measurement, dimensionality, validity, and generalizability 

issues among others (Babukus and Boller, 1992; Babakus and Mangold, 1992). Second, a number 

of studies explored how individual level psychological constructs such as role conflict, role ambi-

guity, role stress, job burnout, and empowerment (Boulding et al., 1993; Cronin and Taylor, 1992) 

affected delivery. In recent years, the emphasis of the field has shifted somewhat with researchers 

focusing on behavioral and financial consequences of service quality. 

While extant research has furthered our understanding of service delivery in a number of 

ways, one important gap in the literature remains unaddressed. Specifically, relatively less atten-

tion has been directed at understanding agency relationships that may serve as failure points by 

impacting quality negatively. An agency relationship is established whenever a principal hires an 

agent to do some work on the principal’s behalf (Fama, 1980; Jensen and Meckling, 1983). The 

central problem in an agency relationship stems from information asymmetry or a situation where 

one party to the exchange such as the agent has more information than the principal (Bergen, 

Dutta, and Walker, 1992). In these situations, monitoring the agent becomes difficult and expen-

sive and the agent may dilute quality. 

Agency problems manifest themselves on a regular basis in service settings. For example, 

Mills (1990) observes that principals (i.e., patients and management) “are often unable to deter-

mine whether the tests and treatments of physicians are appropriate” (p. 35) which, in turn, affects 

service quality. A similar point is illustrated by a story involving Sears, a leading retailer in North 

America which provided unnecessary service to its customers (Wall Street Journal; October 2, 

1992). Since auto-repair service is an experience good (Biehal, 1983; Nelson, 1974), customers 

(principals) who authorized all estimates prepared by Sears’ mechanics (agents) did not know 

whether estimates were inflated or not. According to agency theory, Sears’ agents (mechanics) 

engaged in moral hazard (i.e., opportunistic behavior) in order to earn high commissions because 

                                                          
1 Financial assistance for this research was provided by a 2002 PDQWL grant from the State University of New York, 

Binghamton. An earlier version of this paper was presented at the 2004 American Society for Business and Behavioral 
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Newton and Benie Cencetti. 
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principals (Sears’ management and final customers) could not effectively monitor agents (mechan-

ics). Consequently, service quality at Sears was adversely affected by an inefficient monitoring 

system based on output control (i.e., commissions). Sears subsequently shifted from “the incentive 

compensation system that paid employees solely on the basis of amount of repairs customers au-

thorized” to “a program based on quality instead of quantity” (Wall Street Journal; June 23, 1992, 

p. B1). 

Mechanisms such as compensation systems are governance modes that can ameliorate 

agency problems. The general resolution of the agency problem involves the deployment of both 

ex-ante and ex-post governance mechanisms (Bergen, Dutta, and Walker, 1992). Ex-ante govern-

ance mechanisms such as screening, training, etc. of service providers address the adverse selec-

tion problem while ex-post strategies such as appropriate compensation schemes can ameliorate 

the moral hazard problem in service delivery. 

While the agency relationship between managers and service providers is readily appar-

ent, there is another level of agency relationship involving the final customer as the principal and 

the company’s brand (and managers) as the agent. Since services are characterized by information 

asymmetry or a situation where “buyers (unlike sellers) are not fully informed about product qual-

ity” (Rao and Bergen 1992, p. 413), management has an incentive to signal a firm’s reputation 

(Bloom and Reve, 1990; Fombrun and Shanley, 1990) to the final buyer by using quality cues 

(e.g., price, warranties, certification, investment in firm specific assets, price premiums; Bloom 

and Reve, 1990; Klein and Leffler, 1981; Shapiro, 1983). By reducing information asymmetry 

(through signals of quality), service companies attempt to manage agency relationships with the 

final buyer. 

If customers use signals such as brand names to choose a service company, there is no 

guarantee that promised service will actually be delivered unless managers govern their agency 

relationship with service providers. For example, service quality can be compromised if an indi-

vidual agent decides to behave opportunistically and dilute quality. To sum it up, delivery of de-

sired quality levels in the marketplace is contingent upon the deployment and use of governance 

mechanisms that can manage multiple agency relationships involving: 1) companies and service 

providers, and 2) companies and customers. 

Despite the need to study agency problems little conceptual effort has been directed at re-

searching agency relationships and governance mechanisms in service delivery. For a long time, 

researchers have called for studying internal processes concerning service delivery, but have 

lagged behind in developing appropriate conceptual approaches for studying such problems. Given 

this well articulated need for more studies relating to internal processes, why has the field been 

slow to answer such calls? One reason may be the lack of attention to appropriate theory for guid-

ing research in this area. 

In the light of the preceding discussion, the objective of this paper is to provide a detailed 

theoretical analysis of multiple agency relationships and governance mechanisms in service deliv-

ery. It is hoped that this study will close a major “gap” in our understanding by moving away from 

the extant “black box” attitude that neglects agency problems in service delivery. 

This paper is organized as follows. First, I describe the nature of services and discuss how 

agency relationships manifest themselves at two levels (i.e., company-final customer, and company-

service provider) in a company. This is followed by the delineation and description of a set of gov-

ernance mechanisms that can ameliorate such agency problems. Finally, I comment upon the impli-

cations of this study for service marketers and describe the scope for further research. 

II. The Nature of Services and Levels of Agency Relationships 

Information asymmetry 

There is near unanimous agreement among scholars in marketing (Lovelock, 1983; 

Zeithaml, 1981), organization theory (Bowen and Jones, 1986) and operations/strategic manage-

ment (Nayyar, 1990, 1992, 1993), that intangibility is the critical goods-services distinction from 

which all other differences emerge” (Zeithaml, Parasuraman, and Berry, 1985; p. 33). Intangibility 
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refers to a situation where services “cannot be seen, felt, tasted, or touched in the same manner as 

goods” (Zeithaml, Parasuraman, and Berry, 1985, p. 33). Since services are performances which 

cannot be easily evaluated, one party to the transaction (the service provider) usually possesses 

more information than others (management and final customer). Owing to information asymmetry, 

customers cannot a-priori evaluate a company’s service, while management lacks objective crite-

ria to evaluate service providers. These evaluation problems are a direct consequence of intangibil-

ity or information asymmetry between service providers, agents, and other entities such as manag-

ers and customers (Bowen and Jones, 1986). Note that in the context of a performance evaluation 

problem, information asymmetry is also termed performance ambiguity. For the purpose of this 

paper we will use the terms information asymmetry and performance ambiguity interchangeably. 

Jones (1990) notes that information asymmetry or performance ambiguity “is particularly 

prevalent when the goods or services being purchased are intrinsically complex, and their quality 

can only be evaluated after purchase” (p. 24). The presence of performance ambiguity in the “cli-

ent-firm interface” (Mills and Turk 1986) leads to agency (principal-agent) problems because “one 

party (the principal) engages another party (the agent) to undertake actions on his behalf in situa-

tions of information asymmetry” (Clark and McGuiness, 1987; p. 8). 

Information asymmetry gives rise to two principal-agent levels in a service encounter, i.e., 

between the company and the final customer, and between the company and service providers. 

Information asymmetry presents difficulties for customers to evaluate a service even after con-

sumption (Siehl, Bowen and Pearson, 1992), thereby providing management with an incentive to 

reduce information asymmetry for gaining competitive advantage (Nayyar, 1990). Furthermore, 

information asymmetry also makes it difficult (i.e., costly) for management to monitor and control 

service providers (Anderson and Oliver, 1987; Eisenhardt, 1985). Specifically, management may 

have “limited direct control” over the “quality of service that is delivered”, because “when em-

ployees are delivering intangible services”, “they are essentially acting alone (Bowen and Schnei-

der, 1988; p. 65). 

To sum it up, by incorporating the concept of information asymmetry, researchers can ex-

plicitly focus on two levels of agency problems that are found in service companies. 

II (a). Agency Relationship between Company and Final Customers and Re-

lated Governance Mechanisms 

As Bergen, Dutta, and Walker (1992) note, the “ultimate customer (principal) can be 

viewed as engaged in an agency relationship” with the company (agent) because services are per-

formances (Holmstrom, 1985) which cannot be easily evaluated. Typically, sellers have more infor-

mation than buyers (information asymmetry) about the true quality of the service. This information 

asymmetry can lead to “moral hazard”, because the company may exert less than complete effort in 

providing the service, or it may overprovide the service. Though customers (principals) attempt to 

reduce this information asymmetry by relying on “word-of-mouth” communications (Biehal, 1983; 

Murray, 1991) or by “purchasing” cheap information on the agent (company) from institutions (e.g., 

surrogate customers: Solomon, 1986; consumer reports: Hill and Jones, 1992), management has an 

incentive to reduce information asymmetry for the final buyer by using signals. 

There are three main reasons for firms to signal quality and reduce customers’ adverse se-

lection risks. First, service customers “seek risk-reducing” information because of the “intangible, 

ephemeral, and experiential nature of services” (Murray, 1991, p. 20) in order to make better 

choices (Stigler, 1961). In fact, as Fombrun and Shanley (1990) observe, “the more informational 

asymmetry and ambiguity characterize the interactions between management and stakeholders 

(customers), the more likely the latter are to search for information” (p. 235). Consequently, “ser-

vice firms can develop competitive advantage by exploiting the potential buyer’s incentives to 

lower information acquisition costs when buying services” (Nayyar, 1990; p. 513). Companies 

attempt to reduce information asymmetry by providing customers with surrogate barometers of 

quality (Akerlof, 1970). These surrogates may be considered as signals and defined as “marketer-

controlled easy-to-acquire informational cues, extrinsic to the products themselves, that consumers 

use to form inferences about the quality or value of those products” (Bloom and Reve, 1990; p. 
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59). More technically, using an agency theory perspective, Cooper (1992) comments upon the 

function of signals as follows: 

In many markets, one agent has private information that could help others in mak-
ing their decisions. The uninformed agents would usually adjust their actions to suit their 

environment better if they could learn the private information before making choices. Be-

cause of this potential to change actions, sharing the private information could benefit the 
more informed agents or society as a whole. One method of disclosing private information 

is signaling (p. 431; emphases added). 

Second, by reducing information asymmetry, service companies prevent market failure 

and contribute to social good. For instance, some service companies may exploit information 

asymmetry to their advantage (by engaging in moral hazard) and supply low quality services. 

These firms may earn supernormal profits (because of low production costs), which provide no 

incentive to honest firms for staying in business. In the extreme case, “it is quite possible to have 

the bad driving out the not-so-bad driving out the medium driving out the not-so-good driving out 

the good in such a sequence of events that no market exits at all” (Akerlof, 1970; p. 490). This has 

been termed the “lemons” problem Akerlof (1970). 

Finally, service firms which earn a good reputation by reducing performance ambiguity 

can successfully diversify into related services (Nayyar, 1990) by legitimately transferring their 

reputation to new services. According to Nayyar (1990), “a firm that diversifies into services that 

its existing customers may buy could create a competitive advantage, since it could potentially 

exploit the favorable attention in the information asymmetry distribution faced by potential buyers 

when they consider buying the new service offered by the firm” (p. 516). 

Governance mechanisms 

The general strategy to solve customer’s agency problems is called signaling. Signaling 

strategies which firms may use to reduce information asymmetry for the final buyer are of two 

types, i.e., direct and indirect (Nayyar, 1990). Direct quality signals assure the buyer of a minimal 

level of performance by reducing information asymmetry. The most widely mentioned signals are 

guarantees and certification. Guarantees shift the risk of purchase from the buyer to the seller and 

ensure some level of quality (Akerlof, 1970). According to Hill and Jones (1992), some services 

are inherently difficult for buyers to evaluate prior to purchase. The existence of information 

asymmetry presents customers “with a difficult agency problem” because “the consumer is vulner-

able to opportunistic action on the part of management and the agency problem is solved by the ex-

ante introduction of a warranty into the contracting scheme” (p. 139). The use of warranty as an 

information asymmetry reduction mechanism has also been suggested by Allen (1984), Grossman 

(1981), and Wiener (1985). 

Though some authors (Bergen, Dutta, and Walker, 1992) suggest that the efficacy of 

guarantees is limited because of customers’ proclivities to behave opportunistically (e.g., by falsi-

fying a claim), service marketers (Hart, Schleisinger, and Maher, 1992) have stressed the power of 

unconditional service guarantees. More importantly, service guarantees offered to final buyers also 

act as a vehicle for communicating quality levels to employees. Furthermore, the presence of an 

unconditional guarantee like “customer satisfaction” provides management with objective criteria 

for monitoring boundary spanners (frequency with which guarantees are invoked), whose behavior 

is typically difficult to observe. 

Service guarantees serve to reduce the “gap” (Zeithaml, Parasuraman, and Berry, 1988) 

between management and boundary spanners about quality perceptions. In other words, by offer-

ing guarantees, management attempts to solve not only the agency problem with final customers 

but also the agency problem with service providers. Service guarantees therefore differ from prod-

uct guarantees which are directed solely at the final buyer and are attempts to solve only one level 

of agency problems (between management and the final buyer). In this vein, Nayyar’s (1990) ob-

servation that “warranties covering services are impossible to administer since failure to perform a 

social interaction is generally indeterminable” (p. 514), ignores the potential of service guarantees 

to solve the agency problem between management and service providers. 
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Certification, which indicates the “attainment of levels of proficiency”, also reduces qual-

ity uncertainty (Akerlof, 1970; p. 500). According to Akerlof (1970), “the high school diploma, 

the baccalaureate degree, the Ph.D., and even the Nobel Prize, to some extent, serve this function 

of certification” (p. 500). By prominently stressing the qualifications of their professors, universi-

ties seem to reduce performance ambiguity for freshmen. 

Indirect quality signals serve to reduce information asymmetry for the final buyer by 

stressing a firm’s reputation. Klein and Leffler (1981) suggest two such signals, i.e., price premi-

ums and firm-specific capital investments. Firms can signal high quality by charging prices above 

the market price (i.e., charging a price premium). However, if these firms cheat on quality, a po-

tential stream of future profits would be lost. According to Klein and Leffler (1981), “this price 

premium stream can be thought of as protection money paid by consumers to induce contract per-

formance” (p. 624). Thus, when firms do not deliver the promised level of quality, customers may 

withdraw this deposit, causing the firm to go out of business. Price premiums indirectly reduce 

information asymmetry for buyers by promising quality. A firm charging price premiums have 

every incentive to maintain the quality of its services and reap future profits which are held hos-

tage in view of possible quality dilution. 

Firm specific capital investments yield only “small direct consumer services… relative to 

cost” (Klein and Leffler, 1981; p. 627). For instance, expensive advertising for services character-

ized by high levels of information asymmetry does not necessarily reveal relevant information 

(1974). As an illustration, hospitals’ advertisements do not detail the surgical procedure for pa-

tients with heart problems. On the other hand, the purpose of expensive and “non-informative” 

advertising (Nelson, 1974) is to signal a company’s reputation to the final buyer and to reduce 

information asymmetry. 

Firms making company specific investments trade off “increased consumer service value 

with decreased salvage value” (Klein and Leffler, 1981; p. 627). According to these authors, “the 

expenditures on brand name capital assets are similar to collateral that a firm loses if it supplies 

output of less than anticipated quality (p. 627). Examples of firm specific capital investments are 

logos and expensive signs, ornate settings like expensive carpets and upholstery which yield no 

direct service, human entrepreneurial skills and idiosyncratic knowledge, expensive advertising, 
and celebrity advertising (Klein and Leffler, 1981; Rubin, 1990). 

Interestingly, it has been recognized that the use of ornate settings or “elaborate service-

scapes” (Bitner, 1992) is an attempt to make the service ambience physiologically pleasant for the 

customer (Bitner, 1992). However, agency theory suggests that ornate settings in hospitals are sig-

nals of reputation which management uses to solve the agency problems with patients. In other 

words, patients realize that hospitals have sunk a lot of money into these expensive investments 

(e.g., ornate settings). Consequently, firms cannot possible cheat on quality. 

In a study on the relationship between reputation effects and price premiums, Rao and 

Bergen (1992) found out that reputable sellers could not command price premiums. One possible 

explanation for this finding is that these sellers did not make commensurate investments in firm 

specific assets. As Klein and Leffler (1981) note, firms may command price premiums only when 

commensurate investments have been made in firm specific assets. In other words, buyers may not 

pay high prices to “seemingly” reputable agents who do not make collateral investments, fearing a 

“rip-off” (Dejong, Forsythe, and Lundholm, 1985). 

Though a number of signaling strategies have been suggested in the literature (e.g., warran-

ties, certification, investments), existing theory does not comment upon the relative importance of 

these signals for solving agency problems. Echoing this point, Rao and Bergen (1992) note that “fu-

ture research will be required to suggest which of these many devices is most appropriate for a given 

situation” (p. 421). There is some discussion in literature on strategic management (Nayyar, 1990) 

that firms may focus more on indirect signals of quality (e.g., reputations) than on warranties and 

certification. As Nayyar (1990) notes, “certification, too, is so widely prevalent as to make it of no 

consequence in consumer choice behavior” (p. 514). Perhaps companies realize that reputation is an 

idiosyncratic asset (Rashid, 1988) which cannot be easily duplicated by competitors. 
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II (b). Agency relationship Between Company and Service Providers and Re-

lated Governance Mechanisms 

Service is finally delivered to customers by boundary spanning employees (Aldrich and 

Herker, 1977). When performance ambiguity is high, management (principal) cannot completely 

and costlessly monitor the actions of service providers (agents). Due to incomplete monitoring, 

service providers may engage in moral hazard (opportunistic behavior) and oversupply or under-

supply the service, thereby adversely affecting service quality. Moral hazard is a typical problem 

when services are high in credence properties (e.g., medical care and education; Darby and Karni, 

1973). For instance, Swedlow et al. (1992) note that “MRI (Magnetic Resonance Imaging) scans 

(were) medically inappropriate 38% more often when ordered by self-referring physicians, sug-

gesting increased rates of use in this group” (p. 1506). In a similar vein, Gomez-Mezia and Balkan 

(1992) observe that “in a university setting, principals face a classical agency problem with respect 

to faculty” and that “information asymmetries between faculty and administrators (principals) cre-

ate steep agency costs for the latter if they attempt to directly monitor faculty behavior” (p. 923). 

Furthermore, most professors in universities have a lot of freedom in designing courses and con-

ducting research. There is a possibility that a professor may engage in moral hazard by putting in 

less effort into teaching and research than into consulting. University administrators face therefore 

the classic agency problem of preventing “faculty members (agents) from taking advantage of their 

privileged and nonprogrammable position” (Gomez-Mezia and Balkan, 1992; p. 924). 

Governance mechanisms 

Management solves the agency problem with boundary spanning employees by using 

various types of control mechanisms (i.e., output and behavior controls: Eisenhardt, 1985; Ouchi, 

1980). One approach to managing such information asymmetry entails the resolution of adverse 

selection or hidden action problems (Bergen, Dutta, and Walker, 1992). 

According to the adverse selection model, managerial strategies depend on the extent to 

which agent’s actions can be costlessly observed. In general, when management can observe the 

behavior of boundary spanners easily, behavior control strategies (e.g., hourly pay systems) are 

suggested. This method of control is suitable for services characterized by low information asym-

metry (e.g., grocery stores, where a sales clerk’s actions are routinized). On the other hand, agency 

theory recommends the use of output control (e.g., commissions) when employee behavior cannot 

be costlessly observed. However, for highly intangible services (e.g., medical care and education), 

a commission system may be inappropriate because it places little emphasis on customer satisfac-

tion (Anderson and Oliver, 1987). Accordingly, management uses complex compensation systems 

for aligning the interests of service providers with those of the company. For instance, Gomez-

Mezia and Balkan (1992) note that university administrators often tie a professor’s compensation 

to the number of quality journal articles he or she publishes. Likewise, hospitals may link the bo-

nuses of physicians to “patient satisfaction” scores (Dranove and White, 1987).  

It should be noted that applications of agency theory in marketing have concentrated rather 

narrowly on “salesperson’s compensation” issues (John and Weitz, 1989; Lal and Staelin, 1986; 

Oliver and Weitz, 1991). Practically no attention has been directed at ex-ante strategies which man-

agement can use (e.g., rigorous screening of employees) to prevent ex-post contractual problems 

(e.g., shirking by service providers). In agency theory parlance, hidden information or adverse selec-
tion strategies (e.g., screening, socialization, and training: Bergen, Dutta, and Walker, 1992) have not 

been researched. For intangible services, management often uses rigorous screening procedures to 

ensure that service providers’ subsequent performances are congruent with company objectives. For 

example, university professors at the entry level are selected through a rigorous process which in-

volves several rounds of screening (preliminary screening, initial interview, campus visits and pres-

entations and careful consideration of reference letters). By following this extended search procedure, 

universities try to discover as much “hidden information” as they can on a candidate prior to his or 

her selection. Another example of how service companies rigorously select and train service provid-

ers is provided by an illustration in the Wall Street Journal (January 25, 1993): 
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Kaiser Permanente, a health maintenance organization… is often cited as a model 

health plan for managed competition. It recruits doctors through an evaluation process that 

includes a rigorous review of training and credentials and hires them as probationary em-
ployees for three years. At the end of that period, doctors are voted in as full-fledged mem-

bers by their peers, based on advanced training, perceptions of competence as such factors 

as rapport with patients and staff (p. A12). 

Note that although Gomez-Mezia and Balkan (1992) correctly view the relationship be-

tween administrators and professors as an agency problem, they focus only on “compensation”. In 

other words, though “hidden action” or moral hazard problems have been addressed in the litera-

ture, “hidden information” issues have received less attention. In the context of services, it is im-

perative to research both “hidden action” and “hidden information” models. 

The findings from agency studies on salesforce compensation plans (Oliver and Weitz, 

1991) are relevant to service organizations. However, some clarifications are in order. In the sales-

force literature, the exogenous concept of environmental uncertainty determines subsequent com-

pensation plans (e.g., salary or commissions) for boundary spanners. Environmental uncertainty is 

often operationalized as uncertainty in the relationship between effort expended and sales (results) 

(Oliver and Weitz, 1991). John and Weitz (1989) measure uncertainty of “product sales” as an 

indicator of environmental uncertainty. The focus on “sales” inevitably excludes any consideration 

of services as salespeople may overprovide services in order to earn high commissions, thereby 

affecting customer satisfaction and service quality. The Sears situation discussed earlier vividly 

illustrates the adverse effect of “commission” systems on service quality. According to agency 

theory, the use of output control systems for salespeople is less effective when environmental un-

certainty is high, because agents are assumed to be “risk averse”. Being risk averse, agents facing a 

highly uncertain environment will not opt for a commission system. In other words, they are better 

off with some assured compensation (e.g., salary). In sum, agency theory predicts that when envi-

ronmental uncertainty is high, salary based systems are effective because of the “risk averse” na-

ture of agents. On the other hand, when environmental uncertainty is low, salary is also the domi-

nant compensation mode because an agent’s behavior can easily be observed (by management). 

The findings from compensation schemes for salespeople is directly applicable to service 

settings although it is important to recognize that “risk aversion” plays no part in determining 

compensation of service providers. For instance, when information asymmetry is low, manage-

ment can easily observe an agent’s behavior and a ‘salary’ system is recommended. When infor-

mation asymmetry is high, output based systems are inadequate because agents may engage in 

‘moral hazard’ and overprovide or underprovide services to final customers. Hence, when infor-

mation asymmetry is high, service providers may be compensated with ‘salary’ not because they 

are ‘risk averse’, but because they may provide poor service to the final customer. Furthermore, 

when information asymmetry is high, a complex compensation system for agents which incorpo-

rates notions of service quality and customer satisfaction may also be used. In any case, output 

control systems are clearly inappropriate in a service setting because they can compromise service 

quality – a point recognized by Anderson and Oliver (1987). 

In sum, managerial strategies for solving the agency problem with service providers 

should include elements from both the “hidden action or moral hazard” and the “hidden informa-

tion or adverse selection” models. Perhaps less attention has been paid to “hidden information” 

strategies because they have traditionally been considered outside the domain of “agency” theory 

(Eisenhardt, 1985). As such, the incorporation of “hidden information” models into agency theory 

in recent studies (Bergen, Dutta, and Walker, 1992) is a welcome trend. 

Interdependencies between agency relationships 

Although agency relationships in a service organization exist at two levels, they are inter-

dependent. Management solves the agency relationship with final customers by using signals of 

reputation. Reputation is defined as “a set of attributes ascribed to a firm, inferred from the firm’s 

past actions” (Weigelt and Camerer, 1988; p. 443). Service firms assure customers of quality by 

stressing reputations. Klein and Leffler (1981) argue that investments in firm specific assets are 
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essentially reputation building activities which serve to assure buyers about quality. In other 

words, by compromising on quality, these firms risk the appropriation of future quasi-rents (Klein, 

Crawford, and Alchain, 1978). Rashid (1988) articulates this point well by noting that “when sig-

nificant amounts of money are invested, the businessman tells that he plans to stay for some time 

to come… in the long run the only way to stay is by pleasing customers… this requires providing 

them with the goods they really want… this long-term dependence of producers on customers is 
perhaps the most effective guarantee of quality” (p. 248; emphasis added). 

According to Camerer and Vepsalainen (1988), managers have an incentive to maintain 

the reputation of their firms. The owner-manager has an incentive to maintain his firm’s reputation 

so as to increase its salvage value. On the other hand, in the case of firms where ownership and 

control are separated, “managers are continuously ‘selling’ the firm to new owners through capital 

markets… managers who erode the firm’s reputation are depreciating an intangible asset and are 

vulnerable to market discipline like takeover attempts” (p. 118). 

Maintaining a firm’s reputation solves the agency problem between management and the 

final customer because reputation is essentially an information asymmetry reduction strategy. On 

the other hand, service is actually delivered by a distant boundary spanner who may act in his or 

her self interest and compromise on quality. Management is therefore faced with a problem of 

safeguarding its reputation because it is involved in a second agency relationship with the service 

provider. In this sense, the two agency levels appear to be inter-related. In other words, the greater 

the use of reputation by a management for reducing performance ambiguity for the final customer 

is, the greater the need to monitor service providers appears to be. Klein and Leffler (1981) discuss 

this problem in the context of a franchisor-franchise relationship: 

The existence of independent competitive retailers that do not have any ownership 
stake in this firm specific asset and yet can significantly influence the quality of the final 

product supplied to consumers creates a severe quality-cheating problem for the manufac-

turer. Manufacturers may protect their trademarks by imposing constraints on the retailer 
competitive process including entry restrictions, exclusive territorial grants, minimum re-

sale price maintenance, and advertising restrictions that will assure quality by creating a 

sufficiently valuable premium stream for retailers” (Klein and Leffler, 1981; p. 633). 

In a similar vein, Brickley and Dark (1987) argue that “a major problem facing companies 

with valuable names is controlling the action of agents throughout the organization to assure the 

continued value of that trademark” (p. 403). An example of how reputation effects can be com-

promised in a service setting because of agency problems between management and service pro-

viders is illustrated by Dejong, Forsythe, and Lundholm (1985). These authors explicitly model 

reputation effects in studying a principal-agent problem in the stock market. The findings of this 

study indicate that “while there is evidence of reputation effects in these markets seemingly repu-

table agents are often able to use opportunities for false advertising to their advantage and ‘rip-off’ 

principals” (p. 809). To sum it up, reputation effects alone do not guarantee quality because “the 

presence of moral hazard does indeed lead to the provision of nonoptimal levels of services in an 

agency relationship (between management and the service provider) (Dejong, Forsythe, and Lund-

holm, 1985, p. 819). 

The notion of multiple agency relationships, their interrelated nature, and the impact of 

governance mechanisms on service delivery are depicted in Figure 1. Panel A of the figure depicts 

the simplest possible agency relationship between a single principal and a single agent. For exam-

ple, when a patient (principal) obtains service from an independent physician (agent), such a rela-

tionship is established. From the principal’s standpoint, the two main agency problems that need to 

be governed are as follows: i) adverse selection, and ii) moral hazard. Efforts undertaken by the 

patient to pre-qualify an independent physician such as screening, word-of-mouth referrals from 

other patients, etc., constitute governance mechanisms for resolving the adverse selection problem. 

Moral hazard or hidden action problems may come up after the patient has begun visiting the phy-

sician on a regular basis. Governance mechanisms that ameliorate moral hazard may have to do 

with the length of the doctor-patient relationship and the building up of trust. As such, doctor-

patient relationships are often sticky because principals having resolved adverse selection and 
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moral hazard problems do not wish to grapple with additional uncertainty by switching to a new 

physician. In this setting, using compensation as a governance mechanism appears less relevant 

given institutionalized compensation practices. 

Next, consider panels B and C of Figure 1 that depict multiple agency relationships. The 

key idea is that multiple agency relationships are i) interdependent, and ii) need to governed simul-

taneously in order to yield optimal quality outcomes. In Panel B, consider a situation where 

McDonald’s as the franchiser (principal) deals with the individual franchisee (agent). McDonalds 

faces both adverse selection and moral hazard problems because individual franchisees that are far 

removed from headquarters may dilute delivered quality. These problems are managed in several 

ways. In addition to instituting governance mechanisms like pre-qualification and training of fran-

chisees, McDonald’s also employs District Sales Managers (DSM’s) who undertake field visits to 

monitor individual franchisees. Hence, the DSM is a principal in his or her relationship with the 

franchisee and is an agent of McDonalds. To deliver optimal levels of quality, McDonald’s has to 

craft appropriate governance safeguards at the level of the DSM also, e.g., through pre-

qualification and compensation mechanisms. However, in governing the relationship with DSM’s 

(Level 1), agency relationships at another level (Level 2) may also be affected. For example, if the 

DSM is compensated on the basis of sales, he or she, in turn, may impose additional burden on 

franchisees by imposing unattainable sales goals on them. As a consequence, individual franchi-

sees can get de-motivated and may switch to competition. 
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(District Sales Manager) 

Agent 

(Individual Franchisee) 

Principal/Agent 
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Fig. 1. Simple and Interdependent Agency Relationships in Service Delivery 
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Panel C depicts a situation described earlier. Typically, automotive repair chains such as 

Firestone, Midas, Goodyear, Sears, etc. invest considerable resources in promoting their brand. 

Brand image, in turn, acts as a quality signal and governs customers’ adverse selection concerns. 

In general, other things being equal, customers are more likely to choose a brand that is widely 

advertised and has a national presence. However, governing this level of agency relationship 

(Level 2) is contingent upon how other agency relationships are managed. In the simplest case, 

promise quality at level 2 may be diluted if management has not solved the agency relationship 

with mechanics or managers who are directly involved in providing the service (Level 3). In sum, 

optimal delivery of service quality entails i) the crafting of appropriate governance mechanisms, 

and ii) the resolution of interdependency problems. 

III. Implications And Scope For Further Research 

It was argued at the outset that agency problems in service delivery have not received any 

systematic attention in marketing. This gap in the services literature is surprising because most 

service arrangements in today’s society are agency relationships. Specifically, in keeping with the 

transition from an agrarian economy to industrial one, role specialization has engendered the mod-

ern agency problem. To address this shortcoming, we used agency theory to study multiple levels 

of agency relationships and specified appropriate governance mechanisms. This study has implica-

tions for managers and researchers. 

Managerial implications 

Managers should realize that service quality involves more than a smile or a handshake. 

Quality is the result of a process which starts within the organization. Service organizations are 

characterized by the presence of agency relationships where parties often have divergent interests. 

The successful resolution of agency problems at different levels within an organization is the sine-

qua-non for achieving quality. 

Despite the obvious importance of understanding agency relationships, prescriptions from 

extant research can be summarized in the following sentence: These are the dimensions of quality, 

now manage your internal activities in accordance with these dimensions to that you achieve that 
elusive mantra for profitability – quality. In sum, no systematic understanding exists in the litera-

ture on how managers should manage agency relationships in which they are involved. For in-

stance, the Sears example discussed earlier is a classic case of mismanagement of an agency rela-

tionship where two principals (Sears’ management and the final customer) and an agent (Sears’ 

mechanics) were locked in an inefficient arrangement that compromised quality. 

By viewing monitoring and control systems through the powerful lens of agency theory, 

managers can be better equipped to solve these problems. First, by classifying their service along 

the dimensions of information asymmetry, managers will be sensitized to the relative importance 

of monitoring problems. Second, the recognition of agency problems may help management to 

transmit signals to final customers. For example, management may realize that it cannot charge 

premium prices for its service without making appropriate investments in improving the ambience 

of the service setting. Quality conscious customers will perceive these specific investments as 

“collaterals” for price premiums. Advertising strategies which stress the company’s reputation 

may also send powerful quality signals to customers. Furthermore, if guarantees are widespread, 

management can gain competitive advantage by introducing unconditional guarantees. Third, ap-

preciation of agency problems may motivate management to design appropriate compensation 

schemes for service providers. For example, a dentist’s compensation may be tied to patient satis-

faction scores. In this way, management can dovetail its monitoring of service providers with its 

objective of providing superior quality. 

Scope for further research 

An obvious avenue for future research is to formulate empirically testable hypotheses in 

the context of extant theory. Researchers may also incorporate “organizational culture” concepts 

(Deshpande and Webster, 1989; Deshpande, Farley, and Webster, 1993) to better understand 

374



Problems and Perspectives in Management, 4/2004216

agency problems. Attention to culture issues is desirable because shared ideas and beliefs can 

minimize the divergent interests of parties involved in an agency relationship. For example, re-

searchers can empirically determine the relative importance of agency strategies and organiza-

tional culture in delivering service quality. The results of such an empirical study may directly 

impinge upon the debate in marketing and organization behavior about the narrow focus of agency 

theory on human opportunism. There is some empirical evidence in literature on marketing (Heide 

and John, 1992) which suggests that innate human values like trust and norms may act as safe-

guards against human opportunism. In fact, in some organizations, culture may be the most impor-

tant determinant of service quality. 

Finally, the conceptual framework offered in this study can be extended to better under-

stand various “forms” of service organizations. For instance, the health care industry has different 

types of organizational forms, e.g., fee-for-service, autonomous physicians, health maintenance 

organizations, referral networks. In the fee-for-service form, the agency arrangement between a 

doctor and his or her patient is rendered efficient because principals develop close relationships 

with agents. This relationship assures the doctor of continued loyalty and future business. On the 

other hand, health maintenance organizations manage agency relationships with doctors through 

various compensation schemes and socialization strategies. In this vein, we may note that the rela-

tionship between a customer and a “surrogate customer” (e.g., expert services like stock-analysts) 

is not a principal-agent relationship. By employing a surrogate customer, the buyer attempts to 

obtain cheap information on the agent, i.e., on the company where he or she desires to buy the ser-

vice. To sum it up, many forms of service delivery in today’s business environment can be studied 

by using principles derived from agency theory. 
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■ Abstract In an agency relationship, one party acts on behalf of another. It is
curious that a concept that could not be more profoundly sociological does not have a
niche in the sociological literature. This essay begins with the economics paradigm of
agency theory, which casts a very long shadow over the social sciences, and then traces
how these ideas diffuse to and are transformed (if at all) in the scholarship produced
in business schools, political science, law, and sociology. I cut a swathe through the
social fabric where agency relationships are especially prevalent and examine some of
the institutions, roles, forms of social organization, deviance, and strategies of social
control that deliver agency and respond to its vulnerabilities, and I consider their impact.
Finally, I suggest how sociology might make better use of and contribute to agency
theory.

INTRODUCTION

Let me introduce myself. I am an agent. The editors of the Annual Review of
Sociology delegated to me the task of writing an essay on agency theory. They are
the principals and together we are bound in a principal-agent relationship. They
have a principal-agent relationship with you (the readers) as well. They are your
agents, and so am I, although not every agency theorist would agree with my loose
conceptualization of your role in this, and few would be interested in you at all
(although I am).

I am not sure how or why my principals selected me for this task. Perhaps they
“Googled” me. I do use the words “agent,” “principal,” and “agency relationship”
a lot. But I doubt that they used a more sophisticated search engine. If they had,
they would have realized that I have never used the words “agency” and “theory”
side by side (although I guess it’s possible that they did and wanted someone who
is not so identified with this peculiar way of understanding social reality or is not
solidly in one camp or another in a rather contentious literature).

In any event, in selecting me and all the other authors in this volume, they
faced a classic agency problem of asymmetric information. We know far more
about ourselves—our abilities, expertise, honesty, etc.—than they do, and we
sometimes make matters worse by exaggerating our talents. I know how much
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of the agency literature I have bothered to read and how much of it I understand.
I know whether I skip the paragraphs in the economics articles that begin, “let
gamma be. . .” and then go on to use mathematical fonts I can’t even find on my
computer. I know better how good a sociologist I am and how analytical and
original I am or am capable of being. I know better how many other projects I
have on my plate right now and how responsible, conscientious, and diligent I
am. Actually I know who would have been a better choice to write this essay.
But my editors/principals don’t. They never do, and therefore every assignment
in this volume is tainted by adverse selection (in the insurance vernacular) or
what Arrow (1985) calls “hidden information”: they “will attract a dispropor-
tionate number of low-quality applicants” (Moe 1984, p. 755). The principals
probably could have found someone better but just didn’t know enough to iden-
tify them or didn’t provide incentives compelling enough to attract them. So they
got us.

Of course, that is not their only agency problem. Information asymmetries
not only mean that principals don’t know the true “type” (to borrow from the
agency theory jargon) of the varied candidates in the pool of potential agents, but
they also don’t know what we are doing once they select us. They don’t know
what I am reading, if anything, or whether I am scouring literature reviews or
plodding through the actual primary sources. They don’t know whether I have
been thorough or fair. They don’t know if I got someone else to write this for
me or if I plagiarized it. Agency theorists are mostly worried that I might be
shirking—not working hard enough, if at all. Many theorists also assume that I am
“opportunistic” [pursuing self-interest with “guile” (Williamson 1975)] and will
take advantage of the “perquisites” of this appointment for my own benefit. But
sadly, my agency-savvy principals didn’t give me any perquisites. (I have tried
to use my inside information to trade on Annual Review futures, but I can’t find
this product on any of the commodities exchanges.) My principals, then, are also
threatened by the version of informational asymmetry known in insurance as moral
hazard, or what Arrow (1985) labels “hidden action.”

The one thing they can be sure of is that our goals are incompatible. My prin-
cipals want the “highest-quality scientific literature reviews in the world” that
“defin[e] the current state of scientific knowledge,” and they want them on time
and in the correct format (Annual Reviews 2003, pp. 2, 18). I want the glory with
none of the work and desperately need the deadline to be extended. And I will
exploit all the information asymmetries I can contrive to insure that I maximize
my own interests at their expense.

So what do the poor principals do? Agency theory dictates that my principals
will try to bridge the informational asymmetries by installing information sys-
tems and monitoring me. My manuscript will be peer reviewed, for example. And
because my reputation is tied up in the quality of my work, they can count on
some self-regulation on my part. They also offer me incentives in an effort to align
my interests with theirs. They tell me that the earlier my manuscript arrives, the
closer it will be placed toward the front of the volume. [So the position of this
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chapter tells you something about my character, that is, if my principals are of the
trustworthy type—something the sociologists (Perrow 1986), but apparently not
the economists, are worried about.]

As part of this incentive alignment, my principals compensate me, not for my
agreement to do this work for them or for the amount of time I spent on the project—
consistent with a “behavior-oriented contract”—but for what I actually deliver, an
“outcome-oriented contract.” They tell me that if the manuscript arrives late, they
will not guarantee that they will publish it at all, ever (and you know how difficult
it will be to recycle this sort of review essay into another journal). That, of course,
shifts the risk to me, because events outside of my control (like the fact that a
lightening strike or virus fried my hard drive) or other environmental uncertainties
may affect my ability to deliver on our agreement. Agency theory reminds us
that, although principals are risk neutral (they have diversified and have plenty of
other manuscripts to use), agents are risk averse, because they have placed all their
eggs in this one basket. That is another reason our interests conflict, by the way;
shrouded behind my information asymmetries, I will do perverse things contrary
to my principal’s welfare to protect myself from risk. All these efforts undertaken
by my principals, coupled with the fact that I still didn’t give them exactly what
they wanted, constitute agency costs. The trick, in structuring a principal-agent
relationship, is to minimize them.

This introduction more or less represents a cartoon version of the classic eco-
nomics account of agency theory. I begin here because, as in many things, the
economics formulation of agency theory is the dominant one and casts a very long
shadow over the other social sciences. Because it gets all the attention and there
are already excellent reviews of this literature (e.g., Moe 1984; Eisenhardt 1989;
Mitnick 1992, 1998), this essay briefly traces some of the alternative disciplinary
approaches—especially in law, management, and political science. Then I turn
to sociology, where the literature on agency theory is especially sparse, and ask
how it could be that a relationship—acting on behalf of another—that could not
be more profoundly sociological does not seem to have a niche. Finally, I suggest
what that niche might look like.

ECONOMICS AND BEYOND

The main thing missing from my cartoon version of the economics of agency
(unfortunately, from this agent’s perspective) is any money changing hands. Con-
sequently, a few of the traditional options for aligning my incentives with my
principals (commissions, bonuses, piece rates, equity ownership, stock options,
profit sharing, sharecropping, deductibles, etc.) are missing, as are some of the
governance mechanisms or devices principals contrive to monitor their agents
(e.g., boards of directors, auditors, supervisors, structural arrangements, and so
forth). Also missing are a few of the things I might have done to reassure my prin-
cipals or keep their monitors at bay: I could have bonded myself or perhaps posted
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a hostage who or which wouldn’t be released until I turned over the manuscript.
All these devices also figure into the accounting of agency costs.

Nonetheless, my case study actually accords better with classic agency the-
ory in economics than the scenarios economists usually model. Ours is a dyadic
relationship between individuals; economists study firms and typically focus on
the relationship between owners and managers or employers and employees. The
assumption of methodological individualism makes this transformation seamless.
In the classic articulation of agency theory in economics, Jensen & Meckling
(1976) assert that “most organizations are simply legal fictions which serve as a
nexus for a set of contracting relationships among individuals” (p. 310). In this
paradigm, agency relationships are contracts, and the incentives, monitoring de-
vices, bonding, and other forms of social control undertaken to minimize agency
costs constitute the elements of the contract.

Economists make problematic the nature of these contracts. Those with a math-
ematical bent (in what is known as principal-agent theory) model the “structure of
the preferences of the parties,” “the nature of uncertainty,” and “the informational
structure” on contracting practices. A more descriptive and empirical trajectory
(known as positive agency theory) examines “the effects of additional aspects of
the contracting environment and the technology of monitoring and bonding on the
form of the contracts and the organizations that survive” (Jensen 1983, p. 334; see
also Eisenhardt 1989).

The assumption that complex organizational structures and networks can be
reduced to dyads of individuals is one of many assumptions—regarding efficiency
and equilibrium, that individuals are rational and self-interested utility maximizers
prone to opportunism, etc.—that are off-putting to other social sciences. To be
tractable, however, mathematical modeling requires such simplistic assumptions,
as even a very flattering review of that literature concedes:

[S]uch a framework sometimes encourages highly complex mathematical
treatment of trivial problems; form tends to triumph over substance, and an-
alytical concerns tend to take on lives of their own that have little to do with
the explanation of empirical phenomena. . .. [M]uch of the current literature
focuses on matters of little substantive interest (Moe 1984, p. 757).

One of the economists most identified with agency theory admits that “authors
are led to assume the problem away or to define sterile ‘toy’ problems that are
mathematically tractable” (Jensen 1983, p. 333).

Much of the scholarship on agency outside of economics begins by relaxing
or jettisoning the unrealistic assumptions of the economics paradigm and trans-
forming the rigid dichotomies into more complex variables. The first assumption
to go, of course, is that of a dyadic relationship between individuals. As Kiser
(1999) observes, classic agency theory “is an organizational theory without orga-
nizations” (p. 150). Scholarship across many disciplines brings organizations of
all sorts back in and looks far beyond the economists’ favorite poster children of
shareholder/manager and employer/employee as they investigate when and how
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agency relationships are established and regulated. Looking beyond the abstract,
cloistered dyad also reveals that actors are not just principals or agents, but of-
ten both at the same time—even in the same transaction or hierarchical structure.
I may be an agent to the editors of the Annual Review, but I am also the would-be
principal to the scores of research assistants who I wish existed to assist me on
this project. The CEO may be an agent of the stockholders and the board, but
he or she is simultaneously the principal in a long chain of principal-agent rela-
tionships both inside and outside the corporation. What occurs at some node in
that network of agents acting on behalf of the CEO figures significantly in the
agency contract between the CEO and the shareholders. Just ask Kenneth Lay at
Enron.

Moreover, the assumption of a solitary principal and agent is invariably extended
to include multiple principals and agents. This is not just a matter of verisimilitude.
Theories become much more complex (and interesting) when they allow for the
possibility that collections or teams of principals (or agents) disagree or compete
over interests and goals—a feature of agency relationships Adams (1996) dubs the
“Hydra factor.” How do agents understand and reconcile the duties delegated to
them when they are receiving mixed messages and conflicting instructions—and
incentives—from multiple principals? How do they do so when the contract is
exceptionally vague by design, to paper over the irreconcilable differences among
principals with conflicting interests—say, controversial legislation that requires
implementation? When do these cleavages among and collective action problems
faced by principals give agents opportunities to play one principal off against
another?

Multiple agents who have been delegated to undertake a task collectively add
other wrinkles to the economists’ models. Agents, too, have competing interests;
indeed the interests of some agents may be more congruent with those of their prin-
cipals than with the other agents. Some agents are more risk averse than others;
incentives work differently on different agents. Some agents may be free riders.
And the existence of multiple principals and multiple agents sometimes increases
the informational asymmetries and the difficulties of monitoring. These asymme-
tries are among the reasons organizational crimes can flourish undiscovered for
long periods of time buried in complex structures of action. At other times, mul-
tiple parties help to right the imbalance of information, such as when competitive
agents leak information to principals in an effort to get an upper hand over other
agents (Waterman & Meier 1998).

The assumption that principals are in the driver’s seat—specifying preferences,
creating incentives, and making contracts that agents must follow—is also prob-
lematic (Heimer & Staffen 1998, Sharma 1997). When principals seek out agents
for their expert knowledge, when principals are one-shotters and agents repeat
players, when principals are unexpectedly foisted into a new role with no time or
life experience to formulate preferences, let alone a contract or monitoring strat-
egy [e.g., the new parents of a critically ill newborn (Heimer & Staffen 1998)], the
asymmetry of power shifts from the principal to the agent.
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Other scholars remove the economists’ blinders that cause them to focus only on
the self-interest and opportunism of agents and the difficulties of regulating them.
Perrow (1986), for example, accuses the economics paradigm of being incapable of
keeping its eye on both sides of the principal-agent relationship and of recognizing
that agency problems on the agent side of the relationship are often mirrored on the
principal side. He observes that the theory is indifferent to principal type that may
lead to adverse selection by agents who may be unwittingly drawn to principals
who shirk, cheat, and opportunistically seize perquisites for their own use; who
deceive (e.g., about hazardous working conditions, opportunities for advancement,
etc.); and who exploit their agents. Blind to the asymmetries of power that course
through these relationships, classic agency theory, Perrow argues, is profoundly
conservative, even dangerous.

Perrow (1986) also rejects the assumption that parties are invariably work
averse, self-interested utility maximizers. He observes that in some settings or
organizational structures, human beings are other-regarding, even altruistic, and
he faults classical agency theory for its inattention to the cooperative aspects of
social life. This critique is continued in what has become known in the manage-
ment literature as stewardship theory, which views agents as good stewards and
team players and replaces assumptions of opportunism and conflict of interest with
those of cooperation and coordination (Donaldson 1990).

As other disciplines wander away from the market as the site of theoretical
and empirical work on agency, the irrelevance or variability of the classic assump-
tions and solutions to the agency problem becomes even more apparent (Banfield
1975). Work in political science particularly confronts the limitations of a theory
of markets. As Moe (1984) observes,

the more general principal-agent models of hierarchical control have shown
that, under a range of conditions, the principal’s optimal incentive structure
for the agent is one in which the latter receives some share of the residual in
payment for his efforts, thus giving him a direct stake in the outcome. . . . For
public bureaucracy, however, there is no residual in the ordinary sense of the
term (p. 763).

There is no profit that can be distributed to members of public agencies for ex-
emplary behavior. Scholarship on agency relationships, such as between the leg-
islative or executive branch and administrative agencies, may continue to employ
economic metaphors: Politicians need to maximize their votes; bureaucrats need to
maximize their budgets. But the metaphor fails to capture the range of incentives
at play in the political arena, many of which revolve around policy rather than
profit (Waterman & Meier 1998). Indeed, the salience of policy commitments un-
dermines our expectation of goal conflict between principals and agents, who may
sometimes share policy goals (or, more accurately, some among the collections
of multiple principles and agents might do so). The extent, sources, and strate-
gies of compensating for information asymmetries also vary considerably as one
moves away from market settings (Waterman & Meier 1998, Worsham et al. 1997,
Sharma 1997, Banfield 1975).
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Finally, scholars from varied disciplines outside of economics also abandon
the assumption of an acontextual, ahistorical, and static relationship between prin-
cipals and agents (Mitnick 1992). Agency relationships are enacted in a broader
social context and buffeted by outside forces—other agency relationships, com-
petitors, interest groups, regulators, legal rules, and the like—that sometimes right
informational imbalances, offer or constrain incentives, exacerbate the risk of ad-
verse selection or moral hazard, provide cover or opportunity for opportunism, and
so forth. Relationships endure over time, affording principals and agents occasions
to gather data about one another. Principals learn better which incentives are likely
to work. Agents learn more about the preferences of the principals they serve. They
develop reputations. Relationships become embedded as parties develop histories
and personal relationships and become entangled in social networks (Granovetter
1985). Over time, agents acquire constituencies other than their principals that
buffer them from the contracting, recontracting, and sanctioning of their princi-
pals. And as agents (government bureaucrats, corporate managers) outlast their
principals (legislators, CEOs), the balance of power between principal and agent
may shift.

Management

The agency theory paradigm, first formulated in the academic economics litera-
ture in the early 1970s (Ross 1973, Jensen & Meckling 1976) had diffused into
the business schools, the management literature, specialized academic and applied
practitioner journals, the business press, even corporate proxy statements by the
early 1990s, representing a new zeitgeist and becoming the dominant institutional
logic of corporate governance (Zajac & Westphal 2004). Corporations announced
the adoption of new policies, explicitly invoking agency theory buzzwords about
aligning incentives, discouraging self-interested behavior by managers, and re-
ducing agency costs. Indeed, some adopted new policies that embraced an agency
rationale without bothering to implement them, simply jumping on the bandwagon
of a socially constructed institutional logic that bestowed increased market value
on symbolic declarations alone (Zajac & Westphal 2004).

Despite the fascinating case study in social movements (Davis & Thompson
1994), the diffusion of innovations, and the sociology of knowledge that these
developments offer, they also had a significant impact on the intellectual agenda
of the academy, spawning a massive empirical literature in management and or-
ganizational behavior. Agency theory has become a cottage industry that explores
every permutation and combination of agency experience in the corporate form.
Because the work is largely empirical, it by necessity relaxes some of the assump-
tions of classic agency theory in economics; it turns dichotomies into continuous
variables, breathes life into abstract categories, and situates inquiry in at least some
limited context. Still, it is closely wedded to the questions raised in economics and
the settings invoked by economic models.

The most popular stream of literature focuses on incentive alignment, partic-
ularly compensation policies. Empirical studies consider the types and correlates
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of and trade-offs between behavior-oriented (salary) and outcome-oriented (piece
rates, commissions, bonuses, equity ownership and other devices that link compen-
sation to shareholder wealth) compensation (Eisenhardt 1989). A second stream
examines corporate governance and control, such as

� the monitoring role of the board of directors and trade-offs between recruiting
inside or outside directors or between separating the roles of board chair and
CEO versus filling them with one individual;

� monitoring strategies within the firm [e.g., trade-offs between horizontal
(peer-to-peer) and vertical (agent-to-principal) control];

� bonding mechanisms; and
� the agency implications of different forms of capitalization (e.g., paying out

dividends and thereby limiting discretionary funds available to managers
while also activating the monitoring role of the financial markets when man-
agers must solicit additional funding).

The literature also includes studies of the process and costs of searching for agents,
especially in light of the tensions posed by adverse selection.

Another major body of scholarship considers the agency problems, agency
costs, efficacy, and trade-offs of different control mechanisms as they intersect
and vary by

� length of principal-agent relationship;
� organizational structure and form (e.g., headquarters and subsidiary, out-

sourcing);
� characteristics of industries, organizations, and employees (e.g., technolo-

gies, product demand, diversification, venture capitalist-entrepreneur rela-
tionships, family firms, cultural distance between sites, employee education,
skill levels, amount of specialized knowledge, autonomy, etc.);

� “programmability” of the task, or how well the required behaviors can be
precisely defined (Eisenhardt 1989); and

� organizational environments (e.g., turbulence).

Also coursing through this literature is a debate, sketched earlier, between
those who adopt the skeptical, even paranoid, assumptions of agency theory and
the costly control mechanisms it propounds and those who have a more hopeful
view of human capacities for other-regarding behavior and altruism and argue that
agency costs can be mitigated by organizational structures that foster reciprocity,
cooperation, embeddedness, and trust (Donaldson 1990, Wright & Mukherji 1999).

Political Science

In exploring the delegation of power and authority in political and government
institutions and international organizations, political scientists take agency theory
outside of the economic marketplace and the constricting web of assumptions
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that shroud the economic theory of agency. The political system can, of course,
be understood as a complex network of principal-agent relationships composed
of citizens, nation states, elected officials, lawmakers, members of the executive
branch, administrative agencies, courts, international organizations, ambassadors,
bureaucrats, soldiers, police officers, supervisory officials, civil servants, patronage
appointees, and even those who monitor other agency relationships inside political
institutions and in the market. These actors concurrently play principal and agent
roles within and across political organizations.

A general theory of agency emerged in political science (Mitnick 1973) at the
same time that it did in economics (Ross 1973), apparently independently. As we
have seen, the latter took off spectacularly, becoming quickly institutionalized in
an academic literature, specialty journals, and corporate ideologies and practices.
The former languished (Moe 1984), developing belatedly as rational choice theory
made inroads into political science. As a result, agency theory in political science
borrows heavily from the economics paradigm rather than the more sociological
conception offered by Mitnick (1973) or even classic works, such as Weber on
bureaucracy (Kiser 1999).

The vague outlines of the agency paradigm in political science are the same
as those in the classic version: Principals delegate to agents the authority to carry
out their political preferences. However, the goals of principals and agents may
conflict and, because of asymmetries of information, principals cannot be sure that
agents are carrying out their will. Political principals also face problems of adverse
selection, moral hazard, and agent opportunism. So principals contrive incentives
to align agent interests with their own and undertake monitoring of agent behavior,
activities that create agency costs.

The details are quite different, however, for many of the reasons considered
earlier. Political scientists assume multiple agents and principals; heterogeneous
preferences or goal conflict and competition among principals and among agents
as well as between them; problems of collective action; a more complicated palate
of interests and therefore different incentives mobilized to control them; varying
sources of and mechanisms to mitigate informational asymmetries; an active role
for third parties (interest groups, regulated parties, etc.); and a dynamic playing
field on which relationships unfold and are transformed.

Political scientists also consider a more diverse set of scenarios for delegating
power beyond those inherited from the economics paradigm. Principals may del-
egate to another to enhance the credibility of their commitments, for self-binding
(to ensure their long-term resolve in the face of immediate temptations), or to avoid
blame for unpopular policies. These scenarios call for a very different agency con-
tract. Instead of providing incentives and sanctions to align the interests of agents
with their own, principals seeking credibility from their agents select agents oper-
ating at arm’s length, with very different policy preferences, and confer consider-
able discretion and autonomy to them. These agency contracts grant independence
while still seeking to insure accountability (Majone 2001).

Early literature in political science on the iron law of oligarchy, the iron trian-
gle (between Congress, regulatory agencies, and regulated interests), regulatory
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capture, and bureaucratic drift all give voice to some of the intrinsic difficulties of
principal control in political institutions. More recent work employing an agency
theory perspective ranges from appellate review of lower court decisions to political
corruption and presidential decisions to use force. The largest literatures exam-
ine state policy implementation, the relationship between elective institutions and
administrative agencies (especially legislators and bureaucrats), and government
regulation. Principal-agent perspectives are also commonplace in examinations of
international organizations (e.g., central banks, international courts, the European
Union) in the literature on comparative politics and international relations.

Political scientists devote far more attention than economists to the details of
how principals control agents. There is some work on the selection and recruit-
ment of agents, the role of patronage, political appointments, and the impact of
civil service requirements on adverse selection and more on how principals spec-
ify their preferences. A body of work considers statutory control (i.e., detailed
legislation) and how lawmakers craft legislation to restrict the discretion of those
charged with its implementation, specifying administrative structures and proce-
dures to constrain the decision-making process (McCubbins et al. 1989). There are
literatures on political oversight and monitoring, including ways in which princi-
pals opt for reactive over proactive oversight, relying on third-party monitoring by
affected interest groups or the targets of their legislation to detect and report on
noncompliance (so-called fire alarms or decibel meters).

There is more attention in political science than in economics to the role of
sanctions—budget cuts, vetoing rules or agency actions, reversing court decisions,
firing officials or voting them out of office, requiring agency reauthorization or
threatening recontracting, etc.—perhaps because, as noted earlier, it is far less easy
to align incentives without the financial inducements that flow through economic
organizations. The literature also considers the matter of agency costs; when they
are too high, principals may decide not to squander resources on them (Mitnick
1998, Banfield 1975). Because politicians may not directly feel the consequences of
self-interested, opportunistic agents shirking or undermining their interests (what
political scientists call slack, slippage, or bureaucratic drift), the costs of which
are generally passed along to the public, monitoring activities may be more lax in
political arenas (Waterman & Meier 1998).

Law

Long before there was a theory of agency, there was a law of agency. Indeed, it was
not until the twenty-first century that the Restatement of the Law, Agency (American
Law Institute 2001) replaced “master/servant” with “employer/employee.” The law
of agency

encompasses the legal consequences of consensual relationships in which one
person (the ‘principal’) manifests assent that another person (the ‘agent’) shall,
subject to the principal’s right of control, have power to affect the principal’s
legal relations through the agent’s acts and on the principal’s behalf (American
Law Institute 2001, p. 1).

387



1 Jun 2005 19:23 AR AR247-SO31-12.tex XMLPublishSM(2004/02/24) P1: JRX

AGENCY THEORY 273

In other words, the central focus of the law of agency is on “the legal conse-
quences of choosing to act through another person in lieu of oneself” (DeMott
1998, p. 1039). Agency doctrine defines the legal obligations that principals have
with third parties for actions that agents took on their behalf. The principal, for
example, may be “bound to contracts and transactions made by the agent and may
be vicariously liable for some instances of the agent’s misconduct” (DeMott 1998,
p. 1038). Because principals will be held responsible for the actions of their agents,
the law also attends to the sources of agent authority, clearly demarcating what
constitutes an agency relationship, the rights of principals to control their agents,
and the fiduciary duty and other obligations that agents owe their principals (Clark
1985).

Agency theory borrows jargon from agency law, but adopts neither its definition
nor its central focus. The legal definition of agency is much more narrow even than
that employed in the economics paradigm of agency theory, let alone that found
in the other social sciences.

[A]gency does not encompass situations in which the ‘agent’ is not subject
to a right of control in the person who benefits from or whose interests are
affected by the agent’s acts, who lacks the power to terminate the ‘agent’s’
representation, or who has not consented to the representation (American Law
Institute 2001, p. 2).

Generally, the alleged agent and principal have met each other face to face,
or have talked on the telephone, or have otherwise communicated with each
other in a specific, individualized way. Courts trying to determine the scope
of their relationship often scrutinize the actual course of dealings between the
particular parties and try to determine what their actual understanding of their
particular relationship was (Clark 1985, p. 58).

The relationship between a corporation’s shareholders and its directors, for ex-
ample, does not fall within the legal definition of agency, notwithstanding the
centrality of this relationship in economic agency theory. Principal control is crit-
ical in the law of agency because of its focus on third parties and the concern
that when third parties make agreements with agents or are hurt by agents, their
principals will be bound or held responsible. But it is the control itself that the
social sciences make problematic. Therefore, it cannot be defined away by looking
only at the point along a continuum where control is absolute. Moreover, central
questions in the social sciences about the nature of the contract between principal
and agent, the mechanisms by which the former control the latter, and strategies
to contain agency costs are rather peripheral in the law of agency.

Still, when the two paradigms do intersect, the law of agency provides rich
grist for the social scientists’ mill—for example, when legal scholars look to the
mechanisms by which principals select their agents; the private norms, instructions,
and messages the principals convey; the nature of the incentives they offer; and the
care they take to monitor the behavior of agents to determine whether corporations
should be held vicariously liable for the criminal conduct of their employees
(DeMott 1997). The law offers normative understandings of agency relationships
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and lots of data (if tainted by selection bias), especially when they fail. But it offers
little else.

A SOCIOLOGICAL PERSPECTIVE

Although economists may speak of ‘the agency problem,’ agency is in fact
a solution, a neat kind of social plumbing. The problem is the ancient and
ineluctable one of how to attain and maintain control in order to carry out
definite, yet varying purposes (White 1985, p. 188).

In his comparative analysis of agency theory applications to state policy imple-
mentation in economics, political science, and sociology, Kiser (1999) observes
that, compared to the other two disciplines, “the use of agency theory in sociol-
ogy is in its infancy” and comes from a rather different “intellectual genealogy”
(p. 162), largely the work of Weber (1924/1968). [See Kiser (1999) for an illuminat-
ing analysis that traces the linkages between abstract components of classic agency
theory and Weber’s work on the relationship between rulers and their administrative
staff.]

Empirical work in sociology that explicitly adopts an agency theory perspective
(aside from that described earlier in the organizational behavior and management
literatures) can be found in the most unexpected of places—in qualitative com-
parative historical sociology. In imaginative and richly textured case studies of
such things as European colonialism in seventeenth and eighteenth century Asia,
Chinese state bureaucratization that occurred two millennia before any of the
European states, early modern tax farming, and types of corruption in premod-
ern Asian tax administration, we learn about the tensions between principals and
agents, conflicting interests, opportunism, informational asymmetry, agent selec-
tion, monitoring, sanctions, incentives, and agency costs (Adams 1996, Kiser 1999,
Kiser & Cai 2003). This work links social structure to types of agency relations,
and it demonstrates how different combinations of recruitment, monitoring, and
sanctioning practices yield different administrative systems. This literature is cer-
tainly a far cry from the abstract mathematical models of principal-agent theory in
economics.

It is puzzling that agency theory is not invoked elsewhere across the sociological
landscape in places one would think would be more hospitable. Perhaps, like me,
few sociologists feel comfortable putting the words “agency” and “theory” side by
side and find the classic paradigm, its assumptions, and the research questions it
inspires off-putting and simplistic. But that has never been our only choice. As long
as there has been an economic theory of agency there has been a more sociological
alternative. In a series of papers spanning at least 25 years, political scientist Barry
Mitnick broke the monopoly on agency theory enjoyed by the economics paradigm
and offered an alternative to the assorted baggage that comes with it. Agency, he
argued (Mitnick 1998, p. 12) is simply “a general social theory of relationships
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of ‘acting for’ or control in complex systems.” Agency relationships have two
faces, Mitnick observed: “the activities and problems of identifying and providing
services of ‘acting for’ (the agent side), and the activities and problems of guiding
and correcting agent actions (the principal side).” Of course, both faces of agency
entail costs and at some point it does not pay for principals or agents to perfect
their behaviors. So “perfect agency” is rare, and deviant behavior is likely to “per-
sist and be tolerated.” Agency theory, then, “becomes a study in the production,
the persistence, and the amelioration of failures in service and control” (Mitnick
1998, p. 12), a kind of Murphy’s law (Mitnick 1992, p. 76). Mitnick’s work re-
peatedly shows the links between agency theory and sociological literatures from
exchange theory to norms, networks, authority, organizations, social control, reg-
ulation, trust, social cognition, and so on. Yet it, too, is rarely cited in sociological
literature.

The problem may be that “acting for” relationships are too general, embracing
too much of what is enacted on our turf. Perhaps sociologists have been studying
agency all along and just didn’t know it. In the remainder of this essay, I focus
on several sites across the social landscape where making agency relationships
problematic seems likely to provide the most theoretical purchase.

Agency or “acting for” relationships arise from a number of sources, including

1. the division of labor; we simply do not have time to do everything ourselves
(even hunting and gathering), and complex tasks often require more than
one actor [Mitnick (1984) calls this practical or structural agency];

2. the acquisition of expertise or access to specialized knowledge [Mitnick
(1984) labels this contentful agency];

3. the bridging of physical, social (e.g., brokering or intermediation), or tem-
poral distance [Adams’s (1996) study of colonialization provides an ex-
ample of the challenges of the former; for the latter, see Majone’s (2001)
discussion of time-inconsistency]; and

4. the impulse to collectivize in order to enjoy economies of scope and scale
or protection from risk [Mitnick (1984) calls this systemic or collective
agency]; many of these relationships (pensions, insurance, investments,
etc.) are what I have called futures transactions that “demand that commit-
ment be conferred far in advance of payoff without any necessary confirma-
tion during the interim that the return on investment will ever be honored”
(Shapiro 1987, p. 628).

These varied occasions for agency—especially the last three, in which a form-
idable physical, social, temporal, or experiential barrier separates principal and
agent—pose different agency problems. Several exacerbate problems of asym-
metric information; others contribute to adverse selection; some create collective
action problems among multiple principals; others provide easy cover for moral
hazard and opportunism.
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Professions

The sociology of the professions provides a window on agency as expertise, prob-
lems of asymmetric information, and one kind of model for delivering agency
services. The assumptions of the agency paradigm are stretched where princi-
pals seek out agents for their specialized knowledge. Sharma (1997) observes
that run-of-the-mill information asymmetry (not knowing what the agent does) is
exacerbated in encounters with professionals by knowledge asymmetry as well
(not knowing how the agent does a job). Adverse selection is a special problem
because principals are unable to evaluate the skills of prospective agents. Princi-
pals also have a difficult time specifying an agency contract because they may not
know what expert services are required or how much of them, what procedures
ought to be followed, or what criteria are appropriate to limit agent discretion.
They also have difficulty evaluating the quality of service because “indeterminacy
[is] intrinsic in highly specialized tasks” (Sharma 1997, p. 771). Some patients
get better despite their physicians; the clients of superb lawyers sometimes lose;
and bright, curious, conscientious students may become great sociologists despite
incompetent or opportunistic professors.

Professions provide the solution to these agency problems. They boast careful
and competitive selection procedures. They offer training and credentialing, licens-
ing, recertification, and mandatory continuing education to solve the principals’
problem of adverse selection. They may even establish protocols or specify best
practices to limit agent discretion. They create ethics codes to curb the self-interest
and opportunism of practitioners. Because principals are unable to determine when
they have received exceptional or substandard service, professions self-regulate
in varied settings (among peers, within service organizations, within professional
associations, and by disciplinary bodies). And professions often offer or promote
malpractice insurance to protect principals from the errors or misdeeds of honest
and incompetent agents alike. Insurers often provide incentives, stipulate manda-
tory procedures, and provide loss prevention services to their insureds—adding
yet another level of regulation (Heimer 1985, Davis 1996). Professions, then, are
social devices to limit agency costs.

Of course, there is a critical literature that provides a rather different frame on
the agendas of professions as mechanisms to secure monopoly (e.g., Larson 1977,
among many others). But this frame is by no means incompatible with a principal-
agent perspective. Indeed offering a credible mechanism to minimize agency costs
represents a brilliant marketing strategy and a way to stave off the encroachment
of other would-be agents who seek to offer the same services to principals.

Embeddedness

Literatures on embeddedness and trust (Granovetter 1985, Shapiro 1987, Cook
2001) depict a rather different strategy for coping with the agency problem by
targeting agent selection, monitoring, and sanctioning. Embedding agency rela-
tionships in an ongoing structure of personal relationships solves the problem of
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adverse selection in the recruitment of agents. Principals frequently know their
agent’s type because of personal familiarity with potential agents or through mem-
bers of trusted social networks in which both principal and agent are embedded;
agents have track records and reputations. Although neither self-interest nor goal
conflict is extinguished by recruiting agents from personal networks, their effects
are likely mitigated somewhat. Agents and principals are more likely to share sim-
ilar interests and values than those found among groups of strangers, and agents
are more likely to be other-regarding (altruistic, even) or honest when entrusted
with responsibilities for friends, family, neighbors, fellow church or association
members, and the like. Monitoring of agent behavior is also usually easier in
proximate and continuing relationships in which agents are routinely overseen or
surveilled by principals or their associates. And social networks afford a rich array
of sanctions for the errant agent (from shaming, ostracizing, or loss of reputation,
to more restitutive sanctions).

Despite the celebration of trust as a source of social capital in the literature,
embeddedness also has a dark side. Family firms, for example, face unique agency
costs. They struggle with adverse selection because nepotism can lead to the selec-
tion of less-capable or expert agents. Moreover, because family members are often
compensated generously regardless of merit, and their job tenures are relatively
secure, principals lack important incentives to constrain agent behavior. Hence,
the risk of shirking and free riding by family agents. Because embeddedness is
often an excuse to relax vigilant recruitment and monitoring, it provides cover, not
only for wayward offspring or relatives, but also for confidence swindlers to feign
social intimacy and thereby enjoy unfettered opportunism (Shapiro 1990).

Fiduciaries

In the law of agency, all agents are fiduciaries, but all fiduciaries are not agents (that
is because, as you recall, in law agents must be able to control their principals). But
these other non-agent fiduciaries are much more interesting—the individuals and
organizations acting on behalf of those for whom the asymmetries of information,
expertise, access, or power are so great that they cannot pretend to control their
agents. We are more interested in the professor who has his pension tied up in
TIAA-CREF than the CEO of TIAA-CREF who has delegated some responsibil-
ity to an investment analyst working at the company. We are more interested in
Terry Schiavo, the comatose Florida woman whose guardian is trying to end life
support, than in Jeb Bush, the Florida governor who is maneuvering to continue
her persistent vegetative state. Or, more accurately, I propose that sociologists take
an interest in the fiduciaries acting on behalf of the former. Organizational and
political sociologists have already taken an interest in the agents for the latter.

When agency relationships are at their most asymmetric, the basic logic of
classic agency theory breaks down. Preferences are not specified (or at least not
heard or satisfied), contracts not formulated, incentives not fashioned, monitoring
not mobilized, sanctions not levied—at least not by the principals themselves;

392



1 Jun 2005 19:23 AR AR247-SO31-12.tex XMLPublishSM(2004/02/24) P1: JRX

278 SHAPIRO

and those who believe that agents are opportunistic might profitably look here
for evidence of abuse. Of course, these fiduciaries face a problem as well: Why
would anyone ever trust them when their conduct is so unrestrained? Would-be
fiduciaries therefore undertake activities to shore up their trustworthiness in an
effort to market their wares. The systematic study of the social construction, social
organization, and social control of the fiduciary role or impersonal trust is well
overdue [Shapiro (1987); see also Majone (2001) for a discussion of trustee or
fiduciary relations as an alternative to agency in political science].

Goal Conflict

The classic agency paradigm, with its eye on the principal, perceives goal conflict
as the departure of agents from the interests of the principal. Hence, the solution
to this agency problem is to come up with incentives that will align the interests of
agents with those of the principal. Keep the agent from shirking by paying her a
piece rate, perhaps. The agency problem looks quite different from the perspective
of the agent, though. Conflicts between the interests of the agents and those of the
principal are the least of the agent’s problems. The real problem is that the agent
is most likely serving many masters, many of them with conflicting interests.
Even if the agent is able to silence his or her own interests, there is the matter of
how to maneuver through the tangled loyalties he or she owes to many different
principals and how to negotiate through their competing interests and sometimes
irreconcilable differences. How do you honor the preferences of one when doing
so means that you are undermining the interests of another? Can you represent
a client suing an insurance company if another lawyer in your firm represents
insurance companies? Do you take your patient off antipsychotic drugs because
your clinical trial requires subjects begin with a drug washout (possibly followed
by a placebo)? Do you audit a company that pays your firm millions of dollars
annually for management consulting services? Do you take the kidney of one of
your offspring to save another offspring, or perhaps conceive one to use its stem
cells or bone marrow for another? Do you read the dissertation or peer review the
article? How do agents choose among often incommensurable interests that do not
share a common metric along which competing demands can be ranked, costs and
benefits weighed, trade-offs evaluated, or rational choices modeled (Espeland &
Stevens 1998)?

Only the rare agent has the luxury of aligning her interests with a single principal.
Conflict of interest is hardly about shirking or opportunism with guile; it is about
wrenching choices among the legitimate interests of multiple principals by agents
who cannot extricate themselves from acting for so many. In an economy driven
by mergers, diversification, cross-ownership, synergy, interdisciplinary practices
offering one-stop shopping, and dizzying job mobility, agents are increasingly buf-
feted by the conflicting interests of the principals they serve. Classic agency theory
misunderstands not only the source of goal conflict but also the social conditions
that inflame it. Examining how the social organization of agency relationships
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gives rise to conflicting interests and how agents (institutional as well as individ-
ual) in diverse settings and roles respond is a subject ripe for sociological inquiry
(e.g., Shapiro 2003).

Opportunism

Of one thing classic agency theory is sure: There will be agency problems. But
it is remarkably vague about the nature of the problems, short of shirking and
exploiting perquisites. The term guile does not quite spell out what agents are up
to when they act opportunistically either. Sociologists have been studying these
agency problems at least since Edwin Sutherland (1940) coined the term white-
collar crime in his presidential address to the American Sociological Society. After
many years of spirited disagreement, sociologists now agree to disagree about the
appropriate definition of white-collar crime. But, aside from those who continue
to insist that these are merely the crimes of high-status individuals, many would
probably agree that misdeeds committed by individual or organizational agents
come fairly close to what they consider to be white-collar crimes. I go further,
asserting that we focus on the fiduciary duties of those in positions of trust, and I
define white-collar crime as “the violation and manipulation of the norms of trust—
of disclosure, disinterestedness, and role competence” (Shapiro 1990, p. 250). But
I am not sure that I have convinced other sociologists. Nonetheless, few would
contest the characterization of lying (misrepresentation and deception) and stealing
(misappropriation, self-dealing, and corruption) by those in positions of trust (i.e.,
agents) as core elements of what they mean by white-collar crime. Nor would many
argue that understanding how the structural properties of agency relationships
facilitate misconduct and confound systems of social control is not central to
agency theory models regarding policing and sanctioning of agent opportunism.

Although traditional agency theorists write frequently about corruption and
probably mean misappropriation or self-dealing when they refer to the exploita-
tion of perquisites, I doubt they would be altogether comfortable with this ap-
proach. A whistleblower, for example, would be violating the agency contract as
would an employee who silently refused to be complicit in organizational miscon-
duct ordered by his or her principals. Neither of these agency-theory malefactors
would be problematic in a sociological conception because, unconstrained by as-
sumptions of methodological individualism, sociologists can juggle many units of
analysis and sites and chains of principal/agent relationships simultaneously. Al-
though classic agency theorists seemed surprised when the world learned that their
perfect incentives to align the interests of corporate executives and shareholders
(giving the former stock options and equity ownership) might result in these exec-
utives contriving illicit schemes to inflate stock prices, sociologists, with our eyes
on the bigger picture, surely were not. Nor are we convinced that these extraor-
dinarily costly agency failures constitute a refutation of agency theory, as some
suggest (Zajac & Westphal 2004); rather, we argue that one needs a more nuanced
understanding of principals, agents, and organizations when fashioning complex
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incentives. (Besides, we have been trained to be mindful of the unanticipated
consequences of purposive social action.)

Sociologists have and will continue to make an important contribution to un-
derstandings of white-collar and corporate crime (Shapiro 2001). Bringing the
insights of agency theory to their inquiry will push the envelope a bit further and
sharpen their insights.

Monitoring

There is, of course, an abundance of work in sociology on social control, com-
pliance, organizational governance, policing, and sanctions that will contribute
to understanding the agency paradigm. There are also more specialized litera-
tures on the cover up of organizational misconduct and the social control in and
of organizations, organizational intelligence, regulation and enforcement, and the
sanctioning of white-collar or corporate offenders. These literatures demonstrate
that much of what we know about the control of crime in the streets does not work
so well when we seek to understand crime in the suites (i.e., agency problems).
I cannot possibly review them here or even supply the dozens of citations to the
most groundbreaking work in this area.

However, two observations are relevant here. First, because information and
knowledge asymmetries (“know what” and “know how”) are characteristic of
many agency relationships, and because agency relationships are exceptionally
opaque [owing to institutions of privacy (Stinchcombe 1963)] and relatively in-
accessible to surveillance, self-regulation (drawing on inside information and
expertise) plays an important monitoring role. Sociologists have tended to be
skeptical of self-regulation—of foxes guarding chicken coops—as an institution-
alized conflict of interest. Much good work has proven that stereotype simplistic
(e.g., Kagan et al. 2003, Ayres & Braithwaite 1992). But, whatever the efficacy of
self-regulation, it requires continued scholarly attention in the policing of agency
relationships.

Second, many of the regulatory and self-regulatory arrangements devised to
monitor agency relationships are themselves agency relationships. Whether they
are internal or external auditors, compliance officers, internal affairs departments,
government regulators, insurance companies, investment advisors, or rating agen-
cies (e.g., Standard & Poors or Underwriters Laboratory), the monitors are acting
on behalf of some set of principals. And, therefore, they too promise agency
problems. They shirk, become coopted, engage in corruption, or perhaps simply
monitor the wrong things. In an escalating cycle of agents overseeing agents, we
must ask: Who monitors the monitors (Shapiro 1987)?

Insurance and Risk

There is a reason that the basic language of agency theory—adverse selection
and moral hazard—comes from insurance. Insurance institutions have been de-
signing contracts and negotiating around the shoals of goal conflict, opportunism,
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monitoring, and especially incentives long before the social sciences discovered
agency. Insurance companies, indeed, know so much about failures of agency
that they sell policies (fidelity bonds, for example, or liability policies for breach
of fiduciary duty or professional malpractice) to cover such things, putting their
money where their mouths are, a risk I doubt few academics would take. As Heimer
(1985) demonstrated some time ago, sociologists have a great deal to learn from
the social practices of insurance. They still do.

Agency Costs

However hard principals try to minimize them, all agency relationships experience
agency costs; about this all the paradigms agree. Agency costs arise from many
sources: the costs of recruitment, adverse selection, specifying and discerning
preferences, providing incentives, moral hazard, shirking, stealing, self-dealing,
corruption, monitoring and policing, self-regulation, bonding and insurance, agents
who oversee agents who oversee agents, as well as failures in these costly corrective
devices. Because principals cannot observe agent behavior, they “rely on imperfect
surrogate measures, which can lead the agent to displace his behavior toward the
surrogates in order to appear to be behaving well” (Mitnick 1992, p. 79) (e.g.,
because student test scores are used to monitor teachers, some teacher/agents
coach students on how to take tests rather than teaching them substance or how
to think). Agency costs therefore increase because agents are concentrating their
efforts on the wrong things.

Costs also increase because organizations are structured to minimize opp-
ortunism—checks and balances are created, reporting requirements implemented,
redundancies introduced, employees rotated, responsibilities fragmented, layers
of supervision added, revolving doors locked, and so on. Costs increase because
principals, fearful of abuse, impose procedures, decision rules, protocols, or for-
mularies to limit agent discretion, or their agents do. Ironically, principals who
seek out agents because they lack the expertise to make decisions tell their agents
how to make decisions on their behalf, or else they tie their hands. Although or-
ganizational sociology has demonstrated that agents sometimes bend the rules to
better serve their principals, others ritualistically follow the letter rather than the
spirit of the law, thereby deepening agency costs. Because we fear that agents
might act on their self-interests, we require that they be disinterested; we take
agents out of embedded networks where their loyalties and interests are entan-
gled with others, but at the price of losing the social capital, reputation, goodwill,
and inside information that they might have used profitably in service of their
principals.

In short, because we are fearful that agents will get our preferences wrong,
we construct a protective social edifice that insures that they will get them less
right. As I wrote in a different context some time ago, these trade-offs between
one kind of agency cost over another are akin to the choice between Type I and
Type II errors in statistics. Are the constraints set so narrowly that desirable agent
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behavior is deterred or so flexibly that inappropriate behavior is tolerated (Shapiro
1987)? Either way, you get an error. Mitnick (1998) reminds us that the costs are
sometimes just not worth it, and perfect agency is rare indeed.

These reflections about the sources and consequences of agency costs are just
that; certainly they warrant more systematic investigation. How do principals
make investment decisions about agency costs? For what kinds of agency rela-
tionships are costs the highest? Aside from embedding agency service in ongoing
social relationships, what strategies do principals employ to minimize agency
costs? When do they simply throw up their hands and decide not to delegate
at all?

CONCLUSION

Although agency theory may not occupy a niche in sociology, agency relation-
ships are omnipresent, under cover of other aliases—bureaucracy, organizations,
professions, roles, markets, labor, government, family, trust, social exchange, and
so on—“a neat kind of social plumbing,” as White (1985, p. 188) observed. Draw-
ing on agency theory in other disciplines, sociologists have been sensitized not to
lose sight of the interaction between agent selection, specification of preferences,
designing incentives to align the interests of principal and agent, monitoring, and
sanctioning in the “acting for” relationships that unfold on their substantive ter-
rain. But that is just the beginning. Sociology has much more to offer, as I have
suggested above, both in examining the sites along the social landscape where
agency is especially prominent and, having jettisoned the unrealistic assumptions
and abstract models fashioned in the other social sciences, in inquiring in empir-
ical detail about how principals and agents actually choreograph their dance. Are
sociologists ready to use “agency” and “theory” side by side? I think not. But that’s
the good news.

The Annual Review of Sociology is online at http://soc.annualreviews.org
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A PRINCIPAL-AGENT THEORY APPROACH TO PUBLIC EXPENDITURE MANAGEMENT SYSTEMS…
1. Introduction

A well-functioning public expenditure management (PEM) system is
considered to be a critical pillar of government efficiency by most
practitioners, who place it on par with a low-distortion tax system and an
efficient tax administration. It is therefore unfortunate that there is so little
economic research on the design of PEM systems, especially on the theoretical
side.1 On the empirical side, papers have generally focused on the efficiency of
public expenditure in key sectors (health and education), and only a few
attempts have been made to quantify the welfare losses associated with a
weak PEM system. They all point to rather high economic costs. For example,
a public spending tracking survey in Uganda concludes that only 13% of
nonsalary expenditures earmarked for primary schools reached the intended
beneficiaries during 1991-95. The bulk of the allocated spending was either
used by public officials for purposes unrelated to education or captured for
private gain (Reinikka and Svensson, 2004). In Ghana, a survey concluded that
20% of nonwage public health expenditure and 50% of nonwage education
expenditure reached the frontline facilities (Ye and Canagarajah, 2002).

The importance of a good PEM system has come to the forefront of the
debate in the context of the debt initiative for Heavily Indebted Poor Countries
(HIPCs), which provides substantial debt relief from the international
community while requiring eligible countries to pursue good economic policies
and to make their budget more “pro-poor” using the HIPC relief for spending on
priority areas of a country’s poverty reduction strategy. The difficulty in tracking
public expenditure has become clear during the systematic assessment of the
capacity of some 25 HIPCs by international financial institutions.2 Without
getting into the details of the methodology used to assess PEM systems, it is
worth mentioning that it was based on 15 benchmarks (extended to 16 in 2004)
relating to the three main components of budget management.3 The studies
indicate that, while progress has been made since the initiative was launched,
a majority of HIPCs still require substantial upgrading of their PEM systems to
be capable of reliably tracking public spending. In particular, internal control
and the production of final audited accounts are the areas in most need of
strengthening.

The problem is that the list of recommended key reforms for “getting the
basics right” (Schick, 1997) is quite large and, although internal and external
controls are identified as priorities, the list of priorities also covers most other
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areas (see Diamond, 2006). As HIPCs are, by definition, severely constrained in
terms of both financial and human resources, it therefore appears critical to
address the key areas of weaknesses in the most effective way possible.

In this article, we use the well researched principal-agent theoretical
framework to clarify the issues arising in PEM systems and help prioritise the
PEM reform agenda. It has already been argued that a chain of principal-agent
relationships characterises PEM systems, which in turn raises the potential for
agency problems (see, for example, Tanzi, 2000, p. 445).

We interpret corruption and bad governance as stemming from asymmetric
information and interest divergence between those who perform tasks (the
agents) and those on whose behalf tasks are performed (the principals). A rent
can thus be captured by the agents at the expense of their principal.4 The reason
is that a low level of output can be due either to a low exogenous “state of nature”
or to some misbehaviour (such as a low effort level or corruption) by the agent. In
our model, the ministry of finance (MoF) acts as the principal, providing public
funds to line ministries (for example, the ministry of education, the health
ministry, or some other public body) to implement a set of actions. The
relationship between the MoF and the line ministries is an agency problem
subject to asymmetric information both on some external parameters and on
the actions performed. In case of low output, the MoF is not in a position to
distinguish the cause, unless it uses some form of audit. The principal’s problem
is to design the contract that most efficiently forces the agent to meet the
requirements. The contract must therefore specify a level of output (depending
on the state of nature) associated with a certain level of transfer, as well as some
control and sanction parameters.

The MoF has a number of instruments at its disposal to limit rent-seeking
behaviours. These include, in particular, internal controls within the line
ministry. In the so-called francophone system of public expenditure
management (prevailing in most of French-speaking Africa), the MoF usually
places some of its employees in the line ministries, and their duty is to check that
the operations performed by the line ministries comply with the contract. In the
anglophone system (prevailing in most anglophone African countries), the
approach is different: the line ministry is accountable for its performance ex post
(and this is verified by the court of audit) and tries to prevent non-compliance by
having some of its own employees check the operations of others. In a sense, the
head of the line ministry becomes the principal and its employees are the agents.
In most cases (anglophone, francophone or other systems), outcomes are verified
ex post by a court of audit in charge of analysing the performance of the line
ministry and reporting its findings to the relevant authorities (usually
parliament).5 If corruption is detected, the official concerned will be punished by
disciplinary action or through the judicial system, sometimes entailing a hefty
penalty (such as the “mise en débêt” in France).6 These examples suggest that the
OECD JOURNAL ON BUDGETING – VOLUME 7 – No. 3 – ISSN 1608-7143 – © OECD 2007 3
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literature on incentives and contract design provides the background for a
potentially very useful model to analyse PEM issues and guide reforms.7 However,
most traditional models do not exactly fit the realities of PEM systems, and
adjustments are needed to take into account their specific features and
constraints. These will be identified and elaborated upon as the model is
developed.8

The article is structured as follows. We interpret a PEM system in light of the
assumptions commonly found in the principal-agent literature in Section 2. We
then present the basic features of the model in Section 3. Section 4 discusses
ex post audits and their value in developing countries, while Section 5 introduces
ex ante controls. We conclude in Section 6.

2. Interpretation of PEM under the principal-agent theory

2.1. The contract

We base our analysis on standard principal-agent models involving
supervision (Kofman and Lawarrée, 1993, 1996; Khalil and Lawarrée, 2006). We
essentially focus on the control of line ministries or assimilated bodies by the
MoF, which is supposed to represent the public interest. Line ministries can be
seen as agents of the MoF (the principal) because they are required to produce a
certain level of public output – including the quality of this output – in exchange
for their budget appropriation. The pair “expenditure programme – budget
appropriation” can be interpreted as the two components of the contract
between the MoF and the line ministries.9 The objective of the MoF is to induce
the line ministries into implementing their expenditure programmes, while the
line ministries pursue their own objectives. That relationship entails both
hidden actions (e.g. the productive “effort” of the civil servants, possible
perquisite consumption, or corruption) and hidden information (e.g. the
exogenous productivity of that particular sector of the economy), with the
agents having the informational advantage over the principal. Hidden
information could also refer to poor programme design, which would lead to
inefficiency and would be difficult to dissociate from the inefficiency originating
from a weak PEM system.10

Importantly, the principal-agent model does not allow for a cheating
principal and, while it may be argued that the case can occur, we do not
consider it in this article.

As already indicated, a number of government operations can be assimilated
to principal-agent relationships. For example, one could consider that the
minister (who is the head of the ministry, but also a political appointee) heading
the line ministry is a principal whose objective is to make sure that his/her agents
(the civil servants) implement what he/she has promised to do. One could also
consider that the parliament is the principal, whose objective is to make sure that
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the government (the executive) implements the government’s programme. Yet
another example would be to model the central government as the principal,
while the subnational governments are the agents. A paper by Ahmad, Tandberg
and Zhang (2002) looks at this issue, using a principal-agent framework to analyse
incentive structures that best compel local governments to truthfully reveal their
ability to implement national programmes. The paper focuses on the optimal
contract between both levels of governments. It also insists on the need to have a
multi-period game in order to make punishments credible.

An important element of any principal-agent model is to specify an
observable that will be the main element of the contract. When the agent is
the line ministry, measuring performance should ideally be based on a mix of
indicators including output, outcome, and impact. Such information is usually
difficult to obtain, and although simply measuring inputs is clearly not
satisfactory, they are often the only variable for which adequate data are
available. Furthermore, the level of resources in many developing countries,
including the HIPCs, is such that broadening the statistics coverage can lead to
the undesirable consequence of a serious degradation in the quality of data
(i.e. information on inputs). Beyond the availability of data, the complexity of
performing meaningful measurements, and potential biases linked to the use
of performance indicators, it may also not be fully realistic to assume that the
MoF has the capability to judge outcomes. Hence, we will hereafter use the
term “output” in a general sense, i.e. to mean one variable that the MoF is in a
position to measure, and this could include outcomes.

It also follows that we formally model a programme budgeting process,
although the results also apply to countries that do not explicitly use that
approach.11 In our model, line ministries must make proposals on their priorities,
on objectives to be reached, and on corresponding (quantifiable) targets.12 The
line ministry budget proposal is then negotiated with the MoF. However, we do
not model the negotiation process. The contract comprises both:

● the required “output” to be produced by the line ministry (in terms of
provision of public goods and services) and thus, implicitly, the “effort”
required from the line ministry; and

● the line ministry “transfer”, i.e. its budget appropriation.

A menu of possibilities can be included in the contract to take into
account the general economic conditions or make relevant assumptions. For
instance, it could be specified that, under a baseline scenario with realistic
growth prospects, the line ministries are required to operate with their
existing capacities; but, under a more optimistic assumption (the country
receives more debt relief, or the economy experiences higher growth), the line
ministries could make additional investments. In fact, this is increasingly
happening in the context of poverty reduction strategy papers (PRSPs), which
OECD JOURNAL ON BUDGETING – VOLUME 7 – No. 3 – ISSN 1608-7143 – © OECD 2007 5
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often present a baseline scenario, plus a higher aid scenario based on the
resource availability necessary to reach the millennium development goals.13

We assume that, everything else being equal, the line ministry prefers being
granted a large budget appropriation but dislikes the effort associated with the
performance requirements.

2.2. Agency problems

The agency problem arises from the diverging interests of the MoF and
the line ministry and the latter’s informational advantage, both on its own
actions and on the current state of nature. As standard in the principal-agent
literature, the agent’s effort is a necessary component of the production
function, but entails some disutility. The agent may take unfair advantage of
its superior information: if external conditions are favourable, the line
ministry could exert little effort and produce a low output, while claiming that
this low output is due to unfavourable external conditions. The MoF is not in a
position to disentangle the two factors unless it uses some form of audit or
supervision. There is thus a risk that the line ministry captures some rent at
the expense of the MoF.14 In the principal-agent literature, this cheating rent
generally stems from lowering the level of effort vis-à-vis the compensation
received. Rents, and possible reductions in public output, compared to what is
economically efficient, constitute the agency costs.

In this article, we broaden the interpretation of corruption (generally
referred to as the abuse of public office for private benefits) to include
misgovernance stemming from the abuse of some information asymmetry.
We consider the line ministry’s effort in terms of a combination of factors that
can be good and bad, including, on the one (good) hand, an efficient and
equitable allocation of resources, fiscal transparency measures, and quality of
services provided; and, on the other (bad) hand, corruption, consumption of
perquisites, mismanagement, and nepotism in the choice of staff or suppliers.
This allows us to interpret the cheating rent, not only in terms of reduced
disutility from “productive” effort, but also as corruption or misgovernance.
For example, if the state of nature is high (say, favourable weather conditions),
the line ministry could allocate some resources to unproductive areas or divert
monies, if it thinks that the MoF could be led to believe that the state of nature
was low. In such cases, rent capture takes place and is possible because of the
information asymmetry between the principal and its agent. This
interpretation enables us to link our approach with the empirical literature on
corruption. Indeed, the latter identifies various factors contributing to
corruption, including the overall level of potential benefits from corrupt
behaviour, the cost of bribery (including penalties and sanctions), and the
bargaining power and extent of discretionary powers of the various actors
(Chand and Moene, 1999). Moreover, while cheating (exerting a lower effort) is
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probably costless for the agent, we argue in this article that cheating, in the
sense of being corrupt, may entail some costs to be concealed. This enables us
to make the link with the literature on collusion in organisations (e.g. Tirole,
1986) and, in Section 5, we interpret ex ante controls by the MoF as increasing
the cost of cheating for the agent.

As already stated, the MoF has a number of instruments and strategies at
its disposal to limit agency problems. First, it can use incentive schemes,
designed solely on observable information, and promise to grant the line
ministry a transfer equivalent to the sum of a suitable compensation for the line
ministry’s effort and an informational rent (which depends on incentive
compatibility constraints) in case of high productivity.15 If such a contract
exists, it prevents the line ministry from exerting little effort – but at the
expense (for the MoF) of a loss equivalent to the informational rent, in addition
to a distortion created by requiring a lower level of effort in some occurrences of
the productivity factor. Although commonly applied to models of the corporate
world (e.g. granting board members bonuses or shares), this strategy is not
always directly applicable in the public sector.16 Alternatively, the MoF can
supervise the line ministry using a number of instruments and can threaten it
with appropriate sanctions if cheating is detected. The design of the appropriate
control system must take a number of factors into account, for instance the
choice between ex ante and ex post (or internal and external) controls, the type of
variables to be monitored (input versus result indicators), and the choice
between systematic or random audits. In our model, there are two unobservable
variables (effort and state of nature). Supervision could thus turn either to the
exogenous productivity factor, from the observation of which the agent’s
behaviour could be inferred (this relates, for instance, to public sector reforms
aimed at improving the economic statistical data collection, or to audits
targeted at assessing the programme design), or directly to the agent’s effort. In
this article, we assume that the MoF will audit the line ministry’s effort.17 The
timing of the game is the same as in all principal-agent models (see Leruth and
Paul, 2006, for more details).

3. The basic model

In this article, we will not develop the details of the model but concentrate
instead on its main elements and results (for more details, refer to Leruth and
Paul, 2006).

3.1. Main assumptions

The model developed here is close to the literature on supervision, as in
Kofman and Lawarrée (1993) and Khalil and Lawarrée (2006). However, it differs
in some assumptions so as to better reflect the features of PEM systems. The
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added value of this article lies in the practical applications to PEM of the
analysis, but also in those differences.

We model the agency relationship between the MoF and one line ministry,
both assumed to be risk neutral.18 The line ministry produces a level of output
x, which depends on two variables: a random exogenous productivity factor, θ;
and the line ministry actions or effort, e, such that x = α(θ,e); with αe > 0 ; αee < 0;
αθ > 0. The realised output is public knowledge, but e and θ are the line
ministry’s private information. The external productivity can be either high or
low: θi with i ∈ {H,L} and Δθ = θH – θL > 0. We also assume α(θH,e) > α(θL,e); and
αe(θH,e) > αe(θL,e) > 0. It is common knowledge that the MoF assigns ex ante
probability q to the event that i = H (and probability [1 – q] to the event that i = L).
When state i occurs, the line ministry exerts a certain effort level ei, thus
producing an output xi = α(θi,ei).

The monetary equivalent of the line ministry’s disutility from effort is
represented by an increasing and strictly convex function ψ(e), with ψe > 0 and
ψee > 0. To obtain strictly positive but bounded optimal efforts, we also
assume that α(θ,0) = 0; ψ(0) = 0; ; ; ; and

. The line ministry’s utility is given by u = t – ψ(e), where t is the
transfer (appropriation) it receives, and its reservation utility is normalised at
zero. We also assume that Δθ is large enough so that the MoF is always better
off in case of high output: xH – tH > xL – tL.

3.2. Perfect information benchmark

The MoF’s problem is to choose the levels of effort required from, and
transfers to be made to, the line ministry for each occurrence of the random
factor, so as to maximise the expected output:

(P)

Subject to the line ministry’s individual rationality (IR) or participation
constraints under each occurrence:

tH – ψ(eH) ≥ 0 IR(H)

tL – ψ(eL) ≥ 0 IR(L)

Under perfect information, the MoF equates the line ministry’s marginal
cost of effort with the marginal value of its product: , with
i {H,L}.19 The transfers are such that both participation constraints are
binding: . The MoF can therefore enforce first-best, efficient efforts,
and the line ministry gets no rent. Note too that, according to our
assumptions, .20
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3.3. Second-best solutions

Under imperfect information, effort is not observable. It cannot be
directly enforced, but must be indirectly induced. Therefore, the MoF must
provide the right incentives so that the line ministry produces the highest
possible level of effort. The reason is that when one productivity level takes
place, the line ministry could cheat by adjusting its effort so as to produce the
output corresponding to the other productivity level. We define the effort level

 such that . This means that, if i = H, the line ministry
could exert a low effort , and thus produce xL, while claiming to receive tL.
The “cheating rent” that the line ministry can get in that case is thus equal to

. To ensure that it is never optimal for the MoF to
shut down the contract in case of low productivity, we also assume

.

Traditional principal-agent models rely on incentive-compatible schemes
to prevent such cheating. The well-known results from this literature apply
and can be summarised as follows. At equilibrium, the line ministry does not
cheat and gets no rent when i = L. In order to induce it into exerting the right
effort level when i = H, the line ministry must receive an informational rent
equal to  (where superscript “SB” stands for “second best”) in
addition to its first-best transfer, where  is such that .
While production is efficient when i = H, the line ministry underproduces
(compared to the full information benchmark) in case of low productivity:

. Requiring a lower level of effort when i = L enables the principal to
decrease the informational rent granted to the LM when i = H. This reflects the
“rent extraction – economic efficiency” trade-off which characterises adverse
selection problems. The MoF therefore incurs an agency cost equal to the
difference in expected output between the first-best and the second-best
solutions and caused by information asymmetry.

3.4. Introducing supervision

In order to avoid forgoing the informational rent, the principal can hire a
supervisor and reduce the information asymmetry. Usually, this is combined
with the threat of penalty if cheating is detected. In introducing supervision,
we will, in some respects, diverge from the existing principal-agent literature,
so as to better reflect PEM concerns.

In the context of PEM, supervision may take various forms. One can
distinguish internal controls (e.g. MoF or line ministry agents responsible for
ensuring that expenditures and procurement are performed according to the
rules) and external controls (e.g. a court of audit reporting to parliament).
Controls may take place ex ante (e.g. comptrollers issuing visas to allow
expenditure, or automatic safeguards preventing line ministries from exceeding

Le% ( ) ( ), ,LH L Le eα θ α θ=%

Le%

( ) ( ) 0LL H Ht e t eψ ψ− − − >⎡ ⎤⎣ ⎦% ⎤⎦⎡⎣

( ) ( ) ( ) ( )1 , LL L Lq e e q eα θ ψ  ψ− > − %

( ) ( )SBSB
LLe eψ ψ− %

SB
Le% ( ) ( ), ,SB SB

LH L Le eα θ α θ=%

*SB
L Le e<
OECD JOURNAL ON BUDGETING – VOLUME 7 – No. 3 – ISSN 1608-7143 – © OECD 2007 9
408



A PRINCIPAL-AGENT THEORY APPROACH TO PUBLIC EXPENDITURE MANAGEMENT SYSTEMS…
budget appropriations)21 or ex post (e.g. auditors checking the reliability of fiscal
data or the performance of public spending). Different types of controls can be
combined. For instance, going back to the example of PEM systems in Africa, it
is worth noting that the so-called francophone system rests on the principle of
separation between the person who initiates spending (the ordonnateur) and
the person who pays it (the accountant or comptable). The system relies on
centralised ex ante controls from the MoF, which take place at various stages of
the expenditure process and mainly focus on the conformity of spending with
regard to procedures and budget appropriation. Anglophone countries, on the
other hand, have inherited a decentralised management system, where the line
ministries’ accounting officers are responsible for budget execution. Ex ante

expenditure control is mainly exercised by the issue of periodic warrants by the
MoF (cash management). The anglophone system relies on independent ex post
controls by an auditor-general. In practice, however, notwithstanding those
conceptual differences and institutional arrangements, both systems have
proven to perform poorly (Bouley, Fournel and Leruth, 2002; Moussa, 2004; and
Lienert, 2003).

In the next two sections, we introduce two types of supervision. We first
study the case of ex post audits (Section 4) and explain how a standard
principal-agent model with audit may be of interest for the design of PEM
systems. We then move to ex ante controls (Section 5). In doing so, we assume
that ex ante controls increase the cost of cheating for the line ministry, as is
done in the literature on collusion.

4. Ex post audits

In this section, we introduce an ex post auditor, costing z whether or not it
identifies cheating.22 It could be an external or an internal auditor, in which
case the audit cost may be interpreted as the opportunity cost of using MoF
resources for controlling the line ministry instead of doing other tasks. The
auditor observes an imperfect signal on the line ministry’s effort (for instance,
this may be done through a review of accounts to check if there has been
corruption). We assume that the signal can take two values: “has complied”
or “has cheated”. The latter occurs only when the line ministry has indeed
cheated, while the signal can report compliance by mistake. The monitoring
function is such that σ denotes the probability of detecting actual cheating, in
which case the line ministry is imposed an exogenous penalty P. With the
introduction of supervision, the contract specifies not only the transfers and
expected outputs (and thus, implicitly, the expected effort levels), but also the
probability of audit. We assume that the MoF commits to audit with probability
γ after xL has been observed. When productivity is high, the line ministry may
cheat with probability m. Given that output is low, the probability that the line
ministry has cheated can be written as φ = qm/[(1 – q) + qm]. We also assume
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that the auditor is honest and does not collude with the line ministry.23 An
appealing interpretation is that developing countries are often subject to
donors’ external auditors, which are supposed to be honest (or not in a position
to negotiate with the line ministry).

We discuss three possible regimes that the MoF can implement:24 i) the
“cheating-proof” regime, which corresponds to the optimal, incentive-compatible
contract when commitment is credible; ii) the “cheating-inducing” regime, which
is not optimal but, as we argue, matches the situation in some developing
countries; and iii) a “no commitment” case, in which there is no formal
commitment to audit at the time of offering the contract, which results in a
mixed strategy equilibrium. In Subsection 4.4, we discuss some applications of
the model in terms of public expenditure management and compare these
regimes on the basis of their relative costs and benefits.

4.1. The cheating-proof regime

Traditional principal-agent models with credible commitment use the
revelation principle to determine the optimal contract. The revelation
principle asserts that, to find the optimal payoff of a problem with asymmetric
information, one can, without loss of generality, restrict it to the incentive-
compatible, individually rational scheme where every agent truthfully reveals
his/her private information. To put it simply, this means that the principal can
do no better than offer an incentive-compatible contract, which therefore
deters cheating. Under these circumstances, the penalty is never imposed at
equilibrium, but its existence out of the equilibrium path acts as a deterring
threat and prevents cheating.25

This approach is only applicable to settings in which the principal is able
to credibly commit to any outcome of the contract. In a PEM system, the
existence of a court of audit may be viewed as a commitment tool, enabling
the MoF to make the credible commitment, at the time of offering the
contract, that it will audit the line ministry at the end of the fiscal year with a
given probability, which can be either probability one (systematic audit) or
below one (random audit).26 Under this regime, there are conditions where the
audit threat is such that it prevents the line ministries from cheating.

Formally, the MoF’s problem is to choose the levels of transfers, required
efforts and audit probability so as to maximise the expected output:27

Subject to IR(L), IR(H), and the following incentive compatibility (IC)
constraint:28

IC(H)
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Note that the term γσP relaxes the IC(H) constraint, compared to the
second-best case. Hence, provided its cost is not too high, we obtain the
intuitive result that audit benefits the principal.

As in Kofman and Lawarrée (1993), we find that the optimal contract
exhibits qualitatively different types according to the value of the parameters
(although the specific thresholds differ, as we have slightly different
assumptions; see Leruth and Paul, 2006, for proof and complete results). These
types are characterised by different rents, productive distortions and audit
probabilities. The shift from one type to the other rests on a comparison
between the expected benefits from audit (the penalty and reduction of rents
and distortions) and its cost, with both the former and the latter depending
on exogenous (country-specific) parameters. The shadow cost (Lagrange
multiplier) of the IC(H) constraint is a crucial variable in determining the
optimal institutional setting29 and it is only when the benefits from audit
exceed its cost, so that qσP > (1 – q)z, that it is profitable to audit. In that case,
the optimal probability of audit, rents and productive distortions vary, and
three sub-types can be identified:30

● “Rent extraction” (RE) scheme: The MoF audits with probability one, the
production distortion when i = L corresponds to the second-best solution,
and the line ministry gets a rent when i = H (the rent is equal to that of the
second-best solution reduced by the expected penalty).

● “Effort adjustment” (EA) scheme: The MoF still audits with probability one,
but the line ministry no longer gets a rent, and the productive distortion is
lower compared to the second-best solution (i.e. the effort level lies between
the second-best and the first-best solutions).

● “Random audit” (RA): The MoF decreases the probability of audit
(i.e. 0 < γ < 1) and still deters cheating, while the productive distortion is
smaller than in the second-best solution.31

In other words, if it is efficient, audit reduces the agency costs (distortions
and rents) associated with the second-best contract, while still deterring
cheating. When the expected penalty is relatively low, the MoF must
concomitantly use other incentives to prevent cheating. For example, our
model suggests that the line ministry could get a rent in case i = H, which
would then lead to distorting production when i = L. Nevertheless, audit
enables the MoF to reduce the rent granted to the line ministry compared to
the second-best level (hence the label “rent extraction”). When the expected
penalty rises, the threat increases for the line ministry so that the MoF can
reduce the degree of mobilisation of other incentives. In our model, the line
ministry can no longer get a rent, and so the productive distortion can be
reduced. Audit thus increases the effort requested from the line ministry in
case of low productivity (hence the label “effort adjustment”). Also, when the
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expected penalty is large, the MoF can reduce the probability (thus the cost) of
auditing (while still deterring cheating). Finally, there remains a production
distortion when i = L, reflecting the trade-off between efficiency and the cost
of audit.

As already mentioned, these results show that, when the expected
penalty is relatively small, the MoF must concomitantly use other incentive
tools, such as informational rents, in addition to audits to be able to prevent
cheating. As the penalty threat increases, other incentives become less
necessary. When the penalty is very high, even if the MoF reduces the
probability of audit, the line ministry will not find it profitable to try to cheat.
In developed countries, like France for instance, this principle is at the root of
the “sampling” of expenditures and agencies to be audited.

Finally, note that this model may also be adapted to take into account
other constraints faced by the MoF. For example, we could think of a situation
where the MoF is obliged to comply with some minimum requirements in
terms of output (for example, the “education for all initiative” or the provision
of some basic health care package), so that it cannot tolerate that the line
ministry produces below . The MoF would still have to fulfill IC(H) at the
lowest cost (considering the additional constraint), which could be done
through a trade-off between granting the line ministry a higher rent when
i = H or raising the audit probability (if it is possible).

4.2. The cheating-inducing regime

When audit is not optimal, we have seen that the MoF should offer the
second-best contract, which is characterised by an informational rent paid to
the line ministry when the state of nature is high. However, in reality, there
may be circumstances preventing the MoF from offering that contract. For
instance, the MoF may not be in a position to grant an informational rent
when the budgeting system is input-based (line item) or if it is confronted
with a tight cash constraint. Besides, one fundamental difference between
private sector operations (which have typically been used to illustrate the
principal-agent theory) and public sector operations is often that output is
easier to quantify when it is sold on the market. Public sector output often is
not easy to quantify and must then be estimated at high cost and with
uncertainty (how many children have actually learned to read and write, how
many have been vaccinated).

There may also be political pressure or legal constraints forcing the MoF
to use ex post controls by the court of audit, even if it is not efficient to do so.
For instance, nearly all sub-Saharan African countries possess a court of audit.
Yet, findings from country financial accountability assessments (CFAAs) show
that these institutions often suffer from important weaknesses, ranging from

*
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lack of independence to poor capacity (World Bank, 2004b), which impair their
ability to deter cheating in a significant manner. The solution recommended
by the principal-agent theory is to grant premiums to line ministries so as to
induce them not to cheat. But this solution is hardly (if at all) observed in
reality. Rather, one often observes the coexistence of a weak supreme audit
institution and high levels of cheating (including corruption), with few
positive incentives such as performance premiums.

To look into cases where there exists a court of audit which is not effective
in deterring cheating, we now introduce a “cheating-inducing” regime: the MoF
uses audit but is not able to deter cheating. We are aware that this regime is not
optimal for the principal with respect to the constraints usually considered in
the literature, as it could get the same output without incurring the cost of
audit. However, we believe that it adequately reflects the situation of some
developing countries (see Subsection 4.4 on that issue). Therefore, we consider
the case in which the MoF audits, but the penalty and audit probability are such
that . In that case, it is always in the interest of the line
ministry to cheat when feasible, and the actual output is always low. As audit
takes place, penalties will be imposed at equilibrium, but they will not be a
sufficient enough threat to deter cheating. To come back to the model, the
cheating-inducing regime takes place when the MoF commits to audit with
a probability  (where the superscript “CI” stands for
“cheating-inducing”).

Characterising the cheating-inducing regime is interesting in that it helps
understand the reasons why the MoF is unable to deter cheating. This
happens in the following cases:

● The audit probability γCI is deliberately chosen at a level that is too low.

● The parameters preclude sufficient audit – in particular, if the expected
penalty is low compared to the rent, the theoretical γ which would help
deter cheating may turn out to be higher than unity, which is irrelevant; this
case may also occur when the effectiveness of audit (σ) is too low.

● The MoF does not make use of concomitant incentives (e.g. rents and
distortions).

Finally, note that if z > qσP, audit increases the agency cost. The weight of
this component could increase when the MoF supervises several line
ministries. For instance, if some ministries are less critical than others, and
could reasonably function with low production levels, agency costs could be
reduced by offering cheating-inducing contracts, thus saving on auditing
costs. The money saved could be used to provide the incentives to the priority
line ministries and offer them a cheating-proof contract, thus ensuring high
production (when i = H) in these sectors.
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4.3. The case of “no commitment”32

So far, we have considered that the MoF could credibly commit, at the
time of offering the contract, to audit the line ministry with a given probability
once output is observed. However, commitment to audit suffers from a time
inconsistency problem: the contract determined by the revelation principle is
optimal ex ante but entails inefficiencies ex post. Indeed, as the contract deters
cheating, the audit cost must be incurred without any compensation in terms
of collected penalty. Moreover, as the contracted effort is not efficient when
i = L, one obtains a Pareto improvement by renegotiating the contract once
information has been revealed. This time inconsistency reduces the credibility
of the commitment to audit, all the more if the MoF is facing a tight budget
constraint.33 Other reasons may also contribute to preclude the commitment
to audit, for instance the difficulty of verifying whether the principal did
indeed abide by its committed random audit strategy (Mookherjee and Png,
1989) or, in practice, the absence of adequate legal institutions. In particular,
we have so far assumed that the existence of a court of audit in the country
consisted in a commitment control. Yet, the inefficiency of the court of audit
and related institutions may reduce the credibility of the commitment.
Nevertheless, in such situations where the MoF cannot credibly commit to
auditing, it can call upon some external auditors for specific tasks.

In this subsection, we drop the assumption that the MoF commits to
auditing at the time of offering the contract. However, once output is observed,
the MoF can decide to audit if it proves to be efficient ex post, i.e. if the MoF
expects to get “value for money” out of the audit. Indeed, when the output is
produced, it is too late to deter cheating – but the MoF can still earn a penalty
if cheating is detected. The MoF will be willing to audit only if the expected
penalty is at least equal to the audit cost. Moreover, the mere expectation that
the MoF may audit will reduce the line ministry’s incentive to cheat.

Formally, with no commitment, the revelation principle cannot be used
and audit must be optimal ex post to justify its cost. Hence, cheating may occur
in equilibrium (i.e. the probability of cheating is positive), and the MoF can
expect to collect a penalty. The MoF’s problem is to choose the levels of
transfers, effort and audit probability so as to maximise its objective function:

Subject to IR(L) and the following constraints:

IR(H)

IC(H)

IC(A)

Note that, compared to the previous cases, the MoF’s objective function
and the constraints now encompass the probability of cheating by the line
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ministry (Subsections 4.1 and 4.2 correspond to corner solutions of this
general problem). The two IC constraints consist of indifference conditions
and determine the game, which is played simultaneously by the MoF and the
line ministry. Indeed, the line ministry is indifferent between cheating and
being honest when . The MoF observes xL, and is
indifferent between auditing and not auditing when φσP = z.

This problem yields a mixed-strategy equilibrium. Under this regime,
production is efficient and the line ministry gets no rent. The equilibrium is
obtained when the MoF audits with probability  and the
line ministry cheats with probability m = [z(1 – q)/(σP – z)q]. Note that penalties
are collected at equilibrium and are exactly offset by the cost of audit. Moreover,
as it entails no production distortion, the mixed-strategy equilibrium tends to
the first-best when the penalty is very large or audit is free.34

To our knowledge, the literature has not attempted to directly compare
regimes with and without commitment, because commitment to audit is
usually considered desirable as it reduces the ex ante cost of inducing truthful
reporting (Baron and Besanko, 1984). The limited commitment due to the
possibility of renegotiating a contract is typically handled by using the
renegotiation-proofness principle. The latter, which is somewhat similar to
the revelation principle, says that one can, without loss of generality, restrict
the set of possible contracts to the class of contracts that are not renegotiated.
Renegotiation-proof constraints are thus added to the set of IRs and ICs
(e.g. Bolton, 1990; Dewatripont and Maskin, 1990; but see also Aghion,
Dewatripont and Rey, 1994). In practice, commitment may entail some costs,
including those linked to the creation of an adequate institutional setting such
as the creation of a court of audit. Our framework allows a comparison of the
agency costs associated with each regime. For instance, one observes that the
agency cost of our mixed-strategy equilibrium consists mainly of the loss of
production (when i = H and the agent cheats). However, when external audits
are cheap, and/or the expected penalty is large, the cheating probability
decreases and the mixed strategy becomes a better option. This could reduce
the value of establishing a court of audit if it does not yet exist in the country.

4.4. Applying the theoretical framework to PEM systems

The sections above explain the different control regimes the MoF can
implement, according (notably) to the audit probability it chooses. The optimality
of these regimes depends on the value of exogenous, country-specific parameters
such as the level of penalty, the quality of the supervision technique, the cost of
audit, and the probability of high productivity. This suggests that the need to base
the choice of the control design on a good analysis cannot be overemphasised
and limits the applicability of “one-size-fits-all” solutions. In this respect, our
model provides an analytical framework that can guide PEM reforms, as it allows
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for comparing different institutional designs while taking into account the
constraints faced by governments.

Generally speaking, the MoF should choose the audit regime associated
with the lowest agency cost. Yet, the regimes vary with the institutional
setting. The cheating-proof regime corresponds to a situation where the MoF
can credibly commit ex ante to auditing with a given probability, for instance
if a court of audit exists. This regime can be compared directly with the
second-best contract, and the choice will depend on the ratio qσP/(1 – q)z. The
mixed strategy relies on a different assumption: there is no commitment, but
the MoF can choose ex post whether to resort to external auditors for specific
tasks. To compare these two frameworks, one should add the fixed cost of
setting up and running the institutions necessary to allow commitment
(e.g. the cost of creating a court of audit) to the agency cost of the cheating-proof
regime.

In theory all the regimes discussed above could be implemented. In
practice, however, additional constraints may restrain the choices available to
the MoF, especially in developing countries. On the one hand, several factors
may contribute to reducing the ratio qσP/(1 – q)z which conditions the value of
audit in those countries. When cheating is detected, the penalty faced by line
ministries may be very small or rarely enforced (see, for example, Dia, 1996;
Lienert, 2003; Moussa, 2004), all the more if discounted at a high rate (because of
the time required for implementation) and if the supervision technology is not
performing well (low σ, for instance due to poor fiscal data; see, for example,
Bouley, Fournel and Leruth, 2002); the probability of high output may be low,
compared to that expected in industrial countries; and the opportunity cost of
audit may be high, considering the scarcity of competent human resources.
Therefore, while the MoF can probably deter cheating through ex post audits in
industrial countries, this may not be so easy in developing countries.

Practical constraints may also restrict the MoF’s actions:

● A tight cash constraint and/or the framework of line-item budgeting may
limit the availability of informational rents.35

● The government may have committed to provide a minimum package of
services, which prevents production distortions below a certain level (the
level obtained under the optimal contract).

● The MoF may be legally or politically obliged to resort to the court of audit,
even if it is not working well.

Finally, if audit is not efficient [due to a low ratio qσP/(1 – q)z] and if the
MoF cannot enforce the second-best contract (for practical reasons), it can
only implement the cheating-inducing regime: the most unfavourable for the
MoF, and a regime that is never optimal.
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Note that our analytical framework may be extended to evaluate various
reforms. One can think of reforms to increase the quality of audit, or to use
signalling to help determine productivity (e.g. collecting economic information
on the sector and/or auditing the quality of the approved programme design).

5. Ex ante controls36

We have so far considered that, notwithstanding the risk of being caught
ex post, cheating is costless for the agent. This assumption is common in the
literature because the cheating rent generally consists of a reduction in the
effort made by the agent, which remains his/her private information. But the
line ministry’s effort may also comprise some negative actions (such as
corruption), and this leads us to assume that cheating entails some costs to be
concealed. This allows us to make the link with the economic literature on
collusion in organisations.37 The literature distinguishes two types of
collusion costs, according to whether they are exogenous (e.g. negotiation
costs, “physical” strategies to divert monies from their intended purposes) or
endogenous (e.g. costs stemming from the risk of future detection; see
Faure-Grimaud, Laffont and Martimort, 1999; Khalil and Lawarrée, 2006). Ways
in which the principal can avoid corruption include: i) create incentive
payments; ii) decrease the stake of collusion; and iii) increase the transaction
cost of collusion (Laffont and Rochet, 1997). In this section, we introduce an
exogenous cost of cheating and explain how it affects the constraints of the
MoF’s problem. In a second step, we interpret ex ante controls, undertaken by
the MoF before the commitment and/or the payment of the line ministry’s
expenditures, as increasing the cost of cheating. We then discuss the relative
value of ex post and ex ante controls.

5.1. Exogenous cost of cheating

We assume that the line ministry incurs a certain cost η ≥ 0 when it
cheats. That cost decreases the expected benefits from cheating. If we first
consider a model without ex post audit, the MoF’s problem can be written as:

Subject to IR(L) and:

IR(H)

IC(H)

We observe that IC(H)  is  relaxed by the cost of cheating.  If
, the line ministry will always cheat (m = 1) unless

appropriate incentives are provided. For instance, the second-best contract in
this case would also entail a rent when i = H and a productive distortion when
i = L, but these would be reduced by the cheating cost. If the cost of cheating is
high enough and , the line ministry will not cheat
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(m = 0) and the MoF will reach the first-best solution [no rent and efficient
production, as IC(H) is not binding]. It is thus in the MoF’s interest to increase
the cost of cheating. This is discussed further in the next subsection.

5.2. Ex ante controls as increasing the cost of cheating

Most traditional principal-agent models consider monitoring at the ex post

stage.38 Deterring cheating (or collusion) ex ante is done by granting rewards
and/or through a threat of future punishment. For their part, PEM systems also
include a series of controls designed to prevent agents from cheating ex ante. For
example, automatic tools, such as computer-based systems that check the
budget appropriations before allowing spending, are designed for that purpose,
and a similar role is played by the financial comptrollers placed by the MoF
within line ministries. Such controls are particularly extensive in the
francophone treasury system (Bouley, Fournel and Leruth, 2002) but also exist in
the anglophone system (Diamond, 2002). As observation suggests, however,
these control techniques are not perfect, partly because agents are very active
in trying to bypass them (Lienert, 2003; Moussa, 2004).

We hereafter interpret setting up ex ante controls implemented by the
MoF as increasing the line ministry’s cost of cheating.39 We endogenise the
cost of cheating as a decision variable of the MoF and first consider a model
without ex post audit.

Assume that c represents the cost of the ex ante controls. It may be
interpreted as the cost of implementing and running controls, but also as the
economic cost (sometimes heavy) of procedures that may complicate the
expenditure process and reduce the line ministry’s absorptive capacity.40 The
line ministry’s cost of cheating η(c) is now endogenous and depends on the
controls implemented by the MoF. We assume ηc > 0, ηcc < 0, η(0) = 0, and

.41 We limit our analysis to the specification of incentive-compatible
schemes (thus, where the MoF deters cheating). The MoF will decide on the
levels of ex ante control, transfer and effort so as to maximise its expected
output, as follows:

Subject to IR(L), IR(H) [which now has the form: tH – ψ(eH) ≥ 0] and

IC(H)

Relying on ex ante controls is different from ex post audits because: i) the
performance of ex ante controls is “intrinsic” (depending on η), and does not
depend on external factors like the level of penalty; ii) the cost of controls is
incurred ex ante, whatever the state of nature, while the cost of audit is
incurred, if at all, only when a low output is observed; and iii) the decision
parameter of the MoF is bounded in the case of ex post audits while, in theory,

( )lim
c

cη
→∞

= ∞
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the MoF could increase ex ante controls infinitely (although it would not be
efficient to do so).

The results and proofs related to this discussion are presented in Leruth
and Paul (2006). Once again, the problem remains to respect IC(H) at the lowest
cost, hence the importance of the shadow cost (Lagrance multiplier) of that
constraint. We first show that it is not efficient to increase controls above a
certain point where [1/ηc(c)] ≥ q. If the cost of deterring cheating by controls
alone is too high (i.e. when the minimum level of control that would be
necessary to deter cheating, , would be such that [1/ηc(c)] > q),
the MoF must also use other means to deter cheating, including rents and
productive distortions. For instance, the line ministry could be granted a rent
when i = H (the level of this rent decreases with the amount of control by the
MoF) and be required to produce the second-best level of effort when i = L. In
that case, the MoF’s expected output corresponds to the second-best solution.

When ex ante controls are sufficiently effective to allow the MoF to deter
cheating by raising controls (until a point such that [1/ηc(c)] < q), the line
ministry gets no rent. However, it may be profitable for the MoF to distort the
required effort, if it can save by reducing the level of controls. The MoF would
then choose the level of control and the effort required when i = L by
comparing their cost, i.e. so as to relax IC(H) at the lowest cost. The trade-off
here is between increased efficiency and the cost of control.

The results do not fundamentally differ from the cheating-proof regime
with ex post audits. Both types of control are assessed with regard to their
ability to deter cheating, and if their cost is too high relative to their benefits,
the MoF has to use other means (rents and distortions). Yet, one can compare
the relative value of both types of controls on the basis of the shadow cost
of each problem’s IC(H) constraint, i.e. the Lagrange multiplier of those
constraints at equilibrium. Both indeed measure the difficulty of deterring
cheating, and determine the agency costs (cost of control, rents and
production distortions) associated with each regime. For instance, it is not
profitable for the MoF to increase the level of ex ante controls when [1/ηc(c)] > q,
nor to use ex post audits when [(1 – q)z + λγ]/σP > q. An analysis of shadow
costs reveals that both thresholds depend on the probability that i = H. It also
reveals that the higher the probability of high output, the higher the incentive
to use controls to guarantee it. Second, the effect of ex post audits on relaxing
the constraint IC(H) is mitigated by the size of the expected penalty. As already
mentioned, penalties are low and/or not enforced in developing countries, and
ex post audits may not be able to deter cheating, making ex ante controls more
effective. Third, if penalties are a credible threat, ex post audits may prove to be
effective because their cost is incurred only when the principal observes a low
output (i.e. with probability [1 – q] under a cheating-proof regime) contrary to
ex ante controls which are imposed in a nondiscriminatory manner.

⁽ ⁾ ⁽ ⁾LLc t eη ψ= − %
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5.3. Integrating ex ante and ex post controls

We now briefly consider (without explicitly solving) the case in which the
MoF can deter cheating through a combination of ex ante controls and ex post

audits. Limiting ourselves to incentive-compatible schemes, the MoF’s
problem is to maximise the expected output:

Subject to IR(L), IR(H) and:

IC(H)

Under a combined approach, the most interesting case occurs when the
MoF simultaneously uses both types of controls. This may only take place
when λ = 1/ηc(c) = [(1 – q)z + λγ]/σP ≤ q. This may be interpreted as linking the
cost-effectiveness of each type of control and comparing their costs (resp. c
and [(1 – q)z + λγ]) to their effectiveness in deterring cheating (which depends
on η and σP). When the MoF uses both audits and controls in combination, it
will thus equate the relative contribution of each type of control. Finally, the
optimal level of ex ante controls and probability of ex post audits, as well as the
production distortion when i = L and the possible rent when i = H, will be
determined simultaneously, so as to satisfy the constraint IC(H) at the
lowest cost.

6. Conclusion

We have argued that the principal-agent theory offers a powerful analytical
framework to better understand PEM systems and guide their design in
developing countries. The model discussed in this article equally applies to
“managerial” systems relying on ex post audits (in the British tradition) and to
systems relying more on ex ante controls (in many francophone African
countries). It allows for comparisons between institutional settings
(e.g. depending on whether or not the MoF is able to commit to a certain audit
probability) and types of control (e.g. comparing the effectiveness of ex post
audits and ex ante controls) by examining the cost-effectiveness of various tools
available to the principal to deter cheating. However, this often entails some
productive distortions, which result from a trade-off between economic
efficiency, on the one hand, and the cost of control and/or an informational
rent, on the other hand. Finally, we have interpreted corruption and the lack of
governance as “rents” captured by the line ministries at the expense of their
principal as a result of the informational advantage. By assuming that the
agent’s effort encompasses productive effort, as well as negative actions such as
those related to corruption, we have linked the model to the literature on
collusion in organisations.
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The model shows that several regimes can exist and that their optimality
depends on country-specific parameters, hence the importance of basing the
choice of a PEM system on a detailed analysis. Nevertheless, it is possible to
draw a few general lessons that can help PEM advisors address some
important issues:

● Ex post controls (which we mostly assimilate to a court of audit in this
article) should be used up to the point where their marginal cost is equal to
their return in terms of improved economic efficiency. This will depend on
several parameters such as arbitrarily low or ineffective penalties (often the
result of social pressure or a weak judicial system in developing countries).
Rather than setting up a court of audit (they do not exist in all countries), it
may then be profitable to rely on other tools such as external, private audit
firms, which increase the cost of cheating for the line ministries. In certain
conditions, we also stress the importance of setting up a court of audit so as
to make the commitment assumption credible and, in conjunction with
better funding, increase its activities, thereby increasing the deterring
aspect of the threat of punishment.

● The effectiveness of internal controls is similarly determined by cost-
benefit considerations, but money spent on internal controls tends to be
more effective than money spent on ex post controls in developing
countries. An important parameter is the extent to which these controls
can be bypassed, for example through the use of extraordinary procedures.
The cost of internal controls should be assessed carefully, taking into
account not only the cost of additional controllers or systems, but also the
economic cost due to the resulting slowdown of the expenditure process.

● In countries where the efficiency of both internal and external controls is
dubious, theory recommends that the line ministry should be granted an
“informational rent” in the form of a transfer above the compensation for
the effort made. However, in practice, and beyond the difficulty of
implementing such schemes in a public sector context in many countries,
the efficiency of informational rents may be reduced if appropriate
performance measures on which to base the contract between the MoF and
the line ministry are unreliable or even unavailable.

● The model may also help sequence reforms, although we do not develop
this aspect in the article. As causes for the poor performance of the PEM
system are identified, it is possible to decide what measures should take
priority. For instance, if the MoF is not in a position to deter cheating by
introducing internal controls, nor to grant informational rents, it is trapped
in the so-called cheating-inducing regime. A first step could be to announce
that private audit firms will be hired. In our model, this would relate to
implementing a mixed-strategy equilibrium, which tends to be an easily
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implementable and cheaper solution (as it incurs no fixed cost) to reduce
the extent of cheating. If the country lacks reliable fiscal data, ex post audits
are not very effective, and the priority should be to reinforce the accounting
system before reinvigorating the court of audit.

Finally, although the principal-agent theory provides very interesting
insights for the design of PEM systems, we have only considered a few aspects
and many more are worth exploring. For instance, a principal-agent analysis
could be applied to the allocation of resources for control purposes between
different line ministries (for example because they have different probabilities
of cheating). Future research could also focus on the dynamic aspects of PEM
design and take into account the repeated interactions between the MoF and
line ministries at the time the contract is prepared. Although not easily
tractable, the realities of the negotiation process between the MoF and the line
ministries are very complex, with some line ministries being better informed
than others.

Notes

1. However, there is a growing literature on performance, programme and output
budgeting, which basically aims to improve the information available on the
effectiveness of public expenditure, and hence helps improve performance
through enhanced accountability.

2. This assessment was initiated in 2002 and recently updated (see IDA/IMF, 2002
and 2005).

3. More recently, several bilateral donors and multilateral institutions have set up the
public expenditure and financial accountability (PEFA) programme. It aims to build
a strategic and collaborative approach to assessing and reforming partner countries’
public expenditure, procurement and financial accountability systems, and
identifies a set of performance indicators and benchmarks in order to help address
developmental and fiduciary objectives. It has developed a public financial
management (PFM) performance measurement system, and assesses PFM systems
against six critical objectives: budget realism; comprehensive, policy-based budget;
fiscal management; information; control; accountability and transparency. The
sixteen criteria are presented in Appendix I of Leruth and Paul (2006).

4. This interpretation is consistent with that of political and social sciences, which
refer to the broader notion of “rent capture” rather than corruption.

5. In some countries, such as Belgium and Lebanon, the court of audit may also
perform some ex ante control. In this article, we restrict our attention to the
functions of ex ante in contrast to ex post controls, irrespective of the institution
performing them.

6. The “mise en débêt” is a tool to make public accountants personally responsible for
financial wrongdoings discovered in their management of public funds by the
court of audit or similar body.

7. Note that assuming a strict agency relationship between the MoF and the line
ministry is a simplification of realities. A powerful line ministry could often play a
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very important role in budget negotiations, simply because it has more knowledge
about requirements in its own area than the MoF. This could be particularly true at
the time of budget preparation, where the line ministry could consider itself as an
equal partner to the MoF.

8. Potter and Diamond (1999) and Bouley, Fournel and Leruth (2002) discuss several of
these constraints.

9. This is in line with the approach adopted, for instance, in the Australian budgeting
system, where so-called service and resource allocation agreements are prepared
and implemented (New South Wales Treasury, 2000).

10. For example, if the health system in a country does not perform well, say in terms
of vaccination ratios, it can be because the health ministry focuses on other things
(and could do those efficiently). It could also be because the money appropriated
for the purchase of vaccines gets “lost” in the system. A weak PEM system would
generally refer to the latter. See, for example, Gupta and Verhoeven (2001).

11. To quote a very practical definition from the New South Wales Treasury: “Output
budgeting involves the Executive Government explicitly ‘purchasing’ outputs from
program and service delivery agencies (the ‘providers’) in order to achieve desired
Government outcomes [...]. With performance budgeting, the Executive Government
funds (or ‘purchases’) an agency’s program and delivery plan (a set of program and
delivery strategies) which the agency has developed in order to achieved desired
Government outcomes” (New South Wales Treasury, 2000, p. 13).

12. Ideally, these objectives are defined in the context of a medium-term (three-year)
framework and based on a comprehensive macroeconomic model. A multi-year
budget framework has the potential to improve incentives, for instance by allowing
the introduction of intertemporal competition across agents (Ahmad and Martinez,
2004). Although we will not address this issue in the context of the article, it is
important to note that the lack of a proper framework for medium-term budgeting
has also been identified by the IMF and the World Bank as an area that requires
substantial strengthening.

13. The PRSP approach was launched in 1999 in the context of the HIPC initiative. A
PRSP describes a country’s macroeconomic, structural and social policies and
programmes to promote growth and reduce poverty, as well as associated external
financing needs. Its preparation and implementation now often condition the
release of aid funds and debt relief.

14. Hereafter we use the term “informational rent” when referring to the supplementary
premium that the line ministry is deliberately granted as an incentive to exert high
effort. We use the term “cheating rent” to refer to the amount illegally diverted,
notably through corruption.

15. In this article, we use indifferently “performance payment” (contingent on
observable/verifiable results) and “informational rent” although the latter is, in
principle, more general (the difference between the expected utility of an agent
with private information and his/her reservation utility).

16. Incentive schemes may be used in public companies (see, for instance, the
regulation theory following Laffont and Tirole, 1993) and also, to some extent, in
customs administrations (on the theoretical side, see, for instance, Besley and
McLaren, 1993). 

17. A model close to ours, which combines adverse selection and moral hazard,
predicts that monitoring the agent’s action is strictly preferable to auditing private
information (Kessler, 2000).
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18. In practice, the MoF would try to maximise the joint output of several line
ministries. By restricting the model to one line ministry, we assume that the MoF
treats all line ministries equally. The case of several line ministries is indirectly
handled when the probability of audit is below one (notably in the mixed strategy
equilibrium), which may be interpreted as follows: the MoF can possibly audit only
a certain number of line ministries, and each line ministry chooses its cheating
level considering that probability of being audited.

19. Superscript “*” stands for first-best values.

20. This could be interpreted as an absorptive capacity constraint: when the state of
nature is high, the line ministry must work harder to absorb a larger appropriation.

21. For example, if a government is not allowed to use an overdraft facility with the
Central Bank, the rule can be interpreted as a safeguard. 

22. Assuming the auditor is paid only when reporting cheating is not relevant in a PEM
system, although there are many instances where a bonus is given when cheating
is detected (for example, customs employees detecting a fraud have a right to a
portion of the tax recovered in many countries).

23. Note that this assumption is also made by Kofman and Lawarrée (1993) in their
regime with one costly truthful auditor, as well as in Khalil (1997), for example.

24. We use a terminology similar to that of Eskeland and Thiele (1999) who refer to
collusion-proof and collusion-inducing regimes, as we refer to cheating-proof and
cheating-inducing regimes.

25. This may seem a little remote from reality. However, the revelation principle
characterises the optimal payoffs and can be seen as the “truth-telling map” of a
complex mechanism where cheating and punishments occur (Kofman and Lawarrée,
1993, p. 648).

26. If there are several line ministries, the latter situation could correspond to the case
where the MoF announces it will audit a certain number of line ministries – so that
each line ministry knows, ex ante, with which probability it will be audited at the
end of the year.

27. The probability of cheating and the expected penalty do not enter the principal’s
objective function as, under this regime, cheating is deterred. However, the expected
penalty appears in the IC constraint.

28. To be complete, one should also introduce an IC(L) constraint, aimed at preventing
the line ministry from producing the high output when productivity is low. This
would take the form . But, as is common in the literature, that
constraint is redundant with the others and is therefore not relevant. Note also
that, as we use the revelation principle and deter cheating, the optimal solution
exhibits no cheating. The penalty is not collected in equilibrium and hence it does
not enter the MoF’s objective function (although it is present in the constraints).

29. Note that, from the specification of that Lagrange multiplier, one observes that the
higher the cost of audit and/or the probability of low productivity, and the lower
the penalty, the harder it is to deter cheating.

30. Our results are consistent with the analysis of Kofman and Lawarrée (1993) with a
truthful auditor. There are some slight differences, however.

31. The random audit case may be interpreted in a context with several line
ministries, where γ represents the probability, for each line ministry, to be audited
in the framework of the general auditing policy of the MoF.

⁽ ⁾ ⁽ ⁾HL L Ht e t eψ ψ− ≥ − %
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32. Mixed-strategy equilibriums have generally been used in the literature on collusion.
The latter suggests that, instead of trying to systematically deter (or induce)
collusion, it may be efficient to allow it to some extent (e.g. Kofman and Lawarrée,
1996; Khalil, 1997; Khalil and Lawarrée, 2006). This may be the case, for example, if
there is a positive probability that the agent and the supervisor are honest, so that
it may be too costly to provide incentives to systematically deter collusion. We
hereafter apply a similar approach to cheating (corruption). We do not model it; but,
in a context with several line ministries, the mixed-strategy equilibrium could also
yield the optimal contract when some line ministries are honest while others are
corrupt, because preventing cheating as if all line ministries were corrupt would be
too costly.

33. This argument holds in one-period games. However, in the context of repeated
relationships, it is probably in the MoF’s interest not to backtrack on its promise to
audit with the announced probability, in order to preserve its reputation.

34. Our results are quite intuitive. Both the probability of audit and the probability of
cheating are decreasing functions of the expected penalty. The more cheating rent
the line ministry can capture, the more the MoF audits. The more expensive the audit,
the more the line ministry cheats. The cheating probability is also influenced by the
relative probabilities of the productivity occurrences: to keep the MoF indifferent
between auditing and not auditing, cheating is increasing with the probability of low
productivity. The agency cost decreases with the expected penalty and increases with
the probability of low productivity. It is also higher when the difference of production
between i = H and i = L is higher.

35. Informational rents could be envisaged in a system of performance budgeting, as
they consist of rewarding the line ministry for good performance (above the
compensation of its effort).

36. This section deals with an issue not often discussed in principal-agent papers
where the focus tends to be on controls run ex post.

37. Following Tirole (1986), that branch of the literature studies the potential for side-
contracting between a privately informed, cheating agent and the supervisor hired
by the principal to control him or her.

38. As an exception to this statement, Strausz (2006) compares the value of
monitoring versus auditing – but our analysis differs from Strausz’s in that we do
not assume that ex post audit and ex ante controls rely on the same technology.

39. The literature on collusion adopts a similar approach when it acknowledges that
hiring a collusive auditor is still useful, because it makes shirking costly for the
agent, as he/she will have to pay a bribe to falsify the report (e.g. Kofman and
Lawarrée, 1996).

40. For instance, in Senegal, the procedures for disbursing the Health Decentralization
Fund are such that it takes on average ten months for the resources to be at the
disposal of the providers. This leaves only two months to the facility to absorb
those resources (World Bank, 2004a).

41. The more effective the controls, the higher η(c) for any c > 0.
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An assessment of agency theory as a framework for the government–
university relationship

Jussi Kivistö*

Department of Management Studies, University of Tampere, Tampere, Finland

The aim of this paper is to use agency theory as the theoretical framework for an
examination of the government–university relationship and to assess the main
strengths and weaknesses of the theory in this context. Because of its logically
consistent framework, agency theory is able to manifest many of the complexities
and difficulties that governments face in their attempts to govern universities.
Agency theory also offers unique explanations for the government’s choice and
use of certain governance procedures, low performance by universities and cost
growth in the higher education sector.
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Introduction

Agency theory, also known as the principal agent or principal agency theory/model

describes the relationship between two or more parties, in which one party,

designated as the principal, engages another party, designated as the agent, to

perform some task on the behalf of the principal (Jensen & Meckling, 1976; Moe,

1984; Ross, 1973). The theory assumes that once principals delegate authority to

agents, they often have problems controlling them, because agents’ goals often differ

from their own, and because agents often have better information about their

capacity and activities than do principals. Agency theory focuses on the ways

principals try to mitigate this control problem by selecting certain types of agents

and certain forms of monitoring their actions, and by economic incentives (Kiser,

1999).

Government–university relationships have gone through a period of transition

over the past 15 years, especially in Europe. The predominant mode for government

governance of universities has seemingly shifted from control and regulation to

supervision and enforcement of the universities’ self-regulative capabilities (Hölttä,

1995; van Vught, 1997). More specifically, these changes have been characterised by

delegation and a shift from hierarchical, authority-based governance structures to

contractual, exchange-based governance structures. Increased autonomy and self-

regulative capabilities of universities have been accompanied by increases in their

accountability to governments (Gornitzka et al., 2004; Trow, 1996). Given this

development, one needs to ask two simple interconnected questions:

1. Why do governments need to verify the accountability of universities?

2. Why can’t governments just trust universities?
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As a theory characterised by mistrust, control and compliance, agency theory is

able to propose a rather simple and straightforward answer to the questions

presented. According to agency theory, governments do not trust universities, simply

because universities are likely to behave opportunistically if they are not held

accountable for the resources they receive.
The purpose of this paper is to assess the main strengths and weaknesses of

agency theory when it is utilised as an analytical framework for examining the

government–university relationship.

Literature review

Although strongly influenced by its background in economics (Alchian & Demsetz,

1972; Jensen & Meckling, 1976; Ross, 1973) and political science (Mitnick, 1975;

Moe, 1984; Rose-Ackerman, 1978), agency theory is not and it never has been the

exclusive property of one particular scholarly discipline or paradigm. Rather, it has a

widely applied theoretical and empirical framework for many different disciplines
and approaches.

Over the past two decades, the role of agency theory in the mainstream of higher

education research has been nominal. Authors such as Ferris (1991), Geuna (1999),

Hölttä (1995), Massy (1996), Whynes (1993) and Williams (1995) all have

acknowledged and mentioned the principal–agent relationship, but deeper examina-

tion of this relationship as an agency relationship was left aside. However, in

addition to the works of Kivistö (2005; 2007) and Lane and Kivistö (2008), a

growing number of attempts to apply agency theory within the context of higher
education has been made, especially in recent years. Scholars such as Gornitzka et al.

(2004), Lane (2005), Liefner (2003) and McLendon (2003) have applied the theory

within a higher education context and to government–university relationships. To

date, higher education studies applying agency theory have utilised it primarily as a

conceptual framework, heuristic tool or as an organising concept that aimed to offer

insights related to university governance. Owing to the divergent development of

agency theory in different disciplines, application of the theory to higher education

governance and policy has been somewhat disjointed as scholars using the same
broad theory utilise different assumptions based on their own disciplinary

perspective, usually political science or economics (Lane & Kivistö, 2008).

The framework of agency theory

In order to consider the government–university relationship as an agency relation-

ship, the relationship must contain the following three elements:

1. Tasks that the government delegates to a university (i.e. teaching and

research);

2. Resources that the government allocates to a university for accomplishing

those tasks; and

3. Government interest in governing the accomplishment of the tasks (Kivistö,

2007).

The parties to the agency relationship; that is, a government and a university,

also require more detailed specification. The government, as a principal, can be

defined differently depending on the chosen context and perspective. In the broadest
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sense, government may refer to the whole body of national or regional public

institutions performing political or administrative functions. When understood in a

narrower sense, government can be viewed as a public bureau or agency, such as a

ministry or department (Laking, 2005). Bilateral government–university relation-

ships are more common in Europe, where universities are regulated by relatively

strong and unitary central governments. The situation is somewhat different in the

United States, where State universities are often surrounded by other actors, such as

legislature, the governor, higher education commissioner or a coordinating board

(Lane, 2005). A university, as an agent, is considered to be either a public or a non-

profit higher education institution, which has identifiable legal, economical and/or

socio-cultural boundaries separating it from the boundaries of the government

organisation. Public universities are funded and owned by public authorities and

their legal status is public. Non-profit universities are at least partly publicly funded,

but ownership and legal status can be private (i.e. not public).

Agency theory makes two important assumptions concerning the agency

relationship. There must be informational asymmetries and goal conflicts present

simultaneously in the agency relationship (e.g. Moe, 1984; Waterman & Meier,

1998). Informational asymmetries can be simply considered as a claim that an agent

possesses more or better information about the details of individual tasks assigned to

him, his own actions, abilities and preferences (cf. Eggertsson, 1990). Academic work

is itself inherently surrounded by high informational asymmetries, starting from its

core substance, knowledge (Clark, 1984). Understanding the substance of academic

work requires a high level of specified expertise and it is not easily replaceable. Some

of the total informational asymmetries are also affected by the structural complexity

of university organisation (see, for example, Birnbaum (1988) and Clark (1983)).

According to Birnbaum (2001) universities are ‘complex, non-linear systems, and

their responses to chances in one part can have counterintuitive and surprising

effects in another’ (p. 194). Furthermore, multiple complexities in production

technology of universities are causing informational asymmetries (e.g. Cave et al.,

1997; Hölttä, 1995; Johnes & Taylor, 1990).

Goal conflicts refer to a situation in which the principal’s and the agent’s desires

and interests concerning certain ends are in conflict with each other and that they

would therefore prefer different courses of action (Milgrom & Roberts, 1992). At the

level of official goals, there is likely to be general goal conflict between the cultural

arguments (universities) and the utilitarian arguments (governments) (Bleiklie, 1998).

Universities have traditionally argued that scholarly and academic activities are

emancipating forces in the development of open and tolerant societies. Governments

have emphasised that universities, whether they are understood as ‘bureaux’ or

‘corporations’, exist mainly to provide society with qualified labour, knowledge and

research products that contribute to national economic growth (Bleiklie, 1998;

Schmidtlein, 2004). The goal conflict resulting from the clash of cultural and

utilitarian goal conceptions can be essentially crystallised by the confrontation

between the utilitarian claims for accountability and cultural emphasis on academic

freedom and institutional autonomy. From the cultural perspective, it is believed

that stronger accountability to government weakens the autonomy of the

institutions. In addition to the sincere fears of losing academic freedom and

institutional autonomy, covert goals may also play a part in the general university

and faculty dislike for the government’s accountability demands. In extreme cases,
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the overt goals may also serve as sentimental ‘hobby-horses’ created for the purpose

of justifying more self-interested covert goals such as ‘pursuing prestige, influence,

revenue and leisure’ (Kivistö, 2007).

The agency problem

Taken together, the informational asymmetries and goal conflicts constitute the

agency problem – the possibility of opportunistic behaviour on the agent’s part that
works against the welfare of the principal (Barney & Hesterly, 1996). The agency

problem (also called ‘moral hazard problem’) may arise in situations in which the

principal cannot directly observe the agent’s actions and when the self-interested

agent pursues his private goals at the expense of the principal’s goals (e.g. Barney &

Ouchi, 1986; Milgrom & Roberts, 1992). Self-interest can also make the agent

reluctant to share performance information with the principal or to motivate the

agent to send wrong information to the principal (Bergen, Dutta & Walker, 1992).

Basically, every action and effort of a university could turn into a form of
opportunistic behaviour when the true reasons behind this behaviour are self-

interested and not in the best interests of the government. This observation includes

the behaviour that takes place both at the individual and institutional levels.

According to Kivistö (2007), possible manifestations of opportunistic behaviour

could include: (1) shirking by individuals (e.g. Gomez-Mejia & Balkin, 1992; Ortmann

& Squire, 2000; Whicker, 1997); (2) opportunistic pursuit of prestige (see Brewer,

Gates & Goldman, 2002; Garvin, 1980) and opportunistic pursuit of revenues (see

Bowen 1970; 1980; Levin & Koski, 1998; Vedder, 2004); (3) opportunistic cross-

subsidisation (see James, 1986; 1990); and (4) the distortion of monitoring information

(Bohte & Meier, 2000). All of these reduce efficiency and effectiveness in the use of

government resources. For instance, shirking behaviour and opportunistic cross-

subsidisation both have the effect of lowering the university’s expected output

because they employ productive resources for other purposes. University opportu-

nism is also likely to reduce effectiveness, including the quality of research and

teaching processes and outputs. Or the shirking activity of faculty members that lead

to a constant absence from scheduled instructional tasks may lead to lower learning
outcomes and might prolong students’ graduation times unnecessarily. Effectiveness

is also lost when funds earmarked for expenditure on undergraduate education are

opportunistically transferred to subsidise research or other prestige-generating

activities (Kivistö, 2007).

Governing the agency problem

According to agency theory, the principal has two basic options in seeking to control

the agent in terms of the contracts to be agreed upon; that is, behaviour-based

contracts and outcome-based contracts (Eisenhardt, 1989). When choosing
behaviour-based contracts the principal chooses to monitor the agent’s behaviour

(actions) and then reward that behaviour. The other option, outcome-based

contracts, compensates agents for achieving certain outcomes (outputs).

Governments perform numerous controlling and monitoring procedures in their

relationships with universities, and many of these procedures have a logical analogy

with behaviour-based contracts. Here, all of these arrangements are referred as

behaviour-based governance procedures. In general, such procedures include all those
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reporting requests, site visits, reviews and evaluations that focus on monitoring the

productive activities, with the primary purpose of informing the government about

how universities are ‘behaving’ in economic and operational terms. As in behaviour-

based contracts, the amount of government funding has a connection with the

observed behaviour. Therefore, different forms of input-based funding arrangements

(i.e. line-item budgeting or input-based formula funding) applied by the governments

represent one type of behaviour-based governance procedure. Input-based funding is

a form of government funding procedure, whereby the amount of funding allocated

is based on different input elements or a university’s production processes; that is,

indicators that refer to the resources used or the activities carried out by the

universities (Jongbloed & Vossensteyn, 2001).

The other option for the government to prevent the agency problem from

occurring is to offer output-related incentives to universities. Similarly with

outcome-based contracts, the general objective of output-based governance is to

reduce goal conflicts by aligning the goals of universities with the ones of the

government. It is usually organised through performance-based funding practices

that are constructed on some output-based funding formula. Because of the

intangible nature of teaching and research outputs, governments have been forced to

create surrogate measures and proxies, indicators to describe and represent the

outputs (Cave et al., 1997). Output indicators derived from teaching activities can

include the number of study credits obtained, the number of exams passed, the

number of undergraduate and graduate degrees granted and graduates’ employment

rates. Output indicators derived from research activities can be the number of

research publications, research income, the number of patents and licenses received,

the number of doctoral students and the number of graduate/doctoral degrees

granted (Jongbloed & Vossensteyn, 2001). In addition, the government may also use

more complex output-based performance indicators, such as ‘value added’,

‘graduation rate’, ‘graduation time’ and output-connected average cost measures

(Cave et al., 1997).

Agency variables and agency costs

The central challenge for the principal is to choose between different behaviour-

based and outcome-based contracts. For this challenge, agency theory presents the

two inter-related concepts of ‘agency costs’ and ‘agency variables’. Agency variables

describe the levels of different internal and external conditions connected to the

agency relationship that may have implications for agency costs and contract choice.

In other words, agency variables are believed to be able to predict the most efficient

contracting choice for a given situation. Although the exact number of agency

variables has varied within different research settings, at least four variables –

outcome measurability, outcome uncertainty, task programmability and goal

conflict – can be identified (cf. Eisenhardt, 1989; Kivistö, 2007).

The fact that teaching and research outputs are both, to a large extent,

immeasurable (definitional problems of what are the ‘right’ or ‘true’ teaching and

research outputs) and uncertain (uncontrollable student behaviour, unpredictable

nature of research work) indicates that the government should make use of

behaviour-based governance procedures. However, the low task programmability of

teaching and research activities (unique and non-repeatable tasks that require high
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levels of expertise and creativity) suggests that the government should use output-

based governance mechanisms, which can bypass the informational asymmetries

related to low task programmability. Furthermore, high or even moderate goal

conflicts between the government and university can create serious incentive

problems, increasing the possibility of opportunistic behaviour by universities. This

would lead to the suggestion of the use of more powerful economic incentives and

output-based governance. Because the government seems to face problems with both

types of governance procedures, it has to choose between two less than perfect

options; either it suffers from problems related to behaviour-based governance or it

suffers from problems related to output-based governance. It is a matter of concrete

context, opinion and political debate which of these problems should be considered

to be the lesser evil.

The concept of agency costs has been afforded a range of definitions but, in the

broadest sense, they can be understood to be the total costs of different contracting

choices plus the costs resulting from agent opportunism. The costs of agent

opportunism are the loss borne by the principal caused by the agent acting in his own

interest at the expense of the principal (e.g. Tosi & Gomez-Mejia, 1989). Agency

costs for government can be defined as the total sum of the costs resulting from

governing universities plus the costs incurred because of the opportunistic behaviour

of the universities. The total governance costs include the direct and indirect costs

associated with the governing procedures. Unfortunately, the costs of governance in

a given concrete situation are often impossible to calculate. It is unlikely that

government cost calculation systems would be able to count all the costs that are

related to the use of a certain type of governance procedure. Nevertheless, these costs

can be estimated indirectly and perceived in other than monetary terms. For

instance, the cost of governance procedures could be evaluated indirectly as the

amount of planning required to establish and to operate them and the number of

new staff required, or the new hierarchies their application creates and the

observable or estimated dysfunctions these inflict on universities’ production

behaviour (Jensen & Meckling, 1976; Kivistö, 2007). Owing to the invisible and

unperceivable nature of opportunistic behaviour, the costs of detected and

undetected opportunism, ‘opportunism costs’, are even more difficult to calculate,

although analytically they are possible to distinguish (Vining & Globerman, 1999).

Nevertheless, as a theoretical concept, they could offer interesting perspectives in

speculating on the meaningfulness and effects of the government governance of

universities.

An assessment of agency theory

The question of what constitutes ‘strong’ or ‘weak’ theory is not simple (see, for

example, Kezar 2006). There is no general agreement as to whether the strength of a

theory depends more on how ‘plausible’, ‘interesting’ or ‘aesthetically pleasing’ the

theory is (e.g. Weick, 1989), or how well it offers ‘explanations’ and ‘predictions’ in

order to diminish the complexity of the empirical world (e.g. Bacharach, 1989). This

is understandable as scholarly preferences and perspectives, as well as the

significance and emphasis put on each of the presented evaluation criteria, seem to

vary between theories, theorists, paradigms and disciplines. Nevertheless, a relatively

neutral position would be to argue that a good theory is a theory that fulfils its
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purpose. As the purpose of theories varies so to will the mode of validating the

theory (Dickoff & James, 1992; Kezar, 2006).

The strengths of agency theory

Government–university relationships contain both of the essential conditions that

should be present in an agency relationship: informational asymmetries and goal

conflicts. Both of these conditions seem to be relevant to an examination of this

relationship and they can be operationalised in the context of government–university

relationships. The existence of both informational asymmetries and goal conflicts

creates favourable conditions for the appearance of the agency problem. The

investigation of agency problem can offer a rich variety of insights on issues that are

related to established agency relationships and it allows the conceptualising and

operationalising of possible forms of university opportunism. In addition, the agency

theory also can cause attention to be focused on the productivity effects of

opportunistic behaviour by offering alternative explanations for lower levels of

performance by universities. By accepting opportunism as one possible explanation

for lower university performance, the theoretical perspective for examining issues

like accountability, cost growth, efficiency, effectiveness, performance measurement,

funding models or quality assessment can become wider, both theoretically and

empirically (Kivistö, 2007).

In addition to analysing opportunism by universities, agency theory allows for

the categorisation of funding methods, performance measurement instruments, and

other monitoring and assessment practices into two mutually exclusive categories

(i.e. behaviour-based and output-based governance procedures). The special

importance of this categorisation is that it is able to create conceptual links between

different governance procedures and the conditions that cause agency problem; that

is, informational asymmetries and goal conflicts. These insights allow more

systematic and theoretical analysis of the effects of particular governance methods.

As an important part of discerning the governance of agency problem, agency

theory introduces the concepts of agency cost and agency variables that are able to

offer insights concerning the costs, efficiency and effectiveness of particular

governance methods. When choosing between different governance procedures,

the government can analyse and make predictions about the applicability and cost of

each procedure in light of the agency variables. In addition to their predictive

capabilities, the use of these variables offers help both for conceptualising and

analysing many of the strengths and weaknesses that are inherent in using particular

behaviour- and output-based governance procedures. (For a more detailed

discussion, see Kivistö (2007).) Determining the agency costs can include interesting

speculation as to whether the costs of governance could, in some cases, exceed the

costs of the actual opportunism. If the costs resulting from opportunism remain

lower than the governing costs, the best solution for government could be to reduce

its governing efforts.

As a whole, all the strengths offered by agency theory to examine the

government–university relationship lie in the theory’s unique perspective on issues

that other theories do not contribute to, to the same extent. Basically, all of the

insights that agency theory can offer are related to the question of universities’

compliance with the government’s goals in exchange for the resources they receive.
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Analysing different forms of university opportunism and issues related to governing

the opportunism are clearly the strongest and most unique insights that the theory

can offer. Agency theory can provide alternative insights by examining the economic

characteristics of universities with respect to the behavioural implications for

government governance and resource allocation mechanisms. As such, agency theory

seems to be able to offer a broad but logically consistent framework about the

government’s governance of universities, in which different theoretical concepts and

approaches can be integrated in a meaningful way.

It is also worth noting that agency theory is not only a tool that is able to

strengthen the governing capabilities of the government; it may also help the faculty,

departments and universities to understand and develop those means which can

demonstrate that they have accomplished (or at least have attempted to accomplish)

their tax-funded tasks. One of the key issues seems to be how to meet the legitimate

accountability needs of government while safeguarding the institutional autonomy

of universities and the academic freedom of the faculty (Kells, 1994). In fact, rather

than weakening the role of the academic community, agency theory can, in fact,

strengthen the role of universities and faculty, if they choose to take into their own

hands those initiatives that demonstrate their accountability. In addition, agency

theory and agency variables can offer a theoretically sound framework for analysing

the actual and potential shortcomings of funding schemes, performance indicators or

assessment methods and, therefore, increase the weight of the argument directed

against their use (Kivistö, 2007).

The weaknesses of agency theory

Like any other theory, agency theory has its critics (see, for example, Donaldson, 1990,

1995; Perrow, 1986) and part of this criticism is relevant in the context of higher

education (see Kivistö, 2007). Agency theory has been criticised mostly because of the

behavioural assumptions it makes concerning human motivation and behaviour. The

critics of agency theory argue that the theory presents too narrow a model of human

motivation and that it makes unnecessary negative and cynical moral evaluations about

people. According to critics, focusing on self-interested and opportunistic behaviour

makes it possible to ignore a wider range of human motives, including altruism, trust,

respect and intrinsic motivation of an inherently satisfying task. This criticism also has

validity when agency theory is utilised for analysing government–university relation-

ships. If universities are considered only as aggregates of self-interested shirkers, a high

level of realism, objectivity and tactfulness will, undoubtedly, be lost.

The greatest weaknesses of agency theory are related to the narrowness of its

behavioural assumptions and of the focus of the theory. The fact that agency theory

focuses only on self-interested and opportunistic human behaviour means that the

theory ignores a wider range of human motives. Even though agency theory does not

suggest that self interest-based opportunistic behaviour is the only motivator of

human beings, the problem is that the theory partly fails to explain the principal’s

losses by any factor other than agent opportunism. In addition, agency theory’s

behavioural assumptions can also limit the scope of the theory. Agency theory pays

attention to mainly formal and economic aspects of government–university relation-

ships. However, in addition to their economic character, universities are also socio-

cultural organisations as regards the norms, incentives and organisational structure on
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which their behaviour is based. Another problem is that agency theory examines

agency relationships without questioning the legitimacy or justification of the

principal’s goals. Although this does not reduce the coherence and robustness of the

theory, it is a clear limitation of its scope, especially in the context of higher education.

Agency theory also suffers from narrowness of focus in mirroring the complexity

and diversity of the empirical reality (excluding some applications by political
scientists). It offers only a limited view by focusing on the bilateral interaction

between the government and a university in the context that is, in reality, often

surrounded by multilateral networks. In the modern world, a growing number of

stakeholders can be found from inside and outside the universities. The fact that

agency theory is not able to include third parties, stakeholders or competing

principals holistically in its analysis is clearly a great weakness. Agency theory is able

to examine only one of the many agency relationships at a time and it gives no

suggestions about how to proportionate this relationship to other possible agency
relationships. This inability to structure and incorporate the existence of multiple

principals and stakeholders creates a danger that can reduce the theoretical and

empirical usefulness of the theory.

Conclusion

Within its limitations, agency theory offers an analytical tool that can benefit a range of

parties interested in examining different aspects of government–university relation-

ships: higher education researchers, higher education community, and higher education

policy makers. Agency theory offers a theoretical framework for analysing why

governments are demanding quality assurance mechanisms and why they sometimes

choose output-based funding procedures instead of input-based funding procedures.

Accepting opportunism as one possible explanation for performance failures

might generate a more open and useful discussion and investigation about the

productive and economic behaviour of universities. By offering theoretical under-

standings and solutions for the phenomena of inefficiency and cost growth, agency

theory is able to underline some of the most topical questions asked by the higher

education community and policy makers. For higher education research purposes,

the theory possesses enough theoretical parsimony in its concepts but, at the same
time, these concepts are broad enough to allow for a wide variety of

operationalisations to be made. Despite the narrowness of its focus and assumptions,

agency theory offers a clear, logically consistent and dynamic framework for

examining government–university relationship from the selected perspective.

Investigating the possibility of developing agency theory in line with other
theoretical approaches in the same area of interest should be considered also.

Especially, studying the role of information, interests and incentives could provide a

much more rich understanding of the complex dynamics of government–university

relationships. For example, the study of performance measurement, studies of policy

instruments, theory-driven program evaluation and implementation theory could

benefit both agency theory and these approaches.
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ABSTRACT 

 

This paper describes new micro-foundations for theorizing about executive compensation, 

drawing on the behavioral economics literature and based on a more realistic set of 

behavioral assumptions than those which have typically been made by agency theorists.  We 

call these micro-foundations “behavioral agency theory”.  In contrast to the standard agency 

framework, which focuses on monitoring costs and incentive alignment, behavioral agency 

theory places agent performance at the center of the agency model, arguing that the interests 

of shareholders and their agents are most likely to be aligned if executives are motivated to 

perform to the best of their abilities.  We develop a line of argument first advanced by 

Wiseman and Gomez-Mejia (1998), and put the case for a more general reassessment of the 

behavioral assumptions underpinning agency theory.  A model of economic man predicated 

on bounded rationality is proposed, adopting Wiseman and Gomez-Meija’s assumptions 

about risk preferences, but incorporating new assumptions about time discounting, inequity 

aversion and the trade-off between intrinsic and extrinsic motivation.  We argue that 

behavioral agency theory provides a better framework for theorizing about executive 

compensation, an enhanced theory of agent behavior and an improved platform for making 

recommendations about the design of executive compensation plans. 

Keywords: agency theory; behavioral theory; compensation, bonuses and benefits; 

motivation; top management teams 
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INTRODUCTION 

Agency theory has been a major component of the economic theory of the firm since the 

publication of formative work by Spence and Zeckhauser (1971), Alchian and Demsetz 

(1972), Ross (1973)  and Jensen and Meckling (1976).   It has also become the dominant 

theoretical framework for academic research on executive compensation (Bratton, 2005).   

The literature on senior executive reward is now very extensive, drawing on a variety of 

scholarly traditions, including economics, law, organization studies, accounting and finance.  

In addition to the agency approach, theoretical frameworks include tournament theory 

(Lazear & Rosen, 1981), human capital theory (Combs & Skills, 2003), the managerial-

power hypothesis (Bebchuk, Fried & Walker, 2002), institutional theory (Balkin, 2008), 

political theories (e.g., Ungson & Steers, 1984) and theories about fairness (e.g., Wade, 

O'Reilly & Pollock, 2006).  Literature reviews and summaries are provide by Gomez, Meija 

& Wiseman (1997), Devers, Cannella, Reilly and Yoder (2007) and Gomez-Mejia, Berrone 

and Franco-Santos (2010: 117-140).  Denvers et al (2007) note that behavioral research is a 

relative new feature of the literature on senior executive reward.   

That agency theory has shortcomings has been apparent for some time.  Most notably, 

given Jensen’s role as a leading agency theorist, empirical work carried out by Jensen and 

Murphy (1990) failed to establish a conclusive link between CEO pay and stock price 

performance1  Ten years later, in a meta-analysis of 137 empirical studies, Tosi, Werner, Katz 

and Gomez-Meija (2000) similarly found that incentive alignment as an explanatory agency 

construct for CEO pay was at best weakly supported by the evidence. More recently, 

Frydman and Jenter (2010) have argued, based on a review of US executive compensation 

data covering the period 1936 to 2005, that neither optimal contracting (agency theory) nor 

the managerial power hypothesis is fully consistent with the available evidence.  Roberts, 

another agency theorist, has commented that agency theory performed poorly during the 
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financial crisis and has reported various situations where strong incentives are evidently not 

optimal, as agency theory implies (Roberts, 2010).  These include when good measures of an 

agent’s effort or performance are not available, when multi-tasking is required, and when 

cooperation between different agents is necessary, all common situations where top 

management teams are concerned.  Roberts puts forward arguments in favor of implementing 

weak rather than strong incentives in such circumstances. 

This paper proposes a new version of agency theory which provides a better explanation 

of the connection between executive compensation, agent performance, firm performance and 

the interests of shareholders.  We call this “behavioral agency theory”, developing a line of 

argument first advanced by Wiseman and Gomez-Mejia (1998), who proposed that the 

normal risk assumptions of agency theory should be varied to incorporate ideas from prospect 

theory (Kahneman & Tversky, 1979; Tversky & Kahneman, 1992).  Sanders and Carpenter 

(2003) have subsequently adopted a behavioral agency perspective in their examination of 

stock repurchase programs and a summary of the literature using the behavioral agency 

framework is provided by Finkelstein, Hambrick and Cannella (2009).  Rebitzer and Taylor 

(2011) provide a general examination of behavioral approaches to agency and labor markets 

in the 4th edition of Ashenfelter and Card’s influential handbook on labor economics. 

However, a settled theory and agreed terminology for the behavioral agency model does not 

yet exist.  In contrast to the standard agency framework, which focuses on monitoring costs 

and incentive alignment, behavioral agency theory places agent performance and work 

motivation at the center of the agency model, arguing that the interests of shareholders and 

their agents are most likely to be aligned if executives are motivated to perform to the best of 

their abilities, given the available opportunities.  Behavioral agency theory builds on four 

constructs which have been identified as key factors affecting behavior by behavioral 

economists (Camerer, Loewenstein & Rabin, 2004).  These are: (1) loss aversion and 
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reference dependence; (2) preferences relating to risky and uncertain outcomes; (3) temporal 

discounting; and (4) fairness and inequity aversion.  It incorporate a theory (crowding out) 

relating to the trade-off between intrinsic and extrinsic motivation (Frey & Jegen, 2001; 

Sliwka, 2007).  It also introduces goal-setting theory (Locke & Latham, 1984, 1990) to the 

agency model, on the basis that it represents a pragmatic way of contracting between 

principal and agent. 

The paper proceeds as follows: it begins by describing agency theory’s main elements and 

underlying assumptions, before reviewing the limitations of positive agency theory as an 

explanation of the relationship between senior executives and shareholders, and 

reconceptualizing what is meant by economic man (i.e., homo economicus of neoclassical 

economics).  It continues with an explanation of the behavioral agency model, describing the 

main component systems and commenting in some detail on the significance of motivation, 

risk, time discounting, inequity aversion and goal setting.  It examines the relationship 

between job performance and firm performance, discusses ways in which behavioral agency 

theory departs from standard agency theory, and considers the implications of behavioral 

agency theory for compensation design, before concluding. 

 

POSITIVE AGENCY THEORY 

Positive agency theory2, the standard model of agency which we consider in this paper, 

has been extensively used as a basis for theoretical and empirical work by management 

scholars and organization theorists (e.g., Eisenhardt, 1989), as well as being widely applied in 

examining research questions relating to executive compensation (e.g., Tosi & Gomez-Mejia, 

1989).   It argues that the firm is a special case of the theory of agency, that a firm provides a 

nexus for a complex set of contracts, both written and unwritten, between various parties, and 

that agency costs are generated as a result of the different interests and contractual 
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arrangements between owners and top managers (Alchian & Demsetz, 1972; Jensen, 1983; 

Jensen & Meckling, 1976).  The underlying assumptions are that organizations are profit 

seeking, that agents are both rational and rent seeking, and that there is no non-pecuniary 

agent motivation3.  It is further assumed that principals are risk neutral, because they can 

balance their portfolios, that agents are risk averse, because the potential wealth effects of the 

employment relationship are significant, that an agent’s utility is positively contingent on 

pecuniary incentives and negatively contingent on effort, and that time preferences are 

calculated mathematically according to an exponential discount function (Jensen, 1998).  It is 

postulated that effort and motivation increase monotonically with additional reward4.  The 

pay-effort function is visualized as a straight line with a positive gradient proceeding from 

bottom left to top right.  

Efficiency is the main criterion for assessing the success or otherwise of programs under 

agency theory.  Agency theory focuses on the costs of the potential conflict of interest 

between principals and agents, referred to as “agency costs”.  Jensen and Meckling define 

agency costs as the sum of the monitoring expenditures of the principal, the bonding 

expenditures of the agent, and the residual loss in welfare experienced by the principal as a 

result of the divergence of interests between the principal and the agent (Jensen & Meckling, 

1976).  Jensen subsequently offers a broader definition, describing agency costs as “the sum 

of the costs of structuring, bonding and monitoring contracts between agents…[which]…also 

include the costs stemming from the fact that it does not pay to enforce all contracts 

perfectly” (Jensen, 1983: 331)5.  Agency costs are thus a special case of transaction costs (in 

a Coasian sense) in their internal (intra-firm) rather than external (intra-market) form.  

Positive agency theory proposes that principals can mitigate agency costs by establishing 

appropriate incentive contracts and by incurring monitoring costs.  This is formalized by 

Eisenhardt in two propositions - first, in respective of  incentives: “when the contract between 
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the principal and agent is outcome based, the agent is more likely to behave in the interests of 

the principal” (Eisenhardt, 1989: 60); secondly, in respect of monitoring: “when the principal 

has information to verify agent behavior, the agent is more likely to behave in the interests of 

the principals” (Eisenhardt, 1989: 60). 

 

BEHAVIORAL AGENCY THEORY 

Behavioral agency theory argues that the model of economic man which forms the micro-

foundations of agency theory is too simplistic.  It proposes a reconceptualization, developing 

a new model which assumes bounded rationality6, recognizes the importance of agents’ 

human capital (taking this to be a function of ability and work motivation) and allows for 

departures from the rational choice model when it comes to loss, risk and uncertainty 

aversion, time discounting, inequity aversion and the trade-off between intrinsic and extrinsic 

motivation.  It proposes that the standard agency theory model of man should be modified in 

a number of ways.  The first modification relates to agent performance and work motivation.  

Agency theory places less emphasis on the objective of motivating agents to perform to the 

best of their ability than it does on aligning the interests of agents and principals.  Leibenstein 

(1966) argues that, given the importance of what is now called human capital, motivation (in 

particular, intrinsic motivation) cannot be ignored in the economic calculus.  Pratt and 

Zeckhauser (1985) make the same case for agency theory.  Behavioral agency theory argues 

that maximizing agent performance should be a key objective of the principal-agent 

relationship and that the importance of the agent’s work motivation, including intrinsic 

motivation, should not be underestimated.  It challenges the idea that intrinsic and extrinsic 

motivation are either independent or additive, arguing instead that contingent monetary 

rewards might actually cause a reduction in intrinsic motivation (see Deci & Ryan, 1985).  
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Frey and Jegen (2001), following a line of scholarly thinking that dates back to Lepper and 

Greene (1978), have described this phenomenon as “crowding-out”(see also Sliwka, 2007) . 

The second modification relates to risk and uncertainty7.  Behavioral agency theory 

assumes that senior executives are primarily loss averse and only secondarily risk averse 

(Wiseman & Gomez-Mejia, 1998).  Gains and losses are calculated by each individual agent 

in relation to a reference point which he or she subjectively determines.  Risk preferences 

differ in gains and losses, resulting in an “S-shaped” value function, with losses looming 

larger than gains.  This means that, below a reference point, agents will be loss averse, 

resulting in an increase in his or her appetite to take short term risk.  Above the reference 

point agents will generally be risk averse, but decision weights will vary depending on 

subjective probability assessment; for example, small probabilities are over-weighted and 

large probabilities are under-weighted. 

The third modification relates to time preferences.  In behavioral agency theory it is 

assumed that agents discount time according to a hyperbolic discount function, rather than  

exponentially, as is the case with financial discounting (Ainslie, 1991; Ainslie & Haslam, 

1992).  This means that future rewards are heavily discounted and allows for the possibility 

of preference reversals. Actual average discount rates vary between individuals and must be 

determined empirically.  

The fourth modification relates to an agent’s perceptions of equitable compensation.  If 

agents feel that their inputs, the effort and skills which they put in to their work, are fairly and 

adequately rewarded by outputs, the tangible and intangible rewards from employment, then 

the agents will be happy in their work and motivated to continue to contribute at the same or 

at a higher level (Adams, 1965).  However, if the relationship between inputs and outputs is 

not proportionate, then an agent will become dissatisfied and hence demotivated.  In this 

model the agent’s equity benchmark is subjectively determined according to market norms 
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and personal referents.  Fehr and Schmidt (1999: 819) call this phenomenon “inequity 

aversion”.  As is the case with risk and time discounting, we anticipate that actual levels of 

inequity aversion will vary between individuals and must be determined empirically. 

Table 1 summarizes the assumptions about the characteristics of economic man which 

provide the foundations of agency theory and compares them with the way in which 

behavioral agency theory reconceptualizes the model.  An important early conclusion which 

can be drawn is that an agent’s perception of the (subjectively-calculated) value of an 

incentive award will typically be less than the award’s (objectively-calculated) economic 

value.  This clearly has implications for the way that incentive contracts are designed. 

 

 

 

 

Assessment Criteria and Unit of Analysis 

Behavioral agency theory proposes that it is necessary to use both effectiveness and 

efficiency as yardsticks for judging agent activity.  By adopting effectiveness as well as 

efficiency as criteria for assessment we follow a long line of management theorists dating 

back to Barnard (1938 |1968)8.  Simon (1945 |1997) pointed out that the terms 

“effectiveness” and “efficiency” were considered to be almost synonymous until the end of 

the 19th century and were generally thought to mean the power to accomplish the purpose 

intended; however, the meanings of the two words subsequently diverged.  Efficiency came 

to be defined, firstly in engineering and subsequently in economics, business, and 

management, in terms of the relationship between inputs and outputs.  In this paper we use 

the terms efficiency and effectiveness in the following way: on the one hand, an action, event, 

plan, policy or program is considered to be efficient if it causes inputs to be minimized for a 

TABLE 1 ABOUT HERE 
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given set of outputs or outputs maximized for a given set of inputs; on the other hand, an 

action, event, plan, policy or program is considered to be effective if it is capable of achieving 

its intended objectives, what the objectives are being exogenous to the theory.  We contend 

that it is necessary for management scholars to adopt both criteria in order to provide a 

complete and accurate evaluation of management policies, plans and programs.  Taking 

executive compensation as an example, a compensation plan might be effective and efficient 

(i.e., achieve its objectives of motivating top managers and aligning the interests of managers 

and shareholders, doing so in such a way that costs are minimized), effective but not efficient 

(i.e., achieve its objectives but in a way that is more costly than necessary), or neither 

effective nor efficient (i.e., fail to achieve its objectives at the same time as being costly).  

However, we argue that it makes no sense to describe a management plan or program as 

efficient but not effective.  The concept of effectiveness is already implied by the concept of 

efficiency; a lower cost (or indeed no cost at all) could otherwise be incurred while still 

failing to achieve the desired objectives. 

An important premise of behavioral agency theory, consistent with the top management 

team or “upper echelons” approach (Hambrick & Mason, 1984) is that senior executive teams 

have a major impact on firm performance.  We define “top management team” (and hence 

“top manager”) as the group of very senior executives who are responsible for defining and 

executing a firm’s strategy, who through their actions are capable of affecting the company’s 

profits, share price, reputation and market positioning (Carpenter, Geletkanycz & Sanders, 

2004).  This group, which includes the chief executive officer (CEO), the chief operating 

officer (COO), the chief financial officer (CFO), divisional heads and other heads of function, 

is sometimes referred to as the “management board”,  “operating board “, “executive 

committee” or “general management committee”. Changing trends in corporate governance 

mean that, while historically these individuals would have been executive directors, it is 
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increasingly common in many countries to find only the CEO and CFO on the main board, 

while all the key senior executives sit on the executive committee, or equivalent (Pepper, 

2006).   By defining top managers in this way, this part of behavioral agency theory becomes, 

in a sense, tautological (corporate performance is, in part, a function of the performance of 

top managers; top managers are those individual agents who are able to influence corporate 

performance).  However, this is the type of “useful tautology” which Jensen (1983: 330-331) 

points out is a necessary part of the process of theory development; nor does its inclusion in 

behavioral agency theory mean that this part of the theory becomes in practice irrefutable - it 

might be demonstrated in certain cases that top managers are not in practice able to have a 

significant impact on firm performance. 

Unlike upper echelons theory, which takes the top management team as the primary unit 

of analysis (Hambrick & Mason, 1984) behavioral agency theory focuses on the behaviors, 

interests and actions of individual top managers or agents.  Following Boxall and Purcell 

(2003) we model an agent’s performance as a manager of a large firm as a function of his or 

her ability, motivation and opportunity.  Agents will perform if they have the ability (the 

necessary knowledge, skill and aptitude), the motivation (intrinsic and extrinsic), and the 

right opportunities (including the necessary work structures and business environment); 

formally: 

Pā= f (A, M, O)       (1) 

where Pā  stands for the job performance of the agent, A stands for ability, M stands for 

motivation or “motivational force”, after Lewin (1938), and O stands for the agent’s 

opportunity set. 

Boxall and Purcell conceptualize ability in much the same way that Becker (1993) 

conceptualizes human capital, i.e., in terms of knowledge, skills, health, value and habits.  

Leibenstein (1966) comments on the importance of motivation to human capital. The 
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significance for behavioral agency theory is that a competent agent must be properly 

motivated in order to ensure optimal performance (Pratt & Zeckhauser, 1985), meaning in 

this context the point where efficiency is maximized subject to any effectiveness constraints, 

and effectiveness is maximized subject to any efficiency constraints.  Thus we define human 

capital in this article as “motivated ability” rather than merely as a function of education and 

experience. 

In this paper we focus on the role of motivation in influencing the job performance of 

agents. For the purposes of the current paper, we take  ability, which has its roots in the 

learning and development and human capital literatures, and opportunity, which can be traced 

to the leadership and strategy literatures, as given. 

 

Motivation 

The theory of work motivation most commonly used in investigations into the 

motivational impact of pecuniary incentives is expectancy theory (Vroom, 1964).  According 

to expectancy theory, motivational force is a function of expectancy (the strength of belief or 

subjective probability that an action i will lead to a particular outcome j), instrumentality (the 

degree to which a first outcome j will lead to a second outcome k), and valence (the 

preference which an individual has for the second outcome k)9.  Expectancy theory is 

essentially concerned with extrinsic, rather than intrinsic or total motivation.  Thus 

expectancy theory can be formally represented as:  

Xi = f (Eij, Ijk, Vk)     (2) 

where Xi is the extrinsic motivational force to perform act i, Eij is the strength of expectancy 

that act i will be followed by outcome j, Ijk is the instrumentality of outcome j for attaining 

outcome k, and Vk is the valence of outcome k.  Expectancy theory thus describes a cognitive 

process and is distinct from many of the other standard theories of motivation, especially 
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theories based on needs, drives and learned behaviors, which seek to explain the 

psychological content of motivation  

Steel and König (2006) have proposed a modified version of expectancy theory which 

they call “temporal motivation theory”.  It postulates that motivation can be understood in 

terms of valence and expectancy10, weakened by delay, influenced by risk and uncertainty, 

with different valences for gains and perceived losses. Temporal motivation theory brings 

expectancy theory together with prospect theory (Kahneman & Tversky, 1979; Tversky & 

Kahneman, 1992) and hyperbolic discounting (Ainslie, 1991; Ainslie & Haslam, 1992).  

Reducing Steel and König’s formula down to its minimal form gives: 

where Xi is again the extrinsic motivational force to perform act i, Eik
pt  is the expectancy that 

act i will lead, via j, to outcome k, Vk
pt  is the valence for outcome k, δ is the personal 

discount factor for the delay between act i and outcome k, and t represents the time-lag.  

Expectancy and valence are both calculated in accordance with prospect theory.  The main 

implications of this are that probabilities and decision weights are determined subjectively 

and valence is affected by risk perception: in particular, valences will differ significantly 

depending on whether gains or losses are expected11.  Time effects are determined by a 

hyperbolic discount function after Ainslie (1991) rather than the more conventional 

exponential discounting function used in financial theory.  This means that, in Steel and 

König’s revised expectancy model, the valence which an agent attaches to k takes into 

account risk and uncertainty, as well as being discounted for any time delay between the 

occurrence of act i and outcome k.  

Positive agency theory places less emphasis on the objective of motivating agents than it 

does on alignment of the interests of agents and principals.  Deci and Ryan (1985) point out 

that there are two distinct forms of motivation, intrinsic motivation, where an agent performs 

Xi = { Eik
pt x Vk

pt

} (3)
1+ δt 
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an activity for its inherent satisfaction rather than because of some separable consequence, 

and extrinsic motivation, where an activity is carried out because of its instrumental value.  

Kreps (1997) argues that it is not necessary to postulate the concept of intrinsic motivation on 

the basis that what is called intrinsic motivation may in fact be no more than a series of 

vaguely defined extrinsic motivators.  Besley and Ghatak  (2005) contend, on the contrary, 

that there is such a thing as a motivated agent whose economic behavior is affected by 

intrinsic motivation, but their argument is directed towards employees of public sector or 

non-profit organizations whose activities coalesce around a “mission”.  Deci and Ryan (1985) 

argue that the importance of intrinsic motivation should not be underestimated.  They 

challenge the idea that intrinsic and extrinsic motivation are either independent or additive, 

arguing instead that contingent monetary awards might actually cause a reduction in intrinsic 

motivation.  Boivie, Lange, McDonald and Westphal (2011) point out how, in the case of 

CEOs, high organizational identification, which may be associated with intrinsic motivation, 

can help to reduce agency costs.  Frey and Jegen (2001) and Sliwka (2007) postulate that in 

some cases extrinsic rewards can “crowd-out” intrinsic motivation, particularly if monetary 

incentives are badly designed.  They argue for a strong form of crowding-out whereby an 

increase in extrinsic reward leads to an overall reduction in total motivation.  A weaker form 

of crowding-out, whereby the level of total motivation is maintained only if the increase in 

extrinsic reward more than compensates for the reduction in intrinsic motivation, can 

alternatively be postulated.     

Following Deci and Ryan, (1985), the relationship between intrinsic and extrinsic 

motivation can be stated formally as follows: 

Mi = f (Ni, Xi)       (4) 

where Mi is an agent’s total motivational force, Ni is the agent’s intrinsic motivation, and Xi is 

the agent’s extrinsic motivation.  Mi, Ni, and Xi can be thought of in terms of stimuli, actions 
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or outcomes i.e., Mi represents motivation resulting from i, where i is a stimulus or bundle of 

stimuli, an action or package of actions, an outcome or collection of outcomes.  However, the 

relationship between Ni and Xi is neither linear nor additive (Deci & Ryan, 1985).  In a 

dynamic sense, when changes in incentives occur, there is evidently a trade-off of some kind 

between the two types of motivation.  Whether this is more accurately described by the strong 

crowding-out conjecture, where a change in extrinsic motivation as earnings increase from e 

to g, (+ΔXeg) leads to a decrease in intrinsic motivation (-ΔNeg) such that ΔNeg > ΔXeg and   

Me  > Mg, or by the weak crowding-out conjecture, such that  ΔNeg =  ΔXeg and Me = Mg, can 

only be determined empirically.  This argument leads to the first two research propositions: 

Proposition 1a: (The weak crowding-out conjecture) Above a certain level of 

compensation (represented by inflection point λ1 on the agent’s pay-effort curve) 

intrinsic motivation will decrease as compensation increases, such that the rate of 

increase of total motivation will diminish and will eventually, at a higher level of 

compensation (represented by inflection point β on the agent’s pay-effort curve), 

reach zero. 

Proposition 1b: (The strong crowding-out conjecture) If compensation continues to 

increase above the higher level of compensation represented by inflection point β on 

the agent’s pay-effort curve, then total motivation will start to decline as intrinsic 

motivation is crowded out by extrinsic rewards.   

Compensation comprises the sum of all incentives and rewards, pecuniary and non-

pecuniary, arising from the agency relationship.  The difference between incentives and 

rewards is that incentives are determined ex ante (i.e., prior to performance, thus encouraging 

agents to act in a particular way) whereas rewards are determined ex post. 
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Risk 

A standard assumption of agency theory is that agents are risk averse.  According to 

behavioral agency theory this is an oversimplification.  We argue that extrinsic motivation 

and agent behavior are significantly affected by the agent’s risk profile and that a more 

sophisticated model of risk and uncertainty is accordingly required.  Behavioral agency 

theory postulates, after Wiseman and Gomez-Meija (1998), who in turn cite Kahneman and 

Tversky (1979) and Tversky and Kahneman (1992), that agents are primarily loss averse and 

consequently, contrary to one of the standard assumptions of agency theory, may actually 

have a high propensity to take short term risks below a certain level of compensation 

representing the point where perceived gains become perceived losses.  Above this gain/loss 

inflection point, agents will generally be risk averse, but small probabilities are typically 

over-weighted and large probabilities are typically under-weighted. The gain/loss inflection 

point is itself context dependent and a matter of individual differences.  In particular it is 

contingent upon the agent’s perception of his or her individual compensation endowment 

which comprises their actual current compensation, enhanced to the extent of future 

incentives which are expected to be received with a reasonable degree of certainty.  For 

example, a future bonus which is guaranteed or otherwise strongly anticipated based, say, on 

the pattern of past bonus payments, would be taken into account in the current compensation 

endowment, albeit discounted for future payment.  In a similar way, an agent with underwater 

options (where the current stock price is below the option strike price) may regard this as 

representing a loss on his or her current compensation endowment. 

This enables us to advance, following Wiseman and Gomez-Meija (1998), two further 

propositions: 

Proposition 2a: Below a level of compensation (represented by inflection point λ2 on 

the agent’s pay-effort curve) agents are loss averse. 
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Proposition 2b: Above a level of compensation (represented by inflection point λ2 on 

the agent’s pay-effort curve) agents are risk averse. 

 

Time Discounting 

Positive agency theory assumes that time differences can be accounted for by the type of 

conventional exponential discount function used in finance theory.  However, behavioral 

economists have identified a series of anomalies in the way that individuals account for time, 

including preference reversal and weakness of will (undertaking actions which in the short 

term are pleasurable, but which agents know to be detrimental to their well-being in the long 

term).  Ainslie (1991) explains these anomalies by arguing, based on experimental evidence, 

that his subjects discount future events hyperbolically so that the implied discount rate varies 

over time, rather than exponentially, which would require a constant discount rate.  That 

economic agents typically discount time hyperbolically is generally accepted as the norm by 

behavioral economists (Frederick, Loewenstein & O'Donoghue, 2002; Graves & Ringuest, 

2012).  Steel and König (2006) argue that expectancy theory must take into account time 

differences as compensation (outcome k in Equation 3 above) may not be received until 

sometime after the action which leads to the payment (act i).  They also argue that time 

differences should be accounted for using a hyperbolic discount function.  Accordingly, we 

postulate that an agent’s extrinsic motivation is affected by time discounting, calculated on a 

hyperbolic discount basis, as set out in the next proposition: 

Proposition 3:  Agents discount future compensation according to a hyperbolic 

discount factor such that the average discount rate δ is significantly greater than the 

equivalent financial discount rate. 
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Inequity Aversion 

Behavioral agency theory postulates that motivational force is affected by inequity 

aversion, based on equity theory (Adams, 1965).  It is widely recognized that an individual’s 

satisfaction with his or her compensation depends not just upon buying-power, but also on 

how their compensation compares with the total rewards of salient others (Shafir, Diamond & 

Tversky, 1997).  Akerlof (1982) postulates the fair-wage hypothesis according to which 

workers have a conception of a “fair-wage” such that, if actual earnings are less than the fair-

wage, then only a corresponding fraction of normal effort will be supplied.  According to 

Adams (1965) people seek a fair balance between what they put into their jobs (including 

energy, commitment, intelligence and skill – collectively “inputs”) and what they get out 

(including financial rewards, recognition, and opportunities for personal growth – collectively 

“outputs”).  Agents form perceptions of what constitutes an appropriate balance between 

inputs and outputs by comparing their own situations with those of other people in 

accordance with the ratio {Oā/Iā} : {Or/Ir} (which we refer to below as the “Adams’ ratio”) 

where Oā is the agent’s outputs e.g., their compensation, Iā is the agent’s inputs e.g., their 

skills and effort, Or is the outputs of the agent’s referents and Ir is the referents’ inputs.  

Referents may be internal (peers, immediate subordinates, immediate superiors) or external 

(people doing equivalent jobs in other organizations). If agents feel that their inputs are fairly 

and adequately rewarded by outputs, the equity benchmark being subjectively perceived from 

market norms and other reference points, then they will be happy in their work and motivated 

to keep contributing at the same or a higher level.  However, if the relationship between 

inputs and outputs is not proportionate, such that {Oā/Iā} < {Or/Ir}, then the agent will 

become dissatisfied and hence demotivated.  “Inequity aversion”, as Fehr and Schmidt (1999: 

819) call this phenomenon,  is translated by Michelman into economic terms as 

“demoralization costs” (Michelman, 1967: 1214).  Gomez-Mejia and Wiseman (1997) argue 
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that inequity aversion applies equally to senior executives as to other workers.   Accordingly, 

we generate the next proposition: 

Proposition 4: Individual agents will determine a level of compensation (represented 

by inflection point λ3 on the agent’s pay-effort curve) by reference to the compensation 

of a class of significant referents, such that the agent will tend to be dissatisfied and 

hence demotivated if his or her actual earnings are less than λ3. 

It is important to note for Proposition 4 that an individual agent’s assessment of relative 

compensation levels will take account of his or her perception of their contribution in 

comparison with that of his or her referents, in accordance with what we have described 

above as the “Adams’ ratio”, according to which individuals seek to balance perceived 

relative inputs and outputs (Adams, 1965).  

 

Goal Setting, Contracting and Monitoring  

We turn now to goal setting, contracting and monitoring.  We argue that these activities 

should be seen as integral to behavioral agency theory: goal setting and monitoring are 

important factors in legal contracting, which is a key element in the relationship between 

principal and agent (Grossman & Hart, 1983; Hart, 1995); they have also been demonstrated 

to be an important component of agent motivation (Locke & Latham, 1984, 1990). Goal 

setting theory postulates a strong connection between goals, commitment and performance.  

Goals must be specific, difficult, attainable, and self-set or explicitly agreed to for the 

motivational affect to be maximized.  Much of the empirical work supporting goal setting 

theory has been carried out in an industrial context (e.g., with loggers, truck drivers and word 

processing operators).  Nevertheless, behavioral agency theory postulates that many of the 

features of goal setting theory are generalizable to senior executives.  Locke and Latham 

(2002) make three points which are particularly pertinent to agency relationships.  First, they 
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argue that monetary incentives enhance goal commitment but have no substantive effect on 

motivation unless linked to goal setting and achievement.  Secondly, they explain, through a 

model which they call the “high performance cycle”, how goal setting and achievement 

together lead to high performance, in turn leading to rewards, high job-satisfaction and self-

efficacy.  Thirdly, they suggest a possible connection with prospect theory, both theories 

stressing the importance of reference points in cognition. 

One of the main problems with the relationship between principals and agents which has 

been identified by agency theorists is that agency contracts are inevitably incomplete 

(Grossman & Hart, 1983; Hart, 1995).  If principals were able to specify completely all that 

they required of their agents, then there might be no need for incentive contracts to align the 

interests of principals and agents - monitoring of actions and outcomes might suffice.  

However, in practice there are limits on knowledge and cognition.  One of the reasons that 

principals employ agents is for the agents’ expertise.  An agent who is more knowledgeable 

about the matters which are to be specified in a contract may be able to second-guess the 

principal during and after contract negotiation to the agent’s advantage and the principal’s 

detriment. There are also dynamic constraints.  Over the course of time the business 

environment which provides the backdrop for the agency contract inevitably changes.  

Actions which are contractually required of the agent when a contract is negotiated may cease 

to be appropriate at a later date because of environmental changes, and other actions which 

could not have been anticipated ex ante may subsequently become necessary ex post.  It is 

contractual uncertainties of this kind that Roberts (2010) is referring to when he advocates the 

merits of weak rather than strong incentives in agency relationships.  Goal setting, especially 

when it involves discussions between principal and agent about the appropriate level of 

objectives, is a pragmatic way of contracting, given limits on knowledge and cognition.  It is 

also a signaling mechanism, indicating to one of the parties in an exchange relationship, the 
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agent, what is required by another party, the principal.  Spence (1973) has shown how 

signaling mechanisms of this kind form an important part of economic exchange in the 

context of employment.  Thus, goal setting, monitoring and reward, as part of a regular high 

performance management cycle, provide a way of improving the quality of contracting in a 

manner which helps to enhance rather than undermine agent motivation.  This leads to a 

further proposition: 

 Proposition 5a: The existence in a firm of a system of goal setting, monitoring, and 

linked rewards and incentives for agents who are members of the top management 

team is positively correlated with agent performance and work motivation.  

Some care is required, however.  First, it would not possible to specify in a performance 

contract a full set of the objectives which would be necessary to cover all possible situations 

that might arise during the course of a performance cycle.  According to the principle of 

requisite variety, a control system requires a response mechanism for every exogenous shock 

which it might face (Ross Ashby, 1956 |1976).  Top managers face great complexity in their 

work and it would not be possible to anticipate every possible exogenous shock in a 

performance contract, nor to specify fully all the requirements of the job (Mintzberg, 1997, 

2009).  Arrow (1985) notes how unrealistic such a complex fee function would be.  Secondly, 

the knowledge constraints of the bounded rationality assumption place cognitive limits on an 

agent’s ability to assimilate and understand complex goals and performance criteria.  This in 

turn leads to Proposition 5b, which is consistent with the conclusions reached by Roberts 

(2010), described in the introduction: 

Proposition 5b: Weak incentives are a more effective and efficient way of motivating 

agents than strong incentives. 
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Agent’s Job Performance and Work Motivation Cycle 

The various elements of the subsystem which models agent job performance and work 

motivation are summarized in Figure 1.  This figure illustrates the trade-off between intrinsic 

and extrinsic motivation (the subject of Propositions 1a and 1b), the roles played by risk 

(Propositions 2a and 2b), time discounting (Proposition 3) and inequity aversion (Proposition 

4).  The goal setting, contracting and monitoring process (Propositions 5a and 5b) are 

illustrated, along with the integral feedback mechanism.  Two further propositions, developed 

later in the paper, are also represented. 

 

 

 

 

 

 

In our analysis of the trade-off between intrinsic and extrinsic motivation, risk, and 

inequity aversion we have identified three compensation inflection points on the agent’s pay-

effort curve: λ1 which is critical to the trade-off between intrinsic and extrinsic motivation;   

λ2 which determines where an individual’s risk appetite changes from loss aversion to risk 

aversion; and λ3 which acts as the reference point for comparisons with salient others in the 

context of inequity aversion. As we have explained, λ1, λ2 and λ3 are critical points in the 

various sub-systems.  In our representation of an agent’s pay-effort function in Figure 2 we 

make the assumption that these three inflection points are identical for any one individual 

agent.  There is support for this assumption in the argument advanced by Deci and Ryan 

(1985) that the psychological sub-systems for intrinsic motivation, risk, and inequity aversion 

converge upon a common psychological state in which cognitive, affective and conative 

INSERT FIGURE 1 ABOUT HERE 
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variables are optimally aligned.  However, we assume the equality of the three inflection 

points largely for mathematical convenience.  In practice, even if there is a linear range 

between an upper inflection point (λ1) and a lower inflection point (λ2 and λ3), or a plane with 

three separate inflection points, the main argument, which is that there is a set of values for 

which an agent’s pay-effort ratio is optimized, would not be undermined - the range of 

possible outcomes would simply be expanded. 

Intrinsic motivation is represented in Figure 2 by the ε = f(Ni) curve and extrinsic 

motivation by the ε = f(Xi) curve.  By superimposing the extrinsic motivation curve on top of 

the intrinsic motivation curve, we generate the total motivation or ε = f(Ni, Xi) curve.   This 

runs parallel to the extrinsic motivation curve until total compensation reaches ω*, at which 

point crowding out sets in, intrinsic motivation starts to decline and the rate of increase of 

total motivation slows accordingly. 

 

 

 

 

  

By assuming the equality of λ1, λ2 and λ3 (i.e., λ) we infer that there is a preferred level of 

pay at which point the relationship between agent motivation (ε*) and total compensation 

(ω*) is optimized, subject to constraints for risk, time discounting and inequity aversion.  

This is the point when an agent’s effort-to-pay ratio is maximized, such that the gradient of 

the total motivation curve is equal to 1.   It implies that there is a set of first best 

compensation strategies, being combinations of fixed and variable pay, contingent and 

discretionary bonuses, and short-term and long term incentives: formally, that λ is represented 

by the set {σ1, σ2,…σn} where σ represents a compensation mix with a unique combination of 

FIGURE 2 ABOUT HERE 
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fixed, variable, contingent, discretionary, current and deferred rewards.   If in practice there 

was a linear range between an upper and lower inflection point, or a plane with three separate 

inflection points, then this would simply increase the set of first best pay combinations. Based 

on this analysis we advance the next proposition: 

Proposition 6: There is a set of first best compensation strategies combining fixed and 

variable pay, contingent and discretionary bonuses, and short-term and long term 

incentives, such that the relationship between pay and agent motivation is optimized. 

Figure 2 also illustrates a number of other phenomena: below point α motivation falls 

away rapidly as a result of inequity aversion – effort levels are only restored at point α when 

the Adams’ ratio recovers to an acceptable level; above point β crowding-out means that 

intrinsic motivation has more or less been eliminated entirely and total motivation has 

peaked.  If the strong crowding-out conjecture is correct, then at point γ the intrinsic 

motivation  curve moves from positive to negative and total motivation begins to decline.  

It is important to understand what this figure does and does not tell us about executive 

compensation.  In Figure 2, λ represents the point where total compensation, comprising fixed 

pay, incentives and rewards, is at its most efficient and effective, and an agent’s effort- to-pay 

ratio is at its highest.  The actual pay of senior executives, which is in practice influenced by 

other factors such as (often imperfect) labor market conditions, strategic (inter-firm) rivalry, 

and political (intra-firm) gaming, may in practice be higher.  Executives might be prepared to 

offer more effort for more incentive pay, but the marginal cost to the employing company of 

increasing incentive payments may be very high.  This is consistent with the phenomenon of 

high executive compensation (which may be effective but is not necessarily efficient) and 

also with proposition 5b, that weak incentives are a more effective and efficient way of 

motivating agents than strong incentives. 
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Corporate Performance 

A complete theory of agency must explain the mechanism which links the job 

performance of an executive with the performance of the firm.  We take as starting point 

upper echelons theory (Carpenter et al., 2004; Finkelstein et al., 2009; Hambrick & Mason, 

1984) which postulates a causal connection between business performance (the dependent 

variable), the cognitive skills of top managers, their observable personal characteristics (e.g., 

age, education, experience, socioeconomic background etc.), their strategic choices, and the 

objective situation (independent variables). We first simplify this a little by taking corporate 

financial performance to be a function of an agent’s performance (as described in the 

motivation cycle), the performance of other agents, and the external business environment.  

We then build on the upper echelons approach by postulating a link between the performance 

of an individual agent ā (itself a function of his or her ability, motivation and opportunity set), 

the performance of other agents ō who, together with agent ā, comprise the top management 

team, the business strategy (as devised and implemented by the top management team) and 

the business environment, on the one hand, and business performance on the other hand. 

The external business environment is largely outside the control of senior management 

and hence exogenous to behavioral agency theory. The job performance of other agents, Pō, is 

endogenous.  Indeed, the motivation and performance cycles described in this paper are 

replicated for all agents fitting the definition of top managers. This generates a final research 

proposition, that incentive compatibility between agents is a necessary condition of optimal 

corporate performance.  We articulate this as follows: 

Proposition 7: The incentives and rewards of individual agents must be compatible 

with the incentives and rewards of other agents working as part of the same top 

management team if firm performance is to be optimized. 
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It means, for example, that agents’ goals and performance conditions attaching to incentives 

must be compatible one with another.  It also requires inequity aversion to be taken into 

account within the top management team - there is a strong presumption that individual 

agents will regard other agents in the same top management team as among their pool of 

referents for the purposes of equity theory.  The desirability of compatible incentives is 

consistent with the argument that interventions may be necessary in order to align the interest 

of different members of top management groups (Carpenter et al., 2004; Hambrick, 1994). 

The incentive compatibility proposition also provides a further argument in favor of weak 

rather than strong incentives.  Roberts (2010) notes that strong incentives may not be 

appropriate when cooperation between different agents in necessary.  Teece, Pisano and 

Shuen (1997) have pointed out that it is difficult to calibrate individual contributions to a 

joint effort and have commented that high-powered incentives might well be destructive of 

cooperative activity and learning. 

 

DISCUSSION 

In her assessment and review of agency theory, Eisenhardt (1989) sets out the main 

elements of positive agency theory in a table.  We repeat this below in Table 2, adding a third 

column which identifies the areas where behavioral agency theory departs from the standard 

principal-agent model.  According to Eisenhardt the key idea of agency theory is that 

principal agent relationships should reflect the efficient organization of the costs of 

information and risk-bearing. The unit of analysis is the contract between principal and agent. 

The main assumptions are that executives are rational (but see footnote 3), self-interested and 

risk averse, that there is partial goal conflict between stakeholders, that information is 

incomplete and not equally shared, and that the overriding organizational objective is 

efficiency. The problems addressed by the theory involve moral hazard, adverse selection and 
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how best to share risk, especially where principals and agents have partially differing goals 

and risk preferences. Proposed solutions to the problems include monitoring through effective 

corporate governance and outcome-based incentive contracts.   

Behavioral agency theory departs from the positive agency framework in three main 

respects.  First, while positive agency theory focuses on the implications for the firm of costs 

which arise out of the principal-agent relationship, using efficiency as the main assessment 

criterion, behavioral agency theory focuses on the relationship between agency costs and 

performance, using efficiency and effectiveness as the yardsticks.  The objective of an agency 

contract is to optimize job performance given the constraints of agency costs.  This is 

achieved at the inflection point λ on the agent’s proforma pay-effort curve.  Secondly, while 

agency theory assumes that agents are rational, risk averse and rent seeking, and that there is 

no non-pecuniary agent motivation, behavioral agency theory proposes a more sophisticated 

model of man whereby agents are boundedly-rational, loss, risk and uncertainty averse, and 

where there is a trade-off between intrinsic and extrinsic rewards.  Thirdly, while agency 

theory assumes a linear relationship between pay and motivation, behavioral agency theory 

proposes a more complex pay-effort function which is affected by loss, risk and uncertainty 

aversion, the hyperbolic discounting of deferred rewards, inequity aversion, and the trade-off 

between intrinsic and extrinsic motivation. 

 

 

 

 

Implications of Behavioral Agency Theory for the Design of Incentives 

Much of the current design thinking about executive compensation ignores behavioral 

issues and does not take account of agents’ preferences, instead falling into the trap of 

INSERT TABLE 2 ABOUT HERE 
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institutional isomorphism (Di Maggio & Powell, 1983), either in the name of “best practice” 

by following what other firms do (mimetic isomorphism), or by uncritically doing as 

regulators say (coercive isomorphism).  Behavioral agency theory goes against the current 

fashion, pointing instead to simpler, more balanced reward systems and more straightforward 

performance measures.  In particularly, contrary to the logic of agency theory, we argue that 

high powered incentives are not an efficient and effective way of motivating agents.  It is not 

possible to construct an incentive contract for an agent or set performance measures which 

incorporate all the principal’s current objectives and are flexible enough to deal with all 

possible exogenous shocks which might occur during the performance cycle.   Knowledge 

constraints resulting from an agent’s bounded rationality mean that designing very complex 

incentive contracts in order to tie the principal’s and agent’s interests as tightly as possible is 

likely to have an adverse effect of the agent’s job satisfaction and work motivation.  

Furthermore, at high levels of compensation, crowding-out means that intrinsic motivation 

which is forgone because of an increase in incentives can only be compensated for by 

proportionately greater increases in extrinsic rewards.  Finally, deferred pay, frequently 

advocated as a solution to the problem that high levels of executive compensation are seen to 

be undesirable as a matter of public policy, is in practice an expensive way of paying agents 

when seen in the context of agent motivation.  These arguments are consistent with the 

“strength of weak incentives” thesis, described above, as advocated by Roberts (2010).  They 

contradict the normative arguments of financial economists who advocate  the use of high-

powered incentives as a partial remedy for the agency problem (Jensen & Murphy, 1990); see 

also Bebchuk and Fried (2004: 72). 

We argue that, for any group of agents comprising a top management team, there is a 

balanced set of first best reward strategies, being combinations of fixed and variable pay, 

contingent and discretionary bonuses, and short and long-term incentives, which allow the 
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relationship between reward costs, agent motivation and job performance to be optimized.  In 

order to maximize firm performance the selected strategy must be compatible with the 

strategies selected for other agents in the principal’s top management team.  Identifying these 

reward strategies is not a simple matter, ideally requiring an understanding of individual 

differences between agents in terms of their tolerance of risk and inequity and in the way that 

they discount future rewards.  Partly as a result of the complexity involved in designing 

appropriately simple incentive and reward systems, ex post discretionary payments to agents 

may sometimes be warranted as partial gift exchanges in the expectation that they will result 

in reciprocal gifts of effort (Akerlof, 1982). 

 

Contribution 

Agency theory is a central component of the modern theory of the firm (Jensen, 2000; 

Roberts, 2004).  We have explained that the standard theory of agency has significant 

shortcomings, especially in its failure in practice to explain the relationship between 

executive compensation, agent behavior and firm performance.  While there is, after Cyert 

and March (1963 |1992), an extensive literature on the behavioral theory of the firm (see 

Gavetti, Greve, Levinthal & Ocasio, 2012), we do not yet have a satisfactory behavioral 

agency theory.  This paper takes a significant step in correcting this omission.  In particular, it 

advances a theory of behavioral agency which better explains the mechanisms which connect 

incentives, agent behavior, and the type of high performance outcomes which shareholders 

desire.  This is an important framework, especially for scholars studying executive 

compensation. 

Positive agency theory, like many theories which have their origins in neoclassical 

economics, aims to provide accurate predictions about economic phenomena without 

claiming that its foundational assumptions realistically describe the underlying behavioral 
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processes (see Friedman, 1953).  Wakker (2012), who in turn cites Harré (1970), calls this 

paramorphism.  This approach is self-evidently flawed when neither the predictions nor the 

underlying processes match reality.  Behavioral agency theory, on the other hand, aims to 

explain economic phenomena by reference to descriptions of underlying processes which do 

match reality. Wakker (2012) calls this homeomorphism. Behavioral economists argue that 

homeomorphism is more likely to generate useful explanations of actual economic 

phenomena and hence is a better approach to theory building. 

Part of the validity which we claim for behavioral agency theory is based on the way in 

which it adapts and integrates existing theory.  Steel and König have emphasized the 

importance of consilience in theory development, arguing that: “if a theory can be shown to 

have consilience, its scientific validity is vastly improved, since it represents different 

avenues of inquiry coming to similar conclusions” (Steel & Konig, 2006: 889).  A major 

contribution of this paper lies in the way in which it integrates a number of different 

literatures: in particular, the neoclassical economic theory of agency (after Jensen & 

Meckling, 1976); work motivation theory (for example Locke & Latham, 1984; Steel & 

Konig, 2006;  and Vroom, 1964); the literature on choices, values, heuristics and biases (after 

Kahneman & Tversky, 1979; and Tversky & Kahneman, 1992); and the upper echelons 

approach to strategic leadership (after Hambrick & Mason, 1984).  Our paper also makes a 

contribution to the management literature by updating Eisenhardt’s (1989) review of agency 

theory for management scholars, incorporating new ideas from behavioral economics.  In 

addition, and significantly, the paper has important implications for practice in the way that it 

advocates the use of balanced executive reward strategies and weak incentives. 
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Conclusion 

Formally, behavioral agency theory comprises four inter-connected equations, two figures, 

ten propositions, and a supporting narrative.  Equation (1), after Boxall and Purcell (2003), 

connects an agent’s job performance with his or her ability, motivation and opportunity set.  

Equation (2), after Vroom (1964), which is in turn modified by the inclusion of time 

discounting, risk and loss aversion to become Equation (3), after Steel and König (2006), 

explains the relationship between compensation and agent motivation.  Equation (4) 

distinguishes between intrinsic and extrinsic motivation and identifies a potential trade-off 

between the two.  Figure 1 explains the place of agent performance and work motivation in 

the firm’s performance cycle and Figure 2 illustrates an agent’s pay-effort curve. 

In this paper we have sought to provide a better understanding of the micro-foundations of 

agency theory, especially as it applies to executive compensation, based on a more realistic 

set of assumptions about agent behavior.  We hope that others will join us in further 

developing behavioral agency theory, in testing it empirically, and in identifying other 

implications for business practice.    

 

    (Jensen & Meckling, 1994)  (Savage, 1954)  (Foss, 2010)  (Simon, 1957 |1982)  

(Gabaix & Landier, 2008)  (Roberts, 2011) 
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 FOOTNOTES  

1 Some commentators (e.g., Roberts, 2011) imply that Jensen and Murphy’s empirical evidence is not contrary 

to agency theory, but suggests instead that it means the (normative) recommendations of agency theory have not 

been followed in practice.  An argument in this form, implying that the absence of two factors (incentive pay 

and high performance) can be interpreted as evidence of a causal connection between the two phenomena (so 

that more of the first factor will necessarily lead to more of the second) is hardly justified.  It also appears to 

confuse the positive theory of agency (which should be capable of explaining the world as it is) with normative 

theory.  In practice, as argued long ago by Herbert Simon in 1957 and demonstrated empirically by Gabaix and 

Landier in 2008, CEO pay is much more closely correlated with company size than company performance. 

2 Jensen (1983) identifies two different strands in the literature on agency theory.  He calls these the “positive 

theory of agency” and the “principal-agent” literature.  Eisenhardt (1989) describes the latter as a “general 

theory of the principal-agent relationship”, while Wiseman and Gomez-Mejia (1998)  call it “normative agency 

theory”. Positive agency theory focuses on the special case of the principal-agent relationship between owners 

and managers of large corporations (Charreaux, 2002; Eisenhardt, 1989; Jensen, 1983).  Normative agency 

theory aims to provide a formal theory of the principal-agent relationship in all its guises, including employer-

employee, lawyer-client, buyer-supplier etc., (Eisenhardt, 1989).   

3 Eisenhardt (1989) states that positive agency theory also assumes bounded rationality, but we can find no other 

reference to this in the agency theory literature.  After the first, formative papers on agency theory, Jensen and 

Meckling (1994) later develop the resourceful, evaluative, maximizing model of man (REMM) which they say 

is consistent with agency theory, but this is still a rational choice model. They subsequently develop a second 

framework, the pain avoidance model (PAM), but they do not seek to integrate this into agency theory. 

4 Christen et al., (2006) point out that motivation (wanting to work hard) is not the same as effort (working hard 

and, in doing so, expending time and energy).  However, in much the same way that revealed preference is a 

marker of mental preference, so effort can be thought of as a marker of motivated behavior (see Martin and 

Tesser, 2009).  This means that, in the absence of coercion, effort can be taken to imply the presence of 

motivation even if motivation does not necessarily result in the expenditure of effort.  

5 Jensen and Meckling do not explicitly mention expenditure on incentives and rewards, i.e., the actual cash 

costs of incentivizing and rewarding agents, although such expenditure would seem self-evidently to be part of 
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the cost of agency.  Incentive and reward costs can be further broken down into the costs of providing incentives 

and rewards in the optimal form and mix plus any additional costs incurred in incentivizing and rewarding 

agents in a way which is sub-optimal.  In order to be precise we use the following terminology in this article: 

total compensation or pay (ω) is the sum of fixed pay and variable pay; variable pay is itself the sum of 

incentives (awarded ex ante) and discretionary rewards (awarded ex post).  “Compensation” and “pay” are 

treated as synonyms.  Use of the sign “ω” follows the convention in labor economics of taking “ω” as the 

symbol for wages. 

6 There are many different definitions of “bounded rationality”.  We follow Williamson, who explains that 

rationality is subject to neuro-physiological rate and storage limits on the powers of agents to receive, store, 

retrieve, and process information without error (after Williamson, 1975, p.21).  Williamson also talks about a 

further element of bounded rationality, which he calls “language limits”, being the constraints on individuals to 

communicate comprehensively in such a way that they are fully understood by others, but this element is not 

really relevant to the current article. Foss (2010) provides an elegant summary description of bounded 

rationality, which he describes in terms of (1) limitations in the human capacity to process information; (2) 

attempts to economize on mental effort by relying on short-cuts or heuristics; and (3) a consequence of the fact 

that cognition and judgement are subject to a wide range of biases and errors.   

7 In this paper we largely ignore the Knightian distinction between risk (probabilistic outcomes) and uncertainty 

(indeterminate outcomes), instead treating “risk” and “uncertainty” as synonymous. 

8 Note however that Barnard used the term “efficiency” in an entirely different sense: to Barnard an organization 

is “efficient” if it satisfies the motives of its members. 

9 Expectancy, a measure of probability, takes values between 0 and +1.  Instrumentality takes values between +1 

(meaning it is believed that the first outcome will certainly lead to the second outcome) and -1 (meaning it is 

believed that the second outcome is impossible in the event of the first outcome). 

10 Temporal motivation theory combines expectancy and instrumentality into one operator, which Steel and 

Kӧnig call “expectancy” but which is essentially the same thing as subjective probability after Savage (1954).  

While this loses some of the richness of Vroom’s conceptualization of expectancy and instrumentality 

(especially the possibility that instrumentality may be negative) it is a pragmatic simplification of the theory and 

hence is followed here. 
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11 A more complex way of representing Steel and König’s motivation function, which distinguishes between 

gains and losses and hence accounts for loss aversion is: 

Xi =   Σ { Eik
+ x Vk

+ } - Σ { Eik
- x Vk

- } 1+ δ+t 1+ δ-t 

This expression of the formula explicitly recognizes that the expectancy, valence and the average discount factor 

will differ for gains (represented by +) and losses (represented by -). 
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TABLE 1: Assumptions about the Nature of Man under Positive Agency Theory and 

Behavioral Agency Theory 

Assumption Economic man Behavioral economic man 

Principal’s risk 
preference 

Principals are risk neutral As for agency theory 

Agent’s utility 
function 

Agents are rent seeking, 
agent’s utility is positively 
contingent on pecuniary 
incentives and negatively 
contingent on effort 

As for agency theory, but 
subject to constraints 
relating to rationality, 
motivation, loss, risk, 
uncertainty and time 
preferences 

Agent’s rationality Agents are rational Agents are boundedly rational, 
i.e., subject to neuro-
physiological rate and 
storage limits on the powers 
of agents to receive, store, 
retrieve, and process 
information without error  

Agent’s  motivation There is no non-pecuniary 
agent motivation 

Motivation is both intrinsic 
and extrinsic. Intrinsic and 
extrinsic motivation are 
neither independent nor 
additive. 

Agent’s risk 
preference 

Agents are risk averse Agents are loss averse below a 
gain/loss inflection point; 
otherwise risk averse  

Agent’s time 
preferences 

Agents’ time preferences are 
calculated according to an 
exponential discount factor 

Agents’ time preferences are 
calculated according to a 
hyperbolic discount factor 

Agent’s preference 
for perceived 
equitable pay 

Not defined Agents are inequity averse 
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TABLE 2:  Overview of Positive Agency Theory vs. Behavioral Agency Theory 

 Positive agency theory  
(after Eisenhardt, 1989) 

Behavioral agency theory 

Key idea The primary importance of 
aligning the interests of 
principals and agents.  The 
principal-agent 
relationship should reflect 
efficient management of 
the costs of information 
and risk-bearing  

The primary importance of 
agent performance and 
work motivation.  The 
principal-agent 
relationship should reflect 
the efficient and effective 
management of the 
relationship between 
executive compensation, 
firm performance and 
shareholder interests  

Unit of analysis Contract between principal 
and agent  

Contract between principal 
and agent 

Human assumptions Agents are rational, self-
interested, risk averse 

Agents are boundedly 
rational, loss, risk and 
uncertainty averse, 
hyperbolic time 
discounters, inequity 
averse, and there is a 
trade-off between 
intrinsic and extrinsic 
motivation 

Organizational assumption Partial goal conflict between 
principals and agents, 
efficiency as the main 
performance criterion, 
information asymmetry 

Partial goal conflict between 
principals and agents, 
efficiency and 
effectiveness as the main 
performance criterion, 
information asymmetry 

Information assumption Asymmetric information 
and incomplete 
contracting 

As for agency theory; goal 
setting used as a 
pragmatic solution to 
information asymmetry 

Primary factor(s) 
determining the 
principal-agent 
relationship 

The principal’s wish to align 
the agent’s objectives with 
the principal’s owns 
objectives (alignment) 

The principal’s wish to align 
the agent’s objectives 
with the principal’s own 
objectives (alignment) 
and to motivate agents to 
give high performance, 
given their abilities and 
opportunities (motivation)

Contracting problems Moral hazard and adverse 
selection  

As for agency theory 
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Key mechanisms Monitoring and incentive 
contracts 

As for agency theory, except 
that incentive contracts 
can also help to meet the 
motivation objective 

Problem domain Where principals and agents 
have different goals and 
risk preferences e.g., 
regulation, compensation, 
vertical integration, 
transfer pricing  

As for agency theory; 
especially relevant to 
executives and executive 
compensation 
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1. INTRODUCTION

The first decade of the new century brought significant changes to executive com-
pensation in large US companies. Rocked by scandals ranging from accounting fraud 
to option backdating—coupled with suspicions that Wall Street bonuses led to exces-
sive risk taking that triggered the financial crisis—compensation committees faced a 
plethora of new pay-related laws and tax, accounting, and disclosure rules designed to 
stem perceived abuses in executive pay. After more than tripling (after inflation) dur-
ing the 1990s stock-option explosion, the median total pay for chief executive officers 
(CEOs) in the S&P 500 remained relatively stagnant in the early 2000s, and indeed 
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even declined during the 2008–2009 Great Recession. But the flattening of pay levels 
belied significant structural changes in the composition of pay, as companies adapted to 
the new regulations and jettisoned stock options in favor of restricted stock. Moreover, 
realized pay for top-level executives was postured for a new explosion in the second 
decade of the 2000s, as stock and options granted near the bottom of the market in 
2009 became vested and exercisable. These trends suggest the outrage over executive 
pay—recently reflected by the “Occupy Wall Street” movements and in calls from the 
Obama administration for increased tax rates for “millionaires and billionaires”—will 
likely continue unabated over the next several years.

The recent controversies over executive pay are not the first—nor will they be the 
last—time that executive compensation has sparked outrage and calls for regulation 
and reform. Indeed, scrutinizing, criticizing, and regulating high levels of executive pay 
has been an American pastime for nearly a century. In 1932, for example, controversies 
surrounding high salaries for executives in bailed-out railroads led to pay disclosures 
and pay caps; disclosure requirements were soon extended to banks, utilities, and large 
corporations, and further extended to all publicly traded companies following the 1933 
and 1934 Securities Acts. Outrage over perceived excesses in “restricted stock option 
plans” in the 1960s led Congress to prohibit repricing, reduce maximum expiration 
terms, restrict exercise prices, and extend required holding periods after exercises. In 
the 1980s, Congress imposed large tax penalties on firms paying (and executives receiv-
ing) large severance payments following a change in control, and in the 1990s non-
performance-based pay exceeding $1 million was deemed unreasonable and therefore 
not deductible as an ordinary business expense for corporate income tax purposes. 
Therefore, the recent backlash over executive pay associated with the accounting and 
backdating scandals and the financial crisis—triggering Sarbanes-Oxley, new disclosure 
and accounting rules, restrictions on deferred compensation, and myriad pay regulations 
under the Dodd–Frank Act—continues a tradition of regulatory responses to perceived 
excesses and abuses in top-level pay.

The purpose of this study is to document the current state of executive compensa-
tion and to show how the level and structure of CEO pay over the past century has 
evolved in response to economic, institutional, and political factors. My intention is 
not to provide a comprehensive survey of the academic literature on executive com-
pensation (or even a systematic update of Murphy (1999)), but rather to document a 
body of facts to guide future theoretical and empirical research in the area. I show that 
government intervention into executive compensation—largely ignored by research-
ers—has been both a response to and a major driver of time trends in CEO pay. There 
have been two broad patterns for government intervention into CEO pay. The first 
pattern is aptly described as knee-jerk reactions to isolated perceived abuses in pay, 
leading to disproportionate “one-size-fits-all” responses and a host of unintended and 
undesirable consequences. The second pattern—best described as “populist” or “class 
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warfare”—arises in situations where CEOs (and other top executives) are perceived 
to be getting richer when lower-level workers are suffering. Beyond these two broad 
patterns, indirect intervention in the form of accounting rules, securities laws, broad 
tax policies, and listing requirements have also had direct impact on the level and com-
position of CEO pay. In most cases, companies and their executives have responded 
to the interventions by circumventing or adapting to the reforms, usually in ways 
that increased pay levels and produced other unintended (and typically unproductive) 
consequences.

More broadly, this study provides institutional context useful in “explaining” time 
trends in the level and structure of CEO pay. As emphasized by Frydman and Jenter 
(2010) and explored below in Section 5, the academic literature focused on explaining 
these trends is roughly divided into two camps: the “efficient contracting” camp and the 
“managerial power” camp. The efficient-contracting camp—rooted in optimal contract-
ing theory—maintains that the observed level and composition of compensation reflects 
a competitive equilibrium in the market for managerial talent, and that incentives are 
structured to optimize firm value. The managerial-power camp—exemplified in a series 
of papers by David Yermack, Lucian Bebchuk and Jesse Fried—maintains that both 
the level and composition of pay are determined not by competitive market forces but 
rather by captive board members catering to rent-seeking, entrenched CEOs. Frydman 
and Jenter (2010) conclude that neither camp offers convincing explanations for cross-
sectional and time-series patterns in the data.

The efficient-contracting and managerial power camps are not mutually exclusive. 
For example, in a series of papers designed to explain the escalation in option grants in 
the 1990s, I have argued that stock options were granted in such large quantities to so 
many employees in the 1990s because boards and executives (erroneously) perceived 
options to be essentially free to grant.1 This explanation might be viewed as a combina-
tion of both camps: directors yielded to shareholder pressure to tie more closely to 
equity values, but were duped by managers into the idea that options were free to grant, 
thus leading to massive grants without any noticeable reductions in other forms of pay. 
However, as will become clear in Section 3.7 below, a more complete explanation must 
include the role of government: the option explosion in large part caused by changes 
to tax and accounting rules coupled with changes in disclosure, holding, and listing 
requirements.

In essence, the efficient-contracting camp views executive pay as mitigating agency 
problems between executives and shareholders, while the managerial-power camp views 
excessive pay as symptomatic of agency problems between shareholders and board mem-
bers (who often own only a trivial fraction of their firm’s common stock and who are in 
no sense perfect agents for the shareholders who elected them). The reason government 

1 See, for example, Murphy (2002, 2003) and Hall and Murphy (2003).
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intervention into executive pay adds an important new dimension to the analysis is 
because the interests of the government differ significantly from those of shareholders, 
directors, or executives. In particular, as will become evident from the legislative history 
in Section 3 below, Congressional (and, more generally, public) outrage over executive 
pay is almost always triggered by perceived excesses in the level of compensation without 
regard to incentives and company performance, and the regulatory responses have also 
fixated on pay levels (albeit with little effect).

Limitations on the form of government intervention add another interesting dimen-
sion to the agency problem. In most circumstances, Congress has stopped short of 
directly capping the level of pay or imposing restrictions on its structure.2 However, 
Congress controls the tax code (including individual and corporate tax rates, punitive 
excise taxes, and defining what compensation is “reasonable” and therefore deductible 
by the company), and has routinely used tax rules to regulate pay. In addition, Congress 
(through its influence on the SEC) indirectly controls disclosure requirements, long the 
favorite (and singularly most ineffective) tool used to control perceived abuses in pay. 
Ultimately, attempts to regulate the level of pay through tax and disclosure rules (instead 
of direct pay caps) have allowed plenty of scope for circumvention and opportunism 
and other unintended consequences, often leading to the next round of scandals and 
government responses.

Section 2 (“Where We Are”) analyzes the level and structure of CEO pay packages, 
discusses measurement issues, explores 1970–2011 time trends and, more generally, 
serves as a primer on executive compensation. I distinguish between three different 
measures of total compensation: (1) grant-date pay (based on grant-date values for 
stock and options, and target values for bonuses); (2) realized pay (based on the vest-
ing of stock awards and the gains from exercising options); and (3) risk-adjusted pay 
(expected pay from the perspective of risk-averse CEOs). I document the dramatic 
increase in CEO pay during the 1990s, driven primarily by an unparalleled escala-
tion of stock option grants, and the flattening of pay during the early 2000s (as firms 
replaced option grants with stock awards). In addition, I provide 1992–2011 time-
series evidence on the relation between CEO wealth and shareholder wealth and 
stock-price volatilities, and discuss incentive issues related to bonus plans and earnings 
announcements.

2  Congress has occasionally attempted to cap wage increases. For example, the World War II Stabilization 
Act of 1942 froze wages and salaries (for all workers, not just executives), and the 1971 Nixon wage-and-
price controls imposed a 5.5% limit on increases in executive pay (the limit being binding for company-
defined groups of executives, but not necessarily for individual executives). In addition, Congress has 
occasionally imposed restrictions on individual pay components, such as Sarbanes-Oxley’s prohibition on 
company-provided loans. More recently, Congress directly (and enthusiastically) regulated both the level 
and structure of pay for executives in financial services firms receiving assistance under Treasury’s Troubled 
Asset Relief Program (“TARP”), see Section 3.8.5 below.
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Section 3 (“How We Got There”) provides a history of CEO pay in the United 
States, emphasizing the causes and consequences of government interventions, which 
have substantially prohibited what would otherwise be highly desirable and produc-
tive pay practices. I begin by examining the controversies leading to the first public 
disclosures of executive pay in the 1930s, which in turn laid the groundwork for all 
future controversies of, and interventions into, US CEO pay. I document the rise 
and fall of restricted stock options in the 1950s, created and ultimately destroyed 
by changes in tax rules. I discuss how wage-and-price controls and a stagnant stock 
market facilitated an explosion in perquisites in the 1970s; the surrounding contro-
versy led to new tax and disclosure rules (but did not seem to lead to a reduction in 
perquisites). I show how penalties on golden parachutes in the 1980s appear to have 
increased the prevalence of change-in control plans; tax gross-ups, early exercise of 
stock options, and employment agreements. While the increase in option grants in 
the 1990s in part reflected increased pressure from shareholders to tie CEO pay more 
closely to performance, I show that the option explosion is largely attributed to tax, 
accounting and disclosure rules coupled with changes in holding and listing require-
ments that favored stock options over other forms of incentive compensation. Next, 
I speculate that the increased reliance on options helped fuel the accounting and 
backdating scandals in the early 2000s, which in turn led to a variety of government 
responses and subsequent changes in compensation (including the move towards 
restricted stock). I then discuss the pay restrictions for recipients of government bail-
outs during the financial crisis. Finally, I discuss the ongoing implementation of the 
Dodd–Frank Act.

Section 4 provides international comparisons of CEO pay, based largely on my 
joint work with Nuno Fernandes, Miguel A. Ferreira, and Pedro Matos (Fernandes 
et al., 2012). Based on recently available data from 14 countries with mandatory pay 
disclosures—we show that the stylized fact that US CEOs earn substantially more 
than foreign CEOs is wrong, or at least outdated. In particular, the “US Pay Premium” 
became statistically insignificant by 2007 and largely reflects a risk premium for stock-
option compensation (which remains more prevalent in the United States than in other 
countries). In reaching this conclusion, we control not only for the “usual” firm-specific 
characteristics (e.g. industry, firm size, volatility, and performance) but also for gover-
nance characteristics that systematically differ across countries. The remaining differ-
ences in pay are largely explained by evolutionary differences in the politics of pay. In 
particular, Section 3 showed that CEO pay reflects, in part, political responses to per-
ceived (or actual) abuses in pay. Since those perceived abuses differ across countries, the 
evolution of pay has also differed. For example, CEO pay became highly controversial 
in both the United States and the United Kingdom in the early 1990s. In the United 
States, the (likely unintended) result of the controversy was the explosion in stock 
option grants. In the United Kingdom, the result of a slightly different controversy was 
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to essentially move away from options in favor of performance shares and other forms 
of equity-based compensation.

Section 5 uses the results in the prior sections to suggest a general theory of execu-
tive compensation. I argue that viewing efficient contracting and managerial power as 
competing hypotheses to “explain” executive compensation has not been productive, 
since the hypotheses are not mutually exclusive and because they ignore critical politi-
cal factors and other influences on pay. Ultimately, what makes CEO pay interesting, 
complicated, and worthy of continued investigation is that the paradigms co-exist and 
interact.

2. WHERE WE ARE: A PRIMER ON EXECUTIVE COMPENSATION
2.1 Measuring Executive Pay
Underlying every intra-firm, cross-sectional, cross-country, or time-series analysis of 
executive compensation is an assumption (too often implicit) about how to measure 
the total compensation received by the executives. If executives were simply paid a 
base salary set at the beginning of each year, it would be easy to compare salaries across 
executives (within a firm or across firms, industries, and countries) to identify the high-
est paid, to compare salaries across years to determine how pay has changed over time, 
and to compare executive salaries to wages paid in other occupations. But consider the 
following:
•	 Executives	receive	compensation	in	a	dizzying	array	of	forms,	including	base	sala-

ries, annual bonuses, long-term incentives, restricted stock, performance shares (i.e., 
restricted stock with performance-based vesting), stock options, retirement benefits, 
and perquisites ranging from health benefits to club memberships and personal use 
of the corporate jet.

•	 Many	 of	 these	 forms	 of	 compensation	 depend	 on	 performance	 measured	 over	 a	
single or multiple years, and it is not obvious how (or when) to measure them. For 
example, stock options (which give the executive the right, but not the obligation, 
to buy a share of stock at a predetermined price) typically have terms of up to ten 
years. Should stock options be “counted” as compensation when granted, or only 
when exercised?

•	 In	addition,	executives	 routinely	 receive	 lump-sum	amounts	 at	various	points	 in	
time, such as signing bonuses when joining their firms, severance payments upon 
termination, and change-of-control payments when their companies are taken 
over. Moreover, some payments “earned” while employed (such as defined-benefit 
pension obligations) are not paid until long after the executive is retired and his 
compensation is no longer reported (or sometimes paid as a lump-sum upon 
retirement). Again, it is not obvious how, or when, to measure these aspects of 
compensation.
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•	 Finally,	different	components	of	compensation	impose	different	amounts	of	risk	on	
executives. The payoffs from stock options, for example, are inherently more risky 
than are payoffs from restricted stock, which in turn are more risky than base sala-
ries. Risk-averse and undiversified executives will naturally place a lower value on 
riskier forms of compensation, and yet most studies of executive pay simply (and 
blindly) add together these different forms of compensation. The “risk premia” that 
executives attach to different forms of compensation depend on unobservable char-
acteristics such as risk aversion and diversification, and it is not obvious how to add 
or how to weight the various components.

2.1.1 “Grant-Date” vs. “Realized” Pay
While the ultimate value of stock awards and stock options is not known until the 
stock vests and the options are exercised, these equity awards clearly have a value upon 
grant. Perhaps the most critical choice facing researchers in executive compensation 
is whether to measure the compensation associated with equity awards as the amount 
actually realized upon vesting and exercise, or to assign an “ex ante” grant-date value. 
Most academic research on executive compensation since the mid-1980s has adopted 
the ex ante approach, valuing stock awards as the fair market value on the date of grant 
(i.e. the grant-date stock price multiplied by the number of shares granted), and valu-
ing stock options on the grant date using some variant of the Black and Scholes (1973) 
formula.

When total compensation is measured using grant-date values, it is routinely referred 
to as expected compensation to distinguish it from realized compensation as measured at the 
time the stock vests and the options are exercised.3 However, calling the grant-date pay 
“expected” is somewhat loose:
•	 For	restricted	shares	(i.e.	shares	to	be	delivered	at	a	future	point	in	time),	the	grant-

date stock price is the discounted expected value only if there are no performance 
hurdles, no dividends (or if the executive receives dividends on restricted shares, 
which is common) and only if there is no risk of forfeiture (i.e. no risk that the 
employment relation is terminated by either party prior to vesting).

•	 For	stock	options,	 the	Black–Scholes	value	is	 the	discounted	expected	payoff	of	a	
non-forfeitable European option for an executive who can perfectly hedge away 
the risk of the option (or, alternatively, the expected payoff under the risk-neutral 
distribution discounted at the risk-free rate).

•	 As	discussed	below	in	Section	2.1.2, the grant-date value (for either stock or option 
awards) is not a measure of value from the perspective of risk-averse undiversified 

3  Standard & Poor’s ExecuComp database—the most widely used data in executive compensation 
research—defines grant-date and realized compensation as “TDC1” and “TDC2”, respectively. However, 
since the value of restricted shares upon vesting has only been disclosed since 2006, ExecuComp actually 
measures TDC2 using grant-date values for restricted shares (and exercise gains for options).
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executives who cannot hedge away the risk. However, with appropriate adjust-
ments for dividends, forfeiture, dilution, and (for options) early exercise, the grant-
date value can be an appropriate estimate of the cost to the company of granting 
restricted stock or options.

Similarly, bonus plans have a “grant-date value” typically measured as the target 
bonus, paid when the company achieves (usually accounting-based) target performance. 
However, even when target performance equals expected performance, the target bonus 
is only the “expected bonus” when the rewards and penalties for surpassing or missing 
targets are symmetric.

To illustrate the distinction between grant-date and realized pay, suppose that a 
CEO’s compensation in 2010 and 2011 consisted of a salary of $500,000 paid each year, 
and 50,000 shares of restricted stock awarded at the beginning of 2010 that become 
non-forfeitable (“vest”) at the end of 2011. Suppose further that the company’s stock 
price rose from $10 to $30 over the course of these two years. This CEO’s grate-date pay 
(which includes the grant-date value of the restricted stock) was $1000,000 in 2010 
(consisting of the 2010 $500,000 base salary and the unvested stock with a grant-date 
value of $500,000) and the 2011 salary of $500,000. But, his realized pay (consisting 
of his base salary plus the amount realized upon vesting) was $500,000 in 2010 and 
$2000,000 in 2011 ($500,000 in base salary plus $1500,000 from the vesting of his stock 
at the end of 2011).

Grant-date and realized pay are both legitimate measures of CEO compensation and 
each is a legitimate answer to a different question. Compensation committees evaluat-
ing the competitiveness of their CEO pay package at the beginning of the year (that is, 
before performance results are tallied) should focus on grant-date pay levels. In contrast, 
realized pay levels will (by definition) depend on the company’s current and past per-
formance, and are therefore most useful in evaluating whether ultimate rewards have 
been commensurate with company performance.

The distinction between grant-date and realized pay is also critical for researchers 
estimating the link between pay and performance. For example, researchers beginning 
with (I confess, reluctantly) Murphy (1985) have assessed the relation between pay and 
performance by regressing total grant-date compensation on measures of corporate 
performance (using CEO fixed-effects or first-differences to control for unobservable 
factors affecting pay levels). However, consider two otherwise identical executives, the 
first paid $1 million annually in base salary and the second paid $1 million annually in 
restricted shares. Researchers regressing grant-date pay levels on performance would 
conclude that neither executive is paid for performance, when in fact the second CEOs 
realized pay is strongly related to performance.

The SEC has helped confuse the distinction between grant-date and realized 
compensation by conflating elements of each in the “Summary Compensation Table” 
required in corporate proxy statements. In particular, since 2009, the SEC has required 
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companies to report the grant-date fair-market values of stock and option grants in the 
Summary Compensation Table, while at the same time reporting the realized (rather 
than target) payouts from non-equity-based bonus plans. In addition, the SEC rules are 
particularly confusing for companies that pay annual bonuses partly in cash and partly 
in stock and options, as is common in financial services. As an example, suppose that a 
CEO receives a bonus of $10 million in January 2012 for performance in 2011, and that 
$4 million is paid in cash and the remaining $6 million in stock and options. According 
to SEC rules, the $4 million cash bonus is included as part of 2011 compensation (and 
reported in the firm’s 2012 proxy statement), while the $6 million bonus paid in the 
form of stock and options is included as part of 2012 compensation (and not reported 
until the firm’s 2013 proxy statement).

Adding to the confusion between grant-date and realized pay was the (thankfully 
temporary) existence of a third measure mandated by the SEC and included in the 
Summary Compensation Table in proxy statements issued between 2007 and 2009 
(covering compensation paid between 2006 and 2008). Under the SEC’s 2007–2009 
reporting requirements, “SEC Total Compensation” included the accounting expense the 
company records for stock and options during the year under Financial Accounting 
Standard 123R (FAS 123R) discussed below in Section 3.8.4. Using the accounting 
expense for valuing options instead of the grant-date value of options was a last-minute 
change to the reporting requirements made by the SEC in December 2006 without 
public comment. Under the SEC approach that mandates the use of accounting numbers 
in the table, the grant-date value of the $500,000 grant vesting in two years is reported 
as $250,000 in the grant year and $250,000 in the following year—numbers that bear 
no meaningful economic relationship to anything in the system. Fortunately, the confu-
sion was relatively short-lived: in late 2009 the SEC revised its disclosure rules to include 
grant-date values rather than annual accounting expenses in the summary pay table.

Another element of the confusion in describing the typical CEO pay package 
reflects the statistical distinction between averages and medians. Suppose, for example, 
that there are eleven CEOs in an industry, ten receiving compensation of $1 million 
and the eleventh receiving $12 million. The average compensation in this industry is 
$2 million (calculated by summing all compensation amounts and dividing by 11), while 
the median is only $1 million (calculated as the compensation where half the CEOs are 
paid more and half the CEOs are paid less). Average and median pay are, again, both 
legitimate measures of CEO pay, but are answers to different questions. Average pay is 
relevant in assessing aggregate levels of pay (a reader can multiply the average pay by 
the number of CEOs and get total compensation paid to all CEOs), while median pay 
is more relevant in describing compensation for a “typical” CEO.

Figure 1 illustrates the 2011 grant-date and realized compensation for CEOs in 
firms listed in Standard and Poors S&P 500 (essentially the largest 500 US firms ranked 
by market value). The data are based on proxy statement information reported in 

499



Executive Compensation: Where We Are, and How We Got There 221

Standard & Poors’ ExecuComp database for the 465 S&P 500 firms.4 For both measures, 
total compensation is comprised of six basic components: (1) base salaries; (2) discre-
tionary bonuses; (3) non-equity incentives (based on both annual and multi-year per-
formance measures); (4) stock options; (5) stock awards; and (6) other pay.5 Base salaries 
and the payouts from discretionary (non-formulaic) bonuses are the same for both 
grant-date and realized total compensation. However, the definitions of the remaining 
pay components vary with the measure utilized.

For grant-date pay, non-equity incentives are evaluated at the target level of payout 
(or, calculated as the average of the minimum and maximum payout if the target is not 
reported).6 The grant-date value of stock options is defined as the company’s estimate 
of the present value of the options on the grant-date: this value is typically based on 
Black and Scholes (1973) or similar methodologies and approximates the amount an 
outside investor would pay for the option. Similarly, the grant-date value of stock awards 
is calculated as of the grant date using the grant-date market price, which in turn 
approximates the amount an outside investor would pay for the stock. “Other compen-
sation” includes perquisites, signing bonuses, termination payments, and above-market 
interest paid on deferred compensation. In addition, “other compensation” includes the 
change in the actuarial value of pension benefits, which typically constitutes a large 
percentage of compensation for those executives with supplementary defined-benefit 
pension plans.7

For realized pay, non-equity incentives are defined as actual payouts during the fiscal 
year, including both amounts paid in formula-based annual bonus plans, and current-
year payouts from longer-term plans. Stock options are calculated as the gains realized 
by exercising options during the year, and stock awards are calculated as the value of 

4  I adopt the convention that companies with fiscal closings after May 31, in year “T” are assigned to fis-
cal year “T” while companies with fiscal closings on or before May 31, Year “T” are assigned to fiscal 
year “T−1”. Thus, the 2011 fiscal year includes companies with fiscal closings between June 1, 2011 and 
May 31, 2012. The data in Figure 2.1 are based on the ExecuComp’s May 2012 update, and exclude 35 
companies that had not yet filed proxy statements by May 2012.

5  The categories in Figure 2.1 are designed to correspond to the SEC disclosure requirements effective as of 
December 2006. Under the prior disclosure requirements, firms separately reported “annual bonuses” and 
“payouts from long-term performance plans”. Under the 2006 requirements, both annual cash bonuses 
from short-term incentive plans and long-term performance bonuses are considered “non-equity incentive 
compensation” if they are based on pre-established and communicated performance targets. If they are not 
based on pre-established and communicated targets the SEC (and I) treat them as discretionary bonuses.

6  The actual payouts during the year are used as an estimate for grant-date non-equity incentives in firms 
without reported targets or caps.

7  The “change in the actuarial value of pension benefits” is the year-to-year change in the actuarial present 
value of the CEO’s accumulated benefit under all defined benefit and actuarial pension plans, assum-
ing a normal retirement age as defined in each company’s plan (or, if not so defined, the earliest time 
at which the CEO may retire under the plan without any benefit reduction due to age). The pension 
information in Figure 2.1 was first available in 2006, and these amounts are therefore excluded in my 
historical analyses below.
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the stock (or other equity instruments) as of the vesting date. Other compensation 
includes perquisites, signing bonuses, termination payments, above-market interest paid 
on deferred compensation, and the actual payments made to the CEO during the year 
under pension or retirement plans.

The first two columns in Figure 1 depict average grant-date and realized com-
pensation. The pay-composition percentages are constructed by first calculating the 

Figure 1 2011 pay for CEOs in S&P 500 companies. Note:Figure 1 is based on proxy statement infor-
mation compiled in Standard & Poors’ ExecuComp database for 465 S&P 500 firms with fiscal clos-
ings between June 2011 and May 2012, based on ExecuComp’s May 2012 update. Grant-date Pay: 
Base Salary and Discretionary Bonus reflects amounts actually received for the fiscal year. Non-Equity 
Incentives evaluated at target level (or average of minimum and maximum if target not reported). 
Stock Options evaluated at grant-date using firm-estimated present value (typically Black and Scholes 
(1973) calculations). Stock Awards evaluated at grant-date using firm-estimated present value (typically 
grant-date market price), including both time-lapse restricted stock and performance shares. Other 
Compensation includes perquisites, signing bonuses, termination payments, above-market interest 
paid on deferred compensation, and the change in the actuarial value of pension benefits. Realized 
Pay: Base Salary and Discretionary Bonus reflects amounts actually received for the fiscal year. Non-
Equity Incentives defined as payouts during the fiscal year (including payouts on awards made in prior 
years). Stock Options defined as gains executive realized by exercising options during the fiscal year. 
Stock Awards defined as value of awards vesting during the fiscal year (valued on the date of vesting). 
Other Compensation includes perquisites, signing bonuses, termination payments, above-market 
interest paid on deferred compensation, and pension benefits paid during the year. The pay-compo-
sition percentages for Average Compensation are calculated as the average ratio of each component 
to total compensation for each CEO. The composition percentages for Median Compensation are 
calculated as the median ratio of each component: median ratios do not sum to 100% (because the 
sum of the medians is not the median of the sum).
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composition percentages for each CEO, and then averaging across CEOs. The average 
grant-date CEO Pay in S&P 500 firms in 2011 was $11.6 million, compared to average 
realized pay of $12.3 million. Stock awards are the largest single component of both 
grant-date and realized pay in 2011. The “Other Pay” component of grant-date pay is 
large compared to the corresponding component for realized pay, reflecting that the 
definition of grant-date pay includes the (generally positive) change in the actuarial 
present value of pension benefits during the year. In contrast, the realized pay for pen-
sions include only pension benefits paid during the year for proxy-named executives 
(which excludes amounts to be paid after retirement).

The remaining two columns in Figure 1 depict median compensation. The composi-
tion percentages for median pay are calculated as the median ratio of each component: 
median ratios do not sum to 100% (because the sum of the medians is not the median of 
the sum). Median compensation is typically lower than average pay, since a small number 
of very-highly paid CEOs will increase the average pay but not the median pay. For 
example, ConocoPhillips’s CEO James Mulva realized $141 million through exercising 
stock options in 2011. If the options had not been exercised, his pay would have fallen 
to “only” $5.3 million, and the average realized compensation for the 465 executives in 
Figure 2.1 would fall $303,000 from $12.436 million to approximately $12.133 million. 
Equity awards for the median executive are dominated by stock (rather than option) 
awards, and together option and stock awards comprise about half of total compensation 
for the typical executive.

The difference between grant-date and realized values, and averages and medians, 
is especially pronounced for stock options. Figure 2 shows the average and median 
grant-date values and exercise gains (i.e. realized values) for stock options granted to or 
exercised by CEOs in S&P 500 firms from 1992 to 2011. As shown in the figure, the 
average grant-date values (dotted line) and exercise gains (solid line) were remarkably 
similar leading up to the 2000 burst in the Internet bubble. In contrast, average exercise 
gains increased while average grant-date values fell leading up to the 2008 financial cri-
sis, reflecting the shift in grants primarily reflecting the shift from options to restricted 
stock described in more detail below.

Figure 2 shows that median grant values and exercise gains were always below their 
respective averages. Interestingly, the median exercise gain was zero except for in the 
2004–2007 period, indicating that less than half of the S&P 500 CEOs exercised options 
during most years in the sample (including 2000, when the average gain across all S&P 
500 CEOs exceeded $12 million).8

8  The “spike” in exercise gains in 2006 likely reflects companies accelerating the exercisability of options 
in anticipation of new accounting rules that would require an accounting expense for outstanding non-
exercisable options; see Choudhary, Rajgopal, and Venkatachalam (2009) and the discussion in Section 
3.8.4 below.
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Figure 3 shows how average grant-date pay for CEOs has evolved from 1970 to 
2011. The data are adjusted for inflation and are based on information extracted from 
annual Forbes surveys (1970–1991) and Standard & Poors ExecuComp Database (1992–
2011).9 Non-equity pay includes base salaries, payouts from short-term and long-term 
bonus plans, deferred compensation, and benefits. Total compensation includes non-
equity compensation plus equity-based compensation, including the grant-date values 
of stock options and restricted stock.10 Due to changing reporting requirements and 
data availability some of the estimates of grant-date compensation are approximations, 

9  The Forbes survey includes data from the largest 500 firms ranked by market capitalization, assets, sales, 
and net income; the union of these sets includes approximately 800 CEOs per year. The ExecuComp 
survey includes data from firms in the S&P 500, S&P MidCap 400, S&P SmallCap 600, plus additional 
firms not in these indices, and covers approximately 1800 CEOs per year. Compustat historical data were 
used to identify firms included in the S&P 500 at the end of each fiscal year.

10  ExecuComp’s modifications for 1992–2006 include using 70% of the option full term, and Winsorizing 
dividends and volatilities. Equity compensation prior to 1978 estimated based on option compensation 
in 73 large manufacturing firms (based on Murphy (1985)), equity compensation from 1979 through 
1991 estimated as amounts realized from exercising stock options during the year, rather than grant-date 
values. Using the amounts realized from the exercise of options (rather than the value of options granted) 
from 1978 to 1991 is also not expected to impose a large bias in the general trend in options and com-
pensation. Indeed, Frydman and Saks (2005) show that trends based on grants and exercises were nearly 
indistinguishable during this period. In addition, Hall and Liebman (1998) analyze trends in grant-date 
option values during the 1980s and document a very similar pattern to that shown in Figure 3.

Figure 2 Average and Median Stock Option Grant-Date Values and Exercise Gains for CEOs in S&P 
500 Firms, 1992–2011. Note: Grant-date values based on company fair-market valuations, when avail-
able, and otherwise based on ExecuComp’s modified Black–Scholes approach. Dollar amounts are 
converted to 2011-constant dollars using the Consumer Price Index.

'92 '94 '96 '98 '00 '02 '04 '06 '08 '10
$0

$2

$4

$6

$8

$10

$12
St

oc
k 

O
pt

io
n 

G
ra

nt
s 

an
d 

G
ai

ns
($

m
il,

 2
01

1-
co

ns
ta

nt
)

Average Grant-Date Value

Average Exercise Gains

Median Grant-Date Value

Median Exercise Gains

503



Executive Compensation: Where We Are, and How We Got There 225

but the trends depicted in Figure 3 are nonetheless historically representative. As shown 
in the figure, average grant-date compensation increased from about $1.1 million in 
1970 to $10.9 million in 2011, down from a peak of $18.2 million in 2000.11 Finally, the 
figure shows that most of the growth in CEO pay since 1990 is explained by the growth 
in equity-based pay. Indeed, stock and options constituted only a trivial percentage of 
pay in the early 1970s, and grew to be the dominant form of pay by the late 1990s.

11  The 2010 average pay in Figure 3 ($10.9 million) is slightly smaller than the $11.6 million average in 
Figure 1. This difference largely reflects the fact that Figure 1 includes the change in the actuarial value of 
pension benefits, a component of compensation that was not disclosed or reported before 2006. Another 
difference—but relatively immaterial—is that Figure 1 includes the “target” rather than realized payouts 
from bonuses and other non-equity incentive plans; these data also became available after the 2006 revi-
sions in disclosure rules. To maintain comparability in the time-series, Figure 3 excludes pensions and 
uses payouts rather than targets for bonus plans.

Figure 3 Average Equity and Non-equity Grant-Date Pay for CEOs in S&P 500 Firms, 1970–2011. 
Note: Compensation data are based on all CEOs included in the S&P 500, using data from Forbes and 
ExecuComp. CEO total pay includes cash pay, restricted stock, payouts from long-term pay programs 
and the value of stock options granted (using company fair-market valuations, when available, and 
otherwise using ExecuComp’s modified Black–Scholes approach). Average (median) equity compen-
sation prior to 1978 estimated based on option compensation in 73 large manufacturing firms (based 
on Murphy (1985)), equity compensation from 1979 through 1991 estimated as amounts realized from 
exercising stock options during the year, rather than grant-date values. Non-equity incentive pay is 
based on actual payouts rather than targets, since target payouts were not available prior to 2006. 
Dollar amounts are converted to 2011-constant dollars using the Consumer Price Index.
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Figure 4 shows how both the composition and level of grant-date pay evolved from 
1992 to 2010. Because of the skewness in the pay distribution (where a small number 
of CEOs receive unusually high levels of compensation), the median pay in Figure 4 is 
significantly lower than the average pay in Figure 3 in each year. The pay-composition 
percentages in the figure are constructed by first calculating the composition per-
centages for each CEO, and then averaging across CEOs. As evident from the figure, 
underlying the growth in pay for CEOs since the 1990s is an escalation in stock-option 
compensation from 1993 to 2001 coupled with a dramatic shift away from options 
towards restricted stock from 2002 to 2011. In 1992, base salaries accounted for 41% 
of the $2.9 million median CEO pay package, while stock options (valued at grant-
date) accounted for 25%. By 2001, base salaries accounted for only 18% of the median 
$9.2 million pay, while options accounted for more than half of pay. By 2011, options fell 
to only 21% of pay, as many firms switched from granting options to granting restricted 
stock (which swelled to 36% of pay).

In interpreting the time-series in Figure 4, it is important to recognize the selection 
bias inherent in the S&P 500. In particular, the firms in the index are selected by a com-
mittee based primarily on market capitalization and industry representation. For example, 
during the 1990s the S&P 500 increased its representation of “new economy” firms, as 
these firms became more highly valued and a more important component of the 

Figure 4 Median Grant-date Compensation for CEOs in S&P 500 Firms, 1992–2011. Note: Compensation 
data are based on all CEOs included in the S&P 500, using data from ExecuComp. CEO grant-date 
pay includes cash pay, payouts from long-term pay programs, and the grant-date value of stock 
and option awards (using company fair-market valuations, when available, and otherwise using 
ExecuComp’s modified Black–Scholes approach). Monetary amounts are converted to 2011-constant 
US dollars using the Consumer Price Index.
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economy.12 Indeed, the fraction of the S&P 500 comprised of new economy firms grew 
from 5.5% in 1992 to over 12% in 2001 (and remained at about 11% for the rest of the 
sample period). Since new economy firms have traditionally relied on stock options as a 
major component of pay (see Murphy, 2003), the increase in both the level of pay and 
the use of options in Figure 4 in part reflects changes in the composition of the S&P 500.

Figure 5 replicates Figure 4 after restricting the sample to only firms included in the 
S&P 500 in 1992. This sample restriction attenuates the increase in pay levels, which 
increased by 165% from 1992 to 2000 (instead of 220% as in Figure 4). The figure also 
suggests that CEO pay continued to increase until 2007 (a starkly different pattern than 
suggested by Figure 4). However, while Figure 5 mitigates the S&P 500 selection bias 
in Figure 4, it is subject to a survivor bias: only half of the S&P 500 firms in 1992 were 
still publicly traded in 2011.

12  I define new economy firms as companies with primary SIC designations of 3570 (Computer and 
Office Equipment), 3571 (Electronic Computers), 3572 (Computer Storage Devices), 3576 (Computer 
Communication Equipment), 3577 (Computer Peripheral Equipment), 3661 (Telephone & Telegraph 
Apparatus), 3674 (Semiconductor and Related Devices), 4812 (Wireless Telecommunication), 4813 
(Telecommunication), 5045 (Computers and Software Wholesalers), 5961 (Electronic Mail-Order 
Houses), 7370 (Computer Programming, Data Processing), 7371 (Computer Programming Service), 
7372 (Prepackaged Software), and 7373 (Computer Integrated Systems Design).

Figure 5 Median Grant-date Compensation for CEOs in Firms Included in the 1992 S&P 500 Note: 
Compensation data are based on all CEOs included in the 1992 S&P 500, using data from ExecuComp. 
The sample size varies from 472 in 1992 to 260 in 2011. CEO grant-date pay includes cash pay, payouts 
from long-term pay programs, and the grant-date value of stock and option awards (using company fair-
market valuations, when available, and otherwise using ExecuComp’s modified Black–Scholes approach). 
Monetary amounts are converted to 2011-constant US dollars using the Consumer Price Index.
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While the analysis in this chapter will generally focus on S&P 500 companies, 
Figure 6 shows the evolution of the level and compensation for CEO pay below the 
S&P 500. The data, extracted from ExecuComp, include firms in the S&P MidCap 400, 
S&P SmallCap 600, and a small number of other firms tracked by S&P. As evident by 
comparing Figures 4 and 6, the level of CEO pay below the S&P 500 is considerably 
smaller than pay levels for S&P 500 CEOs. In addition, while median pay for S&P 
500 CEOs has more than tripled from 1970–2010, pay for CEOs below the S&P 500 
merely doubled. Similar to their S&P 500 counterparts, restricted stock has replaced 
stock options as the primary form of equity-based compensation.

2.1.2 The “Cost” vs. The “Value” of Incentive Compensation
In constructing measures of total compensation, it is important to distinguish between 
two often confused but fundamentally different valuation concepts: the cost to the  
company of granting the compensation and the value to an executive of receiving 
the compensation. Consider, for example, a company that decides to give a share of 
restricted stock to its CEO vesting in five years (that is, the CEO is restricted from 
selling the share of stock for five years, and receives the accumulated dividends [plus 
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Figure 6 Median Grant-date Compensation for CEOs in non-S&P 500 Firms, 1992–2011. Note: 
Compensation data are based on all CEOs included in the S&P MidCap 400, SmallCap 600, and a small 
number of other non-S&P 500 firms tracked by S&P and included in the ExecuComp database. CEO 
grant-date pay includes cash pay, payouts from long-term pay programs, and the grant-date value of 
stock and option awards (using company fair-market valuations, when available, and otherwise using 
ExecuComp’s modified Black–Scholes approach). Monetary amounts are converted to 2011-constant 
US dollars using the Consumer Price Index.
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interest] upon vesting). Suppose further that the market price of a share of stock is $10. 
The economic or opportunity cost of the stock grant to the company is the amount 
the company could have received if it were to sell an unrestricted share to an outside 
investor rather than giving the restricted share to the CEO. Ignoring the probability 
of forfeiture and the slight dilution discount associated with issuing a new share, the 
company could raise $10 by selling the share to an outside investor. Thus, the company’s 
cost of granting the share is the price of the share on the open market.

Alternatively (but equivalently), by granting the restricted share to the CEO, the 
company is effectively promising to deliver one share of stock to the CEO in five years. 
If the company had no shares available to issue, it could satisfy this contract by purchas-
ing a share on the open market in five years at a price that might be higher or lower 
than $10. If the company wanted to perfectly hedge the “price risk” of its future obliga-
tion, it could purchase a share of stock in the open market today (for $10) and deliver it 
to the CEO in five years. Thus, again, the company’s cost of granting the share is simply 
the price of the share on the open market.

But, what about the CEO? The CEO would clearly prefer to have $10 today than a 
promise to receive one share of stock in five years; after all, he could always take the $10 
and buy a share of stock today, but will likely have other more-preferred uses for the $10. 
Moreover, if the CEO is risk averse and undiversified (in the sense that his overall wealth 
is positively correlated with company stock prices, through existing stock ownership, 
option holdings, and the risk of being fired for poor performance), the value the CEO 
places on the share of restricted stock will be strictly less than the fair market value of 
the share. Note that the CEO’s value will predictably decrease as the CEO becomes 
more risk averse or less diversified.

Similarly, suppose that the company decides to give the CEO an option to buy 
a share of stock at a predetermined exercise price. The opportunity cost of granting 
the option is the amount an outside investor would pay for it. The outside investor is 
generally free to trade the option, and can also take actions to hedge away the risk of 
the option (such as short-selling the underlying stock). Black and Scholes (1973) and 
Merton (1973) demonstrated that, since investors can hedge, options can be valued as if 
investors were risk neutral and all assets appreciate at the risk-free rate. This risk-neu-
trality assumption forms the basis of option pricing theory and is central to all option 
pricing models, including binomial models, arbitrage pricing models, and Monte Carlo 
methodologies. Ignoring dilution, forfeiture, and early exercise, these now-standard 
methodologies provide reasonable estimates of what an outside investor would pay, and 
therefore measure the company’s cost of granting options.

Measures of opportunity cost that ignore dilution, forfeiture, and early exercise will 
systematically overstate the company’s cost of granting options. Dilution reduces the 
cost of granting options because companies typically issue new shares when options 
(technically, warrants) are exercised. While the impact of dilution on any specific option 

508



Kevin J. Murphy230

grant is typically immaterial, the impact can be significant when added across all 
employees receiving options. Forfeiture reduces the cost because executives typically 
forfeit some or all of their unexercisable options upon resignation or termination.13 
Most importantly, allowing executives to exercise options before they expire reduces 
the company’s cost of granting options because risk-averse employees—seeking diver-
sification and liquidity—predictably exercise non-tradable options sooner than would 
an outside investor holding a tradable option.

However, even after appropriate adjustments for dilution, forfeiture, and early exer-
cise, Black–Scholes values do not measure the value of the non-tradable option to a 
risk-averse executive. In contrast to outside investors, company executives cannot trade 
or sell their options, and are also forbidden from hedging the risks by short-selling 
company stock. In addition, while outside investors tend to be well-diversified (hold-
ing small amounts of stock in a large number of companies), company executives are 
inherently undiversified, with their physical as well as human capital invested dispropor-
tionately in their company. For these reasons, company executives will generally place a 
much lower value on company stock options than would outside investors.

Lambert, Larcker, and Verrecchia (1991) and Hall and Murphy (2002) propose mea-
suring the value of a non-tradable option to an undiversified risk-averse executive as the 
amount of riskless cash compensation the executive would exchange for the option.14 
Suppose that an executive has non-firm-related wealth of w, holds a portfolio S(·) of 
company shares and options, and is granted n options to buy n shares of stock at exercise 
price X in T years. Assuming that w is invested at the risk-free rate, rf, and that the real-
ized stock price at T is PT, the executive’s wealth at time T is given by

If, instead of the option, he were awarded V in cash that he invested at the risk-free 
rate, his wealth at time T would be:15

13  Employment agreements often provide for accelerated vesting in situations where the executive is ter-
minated by the company without cause.

14  Meulbroek (2001) measures the value:cost “inefficiency” of options using a completely different (non-
utility-based) but complementary approach. Her method enables her to make precise estimates of what 
she calls the “deadweight cost” of option grants without knowledge of the specific utility function or 
wealth holdings of executives. Her approach produces a lower bound estimate of the value-cost inef-
ficiency since her goal is to isolate the deadweight cost owing to sub-optimal diversification, while 
abstracting from any additional deadweight cost from the specific structure of the compensation contract.

(1)WT ≡ w(l + rf )
T + S(PT ) + n· max(0, PT − X).

15  Cai and Vijh (2005) adopt a more-realistic (but computationally more difficult) assumption that the 
executive’s safe wealth is optimally allocated between a riskless asset and the market portfolio. An 
advantage of the Cai–Vijh approach is that the certainty-equivalent values of options can never exceed 
Black–Scholes values.

(2)W V
T ≡ (w + V )(l + rf )

T + S(PT ).
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Assuming that the executive’s utility over wealth is U(W), we can define the execu-
tive’s value of n options as the “certainty equivalent” V that equates expected utilities 
(1) and (2):

Solving (3) numerically requires assumptions about the form of the utility function, 
U(W), and the distribution of future stock prices, f(PT). I follow Hall and Murphy 
(2002) in assuming that the executive has constant relative risk aversion ρ, so that 
U (W ) ≡ ln(W ) when ρ = l, and U (W ) ≡ 1

1−ρ
W 1−ρ when ρ �= 1. I adopt the Capital 

Asset Pricing Model (CAPM) and assume that the distribution of stock prices in T years 
is lognormal with volatility σ and expected value equal to (rf + β(rm − rf ) − σ 2/2)T , 
where β is the firm’s systematic risk and rm is the return on the market portfolio.16

Calculating certainty equivalents from (3) requires data on stock and option grants 
and holdings (available from corporate proxy statements17), and also requires unobserv-
able data on executive “safe wealth” (i.e. wealth not correlated with company stock 
prices) and executive risk aversion. Following Hall and Murphy (2002), I assume that 
CEOs have relative risk-aversion parameters of 2 or 3, and that each CEO has “safe 
wealth” equal to the greater of $5 million (in 2011-constant dollars) or four times the 
current cash compensation.18 For other inputs, I assume a market risk premium of 6.5%, 
set the risk-free rate to the yield on 7-year US Treasuries, estimate dividend yields as 
the average yield over the past 36 months and volatilities based using the last 48 months 
of stock returns. Dividend yields above 5% are set to 5%, while volatilities below 20% 
or above 60% are set to 20% and 60%, respectively. As a simplifying assumption, I assume 
that the term for all options and restricted stock grants equals the term on the largest 
option grant (or five years if no options are granted), and assume that the executive’s 
prior holdings of stock and options are fixed throughout the term of the new grants. 
Finally, I assume (somewhat arbitrarily) that the risk-adjusted value of accounting-based 
bonuses is worth 90% of target bonuses.

(3)
∫

U (W V
T )f (PT )dPT ≡

∫
U (WT )f (PT )dPT .

16  For tractability, I assume that the distribution of future stock prices is the same whether the executive 
receives options or cash. If the grant provides incentives that shift the distribution, and if the shift is not 
already incorporated into stock prices as of the grant date, I will underestimate both the cost and value 
of the option.

17  Under pre-2006 disclosure rules, companies reported only the aggregate number of options outstanding 
at the end of each year, and the intrinsic value of the in-the-money options. Following the procedure 
described in Murphy (1999) and adopted by Core and Guay (2002), I subtract the current-year grant 
from the year-end option holdings and calculate the number and average exercise price of prior grants.

18  The results are generally robust to reasonable changes in these assumptions. In addition, for post-2006 
data, I re-estimated certainty equivalents after including the actuarial value of pension benefits as safe 
wealth; the results are generally unaffected by this change.
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Figure 7 shows the 1992–2011 evolution of risk-adjusted pay for CEOs in S&P 500 
firms, assuming constant relative risk aversion of 2 or 3. The bar height depicts median pay 
without risk adjustments from Figure 4. Several features of the figure are worth noting:
•	 The	value	of	compensation	from	the	perspective	of	risk-averse	undiversified	CEOs	

can be substantially less than the cost of compensation reported in company proxy 
statements. For example, in 2001 (at the peak of the use of stock options), the 
median risk-adjusted pay for CEOs with constant relative risk aversion of 3 ($2.6 
million) was less than one third of the median reported pay ($9.3 million).

•	 While	 reported	pay	 levels	 increased	 significantly	between	1998	 and	2001	 (driven	
primarily by the escalation in the grant-date values of stock options), risk-adjusted 
pay actually fell over this time period as a larger percentage of pay was being deliv-
ered in the form of risky stock options.

•	 Similarly,	 while	 reported	 pay	 levels	 were	 relatively	 flat	 from	 2002	 to	 2007,	 risk-
adjusted pay grew substantially as risky stock options were increasingly replaced by 
less-risky stock awards.

Figure 7 Median Risk-Adjusted Pay for CEOs in non-S&P 500 Firms, 1992–2011. Note: Risk-adjusted 
pay is estimated using the “certainty equivalence” approach, estimated numerically assuming that 
the executive has constant relative risk aversion (rra) of 2 or 3, and assuming (using the Capital Asset 
Pricing Model) that the distribution of stock prices over the actual term of the options granted is 
lognormal with volatility σ and expected value (rf + β(rm − rf ) − σ 2/2)T , where σ and β are 
determined using monthly stock-return data over 48 months, rf is the country-specific average yield 
on government securities during the year of grant, and rf − rm = 6. 5% is the market risk premium. 
assuming relative risk aversion of 2 or 3; safe wealth is assumed to be the greater of $5 million or four 
times total compensation (in 2011-constant dollars). The risk-adjusted value of accounting-based 
bonuses is assumed to be worth 90% of actual bonuses.
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The qualitative results in Figure 7 are robust to alternative definitions of risk aver-
sion, safe wealth, equity premiums, and option terms. Calculating more precise estimates 
of risk-adjusted compensation for individual CEOs requires unavailable data on outside 
wealth and unobservable measures of individual risk aversion. In addition, more-precise 
estimates should allow CEOs to invest outside wealth in the market portfolio (Cai 
and Vijh, 2005) and allow for early exercise and different vesting and exercise terms of 
current grants and existing holdings. Nonetheless, the results in Figure 7 highlight that 
inferences based on reported grant-date compensation do not necessarily extend to 
risk-adjusted compensation.

2.2 Measuring Executive Incentives
Conceptually, the incentives created by any compensation plan are determined by two 
factors: (1) how performance is measured; and (2) how compensation (or wealth) varies 
with measured performance. Most of the executive compensation literature has focused 
on the relation between CEO and shareholder wealth (or, what Jensen and Murphy 
(1990b) defined as the “pay-performance sensitivity”), where CEOs with higher pay-
performance sensitivities are defined as having better incentives to create shareholder 
value. Therefore, I begin this section with an analysis of different ways to measure the 
incentives that executives have to increase shareholder wealth. Next, given the recent 
focus on excessive risk-taking which many believe contributed to the financial crisis, 
I consider two measures of the incentives that executives have to increase stock-price 
volatilities. Finally, I discuss a variety of other incentive problems not neatly encapsu-
lated in pay-performance or pay-volatility sensitivities, such as incentives to smooth or 
manage earnings or to pursue short-run profits at the expense of long-run value.

2.2.1 The Relation Between CEO and Shareholder Wealth
Most research on CEO incentives has been firmly (if not always explicitly) rooted in 
agency theory: compensation plans are designed to align the interests of risk-averse 
self-interested CEOs with those of shareholders. Following this framework, most of 
the focus has been on the relation between CEO compensation (or CEO wealth) and 
changes in firm value. Researchers have often used the ratio of equity-based total com-
pensation to total compensation as a measure of incentives. However, the most direct 
linkage between CEO and shareholder wealth comes from the CEO’s holdings of stock, 
restricted stock, and stock options. CEO wealth is also indirectly tied to stock-price 
performance through accounting-based bonuses (reflecting the correlation between 
accounting returns and stock-price performance), through year-to-year adjustments in 
salary levels, target bonuses, and option and restricted stock grant sizes, and through the 
threat of being fired for poor stock-price performance. The CEO pay literature has yet 
to reach a consensus on the appropriate methodologies and metrics to use in evaluat-
ing the “indirect” relation between CEO pay and company stock-price performance.  
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For practical purposes, however, Hall and Liebman (1998) and Murphy (1999) show 
that virtually all of the sensitivity of pay to corporate performance for the typical CEO 
is attributable to the direct rather than the indirect part of the CEO’s contract, and the 
direct part can be measured from information available in corporate proxy statements.

Since agency costs arise when agents receive less than 100% of the value of output, 
the CEO’s share of ownership is a natural measure of the potential severity of the 
agency problem. In particular, the CEO’s percentage holdings of his company’s stock 
measures how much the CEO gains from a $1 increase in the value of the firm, and 
how much he loses from a $1 decrease. Computing percentage ownership for restricted 
and unrestricted shares is trivial (simply divide by the total number of shares outstand-
ing). Including stock options in a percentage holdings measure is more complicated, 
since options that are well out-of-the-money provide few incentives to increase stock 
prices, while options that are well in-the-money provide essentially the same incentives 
as holding stock. Therefore, each stock option should count somewhat less than one 
share of stock when adding the holdings to form an aggregate measure of CEO incen-
tives, and the “weight” should vary with how much the option is in (or out) of the 
money. In constructing an aggregate measure of CEO incentives, I weight each option 
by the “Option Delta”, defined as the change in the value of a stock option for an 
incremental change in the stock price. Option Deltas range from near zero (for deep 
out-of-the-money options) to near one (for deep in-the-money options on non-divi-
dend paying stock).19 I call our measure the “effective ownership percentage” to distin-
guish it from the actual ownership percentage based only on stock (and not option) 
holdings.

Figure 8 shows the evolution of the median effective percentage ownership for 
CEOs in S&P 500 firms from 1992 to 2011. The percentage ownership for stock and 
restricted stock is calculated by dividing the CEOs shareholdings by the total number 
of shares outstanding. Effective percentage ownership for stock options is measured by 
weighting each option held by the executive at the end of the fiscal year by “Option 
Delta” for that option (which varies according to the exercise price and time remaining 

19  The percentage option holdings multiplied by the option delta is a measure of the change in CEO 
option-related wealth corresponding to a change in shareholder wealth. More formally, suppose that the 
CEO holds N options, and suppose that shareholder wealth increases by $1. If there are S total shares 
outstanding, the share price P will increase by P = $1/S, and the value of the CEO’s options will increase 
by N P(∂V/∂P), where V is the Black–Scholes value of each option, and (∂V/∂P) is the option delta. 
Substituting for P, the CEO’s share of the value increase is given by (N/S)(∂V/∂P), or the CEO’s options 
held as a fraction of total shares outstanding multiplied by the “slope” of the Black–Scholes valuation. For 
examples of this approach see Jensen and Murphy (1990a), Yermack (1995), and Murphy (1999). Hall 
and Murphy (2002) offer a modified approach to measure the pay-for-performance incentives of risk-
averse undiversified executives. An alternative approach, adopted by Jensen and Murphy (1990b), involves 
estimating the option pay-performance sensitivity as the coefficient from a regression of the change in 
option value on the change in shareholder wealth.
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to exercise), and dividing by the total number of shares outstanding.20 As shown in the 
figure, stock and restricted stock holdings for the median S&P 500 executive has grown 
modestly over the 20-year period (reflecting the increased popularity of restricted 
stock), ranging from 0.12% to 0.15%. Over the same time period, total effective owner-
ship (including delta-weighted options) doubled from 0.35% in 1992 to 0.69% in 2003, 
before falling to 0.38% in 2011. The drop in ownership in 2008 depicted in Figure 8 
primarily reflects that most options held by CEOs at the end of 2008 were substantially 
out of-the-money and therefore had low incentives and low Option Deltas.

The measure of effective CEO ownership in Figure 8 is essentially the “Pay-
Performance Sensitivity” introduced by Jensen and Murphy (1990b). The primary dif-
ference is that I am measuring the effective ownership percentage, while Jensen and 
Murphy measured the change in CEO wealth per $1000 change in shareholder wealth, 

20  Proxy disclosure rules effective since December 2006 provide the details on year-end option portfolios 
required to estimate Options Deltas. Year-end portfolios prior to 2006 are estimated using the procedure 
described in Murphy (1999) and adopted by Core and Guay (2002).
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Figure 8 Median Effective Percentage Ownership for CEOs in S&P 500 Firms, 1992–2011. Note: 
Percentage ownership for stock and restricted stock measured as the CEO’s shareholdings divided by 
the total number of shares outstanding. Effective percentage ownership for stock options measured 
by weighting each option held by that options “Black–Scholes Delta” and dividing by the total num-
ber of shares outstanding. Year-end options under the pre-2006 disclosure rules estimated using the 
procedure described in Murphy (1999).
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which equals the effective ownership percentage multiplied by ten. The other difference 
is that Jensen and Murphy also include indirect incentives from cash compensation and 
disciplinary terminations. Using data from 1974 to 1986, Jensen and Murphy estimate 
a median pay-performance sensitivity for stock and options of $2.50 for every $1000 
change in shareholder wealth, which corresponds to an ownership percentage of 
0.250%.21 Therefore, by the end of 2003, pay-performance sensitivities had nearly tri-
pled the data from 1974 to 1986. But, by year-end 2011 the pay-performance sensitivity 
was slightly above its 1992 level, or about 50% higher than the Jensen–Murphy 
estimate.

The average market capitalization of firms in the S&P 500 grew (in 2011-constant 
dollars) from $10.0 billion in 1992 to $35.8 billion in 2000 (before falling to $22.7 bil-
lion in 2011), therefore the dollar value of the typical CEOs ownership position is large 
even if his percentage holding is low. Hall and Liebman (1998) argue that a better way 
to measure CEO incentives is as the change in CEO wealth for a 1% change in the 
value of the firm rather than as the ownership percentage. Baker and Hall (2004) pro-
vide some theoretical justification for using this measure. In particular, Baker and Hall 
show that percentage ownership is the right measure of incentives when the marginal 
product of the CEO effort is constant across firm size, such as a CEO contemplating a 
new corporate headquarters that will benefit the CEO but perhaps not the sharehold-
ers, or an outside takeover bid that will benefit outside shareholders but perhaps not the 
CEO. But, the Hall-Liebman measure is appropriate when the marginal product of the 
CEO effort scales with firm size, such as a corporate reorganization (assuming it takes 
the same amount of CEO effort to reorganize a big firm as a small firm).

Figure 9 shows the evolution of the Hall-Liebman measure—what Frydman and 
Jenter (2010) call “equity at stake”—from 1992 to 2011. The equity-at-stake measure is 
calculated as 1% of the effective ownership percentage multiplied by the firm’s market 
capitalization.22 In 1992, each 1% change shareholder wealth resulted in a $181,000 
change in CEO wealth for the median CEO in the S&P 500. The equity-at-stake mea-
sure grew to nearly $900,000 in 2000 and again in 2005, before plummeting to 
$265,000 in 2008 as a result of both the decline in market capitalizations and the decline 
in Option Deltas.

As an alternative to both the Jensen-Murphy and Hall-Liebman measures, Edmans, 
Gabaix, and Landier (2009) provide theoretic justification for measuring incentives 

21  Including incentives from potential dismissals and performance-related changes in the value of salaries, 
bonuses, and option grants, increased the “final” Jensen–Murphy estimate to $3.25 per $1,000, or an 
effective ownership percentage of 0.325%.

22  Suppose that the CEO holds M shares and N options. If the share price P increases by 1%. If there are 
S total shares outstanding, the value of the CEO’s portfolio will increase by 0.01P(M + N(∂V/∂P)) or 
0.01(PS)[(M + N(∂V/∂P))/S], where PS is the firm’s market capitalization and the quantity in the square 
brackets is the equation for the CEO’s effective ownership percentage.
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using the “wealth-performance elasticity” (i.e., the percentage change in CEO wealth 
corresponding to a percentage change in firm value) when the CEO effort has a mul-
tiplicative (rather than additive) effect on both CEO utility and firm value. In practice, 
creating this measure generally requires data not available to researchers (in particular, 
the CEO’s wealth beyond his portfolio of company stock and options).23

2.2.2 The Relation Between CEO Wealth and Stock-Price Volatilities
Suspicions that executive compensation policies in financial services firms contrib-
uted to the 2008-2009 financial crisis eventually broadened to similar suspicions for 

23  Several early studies, including Murphy (1985) and Gibbons and Murphy (1992), used the “pay-performance 
elasticity”, defined as the percentage change in current compensation associated with a percentage change in 
company performance. While the pay-performance elasticity reflects how boards adjust current compensa-
tion to changes in performance, it ignores the CEO’s portfolio of stock and options and therefore does not 
measure CEO incentives. Edmans, Gabaix, and Landier (2009) suggest a measure where the change in CEO 
wealth from stock and option holdings is divided by the CEO’s current compensation rather than the CEO’s 
total wealth; this measure is proportional to the wealth-performance elasticity to the extent that CEO wealth 
is proportional to current compensation. As emphasized by Murphy (1999), the empirical advantage of elas-
ticity measures is that they are typically independent of firm size. In contrast, the Jensen-Murphy “effective 
ownership” percentage is predictably smaller for CEOs of larger firms.
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Figure 9 Median Equity at Stake for CEOs in S&P 500 Firms, 1992–2011. Note: Following Frydman and 
Jenter (2010), Equity-at-Stake is measured as the effective ownership percentage multiplied by 1% of 
the firms market capitalization (in thousands of 2011-constant dollars).
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companies outside the financial sector. In December 2009, as part of the continued 
fallout from the crisis, the SEC began requiring all publicly traded companies to dis-
close and discuss compensation policies and practices that might provide incentives for 
executives to take risks that are reasonably likely to have a materially adverse effect on 
the company.

When executives receive rewards for upside risk, but are not penalized for downside 
risk, they will naturally take greater risks than if they faced symmetric consequences in 
both directions. For top executives, rewarded primarily with equity-based compensa-
tion, the primary source of risk-taking incentives emanates from stock options. The 
pay-performance relation implicit in stock options is inherently convex, since executives 
receive gains when stock prices exceed the exercise price, but their losses when the 
price falls below the exercise price are capped at zero.

Since equity is a “call option” on a leveraged firm (Black and Scholes, 1973), 
equity-based pay in a leveraged firm can provide similar risk-taking incentives to those 
provided by stock options in an all-equity firm. Consider, for example, an investment 
opportunity promising equal chances of a $400 million gain and a $600 million loss 
(i.e. a net-present value of -$100). Shareholders in a $1 billion all-equity firm will have 
no incentive to pursue this negative NPV investment, because they will bear 100% of 
both the gains and losses. But, suppose the firm has only $100 million in equity, and 
$900 million in debt. Equity holders receive 100% of the upside, but their downside 
liability is limited to the value of their initial equity stake ($100 million). Thus, from the 
perspective of the equity holders, the project has a net present value of +$150 million.

The conflict of interest between shareholders and debtholders—dubbed the “Agency 
Cost of Debt” by Jensen and Meckling (1976)—has led several researchers to measure 
risk-taking incentives by leverage ratios and to prescribe CEO pay structures that include 
debt as well as equity.24 However, it is worth noting that it is not leverage per se that cre-
ates risk-taking incentives, but rather the limited liability feature of equity. For example, 
the shareholders in the example in the prior paragraph would have incentives to take the 
negative NPV project even if the firm was a $100 million all-equity firm; in this case 
losses greater than $100 million would be borne by the government or society, etc., and 
not by debtholders. It is also worth noting that the severity of the risk-taking incentives 
depends on the maximum downside risk compared to the dollar amount of equity, and 
not the value of equity compared to the overall value of equity plus debt. The level of debt 
is important only to the extent that is available to fund risky negative NPV projects.

Since the value of a stock option (or the value of equity in a leveraged firm) 
increases monotonically with stock-price volatilities, options (and limited liability) 

24  See, for example, Sundaram and Yermack (2007), Edmans and Liu (2011); Edmans, “How to Fix 
Executive Compensation”, Wall Street Journal (2012). “Debt compensation” typically consists of deferred 
compensation or nonqualified defined-benefit pension plans, where the executive joins other unsecured 
creditors in bankruptcy.
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provide incentives for executives to increase such volatilities. In Section 2.2.1, the cal-
culations for pay-performance sensitivities for stock options depended on the Option 
Delta, defined as the change in the value of a stock option associated with an incre-
mental change in the stock price. Similarly, the calculations for pay-volatility sensitivities 
for stock options depend on the Option Vega, typically defined as the change in the 
value of a stock option associated with one percentage-point increase in the stock-price 
volatility (e.g. from 30% to 31%). Option Vegas are typically highest when stock prices 
are near the option’s exercise price.

Following Fahlenbrach and Stulz (2011)’s analysis of executive compensation and 
the financial crisis, I consider two option-based measures for incentives to increase 
stock-price volatilities:

Total Option Vega = Change in value of outstanding options for a one

percentage-point increase in volatility.

Vega Elasticity = Percentage change in value of outstanding options for a one

percentage-point increase in volatility.
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Figure 10 Option-based incentives to increase volatility by CEOs in S&P 500 Firms, 1992–2011. Note: 
The Total Option Vega is defined as the change in value of outstanding options for a one percentage-
point increase in volatility. Vega Elasticity is defined as the percentage change in value of outstanding 
options for a one percentage-point increase in volatility.
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Figure 10 shows the time trends in the two measures of pay-volatility sensitivities for 
the median executive in a S&P 500 firm from 1992 to 2011. The left-hand axis reports 
the Total Option Vega, which reached its peak in 2003 (when the median CEO gained 
$243,000 by increasing volatility by one percent), and plummeted in 2008 to $127,000 
for a one percent increase in volatility. The right-hand axis reports the percentage 
change in option values associated with a one percent increase in volatility. This “Vega 
Elasticity” remained relatively constant from 1992 to 2007 at around 1.0 (indicating that 
a one percentage-point increase in volatility would increase the value of CEO option 
holdings by about 1%). The Vega Elasticity jumped to over 5.0% in 2008, falling to 2.0% 
by 2011.

The differences in the two measures in Figure 10 reflect the effect of stock-market 
movements and, in particular, the market crash at the end of 2008 and the partial 
rebound by 2011. When stock prices fell (as they did abruptly in 2008, across all sectors 
of the economy), the options fell out of the money, which implies that the Option Vega 
for each option becomes smaller (remember that the Option Vega is highest when the 
stock price is close to the exercise price). But, it turns out that, as stock prices fall, the 
value of the options held fall even faster than the Option Vega. As a result, the value of 
options that are out-of-the-money increases more in percentage terms (but less in dollar 
or euro terms) as volatility increases.

One troublesome fact apparent from Figure 10 is that the two vega measures—both 
legitimate measures for risk-taking incentives—move in opposite directions in market 
downturns. There is no accepted methodology for measuring incentives for risk in 
executive option portfolios, or in executive equity positions in leveraged firms, or in 
executive contracts more generally.25 Until the recent financial crisis—when compensa-
tion policies were blamed for contributing to the meltdown—there had been little 
focus on the role of compensation policies in providing incentives to take risks.

Finally, while the current controversy over executive incentives has focused on 
excessive risk taking, it is worth noting that the challenge historically has been in pro-
viding incentives for executives to take enough risk, not too much risk. Executives are 
typically risk-averse and undiversified with respect to their own companies’ stock-price 
performance. On the other hand, shareholders are relatively diversified, placing smaller 
bets on a larger number of companies. As a result, executives will inherently be “too 
conservative” and want to take fewer risks than desired by shareholders. Stock options 

25  Although there is little theoretical guidance on the appropriate measure of risk-taking incentives, Alex 
Edmans (in private correspondence) suggests that the appropriate measure likely depends on the CEO’s 
cost of increasing volatility. In particular, the Total Option Vega is likely the correct measure if the cost 
to increase volatility has an additive effect on CEO utility, while the Vega Elasticity is likely correct if 
the cost has a multiplicative effect. Dittmann and Yu (2011) propose an alternative measure related to 
the ratio of vega to delta.
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(or other plans with convex payouts) have long been advocated as ways to mitigate the 
effects of executive risk aversion by giving managers incentives to adopt rather than 
avoid risky projects (see, for example, Hirshleifer and Suh, 1992). Similarly, there is a 
long history of attempts to document an empirical relation between such convexities 
and actual risk-taking incentives, and the results have been relatively modest.26

2.3 (Dis)lncentives from Bonus Plans27

Most discussions about incentives for US CEOs focus exclusively on equity-based 
incentives, since changes in CEO wealth due to changes in company stock prices 
dwarf wealth changes from any other source (Hall and Liebman, 1998; Murphy, 1999). 
However, from a behavioral perspective, annual and multi-year bonus plans based on 
accounting measures may be as important as equity in actually directing the activities of 
CEOs and other executives. Consider the following:
•	 Incentive	plans	 are	effective	only	 if	 the	participants	understand	how	 their	 actions	

affect the payoffs they will receive and then act on those perceptions. While CEOs 
likely understand how to increase accounting income (by increasing revenues and 
decreasing costs of goods sold), they often do not understand how their actions affect 
company stock prices. Therefore, bonus plans may well provide stronger incentives 
than equity-based plans, even though their magnitude is smaller.

•	 Most	bonus	plans	are	settled	in	cash	soon	after	the	results	are	tallied	(e.g.	after	the	
year-end audited financials). The immediacy and tangibility of these cash awards 
may well provide stronger incentives than the distant and uncertain paper gains in 
unvested equity plans.
Unfortunately, while CEOs may indeed be motivated by their bonus opportunities, 

they are not necessarily motivated to increase firm value. The problems lie in the design 
of the typical bonus plan, illustrated in Figure 11. Under the typical plan, no bonus is 
paid until a lower performance threshold or hurdle is achieved, and a “hurdle bonus” 
is paid at this lower performance threshold. The bonus is usually capped at an upper 
performance threshold; after this point increased performance is not associated with an 
increase in the bonus. The thresholds are routinely determined by the firm’s annual bud-
geting process. The range between the lower and upper performance thresholds (labeled 
the “incentive zone” in the figure), is drawn as linear but could be convex (bowl-shaped) 
or concave (upside-down bowl-shaped). The “pay-performance relation” (denoted by 
the heavy line) is the function that shows how the bonus varies throughout the entire 
range of possible performance outcomes.

26  DeFusco, Johnson, and Zorn (1990) find some evidence that stock-price volatility increases, and traded 
bond prices decrease, after the approval of executive stock option plans. Similarly, Agrawal and Mandelker 
(1987) find some evidence that managers of firms whose return volatility is increased by an acquisition 
have higher option compensation than managers whose volatility declined.

27 This section draws heavily from Murphy (1999) and Murphy and Jensen (2011).
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In spite of substantial variability across companies and industries, short-term and 
long-term bonus plans can be characterized in terms of the three basic dimensions 
suggested by Figure 11: performance measures, performance thresholds (that is, targets, 
benchmarks, or standards), and the structure of the pay-performance relation. Design 
flaws in any of these dimensions can provide incentives to withhold effort, to shift earn-
ings and cash flow unproductively from one period to another (or otherwise manipulate 
earnings), to use capital inefficiently, and to destroy information critical to the effective 
coordination of disparate parts of large complex firms.

2.3.1 Problems with Non-Linear Pay-Performance Relations
Researchers have long acknowledged that non-linear incentive plans cause predictable 
problems.28 For example, executives capable of producing well above the upper performance 

28  The pioneering empirical paper is Healy (1985), who found that executives use discretionary accrual 
charges to shift earnings to a later period whenever performance exceeds the upper performance threshold. 
Holmstrom and Milgrom (1987) provide the classic theoretical justification for linear contracts based on 
specific modeling assumptions; Edmans and Gabaix (2011) provide more general conditions for linearity.

Figure 11 A Typical Bonus Plan Note: Under a typical bonus plan, a performance target and a target 
bonus for meeting that performance are set. Upper and lower performance thresholds are established 
which create an incentive zone within which the bonus increases with performance. Bonuses do not 
vary with performance outside the range established by the Lower and Upper Performance thresh-
olds. A Hurdle Bonus is often paid when the executive reaches the lower performance threshold. The 
bonus can increase linearly with performance in the incentive zone (as shown here) or it can increase 
at a decreasing rate or an increasing rate (that is, the line can be convex or concave).
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threshold in Figure 11 have incentives to stop producing once they “max out” on their 
bonuses. In addition, they will do their best to transfer performance results that could have 
been realized this period into a later period.

Similarly, but potentially worse, is the effect of the discontinuity at the lower perfor-
mance threshold in Figure 11. Executives who believe they cannot achieve at least this 
level of performance this year will either stop producing or “save” performance for next 
year by delaying revenues or accelerating expenses. Moreover, if executives see that they 
are not going to make the bonus pool this year, they are better off taking an even bigger hit 
this period (since there is no bonus penalty for missing the lower threshold by a lot instead 
of a little) so they can do even better next period—what accountants have called the “big 
bath” phenomenon. On the other hand, executives who are struggling to make the lower 
threshold, but still believe they can make that threshold, have incentives (provided by the 
threshold bonus) to do whatever is necessary to achieve the lower threshold. Their actions 
commonly include destroying value by loading the distribution channel so as to recognize 
revenues earlier, unwisely reducing R&D and required maintenance expenditures, and (in 
some cases) outright accounting fraud. Each of these actions shifts reported profits from 
next period to the current period, but does so at an unnecessary cost to the firm.

In both of these cases, the non-linearities provide incentives for CEOs to “manage 
earnings”. In particular (and assuming that performance is measured by earnings), the 
bonus plan in Figure 11 provides incentives to “smooth earnings” (by shifting earnings 
from next period when below the lower threshold and shifting earnings to next year 
when above the upper threshold), while occasionally taking a “big bath” (when it is not 
possible, even with manipulation, to get earnings above the lower threshold).

In addition to earnings management, non-linearities also affect risk-taking behavior. In 
particular, when the pay-performance relation is concave (so that lower performance is 
penalized more than higher performance is penalized), executives can increase their total 
bonus payouts by reducing the variability of their performance. Conversely, convex pay-
performance relations increase risk-taking incentives. Financial economists have suggested 
that boards purposely add convexity to CEO pay contracts to offset the reluctance of 
risk-averse CEOs to invest in risky (but profitable) projects.29 More recently, some aca-
demics (as well as Congress and the popular press) have alleged that convexities in banking 
bonuses (where positive performance is rewarded, but negative performance is not penal-
ized) led to excessive risk-taking that, in turn, facilitated the 2008–2009 financial crisis.

The problems with non-linearities are mitigated by eliminating caps on the upside, 
and finding ways to implement and enforce “negative” bonuses on the downside.30 While 
it is difficult to force CEOs to write checks back to the company after a bad year, nega-
tive bonuses can be partially implemented by basing pay on multi-period cumulative 

29 Classic papers include Hirshleifer and Suh (1992) and Guay (1999).
30 See Murphy and Jensen (2011) for an extended discussion and example of these practices.
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performance (Holmstrom and Milgrom, 1987) or by deferring current compensation 
into bonus banks that can be used to fund future negative bonuses (Stewart, 1991). 
Another indirect way to impose negative bonuses is by reducing base salaries and offering 
enhanced bonus opportunities (through reduced bonus thresholds).

2.3.2 Problems with Performance Benchmarks
Bonuses are usually not, in practice, based strictly on a performance measure, but 
rather on performance measured relative to a performance benchmark (Murphy, 2000). 
Examples include net income measured relative to budgeted net income, EPS vs. last 
year’s EPS, cash flow vs. a charge for capital, performance measured relative to peer-
group performance, or performance measured against financial or non-financial strate-
gic “milestones”. Performance targets (one form of benchmark) typically correspond to 
the level of performance required to attain the executive’s “target bonus”.

When bonuses are based on performance relative to a benchmark, executives can 
increase their bonus either by increasing performance or lowering the benchmark. 
Performance benchmarks therefore create predictable problems whenever the partici-
pants in the bonus plan can affect the benchmark. For example, when benchmarks are 
based on meeting a budget, executives with bonuses tied to budgeted performance tar-
gets have strong incentives to low-ball the budget. Boards (and supervisors throughout 
the management hierarchy) understand these incentives and generally push for higher 
budgets than those suggested by executives. The result is a familiar and predictable “bud-
get game” that ultimately destroys the information critical to coordinating the disparate 
activities of a large complex organization (Jensen, 2003).

As another example, when benchmarks are based on prior performance (such as 
bonuses based on growth or improvement), plan participants understand that increased 
performance this year will be penalized by higher benchmarks the next year, and will 
naturally take account of these dynamics when deciding how hard to work and what 
projects to undertake in the current year. Similarly, when bonuses are based on perfor-
mance measured relative to that of colleagues, participants can increase their bonuses by 
sabotaging co-executives (Lazear, 1989; Gibbons and Murphy, 1990). Benchmarks based 
on industry peers provide incentives for selecting “weak” industries or peers, or staying 
too long in a defective industry (Dye, 1992).

The problems with benchmarks based on budgets, prior-year performance, co-
workers, and other internally manipulable measures can be mitigated by “externalizing” 
the benchmark; that is, by basing the benchmark on objective measures beyond the 
direct control of the plan participants. In Murphy (2000), I showed that companies 
using external benchmarks (which I defined as benchmarks based on fixed numbers 
or schedules, industry performance, or the cost of capital) were less likely to manage 
fourth-quarter earnings than were companies with internal benchmarks. However, I 
was unable to explain satisfactorily cross-sectional differences in the use of internal and 
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external benchmarks, or why nearly 90% of the sample of 177 firms based benchmarks 
on budgets or prior-year performance.

2.3.3 Problems with Performance Measures
The problem of inappropriate performance measures is illustrated succinctly by the title 
of Steven Kerr’s famous 1975 article, “On the folly of rewarding A, while hoping for B” 
(Kerr, 1975). Paying salespeople commissions based on revenues, for example, provides 
incentives to increase revenues regardless of the costs or relative margins of different 
products. Likewise, paying rank-and-file workers “piece rates” based on units produced 
provides incentives to maximize quantity irrespective of quality, and paying a division 
head based solely on divisional profit leads that division head to ignore the effects of 
his decisions on the profits of other divisions. Similarly, paying CEOs based on short-
run accounting profits provides incentives to increase short-run profits (by, for example, 
cutting R&D) even if doing so reduces value in the long run.

Conceptually, the “perfect” performance measure for a CEO is the CEO’s personal 
contribution to the value of the firm.31 This contribution includes the effect that the 
CEO has on the performance of others in the organization, and also the effects that the 
CEO’s actions this year have on performance in future periods. Unfortunately, the CEO’s 
contribution to firm value is almost never directly measurable; the available measures will 
inevitably exclude ways that the CEO creates value, and include the effects of factors not 
due to the efforts of the CEO, or fail to reveal ways that the CEO destroys value. The 
challenge in designing incentive plans is to select performance measures that capture 
important aspects of the CEO’s contributions to firm value, while recognizing that all 
performance measures are imperfect and create unintended side effects.

While companies use a variety of financial and non-financial performance mea-
sures in their annual CEO bonus plans, almost all companies rely on some measure of 
accounting profit such as net income, pre-tax income, or operating profit. Accounting 
profit measured over short intervals is not, however, a particularly good measure of the 
CEOs contribution to firm value, for several reasons. First, CEOs routinely make deci-
sions (such as succession planning or R&D investments) that will increase long-run 
value but not short-run profit. Second, accounting profits (like equity-based measures) 

31  In his classic paper on optimal contracts, Holmstrom (1979) considers a case where the principals (i.e. the 
shareholders) know precisely what action they want the agent (i.e. the CEO) to take, but cannot observe 
whether the CEO in fact took that action. Holmstrom shows that the optimal contract will include any 
performance measures that are useful (or “informative”) in determining whether the CEO took the 
prescribed action. This so-called “informativeness principle” was widely embraced by many academics 
who used it as the theoretical justification for analyzing performance measures used in CEO contracts. 
However, as emphasized in Holmstrom (1992) and implicit in Holmstrom and Milgrom (1991), the infor-
mativeness principle is not applicable in the realistic multi-tasking case where the shareholders do not 
know precisely what actions they want the CEO to take, and indeed entrust their money to self-interested 
CEOs specifically because CEOs have superior skill or information in making investment decisions.
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are invariably influenced by factors outside of the control of the CEO, including the 
effects of business cycles, world oil prices, natural disasters, terrorist attacks, etc. Third, 
while the measures of accounting profits typically used in bonus plans take into account 
both revenues and expenses, they ignore the opportunity cost of the capital employed. 
The use of these accounting measures provides incentives to invest in any project that 
earns positive accounting profits (not just those that earn more than the cost of capital), 
and provides no incentives to abandon projects earning positive accounting profits that 
are less than those required to cover their cost of capital.

Exacerbating the problems with accounting-based performance measures in bonus 
plans is the fact that they are often expressed as ratios (e.g., earnings per share, return 
on assets, return on equity, return on capital, etc.). Executives participating in such plans 
can increase their bonus either by increasing the numerator (accounting profits) or by 
decreasing the denominator (e.g. shares, assets, equity, invested capital). For example, a 
CEO paid on the basis of return on capital would prefer a $100 million project earning 
a 40% return to a $1 billion project earning a 25% return, even though the latter creates 
more wealth (as long as the cost of capital is less than 22%).

2.4 (Dis)Incentives from Capital Markets32

The typical accounting-based bonus plan depicted in Figure 11 provides incentives to focus 
on short-run accounting returns at the expense of long-run value creation, and to manipu-
late or smooth earnings by unproductively shifting revenues and expenses across reporting 
periods. Conceptually, this problem is mitigated by shifting from accounting- to equity-
based plans: if markets are efficient, then the equity markets should punish executives for 
playing the “earnings management game”. However, equity markets can exacerbate rather 
than mitigate the problem, by providing executives with incentives to take actions to meet or 
beat analyst and market expectations for earnings or certain key performance benchmarks.

Figure 12 shows the relation between the magnitude of the quarterly abnormal stock 
return and quarterly earnings surprises measured by the earnings forecast error, based 
on 172,247 firm-quarter observations over the period 1984-2010.33 The earnings fore-
cast error is defined as the difference between actual announced earnings per share and 
the median analyst forecast for quarterly earnings thirteen trading days prior to the end 
of the quarter, divided by the closing stock price for the quarter. Abnormal returns 
reflect the cumulative return from twelve days before to one day after the earnings 
announcement, less the buy-and-hold return from the associated Fama-French 5x5 
portolio (based on size and book-to-market ratios). Accounting data are from Compustat, 
returns and share prices from CRSP, and earnings forecasts are from I/B/E/S.

As shown in Figure 12, stock prices react strongly and positively to small positive 
earnings surprises: when a firm produces earnings that beat the consensus analyst forecast 

32 See Jensen and Murphy (2012) for a more-detailed treatment of the analysis in this section.
33 The data and analysis underlying Figure 12 were generously provided by David Huelsbeck.
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by 1% the stock price rises on average by about 5.5%. Similarly, stock prices react strongly 
and negatively to small negative earnings surprises: when a firm misses its forecast by 1% 
stock prices fall by nearly 8%. But there is not much additional stock-price reaction to 
larger surprises (those greater than plus or minus 1% of the stock price at the end of the 
final month of the fiscal quarter for which earnings are being forecast). This “S-curve” 
feature of stock-price responses to earning surprises has been well documented in the 
literature (see, for example, Skinner and Sloan, 2002; Bartov, Givoly, and Hayn, 2002).

As emphasized by Jensen and Murphy (2012), the relation between a firm’s top-
management team and the capital markets has resulted in an equilibrium that replicates 
many counterproductive aspects of budget or target-based bonus systems discussed in 
conjunction with Figure 11. For executives holding large quantities of stock and stock 
options, Figure 12 portrays the non-linear pay-performance relation that defines how 
meeting, beating or missing analyst forecasts affects the value of their equity-based hold-
ings. In particular, executives subject to such stock price responses to quarterly earnings 
surprises have incentives to beat analysts forecasts by a small amount (an earnings sur-
prise that amounts to no more than 1% of the quarter-end stock price), but not by too 
much because the payoff from beating the forecast by a lot is not much higher than the 
payoff for beating it by 1%. Note also that manipulating this quarter’s earnings to miss 
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Figure 12 Abnormal Stock Returns in Response to Quarterly Earnings Surprises Note: The graph plots 
quarterly abnormal returns for growth and value firms as a function of earnings surprise at the end of 
the quarter. Forecast error is measured as the earnings surprise relative to the quarter-end stock price. 
Data are from I/B/E/S database for the final month of the fiscal quarter for which earnings is being 
forecast. Each “dot” represents averages for 200 portfolios ranked by the earnings surprise. Sample 
size is 172,247 firm-quarter observations in the period 1984-2010. Note: Data and analysis provided 
by David Huelsbeck.
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analyst earnings forecasts by a lot (e.g. by shifting revenues from this quarter to the next 
quarter, or moving expenses from next quarter to this quarter) also provides increased 
ability to executives to beat next quarter’s earnings forecast.

Following the accounting scandals in the early 2000s, several researchers have docu-
mented that executive option and equity holdings are higher in companies that restate 
their earnings or are accused of accounting fraud. The results are mixed. Efendi, Srivastava, 
and Swanson (2007) and Burns and Kedia (2006), for example, document that firms with 
CEOs who have large amounts of “in-the-money” options are much more likely to be 
involved in restatements. Bergstresser and Philippon (2006) provide evidence that the 
use of discretionary accruals to manipulate reported earnings is more pronounced in 
firms where the CEO’s potential total compensation is more closely tied to the value of 
stock and option holdings. Johnson, Ryan, and Tian (2009) concludes that firms accused 
of fraud have significantly greater incentives from unrestricted stockholdings than con-
trol firms do, and unrestricted stockholdings are their largest incentive source. Erickson, 
Hanlon, and Maydew (2006) find in logistic regressions that the probability of being 
accused of fraud by the SEC is related to stock-based compensation, but find no differ-
ences between the fraud firms and a “matched” sample of firms not accused of fraud.

Temptations to manipulate the expectations market will clearly be higher for execu-
tives holding large quantities of stock and options that can be sold or exercised before 
markets adjust to the “real” information. Therefore, the natural remedy to mitigate 
manipulation is to impose longer vesting periods on restricted stock and options and 
holding requirements on unrestricted stock.34 However, there is little evidence that 
executives actually exercise and sell large fractions of their exercisable options or sell 
large fractions of their unrestricted stock holdings prior to restatements or indictments. 
The ominous hypothesis is that executives focused on the expectations market are not 
following a “pump and dump” strategy (which can be controlled by imposing longer 
vesting and holding requirements), but rather that they are legitimately confused about 
the difference between increases in the short-run stock price and true value creation.

3. HOW WE GOT THERE: A BRIEF HISTORY OF CEO PAY
3.1 Introduction
Most recent analyses of executive compensation have focused on efficient-contracting or 
managerial-power rationales for pay, while ignoring or downplaying the causes and conse-
quences of disclosure requirements, tax policies, accounting rules, legislation, and the general 
political climate. A central theme of this study is that government intervention has been both 

34  See, for example, Edmans et al. (2012) and (in the context of the financial crisis) Bhagat and Bolton 
(2011).
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a response to and a major driver of time trends in executive compensation over the past 
century, and that any explanation for pay that ignores political factors is critically incomplete.

As will become evident in this section, there have been two broad patterns for gov-
ernment intervention into CEO pay. The first pattern is aptly described as knee-jerk 
reactions to isolated perceived abuses in pay, leading to disproportionate responses and 
a host of unintended and undesirable consequences. As an example discussed below in 
Section 3.6.1, outrage over a single $4.1 million change-in-control payment in 1982 led 
to strict limitations on all golden parachutes for top executives, which in turn led to a host 
of unintended consequences including an explosion in the use of golden parachutes, tax 
gross-up provisions, and employment agreements; the rules also encouraged shorter vest-
ing periods for stock awards and early exercise of stock options. The second pattern—best 
described as “populist” or “class warfare”—arises in situations where CEOs (and other 
top executives) are perceived to be getting richer when lower-level workers are suffer-
ing. The associated attacks on wealth in these situations gave rise to disclosure rules in 
the 1930s, limits on tax deductibility for CEO pay in the early 1990s, and wide-ranging 
pay regulations in the 2010 Dodd–Frank Act. Beyond these two broad patterns, indirect 
intervention in the form of accounting rules, securities laws, broad tax policies, and list-
ing requirements have also had direct impact on the level and composition of CEO pay.

Calling this second pattern “class warfare” is a bit simplistic, since (relative to other devel-
oped economies) Americans have historically been unusually tolerant of income inequality 
arising from exceptional efforts, ideas, and abilities. Underlying much of the outrage—and 
suggestive of the managerial-power hypothesis—is the perception that executive pay is 
“rigged” and not reflective of productivity and not set in a competitive market for manage-
rial services.35 Nonetheless, it is instructive to recognize that demands to reform (or punish) 
CEO pay are concentrated in “third parties” angry with perceived levels of excessive pay, 
and not shareholders concerned about insufficient links between pay and performance.

3.2 Executive Compensation Before the Great Depression36

The history of executive compensation in the United States naturally parallels the 
history of executives. While the vast majority of business enterprises before 1900 
were small and run by owners, a new class of “salaried middle managers” emerged in 
a variety of industries (such as railroads and steel) with relatively large and complex 
firms. However, even these larger firms were typically run by founders, descendents 

35  While the recent Occupy Wall Street movement is insufficiently organized to speak with a single voice, a plausible 
interpretation of their attack on Wall Street pay (and CEO pay, more generally) is the perception that pay is rigged; 
see, for example, Taibbi, “Politics: OWS’s Beef: Wall Street Isn’t Winning - It’s Cheating”, Rolling Stone (2011).

36 The material in this subsection is largely drawn from Wells (2010, 2011).
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of founders, or individuals with large blocks of equity: there was no obvious need for 
executive incentive plans that tied pay to corporate performance.

Between 1895 and 1904, nearly two thousand small manufacturing firms combined 
to form 157 large corporations. Management responsibility in many of these new firms 
shifted from owners to professional executives who had management skills but no 
meaningful equity stakes. Over the next two decades, the void in incentives was filled 
by the emergence of bonuses tied to corporate profits. By 1928, nearly two thirds of 
the largest industrial companies offered executive bonus plans; bonuses accounted for 
42% of 1,929 total executive compensation in companies with plans (Baker, 1938). 
While compensation was generally modest, the highest bonuses rivaled amounts even 
in nominal terms not seen again until the late 1970s. For example, as discussed below, 
Bethlehem Steel’s CEO Eugene Grace received a bonus of $1.6 million for 1929 per-
formance (over $20 million in inflation-adjusted 2010 dollars).

In spite of the increasing magnitude of the highest CEO bonuses, executive pay was 
not particularly controversial during the 1920s. Part of the nonchalance reflected the 
fact that there were no public disclosures of pay for individual executives: the bonuses 
at Bethlehem Steel, for example, came to light as a result of a 1930 lawsuit unrelated 
to compensation. Most reports at the time were speculative, based on vague descrip-
tions of company-wide bonus formulas that would allow estimates of aggregate but not 
individual bonuses. Moreover, the economy was robust, unemployment was low, and 
shareholder returns were high, factors that would provide a safe harbor for high execu-
tive pay for the next 90 years.

In July 1930, during a lawsuit attempting to block Bethlehem’s takeover of 
Youngstown Sheet & Tube Co., Bethlehem Steel’s CEO was forced to reveal that he 
received a bonus of $1623,753 for 1929, while six vice presidents received $1.4 million 
in aggregate.37 The revelations—coming at the beginning of the Great Depression—
sparked a variety of shareholder lawsuits demanding that the executives return up to 
$36.5 million in bonuses received since 1911. The same year, shareholders sued 
American Tobacco for details on its stock subscription plan, resulting in revelations that 
the company’s CEO netted $1.2 million from an incentive plan that allowed him to 
purchase company stock at deeply discounted prices.38 Wells (2010, p. 712) concludes 
that “the Bethlehem Steel and American Tobacco revelations, combined no doubt with 
a Depression-generated disgust with corporate management, fueled public perceptions 
that executive compensation was both excessive and the product of self-dealing.”

37  “$1,623,753 Grace’s Bonus For 1929: Bethlehem President Testifies At Merger Trial To Receiving This 
Amount,” Wall Street Journal (1903), “Bonus Figures Given At Trial: Six Vice Presidents Of Bethlehem 
Received $1,432,033 In 1929”, Wall Street Journal (1930).

38  In particular, American Tobacco’s George Hill was allowed to purchase 13,440 shares of company stock 
at its $25 “par value” at a time when shares were trading for about $120. See “G. W. Hill Got Bonus of 
$1,200,000 Stock”, New York Times(1931).
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3.3 Depression-Era Outrage and Disclosure Requirements (1930s)
We have become accustomed to the idea that shareholders—and the public in general—
have a right to know the details of the compensation paid to top executives in publicly 
traded corporations. However, the initial push for pay disclosure was not driven by share-
holders but rather by “New Deal” politicians outraged by perceived excesses in executive 
compensation.

In 1933, Franklin D. Roosevelt became president, ending three terms and twelve 
years of Republican government and ushering in the New Deal in a country recovering 
from the Great Depression. In the April prior to the 1932 election—in the face of pro-
posed bailout loans from the government’s Reconstruction Finance Corporation 
(RFC)—the Interstate Commerce Commission demanded that all railroads disclose the 
names of executives making more than $10,000 per year.39 The disclosed pay levels 
outraged the new Administration, and in May 1933 the RFC required railroad compa-
nies receiving government assistance to reduce executive pay by up to 60%.40 Ultimately, 
the US Senate authorized the Federal Coordinator of Transportation to impose an 
informal (but uniformly complied-with) cap of $60,000 per year for all railroad 
presidents.

The mandated pay disclosures for railroad executives sparked the interest of other 
US regulators. By mid-1933 the Federal Reserve began investigating executive pay in 
its member banks, the RFC conducted a similar investigation for non-member banks, 
and the Power Commission investigated pay practices at public utilities. In October 
1933, the Federal Trade Commission (FTC) requested disclosure of salaries and bonuses 
paid by all corporations with capital and assets over $1 million (approximately 2000 
corporations).41 Business leaders questioned whether the FTC had the legal authority 
to compel such disclosures, but were reminded that, “Congress in its present temper 
would readily authorize” whatever the FTC wanted.42 Executives were particularly 
incensed that the FTC would demand such closely guarded information without any 
explanation of how the information would be used and without any confidentiality 
guarantees.

39  “Railroad Salary Report: I.C.C. Asks Class 1 Roads About Jobs Paying More Than $10,000 a Year,” Wall 
Street Journal (1932).

40  The required reductions ranged from 15% (for executives earning less than $15,000) to 60% (for execu-
tives earning more than $100,000. See “RFC Fixed Pay Limits: Cuts Required to Obtain Loans,” Los 
Angeles Times (1933), “Cut High Salaries or Get No Loans, is RFC Warning”, New York Times (1933).

41  See Robbins, “Inquiry into High Salaries Pressed by the Government”, New York Times (1933) and 
“President Studies High Salary Curb: Tax Power is Urged as Means of Controlling Stipends in Big 
Industries”, New York Times (1933). In addition to investigating corporate executive pay, President 
Roosevelt personally called attention to lavish rewards in Hollywood, resulting in a provision added to 
the moving-picture code that imposed heavy fines on companies paying unreasonable salaries.

42 “Federal Bureau Asks Salaries of Big Companies’ Executives”, Chicago Daily Tribune (1933).
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Following the Securities Act of 1934, the responsibility for enforcing pay disclosures 
for top executives in publicly traded corporations was consolidated into the newly cre-
ated Securities and Exchange Commission (SEC). In December 1934, the SEC issued 
permanent rules demanding that companies disclose the name and all compensation 
(including salaries, bonuses, stock, and stock options) received by the three highest-paid 
executives. The securities of companies not complying with the new regulations by June 
1935 would be removed from exchanges. Several companies, including US Steel, 
pleaded unsuccessfully for the SEC to keep the data confidential, arguing that publica-
tion “would be conducive to disturbing the morale of the organization and detrimental 
to the best interests of the registrant and its stockholders”.43

Under the Securities Act, details on executive pay are disclosed in company proxy 
statements issued in connection with the company’s annual shareholders meeting. 
Ultimately, these disclosures have provided the fodder for all subsequent pay controver-
sies. Proxy statements for companies with December fiscal closings are typically issued 
in late March or early April, triggering a deluge of pay-related articles in the popular 
and business press each Spring. Forbes and Business Week began offering extensive lists 
of the highest-paid executives in 1970. Fortune and the Wall Street Journal quickly fol-
lowed suit, and by now most major newspapers conduct their own CEO pay surveys 
for companies based in their local metropolitan areas.

While the SEC has no direct power to regulate the level and structure of CEO pay, 
the agency does determine what elements of pay are disclosed and how they are dis-
closed. The SEC has routinely expanded disclosure requirements from year to year, with 
major overhauls in 1978, 1992, 2006, and 2011. The first proxy statements issued after 
the formation of the SEC were typically about three-to-five pages long, with less than 
one page devoted to executive compensation. By 2007, the average proxy statement 
exceeded 70 pages, nearly all focused on compensation.44

Under the theory that sunlight is the best disinfectant, the SECs disclosure rules 
have long been a favorite method used by the SEC and Congress in attempts to curb 
perceived abuses and excesses in executive compensation. Indeed, most additions to dis-
closure requirements over time—including perquisite disclosure in the 1970s, enhanced 
option grant disclosures in the 1992, and actuarial pension values in 2006—reflect 
policy responses to relatively isolated abuses. However, there is little evidence that 
enhanced disclosure leads to reductions in objectionable practices: for example, per-
quisites increased as executives learned what was common at other firms, and options 
exploded following the 1993 rules.

43  “US Steel Guards Data on Salaries: Sends details confidentially to SEC head with request that they be 
kept secret”, New York Times (1935).

44  The average length of 2007 proxy statements for the 100 largest firms (ranked by revenues) was 62.8 
pages (ignoring appendices). In 2006—before the 2006 disclosure rules—the average length was 45 pages.
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The demand for disclosure reflects both legitimate shareholder concerns and pub-
lic curiosity. While disclosure can conceptually facilitate better monitoring of outside 
directors by shareholders, the public curiosity aspect of disclosure imposes large costs 
on organizations. The recurring populist revolts against CEO pay, for example, could 
not have been waged without public pay disclosure. Public disclosure effectively ensures 
that executive contracts in publicly held corporations are not a private matter between 
employers and employees but are rather influenced by the media, labor unions, and by 
political forces operating inside and outside companies. These “uninvited guests” to the 
bargaining table have no real stake in the companies being managed and no real interest 
in seeing companies managed well so they serve all the claimants on the firm includ-
ing consumers, debt and equity holders, employees and communities. However, as will 
become evident throughout this section, these third parties have affected both the level 
and structure of executive pay through tax policies, accounting rules, direct legislation, 
and other rules and regulations stretching back nearly a century. These important but 
often ignored costs of disclosure must be weighed against the benefits (better monitor-
ing of directors) in determining the optimal amount of pay disclosure for top managers.

3.4 The Rise (and Fall) of Restricted Stock Options (1950–1969)
In the 1920s, the US income tax was new, the use of stock options was new, and no one 
had figured out whether options would be taxed: (1) as compensation when options are 
exercised (and hence taxed as ordinary income for the individual, and representing a 
deductible business expense for the company); or (2) as capital gains when the stock 
purchased upon exercise was ultimately sold (and hence taxed at a lower capital gains 
rate for the individual, with the company forgoing deductibility). It took nearly twenty 
years for this issue to be resolved. The major case study at the time involved a May 1928 
option grant to the CEO of a chain of movie theaters. After a large six-month run-up 
in the stock price following the grant, the CEO exercised his options in October 1928 
and subsequently sold the shares in 1929 and 1930, paying capital gains taxes (12.5%) 
on the proceeds. The Bureau of Internal Revenue (the predecessor of the Internal 
Revenue Service (IRS)) held that he owed ordinary income taxes on the spread at 
exercise (25% in 1928). The taxpayer appealed the decision, and nearly nine years later 
the Circuit Court of Appeals agreed with the taxpayer, concluding that a taxable gain is 
realized only when the shares are sold and not when the option is exercised.45 However, 
the Bureau appealed this decision, and in a related case nine years later, ruled in favor 
of the Bureau, concluding in 1946 that the gain upon exercise is compensation, thereby 
taxable as ordinary income.46

45 Rossheim v. Commissioner, 92 F. 2d 247 (1937).
46 Commissioner v. Smith, 324 U.S. 177 (1945).
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By 1950, the tax issue surrounding stock options was a big deal: the highest marginal 
tax rate on ordinary income and corporate profits had swelled to 91% and 50.75% (from 
25% and 12% in 1928, respectively), compared to a capital gains rate of 25% (from 
12.5% in 1928). Moreover, while the Supreme Court required taxes to be paid imme-
diately upon exercise, the 1934 Securities Act required executives to hold shares 
acquired through option exercises for at least six months before they could sell.47 For 
example, suppose an executive acquired one share of stock at an exercise price of $10 
when the market price is $25. To finance the exercise and pay the taxes, the executive 
would need to pay $23.65 (i.e. the exercise price plus 91% of the exercise-date spread), 
but could not raise the amount by selling shares.

As part of the Revenue Act of 1950, a business-friendly Congress unhappy with the 
recent Supreme Court decision created a new type of stock options called “restricted 
stock options” that would be taxable not upon exercise but only when the shares were 
ultimately sold (and then taxed as capital gains). Restricted stock options solved the 
tax-timing problem, since taxes were not owed until the stock was sold (at least six 
months following the exercise date). Given the tax rates at the time, restricted stock 
options also became a relatively efficient way to convey after-tax compensation to 
executives. For example, at a 91% tax rate on ordinary income and 50.75% corporate 
tax rate, it cost shareholders $5.47 in after-tax profit to give the executive $1 in after-tax 
income.48 In contrast (and for simplicity ignoring the timing issues), when the pay is 
taxed as capital gains rather than ordinary income, it cost shareholders only $1.33 to 
convey $1 in after-tax income to the executive (even though shareholders forfeit the 
deduction).

The passage of the 1950 Act launched a predictable wave of new option plans. In 
1950 approximately 4% of the companies listed on the New York Stock Exchange 
(NYSE) had option plans for their top executives; by June 1951 the number had tri-
pled to 12%.49 In their study of the fifty largest firms in 1940 and 1960, Frydman and 
Saks (2010) estimate that the fraction of executives holding stock options increased 
from less than 10% in 1950 to over 60% by 1960. Grant sizes also grew: the grant-date 
value of options for those executives receiving options increased from about 10% of 
total compensation in the early 1950s to over 20% of total compensation by the 
early 1960s.

47  To deter insider trading, Section 16b of the 1934 Securities Act requires that any profit realized by an 
officer or director in the purchase or sale of an equity security within a six-month period be returned 
to the company.

48  At a 91% tax rate, the CEO must receive $11.11 before tax to realize $1 after tax. But, at a 50.75% cor-
porate tax rate, paying $11.11 in deductible compensation costs reduces after-tax profits by only $5.47.

49  Mullaney, “Parley Here Indicates the Continued Spread in Industry of Stock Purchase Option Plans,” 
New York Times (1951). The percentages are based on average of 840 NYSE-listed firms in 1950 and 876 
in June 1951.
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Figure 13 shows the average level and structure of compensation for CEOs in 50 
large manufacturing firms, based on data from Lewellen (1968).50 The stock option 
data—compiled long before the availability of option-pricing methodologies such as 
Black and Scholes (1973)—are based on appreciations in the annual spread between the 
market and exercise prices of outstanding options. Since Lewellen measures options at 
their appreciated values, the trend in Figure 13 reflects, in part, general stock-market 
movements over this time period. After adjusting for inflation, salaries and bonuses fell 
from over $2.2 million in 1940 to about $1.5 million (in 2011-constant dollars) from 
1947 to 1963. Total compensation, including deferred compensation and stock options, 
peaked at $2.9 million in 1956. Negligible before 1951, options grew to over 30% of 
compensation by 1956, falling to about a fifth of total compensation by 1963.

Since restricted stock options were taxed at a much lower rate than salaries, the 
trend in Figure 13 understates the growing importance of options on an after-tax basis. 
In particular, Lewellen estimates that options accounted for nearly half of total after-tax 
compensation in 1956, falling to a third of total after-tax compensation by 1963.

By the summer of 1951, there was a growing backlash against the perceived escalation 
in restricted stock option plans. In August 1951, the Salary Stabilization Board conducted 
a series of hearings on whether stock options should be considered compensation under 
the Defense Production Act and therefore subject to regulation by the Stabilization 
Board.51 In November 1951, the Stabilization Board ruled that restricted stock options 
could be granted without the Board’s approval as long as the option met certain condi-
tions (including an exercise price of at least 95% of the grant-date stock price; restricted 
options with an exercise price as low as 85% of the stock price could be issued, but 
would be considered increases in salary subject to regulation).52 The Board’s ruling was 
followed by a second wave of option plans, and by June 1952 nearly 17% of the NYSE 
firms had adopted plans.53 In July 1952 the Salary Stabilization Board was disbanded.

50  Lewellen (1968) reports both the pre-tax and after-tax values for salaries and bonuses, but only the after-
tax values for stock options and deferred compensation. The pre-tax values for stock options after 1950 
are determined by dividing the after-tax value by .85 (Lewellen uses a 15% effective tax rate for options). 
The pre-tax value for deferred compensation (and for options prior to 1950) are estimated by dividing 
the after-tax value by (1-t*), where t* is one-half of the implied average tax rate for salaries and bonuses. 
For example, if Lewellen reports pre-tax and after-tax salaries and bonuses of $240,000 and $80,000, 
respectively, suggesting an average tax rate of 60%, we would calculate pre-tax deferred compensation 
using a tax rate of 30%.

51  “Salary Board’s Panel to Study Stock Option in Top Executive Pay,” Wall Street Journal (1951), “Options 
Defended at Salary Hearing: Restricted Stock Plans Called Neither Inflationary Nor Compensatory by 
8 Men,” New York Times (1951), “Options on Stocks Scored at Hearing: Majority of Witnesses Call it 
Inflationary and Unfair to Small Stockholders,” New York Times (1951), “Salary Board Urged to Ban Stock 
Option Plans Until End of Emergency,” Wall Street Journal (1951), “Stock Options: Industry Says Salary 
Board Should Keep Its Hands Off Employee Plans,” Wall Street Journal (1951).

52 “Rules are Issued on Stock Options,” New York Times (1951).
53 “One in 6 Companies Gives Stock Options,” New York Times (1952).
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Many of the options granted in the early 1950s fell underwater in the 1953 post-
Korean War recession. As part of the Revenue Act of 1954, Congress modified the 
restrictions on restricted stock options by officially sanctioning variable-price options, in 
which the exercise price of a previously granted option could be lowered if it turned 
out that the market price of the optioned stock declined subsequent to the granting of 
the option. In addition, where the 1950 Act put no limits on the expiration terms of 
options, the 1954 Act limited exercise terms to 10 years (which continues to be the most 
common term for options granted through current times). While the popularity of stock 
options decreased briefly during the bear market in 1957,54 the use of stock options 
continued to trend upward: by 1961, 68% of the NYSE firms had option plans.55

During the 1960 recession, as new option grants were falling out of favor given the 
declining stock market, companies began exploiting the provision of the 1954 Act 
allowing repricing of options by either resetting exercise prices or by canceling existing 
options and replacing them with new options with lower exercise prices. This practice 

54  “Ailing Options: Stock Market Decline Dulls Allure of Plans For Company Officials,” Wall Street Journal 
(1957).

55  The 1961 survey is described in Stanton, “Cash Comeback: Stock Options Begin to Lose Favor in Wake 
of Tax Law Revision,” Wall Street Journal (1964).
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became highly controversial in the early years of the Kennedy Administration, leading 
to a series of Congressional hearings aimed at repealing the favorable tax treatment for 
restricted stock options.56 In 1961, the President demanded that Congress remove the 
favorable tax treatment for options, instead taxing options as ordinary income upon 
exercise (most of which would be subject to the 91% top marginal tax rate). The issue 
was debated in Congress for the next two years, and the controversy intensified in late 
1963 and early 1964 when it was revealed that executives at Chrysler had realized $4.2 
million in gains from exercising stock options in 1963, and had sold nearly 200,000 
shares acquired through earlier exercises.57 Ultimately, as part of the Revenue Act of 
1964, Congress stopped short of removing the favorable tax status of restricted stock 
options, but took several steps that substantially reduced their attractiveness. In particu-
lar, under the new law:
•	 Executives	were	required	to	hold	stock	acquired	through	option	exercises	for	three	

years (rather than six months) in order to be taxed at the lower capital gains rate.
•	 Exercise	prices	could	be	no	less	than	100%	(rather	than	85%)	of	the	grant-date	mar-

ket prices.
•	 The	maximum	option	term	was	reduced	from	ten	years	to	five	years.
•	 The	option	price	could	not	be	reduced	during	the	term	of	the	option,	nor	could	an	

option be exercised while there is an outstanding option issued to the executive at 
an earlier time. (This provision was designed to halt the practice of repricing options 
or canceling out-of-the-money options and replacing them with options with lower 
exercise prices).
To distinguish options meeting these new requirements from restricted options 

granted under the Revenue Act of 1950 provisions, the 1964 Act referred to new grants 
as “qualified stock options” rather than restricted stock options.

Finally (but perhaps most importantly), the 1964 law reduced the top marginal tax 
rate on ordinary income from 91% to 70%, which significantly reduced the attrac-
tiveness of restricted options over cash compensation. Figure 14 provides a historical 
comparison of the tax advantages of restricted or qualified stock options relative to cash 
compensation or non-qualified stock options (in which the gains upon exercise are 
taxed as ordinary income for the recipient, and deductible as a compensation expense to 
the company). As a result of the 1964 tax law, the after-tax cost to investors of conveying 

56  “Options on the Wane: Fewer Firms Plan Sale of Stock to Executives at Fixed Exercise Prices,” Wall 
Street Journal (1960), “Congress and Taxes: Specialists Mull Ways to Close “Loopholes” in Present Tax 
Laws,” Wall Street Journal (1959), “House Group Hears Conflicting Views on Stock Option Taxes,” Wall 
Street Journal (1959).

57  “Chrysler Chairman Defends Option Plan, Offers to Discuss It With Federal Officials,” Wall Street Journal 
(1963), “Chrysler Officers Got Profit of $4.2 Million On Option Stock in ‘63,” Wall Street Journal (1964), 
“Chrysler Officers’ Sale of Option Stock Could Stir Tax Bill Debate,” Wall Street Journal (1963), “House 
Unit Seen Favoring Curbs on Stock Options,” Wall Street Journal (1963), “Senate Unit Votes to Tighten 
Rules on Stock Options,” (1964).
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an after-tax dollar to the CEO in cash compensation fell from $5.56 to $1.73, while 
the cost of conveying an after-tax dollar in restricted or qualified stock options (taxed 
as capital gains) remained at $1.33.

The popularity of qualified stock options fell as a result of the 1964 tax law58 and 
collapsed following the Tax Reform Act of 1969. In addition, the 1969 Act defined gains 
from exercising restricted or qualified options as a tax preference item subject to a new 
Alternative Minimum Tax (AMT) on high wage earners.59 The 1969 Act gradually 
reduced the top marginal tax rate on earned income from 77% in 1969 to 50% by 1972, 
reduced the corporate tax rate from 52.8% to 48%, and raised the top capital gains tax 

58  See Stanton, “Cash Comeback: Stock Options Begin to Lose Favor in Wake of Tax Law Revision,” Wall 
Street Journal (1964). Stock options briefly resurged in 1966, following at 25% increase in the Dow Jones 
average from 1964 to early 1966 (Elia, “Opting for Options: Stock Plans Continue in Widespread Favor 
Despite Tax Changes,” Wall Street Journal (1967)).

59  In particular, if the option gains exceed 50% of the executive’s total income (including option gains), 
the amount of the option gain over 50% would be treated as fully taxable ordinary income. The AMT 
was passed following revelations that 155 high-income households took deductions that reduced their 
federal tax liabilities to zero.
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rate from 25% in 1969 to 36.5%. Once the new rates were fully implemented (and ignor-
ing AMT issues), it cost investors approximately $1.04 in after-tax profit to convey an 
incremental $1 in after-tax income to the CEO through cash compensation or non-
qualified stock options, and $1.57 to convey $1 in qualified stock options. Thus, for 
executives and companies in the highest tax brackets, qualified stock options became tax 
disadvantageous compared to non-qualified stock options, and (as illustrated in Figure 14) 
have remained so throughout the early 2000s. Indeed, Hite and Long (1982) provide 
evidence that the 1969 Act explains the dramatic shift from qualified stock options to 
non-qualified stock options that took place during the early 1970s. Restricted or quali-
fied stock options—which had been the dominant form of long-term incentives for two 
decades—virtually disappeared.

3.5 Wage-and-Price Controls and Economic Stagnation (1970–1982)
3.5.1 America, Land of the Freeze
In August 1971, in an ultimately (and predictably) unsuccessful attempt to control 
inflation, President Nixon imposed a 90-day freeze on commodity prices and wages 
(including executive pay). In December 1971—in what was called Phase Two of the 
Nixon wage-and-price controls—the Pay Board established by Congress imposed a 
limit of 5.5% for increases in executive pay (the limit being binding for company-
defined groups of executives, but not necessarily for individual executives).60 The 
Nixon wage-and-price controls were not the first time that levels of executive com-
pensation were explicitly limited by legislation, but were the first time such controls 
were imposed in a peacetime economy. In particular, the World War II-era Stabilization 
Act of 1942 froze wages and salaries (for executives as well as other labor groups) at 
their September 15, 1942 level. The Stabilization Act expired in 1946, but was 
replaced during the Korean War by the Salary Stabilization Boards established in May 
1951 as part of the Defense Production Act of 1951. Similar to the Nixon controls, 
the Korean War Salary Board set a 6% limit on pay increases for each company’s 
executives taken as a group; the limits were lifted when the Board was quietly dis-
banded in July 1952.61

In a debate (and outcome) eerily similar to what would happen two decades later 
during the Clinton Administration, concerns that the Nixon wage controls would sig-
nificantly reduce executives incentives led to a series of compromises (or loopholes, 
depending on one’s perspective).62 In particular, while bonuses were generally limited 
to the amount paid in any one of the last three years plus 5.5%, the limit did not apply 

60  Hunt, “Board Agrees on Tightening of Standards on Executive Pay, Increases Topping 5.5%,” Wall Street 
Journal (1971).

61  “Old Wage Board Exits: New Unit to Take Over with Reduced Powers,” Wall Street Journal (1952).
62  Jensen, “Bonuses Rise Through Loopholes,” New York Times (1972). For the complete text of the execu-

tive compensation provisions, see “Board’s Text on Executive Compensation,” Wall Street Journal (1971).
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to existing sales incentives, commission and production-incentive programs. Moreover, 
companies could petition to adopt new incentive plans as long as they were directly 
related to increased productivity. As a result, scores of companies introduced perfor-
mance-based bonus plans tied to accounting data or revenues, or converted their exist-
ing plans into plans exempt from the limits.

Non-qualified stock options were allowed under the Nixon controls only if the plan 
was shareholder-approved, if the aggregate number of options granted did not increase 
from the prior three years, and if the exercise price was at least 100% of the grant-date 
market price. Non-qualified options were treated as wages and salaries under the Nixon 
controls, and were valued at 25% of the fair-market value of the shares underlying the 
option.63 This valuation approach represents an interesting (albeit short-lived) historical 
footnote, since it was imposed a year before Black and Scholes (1973) and decades 
before companies began routinely placing a value on options when making compensa-
tion decisions.

The median continuing CEO in the Forbes 800 received a 4.5% increase in cash 
compensation in 1971 (below the Nixon limit), 6.0% in 1972, and 8.1% in 1973 (both 
above the Nixon limit).64 Since the government-mandated limits on pay raises applied 
only to executives taken as a group and not individual executives, companies routinely 
raised CEO pay by reducing pay (or offering smaller raises) to lower-level executives.65 
In August 1973, to stop companies from raising CEO pay above the 5.5% limit, the 
Nixon Administration imposed the 5.5% limit on the more-narrowly defined group of 
executives identified in company proxy statements. The wage-and-price controls 
expired in May 1974, in spite of Administration efforts to retain limits on executive 
compensation.66

CEO pay rose significantly after the wage controls were lifted in May 1974. The 
median continuing CEO in the Forbes 800 received an 11.1% increase in nominal cash 
compensation in 1974, double the average limit under the Nixon controls. From 1973 
through 1979, the median cash compensation for CEOs in the Forbes 800 increased 
by 12.2% each year (doubling from $162,000 to $324,000), significantly exceeding the 
average annual inflation rate of 8.5%.

Figure 15 shows the median level and structure of compensation for CEOs in 73 
large manufacturing firms from 1964 to 1982, based on data from Murphy (1985) and 

63  Valuation is based on testimony by Richard McNamar, director of the Pay Boards office of economic 
policy. See Calame, “Executives’ Pay Faces Going-Over By Wage Board,” Wall Street Journal (1972).

64  The calculations are based on annual compensation surveys published in Forbes covering the largest 500 
companies ranked by revenues, assets, market capitalization, and employees (about 800 companies are 
listed in one or more of these Forbes rankings annually).

65 “Government Moves to Hold Executives to 5.5% Pay Boosts,” Wall Street Journal (1973).
66  “Business Groups Oppose Nixon Control Plan, Intensify Their Efforts to Abolish Restraints,” Wall Street 

Journal (1974), “Nixon Halts Push to Retain Some of Phase 4 Controls,” Wall Street Journal (1974).
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inflation-adjusted to 2010-constant dollars. To my knowledge, this was the first compre-
hensive study of executive pay that measured stock options as the grant-date value using 
the Black and Scholes (1973) approach. In nominal terms (that is, before adjusting for 
inflation), median CEO pay in the 73 firms in Figure 15 nearly tripled from $148,900 
in 1964 to $569,550 in 1982. However, after adjusting for inflation (which averaged over 
6.5% annually over this period), median real CEO pay increased only by about 23% over 
this 18-year period, or about 1.2% per year. Stock options accounted for 2% of total 
pay for the average CEO in 1964; the use of options had grown to 12% of pay by 1981. 
Both the level of pay and the use of stock options fell during the 1981-1982 recession.

3.5.2 The Controversy over Perquisites
While cash compensation escalated (at least in nominal terms) during the 1970s, the 
use of stock options was relatively stagnant. Part of the declining popularity of options 
reflected the change in tax policies in 1964 and 1969 that made qualified stock options 
less attractive, coupled with their outright prohibition in 1976 (see below). More 
importantly, though, was the prolonged stagnation in the stock market, driven in part 
by the oil-price shocks of 1973 and 1977. In particular, the nominal value of the bell-
wether Dow Jones average was basically flat from the beginning of 1965 through the 
early 1980s (falling from 903 in January 1965 to below 800 by mid-January 1982, and 
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Figure 15 Trends in before-tax CEO Compensation in 73 Large Manufacturing Companies, 1964–
1982. Note: The figure is based on data from the Murphy (1985) study of executive pay in 73 large 
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valued on grant-date using the Black and Scholes (1973) formula.
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only surpassing 1050 on one day over these seventeen years). While executives con-
tinued to receive periodic option grants during this time (once every three years was 
typical), many of the grants replaced options that expired worthless or options that were 
cancelled and reissued with a lower exercise price.

The void in compensation created by worthless stock options was quickly filled by 
a plethora of new plans designed to provide more predictable payouts, including: book-
value plans (where executives receive dividends plus the appreciation in book values); 
long-term performance plans (with payouts based on long-term earnings growth tar-
gets); and guaranteed bonuses (with payouts guaranteed independent of performance).67 
In addition, since the Nixon wage-and-price controls restricted salaries but not com-
pany-provided benefits, companies began relying to a greater extent on shareholder-
subsidized perquisites or perks such as low-interest loans, yachts, limousines, corporate 
jets, club memberships, hunting lodges and corporate retreats at exotic locations.

By the mid-1970s, perceived abuses attracted the ire of shareholder activists, the SEC 
and the IRS.68 In December 1975, the IRS circulated a draft of proposed regulations 
specifying which fringe benefits could be excluded from an executive’s taxable income. 
A long-held general rule excluded from taxable income benefits arising from the ordi-
nary course of business that do not cost the employer anything extra (such as family 
members accompanying an executive on the corporate jet). The proposed rule imposed 
tax liabilities for these and other fringe benefits if the benefits were available only to the 
most highly compensated executives.

The attack on perquisites escalated in 1977 as President Carter famously rallied 
against companies taking deductions for the three-martini lunch, yachts and hunting 
lodges maintained to entertain business associates, first-class air travel, fees paid to social 
and athletic clubs and money spent on sports and theater tickets.69 Congress resisted 
implementing most of Carter’s reforms as part the Revenue Act of 1978 (in large part 
because it would potentially affect their own consumption of perquisites) but agreed to 
eliminate deductions for entertainment facilities.70

67  Ricklefs, “Sweetening the Pot: Stock Options Allure Fades, So Firms Seek Different Incentives,” Wall 
Street Journal (1975), Hyatt, “No Strings: Firms Lure Executives By Promising Bonuses Not Linked To 
Profits,” Wall Street Journal (1975), Ricklefs, “Firms Offer Packages of Long-Term Incentives as Stock 
Options Go Sour for Some Executives,” Wall Street Journal (1977).

68  See, for example, Bender, “The Executive’s Tax-Free Perks: The IRS Looks Harder at the Array of Extras,” 
New York Times (1975a), Bender, “Fringe Benefits at the Top: Shareholder Ire Focuses on Loan Systems,” 
New York Times (1975b), Blumenthal, “Misuse of Corporate Jets by Executives is Drawing More Fire,” 
New York Times (1977), Schellhardt, “Perilous Perks: Those Business Payoffs Didn’t All Go Abroad; Bosses 
Got Some, Too; IRS and SEC Investigating Loans and Lush Amenities Provided for Executitves; An Eye 
on Hunting Lodges,” Wall Street Journal (1977).

69  Rankin, “Incentives for Business Spending Proposed in Corporate Package,” New York Times (1978), 
“Excerpts From Carter Message to Congress on Proposals to Change Tax System,” New York Times (1978).

70  Zimmerman, “Washington Word: Don’t Do as We Do But Do as We Say: For Bureaucrats, Lawmakers, 
Hard Times Aren’t Here; Limousines and Free Trips,” Wall Street Journal (1975).
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In August 1977, the SEC issued Interpretive Release #5856 stating that the value of 
perquisites be included as compensation in proxy statements.71 In justifying the new 
disclosures, SEC enforcement chief Stanley Sporkin argued that the “excesses just got 
to the point where it became a scandal”.72 The disclosures in the 1978 proxy statements 
fueled the fire by focusing even more attention on perquisites.73 The information on 
perquisites was expanded significantly in 1979 proxy statements, when the SEC imple-
mented its first major revision in proxy disclosures since the 1930s. Also in 1979, the 
IRS issued significant new auditing guidelines aimed at detecting and taxing executive 
perquisites. McGahran (1988) argues that the new SEC disclosures made it easier for the 
IRS to detect (and tax) fringe benefits, and presents some evidence that fringe benefits 
decreased, while cash compensation increased, as a result of the SEC and IRS actions.

The ongoing attack on perquisites was reflected in the contemporaneous early 
academic literature on agency theory. For example, the “agency problem” introduced 
by Jensen and Meckling (1976) focused on managerial consumption of non-pecuniary 
benefits such as “the physical appointments of the office” and “the attractiveness of the 
secretarial staff ”. Similarly, Alchian and Demsetz (1972) conclude that companies allow 
personal consumption of corporate (or university) property (such as “privileges, perqui-
sites, or fringe benefits”) because the cost of detecting and punishing such “turpitudinal 
peccadilloes” is larger than the benefits from prohibiting the activity.

3.5.3 There’s No Accounting for Options
The restricted and qualified stock options created by the 1950 and 1964 Revenue 
Acts were not formally considered compensation and therefore companies did not 
record an expense for such options for either tax or accounting purposes. The switch 
to non-qualified options in the 1970s—which were considered compensation for tax 
purposes—raised a new question: how should options be accounted for in company 
income statements? One possibility was to follow the tax code by recognizing an 
accounting expense at the time an option is exercised. But, in spite of its simplicity, 
this method is inconsistent with the basic tenet of accounting that expenses should 
be matched to the time period when the services associated with those expenses were 
rendered. Rather, the tenet suggested that options should be expensed over their term 
based on the grant-date value of the option. At the time, however (and for a long time 
to come) there was no accepted way of placing a value on an employee stock option.

71  “Personal-Use Perks For Top Executives Are Termed Income: SEC Says Valuable Privileges Will Have to 
be Reported As Compensation by Firms,” Wall Street Journal (1977).

72 Jensen, “Executives’ Use of Perquisites Draws Scrutiny,” New York Times (1978).
73  Examples include: Joseph, “ US Industries Faces Queries on its Perks At Annual Meeting,” Wall Street 

Journal (1978), Metz, “Close Look Expected At Executive Perks in Proxy Material: SEC Stress on 
Disclosure Is Linked to Coming Tales of Holder-Assisted Goodies,” Wall Streety Journal (1978), Penn, 
“Ford Motor Covered Upkeep for Elegant Co-Op of Chairman: Questions Arise on Personal vs. 
Business Use of Suite in Posh New York Hotel,” Wall Street Journal (1978).
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In October 1972, the Accounting Principles Board (APB)—the predecessor to the 
current Financial Accounting Standards Board (FASB)—issued APB Opinion No. 25, 
“Accounting for Stock Issued to Employees”. Under APB Opinion No. 25, the com-
pensation expense associated with stock options was defined as the (positive) difference 
between the stock price and the exercise price as of the first date when both the num-
ber of options granted and the exercise price become known or fixed. The expense for 
this spread between the price and exercise price—called the intrinsic value—was amor-
tized over the period in which the employee is prohibited from exercising the option.74 
Under this rule, there was no charge for options granted with an exercise price equal 
to (or exceeding) the grant-date market price, because the spread is zero on the 
grant-date.

The accounting treatment of options cemented the dominance of the traditional 
stock option (an option granted with a five- or ten-year term with an exercise price 
equal to the grant-date market price) and discouraged companies from offering more 
novel option plans. For example, APB Opinion 25 imposes a higher accounting charge 
for options with an exercise price indexed to the stock-price performance of the market 
or industry, because the exercise price is not immediately fixed. Similarly, it imposes a 
higher accounting charge for options that only become exercisable if certain perfor-
mance triggers are achieved, because the number of options is not immediately fixed. 
Finally, it imposes an accounting charge for options that are issued in the money but 
not for options issued at the money—a feature that became especially significant three 
decades later in the scandals involving backdating.

3.5.4 The Rise (and Fall) of Stock Appreciation Rights
Under Section 16(b) of the Securities Act of 1934, executives must return any profits 
realized from buying and selling (or selling and buying) shares of their company’s stock 
within any period of less than six months. This constraint was not problematic for 
executives exercising restricted or qualified stock options, since the provisions of the 
1951 and 1964 Revenue Acts already required executives to hold shares for six months 
(for restricted options) or three years (for qualified options) before trading. However, 
the six-month holding period was particularly troublesome for non-qualified options, 
since executives were required to pay ordinary income tax based on the date the option 
was exercised and not when the underlying shares were sold.75 Given the depressed 
stock market in the 1970s, the taxes due upon exercise were often greater than value of 
the shares when they became tradable.

74  This period is often called the vesting period but this terminology is misleading since vesting implies 
that the executive is free to sell the option or keep it if he leaves the firm, as opposed to being able only 
to exercise the option.

75  The executive could defer the taxes during the six-month holding period, but would still owe taxes on 
the gain on the exercise date even if stock prices fell over the subsequent six months.
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In December 1976, the SEC formally exempted stock appreciation rights (SARs) 
from the Section 16(b) short-swing profit prohibition.76 Executives holding a SAR are 
entitled to receive the appreciation on one share of stock. Like stock options, SARs had 
a pre-determined term but executives were generally free to exercise their SARs at any 
time prior to the end of this term (after some minimum time had elapsed). Prior to the 
December 1976 ruling, there was considerable debate about whether SARs would be 
subject to the short-swing rule and therefore the proceeds from the exercise of the rights 
would have to be returned to the company. After the SEC ruling, SARs provided a way 
for executives to reap the benefits of exercising non-qualified options without being 
subject to the six-month holding requirement.77As a result of the ruling, many companies 
replaced their option grants with SAR grants, or issued tandem SARs and options, which 
allowed the executive to decide which to exercise. For the next fifteen years, SARs 
became a ubiquitous component of long-term compensation for most executives.

Jumping ahead a bit, in May 1991 the SEC declared that the six-month holding 
period begins when options are granted, and not when executives acquire shares upon 
exercise. Therefore, as long as the executive has held the option for at least six months, 
he is allowed to immediately sell the shares acquired when options are exercised. This 
new ruling eliminated the primary advantage of SARs over non-qualified options and, 
as a result, SARs largely disappeared from existence. In addition, the SEC rule effectively 
encouraged the practice—commonplace today—of selling shares immediately upon 
exercise.78

The rise and ultimate fall of SARs is a tribute to the cleverness of companies in 
finding ways around rules that disadvantage executives and companies (in this case, the 
six-month holding requirement).79 Moreover, the experience shows how seemingly 
innocuous government interventions (in this case, the 1976 and 1991 SEC rulings) can 
have a major impact on the composition of executive compensation.

3.5.5 Qualified Stock Options Resurrected, But No One Cares
The Revenue Acts of 1964 and 1969 significantly reduced the attractiveness of 
restricted/qualified stock options, but did not prohibit new grants. As part of the 
Revenue Act of 1976, Congress allowed executives to retain and exercise grants made 

76 “SEC Exempts Rights To Stock Appreciation From ‘Insider’ Curbs,” Wall Street Journal (1976).
77  There was one major disadvantage of SARs over non-qualified options: companies granting SARs were 

required to record an accounting charge for the evolving value of the SARs, while there was typically 
no accounting charge for options.

78  Peers, “Executives Take Advantage of New Rules on Selling Shares Bought With Options,” Wall Street 
Journal (1991).

79  A related innovation in the late 1980s was the “Stock Depreciation Right,” which provided cash pay-
ments to executives exercising options if stock prices fell during the six month holding period. (See 
Crystal, “The Wacky, Wacky World of CEO Pay,” (1988)).
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prior to May 20, 1976, but banned all future grants of qualified stock options. Since 
existing grants had a maximum five-year term, the last grant of qualified options was 
set to expire on May 19, 1981.

As 1981 approached, Congress resurrected a new form of qualified options (now 
called Incentive Stock Options or ISOs) as a last-minute addition to the Economic 
Recovery Tax Act of 1981.80 ISOs carried many of the restrictions common for quali-
fied stock options (holding periods after exercise, minimum exercise prices, etc.), and in 
addition were limited to $100,000 per executive per year (calculated as the stock price 
multiplied by the number of options on the date of grant). While ISOs have continued 
to be popular in the 2000s for middle-level managers (where the $100,000 limitation is 
not binding) and for companies without taxable profits (where loss of deductibility for 
ISOs is not costly), virtually all options granted to CEOs and other top executives since 
1972 have been non-qualified stock options.

3.5.6 Bigger is Better (Paid)
Almost half of the cross-sectional variation in cash compensation in the United States 
between 1970 and 1982 was explained by company size (usually measured by firm rev-
enues), and the highest-paid executives routinely were at the helm of the largest con-
glomerates and largest steel, automotive, and oil companies. Year-to-year changes in cash 
compensation were also largely driven by increases in company size. And non-monetary 
aspects of compensation—including power, prestige, board memberships, and community 
standing—were also positively linked to increases in firm size. The strong relation between 
CEO pay and company size gave CEOs substantial incentives to increase company size, 
while the decline of equity-based incentive plans gave them little incentive to increase 
company share prices. It is noteworthy that the implicit incentives to increase company 
revenue help explain the unproductive diversification, expansion, and investment pro-
grams in the 1970s, which in turn further depressed company share prices.

Although CEO pay and bottom-line corporate profitability remained relatively 
stagnant from 1970 to 1982, productivity did not. Spurred in part by the oil-price 
shocks of 1973 and 1977, this period brought significant technological advances that 
improved productivity, declines in regulation, and increases in global trade significant 
enough to constitute what Jensen (1993) calls the “Modern Industrial Revolution”. By 
the early 1980s, most sectors in the US economy were saddled with increasing excess 
capacity, implying that the sectors had more capital and labor than were required to 
maintain current levels of production. The root causes of the excess capacity differed 
across industries. In the oil sector, for example, the five-fold increase in the inflation-
adjusted price of crude oil led firms to launch massive capacity-increasing exploration 

80  Bettner, “Incentive Stock Options Get Mixed Reviews, Despite the Tax Break They Offer Executives,” 
Wall Street Journal (1981).
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and development projects in anticipation of continued price increases; the sector was 
stuck with the capacity when demand dropped and prices tumbled to pre-shock lev-
els. Technological change dramatically increased capacity for computing firms, while 
increased competition from non-unionized entrants created excess capacity in a variety 
of industries ranging from steel to groceries.

By definition, investment in an industry with excess capacity is a negative net-
present-value project, since the industry already has more capital and labor than can 
be productively employed. Indeed, firms with excess capacity can either increase out-
put with the same workforce, or maintain current output with a smaller workforce. 
However, the 1970s conglomerates and other large companies typically chose to 
neither increase output (given low market demands) nor decrease their workforce 
(since pecuniary and non-pecuniary rewards for CEOs were both tied to company 
size). Moreover, by the end of the 1970s, most of these companies were generating 
huge amounts of cash, far in excess of that required to fund available positive net pres-
ent value projects. CEOs, loathe to distribute excess cash back to shareholders, 
responded by wasting huge amounts of free cash flow through unwise diversification 
and investment programs.81

3.6 The Emerging Market for Corporate Control (1983–1992)

3.6.1 Golden Parachutes and Section 280(G)
The executive compensation practices of the 1970s provided few incentives for 
executives to pursue value-increasing reductions in excess capacity and disgorgements 
of excess cash. Equity-based compensation (mostly in the form of stock options) 
accounted for only a small fraction of CEO pay (Figure 15) and the options that existed 
often were underwater or expired worthless. Annual bonuses—the dominant form of 
compensation-based incentives—were focused on beating annual budget targets rather 
than creating long-run value. Performance-based terminations were almost non-exis-
tent and—since the vast majority of CEO openings were filled by incumbents rather 
than outside hires—the managerial labor market was similarly ineffective in disciplining 
poor performance.

Boards of directors, typically dominated by corporate insiders (in influence if not in 
numbers), had little reason to reduce corporate waste as long as the companies were 
delivering positive nominal profits. However, pressures to improve performance and 
disgorge cash were ultimately introduced by the capital markets, including “hostile take-
over” artists such as Carl Icahn, Irwin Jacobs, Carl Lindner, David Murdock, Victor 
Posner, Charles Bluhdorn, and T. Boone Pickens. At the time, these takeover artists were 
known pejoratively as “corporate raiders”, though history has shown they were a 

81  Jensen (1986a) defines free cash flow as cash flow in excess of that which can be reinvested at returns 
equal to or better than the cost of capital.

546



Kevin J. Murphy268

positive force in creating substantial amounts of value for shareholders of target firms 
while reallocating resources to higher-valued uses.82 Sometimes this wealth was created 
by the post-merger activities of the raiders (such as firing incompetent incumbent man-
agers and selling non-productive assets). At other times the wealth was created by 
responses to the takeover threat (such as spending cash to repurchase shares or to pur-
chase competitors, causing resources to leave the sector and allowing shareholders to 
find more productive uses for their cash).

The takeover market was complemented by the emergence of leveraged buyouts 
(LBOs): going-private transactions financed by debt using the target firm’s future cash 
flows as collateral. Debt created value by providing commitments that the firm would 
pay its cash flows to debtholders, reducing the amounts available for executives to waste 
(Jensen, 1986a). Debt also taught executives that capital is costly (since the interest cost 
of debt capital was more obvious than the implicit, though larger and largely unrecog-
nized, cost of equity capital), leading to reductions in inventories and working capital. 
The emergence of LBOs and leveraged recapitalizations (in which the firm leverages 
the capital structure while staying public) created substantial amounts of shareholder 
value in firms with stable cash flows and no productive alternative uses for their cash, 
characteristics of many of the mature and declining sectors in the early 1980s.

While employment in companies targeted by hostile takeovers or LBOs was modestly 
reduced (which was productive given the presumptive excess capacity), the individuals 
most vulnerable to job losses were incumbent executives opposed to the changes in con-
trol. Innovations designed to thwart takeovers included greenmail payments (repurchase 
of the raiders’ stock at above market prices), standstill agreements (bribes so that the raider 
does not purchase additional stock), staggered boards (where directors serve overlapping 
terms, making it difficult for a proxy fight to gain a majority), supermajority rules 
(requiring more than 50% votes to approve a merger), and poison pills (where sharehold-
ers get special rights when there is a takeover bid). But, perhaps the most notorious 
innovation was the “golden parachute” which provided direct payments to executives 
following a successful change in control. In most cases, the payment required both the 
change-of-control and the loss of a job (hence, called “double-triggered” since two things 
had to happen); in other cases (single-triggered) the change-of-control itself was suffi-
cient to trigger the payment, regardless of job loss.83

82  See Holderness and Sheehan (1985) for an analysis of how the first six on this list improved operating 
results and shareholder values, and Fischel (1995) for an analysis of how T. Boone Pickens facilitated the 
restructuring of the oil sector.

83  In regulations associated with the TARP bailouts in 2008–2009, Congress redefined golden parachutes 
to refer to any severance payment in connection with an executive departure, regardless of whether the 
departure was related to a change of control. In contrast, the golden parachute label prior to the TARP 
bailouts required a change of control, but did not require departure. For example, accelerated vesting of 
restricted stock or accelerated exercisability of stock options upon a change of control was considered 
part of the parachute payment, even if the executive retained his or her job.
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Whether change-of-control agreements facilitate or thwart takeovers remains a mat-
ter of debate and rests in the details. On one hand, as emphasized by Jensen (1986b), 
such agreements facilitate takeovers by providing bribes to existing managers to acqui-
esce to the change in control. On the other hand, such agreements can significantly 
increase the cost of takeovers for prospective acquirers, especially if the agreements cover 
dozens or hundreds of executives who have no plausible influence over the takeover 
decision. In any case, the existence of the apparent bribes paid to top executives (but 
not to shareholders in general) attracted the ire of a Congress already skeptical of hostile 
takeovers and their benefits.

Change-in-control arrangements became controversial following a $4.1 million pay-
ment to William Agee, the CEO of Bendix. In 1982, Bendix launched a hostile takeover 
bid for Martin Marietta, which in turn made a hostile takeover bid for Bendix. Bendix 
ultimately found a “white knight” and was acquired by Allied Corp., but only after 
paying CEO Agee the golden parachute. The payment sparked outrage in Washington, 
but Congress could not ban golden parachute payments outright, because such a ban 
would pre-empt state corporation laws. Congress does, however, control the tax laws, 
which allow corporations to deduct compensation from income only if the payments 
represent reasonable compensation for services rendered. By defining particular types 
or dollar amounts of compensation as unreasonable, Congress can directly determine 
whether compensation is deductible for corporate tax purposes.

Congress attempted to discourage golden parachutes by adding Sections 280(G) and 
4999 to the tax code as part of the Deficit Reduction Act of 1984. Section 280(G) of 
the Code provides that, if change-in-control payments exceed three times the individu-
als base amount, then all payments in excess of the base amount are non-deductible to 
the employer. Also, Section 4999 imposes a 20% excise tax on the recipient of a para-
chute payment on the amount of payment above the base amount. The base amount 
is typically calculated as the individuals average total taxable compensation (i.e. W-2 
compensation, which include gains from exercising stock options) paid by the company 
over the prior five years.

Because of the complexity of what appears to be a simple rule, modest increases in 
parachute payments can trigger substantial tax payments by both the company and 
executive. For example, suppose an executive with five-year average taxable compensa-
tion of $1 million receives a golden parachute payment of $2.9 million, which is less 
than three times the $1 million base amount.84 In this case, the entire $2.9 million 
parachute payment would be deductible by the company, and would be taxable as ordi-
nary income to the executive. In contrast, suppose that the golden parachute payment 

84  The golden parachute payment includes not only cash payments but also the value of accelerated vest-
ing of stock and options, as long as the payment is contingent on a change of control or ownership of 
the company.

548



Kevin J. Murphy270

was $3.1 million, which is more than three times the $1 million base amount. Under 
Section 280(G), the company would not be able to deduct $2.1 million (of the $3.1 
million parachute payment) as a compensation expense, and (under Section 4999) the 
executive would owe $420,000 in excise taxes (i.e. 20% of $2.1 million) in addition to 
ordinary income taxes on the full $3.1 million parachute payment.

The new Section 280(G) impacted executive compensation in several ways. First, the 
new law led to a proliferation in change-in-control agreements, which had previously 
been fairly rare. The Deficit Reduction Act was signed into law on July 18, 1984. By 1987, 
41% of the largest 1000 corporations had golden parachute agreements for their top 
executives, and the prevalence of golden parachutes increased to 57% in 1995 and to 70% 
by 1999.85 In addition, the standard golden parachute payment quickly became the gov-
ernment prescribed amount of three times base compensation. By 1991, 47.5% of CEO 
golden parachute arrangements specified a multiple of three times base pay, and by 1999 
71% specified three times base pay. Thus, the rule designed to limit the generosity of para-
chute payments has led to both a proliferation and a standardization of Golden Parachute 
payments in most large corporations. Apparently compensation committees and executives 
took the regulation as effectively endorsing such change-in-control agreements as well as 
the payments of three times average compensation (which quickly became the standard).

Second, Section 280(G) (and the corresponding Section 4999) gave rise to the “tax 
gross up”, in which the company offset the tax burden of the 20% excise tax by paying 
an additional amount for the tax (and the tax on the additional amount).86 The percent-
age of agreements that included gross-up provisions increased from 38% in 1991 to over 
82% by 1999.87 This gross-up concept was subsequently applied to a variety of executive 
benefits with imputed income taxable to the executive, such as company cars, club 
memberships, and personal use of corporate aircraft.

Third, Section 280(G) also provided incentives for companies to shorten vesting 
periods in stock option plans, and incentives for executives to exercise stock options 
even earlier than they would normally be exercised. Consider two otherwise identical 
executives with golden parachutes paying three times base compensation and holding 
identical options. Suppose that one of the executives exercises a year prior to the change 
in control, while the other holds until the change in control. Since base compensation 
under Section 280(G) includes gains from exercising options, the first executive can 
receive a higher parachute payment before triggering the excise tax, thus increasing the 

85 Alpern and McGowan (2001), p. 6.
86  For example, continuing with the example above, suppose the CEO owed $420,000 in excise taxes (i.e. 

20% of the $2.1 million excess benefit). If the CEO had a gross-up clause (and assuming a marginal tax 
on ordinary income of 50% on top of the 20% excise tax), he would receive a gross-up payment of $1.4 
million and a total change-in-control payment of $4.5 million, leaving him with after-tax income of 
$1.55 million (which is what he would have received without an excise tax).

87 Alpern and McGowan (2001, p. 7–8).
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benefits from early exercise. Moreover, unexercisable stock options routinely become 
vested (or exercisable) upon a change in control, and the value of these options is 
defined by the IRS as part of the parachute payment subject to the excise taxes. 
Therefore, companies and executives can reduce change-in-control related tax liabilities 
by shortening the time until options become exercisable, and by exercising early and 
therefore reducing the incentive effects of those plans.

Similarly, unvested restricted stock routinely becomes vested upon a change in 
control, and a portion of the value of these shares upon vesting is defined by the IRS 
as part of the parachute payment subject to the excise taxes. Thus, companies can also 
reduce change-in-control related tax liabilities by shortening the vesting period for 
restricted stock.

Finally, but perhaps most importantly, the 1984 tax laws regarding Golden 
Parachutes appear to have triggered the proliferation of Employment Agreements for 
CEOs and other top-level executives in most large firms since the mid-1980s. In par-
ticular, Section 280(G) applies only to severance payments contractually tied to changes 
of control, while individual CEO employment agreements typically provide for sever-
ance payments for all forms of terminations without cause, including (but not limited 
to) terminations following control changes. Therefore, companies can circumvent the 
Section 280(G) three-times-base-compensation limitations (at a potentially huge cost to 
shareholders) by making payments available to all terminated executives, and not only 
those terminated following a change in control. Indeed, Graef Crystal (when he was 
still a leading compensation consultant) predicted the unintended consequences of the 
enactment of these tax provisions in his 1984 opinion piece in the Wall Street Journal:

But will Congress’s new reforms really curb those who want to offer excessive compensation? Not 
necessarily. Congress has, as usual, made an opening move in a corporate chess game and 
neglected to consider its opponents countermoves. Instead of having a contract that covers only 
a change of control, some companies may now implement all-embracing employment contracts 
that guarantee a person employment (or what he would have earned had he continued to be 
employed), for say, five years, and under all circumstances. You won’t see one word in that con-
tract about payments in the event of a change of control, and the net effect will be to give the 
executive more than he would have had had Congress not given free rein to its passions.88

In summary, although Section 280(G) was meant to reduce the generosity of para-
chute payments, the government action appears to have increased the prevalence of: (i) 
change-in control plans; (ii) tax gross-ups; (iii) early exercise of stock options; (iv) short 
vesting periods for restricted stock and stock options; and (v) employment agreements. 
Each of these outcomes both reduces the incentive effects of incentive compensation 
for CEOs and other executives and increases the costs of these plans to their firms.

88  See Crystal, “Manager’s Journal: Congress Thinks It Knows Best About Executive Compensation,” Wall 
Street Journal (1984).
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3.6.2 The Shareholder Awakening
The emerging market for corporate control had pronounced effects on the US stock mar-
ket. After nearly two decades of stagnation, the Dow Jones Industrial Average rallied from 
below 800 to over 2700 between mid-1982 and mid-1987 (i.e. appreciating nearly 30% per 
year for five years). While the largest beneficiaries were shareholders in firms that became 
takeover targets, the rally was broad based and lifted share prices across a wide range of firms 
and industries. However, executives vigorously (and often successfully) fought takeovers in 
the 1980s by adopting anti-takeover provisions and by lobbying for political protection 
(Holmstrom and Kaplan, 2001). Therefore, in spite of the gains to shareholders (or perhaps 
because of the redistribution in wealth resulting from these gains), hundreds of bills were 
introduced in Congress to curb takeovers and highly leveraged transactions (Fischel, 1995).

Court decisions and legislation in the late 1980s (coupled with the October 1987 
stock market crash) brought the hostile takeover market in the US to a virtual halt. The 
high-yield debt market was crippled by the indictment and subsequent guilty pleas of 
Michael Milken and Drexel Burnham Lambert and by restrictions on high-yield debt 
holdings imposed on savings institutions, commercial banks, and insurance firms, and by 
major punitive changes in the US bankruptcy law that made it uneconomic to reorga-
nize troubled firms outside of bankruptcy.

But the lessons of the wealth creations learned from the takeover wave resonated 
with shareholders. In 1985, Robert Monks founded Institutional Shareholder Services 
to provide proxy-voting advice to institutional shareholders. In 1986, corporate raider 
T. Boone Pickens founded the United Shareholders Association focused on improving 
governance and compensation. Academics increasingly argued that traditional manage-
ment incentives that focused on company size, stability, and accounting profitability 
destroyed rather than created value, and recommended that executive pay be tied more 
closely to company value through increases in stock options and other forms of equity-
based incentives. These pressures began having an impact: non-equity-based CEO pay 
continued to grow in real terms after the mid-1980s, but became a smaller part of the 
total compensation package. For the first time since the 1950s, stock options re-emerged 
as the dominant form of incentives compensation.

Figure 16 shows the median level and average structure of CEO compensation from 
1980-1992, based on Hall and Liebman (1998). Total grant-date compensation is 
defined as the sum of salaries, bonuses, and the grant-date value of stock options using 
the Black and Scholes (1973) formula. The annual sample size varies between 365 and 
432 firms, and is representative of the population of the large US firms. The percentage 
composition is defined by dividing the average salary and bonus (or options) by the 
average total compensation for each year.89 As shown in the figure, inflation-adjusted 

89  The percentage compositions in Figure 16 are not strictly comparable to those in Figure 4 or Figure 15, 
and overstate the percentage of compensation in options relative to the methodology used elsewhere in 
this study.
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median pay levels doubled from 1980 to 1992 from $946,000 to $1,800,000. The 
increase in pay primarily reflects the increase in stock option grants, which accounted 
for nearly half of total aggregate CEO pay by 1992.

Although the takeover and LBO market had been largely shut down by political 
forces, investors and executives began recognizing that value is created through reducing 
excess capacity or by reversing ill-advised diversification programs. As emphasized by 
Holmstrom and Kaplan (2001), stock options allowed executives to share in the value 
created by internal restructurings: “Shareholder value became an ally and not an enemy”.

3.6.3 Controversial Pay Leads to Sweeping New Disclosure Rules
Between October 13-19, 1987, the Dow Jones Average dropped nearly 800 points (from 
2508 to 1738), losing 30% of its value in a week. Executive stock options, which had 
only recently become an important part of pay, were suddenly underwater. Companies 
responded by repricing existing options or by significantly increasing the size of their 
post-crash option grants (Saly, 1994).

The October 1987 crash turned out to be short-lived: by August 1989 the Dow 
Jones reached an all-time high of 2735, hitting 3000 by July 1990. Stock options issued 
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both before and after the crash were well in the money and becoming exercisable. Large 
manufacturing firms—still sorting out the excess capacity issues of the 1970s—were 
downsizing and laying off workers, to the delight of shareholders but attracting the ire 
of Congress, labor unions, and the media. The combination of valuable options, robust 
stock markets, and the 1990-1991 recession provided the perfect recipe for a populist 
attack on executive pay.

The CEO pay debate achieved international prominence during the 1990-1991 
recession. The controversy heightened with the November 1991 introduction of Graef 
Crystal’s (1991) exposé on CEO pay, In Search of Excess, and exploded following 
President George H. W. Bush’s pilgrimage to Japan in January 1992 (accompanied by an 
entourage of highly paid US executives). What was meant to be a plea for Japanese trade 
concessions dissolved into accusations that US competitiveness was hindered by its 
excessive executive compensation practices as attention focused on the huge pay dis-
parities between top executives in the two countries.90

In response to growing outrage, legislation was introduced in the House of 
Representatives disallowing deductions for compensation exceeding 25 times the lowest-
paid worker, and the Corporate Pay Responsibility Act was introduced in the Senate to 
give shareholders more rights to propose compensation-related policies. The SEC pre-
empted the pending Senate bill in February 1992 by requiring companies to include 
non-binding shareholder resolutions about CEO pay in company proxy statements,91 and 
announced sweeping new rules in October 1992 affecting the disclosure of top executive 
compensation in the annual proxy statement. Among other changes, the SEC’s new 1992 
disclosure rules required companies to produce (a) a Summary Compensation Table sum-
marizing the major components of compensation received by the CEO and other highly 
paid executives over the past three years; (b) tables describing option grants, option hold-
ings, and option exercises in greater detail; (c) a chart showing the company’s stock-price 
performance relative to the performance of the market and their peer group over the 
prior five fiscal years; and (d) a report by the compensation committee describing the 
company’s compensation philosophy. Overall, the new rules dramatically increased the 
information available about stock option grants and holdings, and the performance graph 
cemented the idea that the objective of the firm was to create shareholder value.

3.7 The Stock Option Explosion (1992–2001)
As shown in Figure 17 (and Figures 3 and 4), the median pay for CEOs in S&P 500 
firms more than tripled between 1992 and 2001, driven by an explosion in the use of 
stock options. CEO incentive compensation in the early 1990s was split about evenly 

90 “SEC to Push for Data on Pay of Executives,” Wall Street Journal (1992).
91  “Shareholder Groups Cheer SEC’s Moves on Disclosure of Executive Compensation,” Wall Street Journal 

(1992).
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between options and accounting-based bonuses. By 1996, options had become the 
largest single component of CEO compensation in S&P 500 firms, and the use of 
options was even greater in smaller firms (and especially high-tech start-ups). By 2000, 
stock options accounted for more than half of total compensation for a typical S&P 
500 CEO.

The escalation of stock-option grants cannot be explained by a single factor. Instead, 
I believe that there are six main factors that fueled the explosion in stock options:

•	 Shareholder pressure for equity-based pay;
•	 SEC holding-period rules;
•	 Clinton’s $1 million deductibility cap;
•	 Accounting rules for options;
•	 SEC option disclosure rules;
•	 NYSE listing requirements.

In this section, I will discuss each of these factors in rough chronological order 
(referring to prior discussions when appropriate), and indicate how they contributed to 
the option explosion.
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3.7.1 Shareholder Pressure for Equity-Based Pay
As discussed in Section 3.6.2, the decline in takeover activity in the late 1980s cor-
responded to the rise in shareholder activism. This new breed of activists—including 
many of the largest state pension funds—demanded increased links between CEO 
pay and shareholder returns. The activists were joined by academics such as Jensen 
and Murphy (1990a), who famously (or infamously) argued “It’s not how much you 
pay, but how that matters.” Jensen and Murphy (1990b) showed that CEOs of large 
companies were paid like bureaucrats, in the sense that they were primarily paid 
for increasing the size of their organizations, received small rewards for superior 
performance, even smaller penalties for failures, and that the bonus components of 
the pay packages showed very little variability, less even then the variability of the 
pay of rank-and-file employees. They concluded that compensation committees and 
boards should focus primarily on the incentives provided by the pay package rather 
than the level of pay, and were joined by shareholder activists such as the United 
Shareholders Association in advocating more stock ownership and more extensive 
use of stock options.

Companies responded by taking Jensen and Murphy’s mantra a bit too literally: 
adding increasingly generous grants of stock options on top of already competitive pay 
packages, without any reduction in other forms of pay and showing little concern about 
the resulting inflation in pay levels.

3.7.2 SEC Holding–Period Rules
When an executive exercises a non-qualified stock option, the executive pays the 
exercise price and owes income tax on the gain. As discussed in Section 3.5.4, SEC 
rules in effect May 1991 required executives to hold shares acquired from exercising 
stock options for at least six months. The executive could defer the taxes during the 
six-month holding period (leading many executives to exercise after June 30, pushing 
the tax liability to the following year), but would still owe taxes on the gain on the 
exercise date even if stock prices fell over the subsequent six months. This rule implies 
that executives cannot finance the exercise by selling shares acquired in the exercise, and 
executives exercising stock options therefore faced both significant short-run cash-flow 
problems (from paying the exercise price) and increased risk.

Before May 1991, the SEC defined the exercise of an option as a “stock purchase” 
reportable by corporate insiders on Form 4 within 10 days following the month of 
the transaction. On May 1, 1991, in response to demands for more transparency of 
option grants, the SEC defined the acquisition rather than the exercise of the option as 
the reportable stock purchase. As a consequence of this change, the six-month hold-
ing period required by the Securities Act’s “short-swing profit” rule now begins when 
options are granted, and not when executives acquire shares upon exercise. Therefore, 
as long as the options are exercised more than six months after they are granted, the 
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executive is free to sell shares immediately upon exercise. This ruling significantly 
increased the value of the option from the standpoint of the recipient.

3.7.3 The Clinton $1 Million Deductibility Cap
The controversy over CEO pay became a major political issue during the 1992 US 
presidential campaign.92 Bill Clinton promised to end the practice of allowing compa-
nies to take unlimited tax deductions for excessive executive pay; Dan Quayle warned 
that corporate boards should curtail some of the exorbitant salaries paid to corporate 
executives that were unrelated to productivity; Bob Kerry called it unacceptable for 
corporate executives to make millions of dollars while their companies were posting 
losses; Paul Tsongas argued that excessive pay was hurting America’s ability to compete 
in the international market; and Pat Buchanan argued “you can’t have executives run-
ning around making $4 million while their workers are being laid off.”

After the 1992 election, president-elect Clinton reiterated his promise to define 
compensation above $1 million as unreasonable, thereby disallowing deductions for all 
compensation above this level for all employees. Concerns about the loss of deduct-
ibility contributed to an unprecedented rush to exercise options before the end of the 
1992 calendar year, as companies urged their employees to exercise their options while 
the company could still deduct the gain from the exercise as a compensation expense.93 
In anticipation of the loss of deductibility, large investment banks accelerated their 1992 
bonuses so that they would be paid in 1992 rather in 1993. In addition, several publicly 
traded Wall Street firms, including Merrill Lynch, Morgan Stanley, and Bear Stearns, 
announced that they consider returning to a private partnership structure if Clinton’s 
plan were implemented.94

By February 1993, President Clinton backtracked on the idea of making all compen-
sation above $1 million unreasonable and therefore non-deductible, suggesting that 
exemptions would be granted if the company could meet (not yet developed) federal 
standards proving that the executive improved the firm’s productivity.95 In April, details 
of the considerably softened plan began to emerge.96 As proposed by the Treasury 
Department and eventually approved by Congress as part of the Omnibus Budget 
Reconciliation Act of 1993, Section 162(m) of the tax code applies only to public firms 
and not to privately held firms, and applies only to compensation paid to the CEO and 

92  “Politics and Policy—Campaign ‘92: From Quayle to Clinton, Politicians are Pouncing on the Hot Issue 
of Top Executive’s Hefty Salaries,” Wall Street Journal (1992).

93  Chronicle Staff and Wire Reports, “Big Earners cashing in now: fearful of Clinton’s tax plans, they rush 
to exercise their options,” San Francisco Chronicle (1992).

94  Siconolfi, “Wall Street is upset by Clinton’s support on ending tax break for ‘excessive’ pay,” Wall Street 
Journal (1992).

95  Freudenheim, “Experts see tax curbs on executives’ pay as more political than fiscal,” New York Times 
(1993), Ostroff, “Clinton’s Economic Plan Hits Taxes, Payrolls and Perks,” (1993).

96 Greenhouse, “Deduction proposal is softened,” New York Times (1993).
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the four highest-paid executive officers as disclosed in annual proxy statements (compen-
sation for all others in the firm is fully deductible, even if in excess of the million-dollar 
limit). More importantly, Section 162(m) does not apply to compensation considered 
performance-based for the CEO and the four highest-paid people in the firm.

Performance-based compensation, as defined under Section 162(m), includes com-
missions and pay based on the attainment of one or more performance goals, but only 
if (1) the goals are determined by an independent compensation committee consisting 
of two or more outside directors, and (2) the terms of the contract (including goals) are 
disclosed to shareholders and approved by shareholders before payment. Stock options 
generally qualify as performance based, but only if the exercise price is no lower than 
the market price on the date of grant. Base salaries, restricted stock vesting only with 
time, and options issued with an exercise price below the grant-date market price do 
not qualify as performance based.

Under the IRS definition, a bonus based on formula-driven objective performance 
measures is considered performance based (so long as the bonus plan has been approved 
by shareholders), while a discretionary bonus based on ex post subjective assessments is 
not considered performance based (because there are not predetermined performance 
goals). However, the tax law has been interpreted as allowing negative but not positive 
discretionary payments: the board can use its discretion to pay less but not more than 
the amount indicated by a shareholder-approved objective plan.

In enacting Section 162(m), Congress used (or abused) the tax system to target a 
small group of individuals (the five highest-paid executives in publicly traded firms) and 
to punish shareholders of companies who pay high salaries. Indeed, the stated objec-
tive of the proposal that evolved into Section 162(m) was not to increase tax revenues 
but rather to reduce the level of CEO pay. For example, the House Ways and Means 
Committee described the congressional intention behind the legislation:

Recently, the amount of compensation received by corporate executives has been the subject of 
scrutiny and criticism. The committee believes that excessive compensation will be reduced if the 
deduction for compensation (other than performance-based compensation) paid to the top 
executives of publicly held corporations is limited to $1 million per year.97

Ironically, although the objective of the new IRS Section 162(m) was to reduce 
excessive CEO pay levels by limiting deductibility, the ultimate result (similar to what 
happened in response to the golden parachute restrictions) was a significant increase in 
CEO pay. First, since compensation associated with stock options is generally consid-
ered performance-based and therefore deductible (as long as the exercise price is at or 
above the grant-date market price), Section 162(m) encouraged companies to grant 
more stock options. Second, while there is some evidence that companies paying base 
salaries in excess of $1 million lowered salaries to $1 million following the enactment of 

97 1993 US Code Congressional and Administrative News 877, as cited in Perry and Zenner (2001).
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Section 162(m) (Perry and Zenner, 2001), many others raised salaries that were below 
$1 million to exactly $1 million (Rose and Wolfram, 2002). Finally, companies subject to 
Section 162(m) typically modified bonus plans by replacing sensible discretionary plans 
with overly generous formulas (Murphy and Oyer, 2004).

It is difficult to argue with the principle that companies should only be able to 
deduct compensation expenses for services rendered. However, the $1 million reason-
ableness standard is inherently arbitrary and has not been indexed for either inflation 
(+60% from 1993 to 2011) or changes in the market for executive talent: compensa-
tion plans that seemed excessive in 1993 are considered modest by current standards. 
More importantly, Section 162(m) disallows deductions for many value-increasing plan 
designs. For example, Section 162(m) disallows deductions for restricted stock or for 
options issued in the money, even when such grants are accompanied by an explicit 
reduction in base salaries. In addition, Section 162(m) disallows deductions for discre-
tionary bonuses based on a board’s subjective assessment of value creation. I suspect that 
many compensation committees have welcomed the tax-related justification for not 
incorporating subjective assessments in executive reward systems. After all, no one likes 
receiving unfavorable performance evaluations, and few directors enjoy giving them. It 
is therefore not surprising that directors are often unwilling to devote the time, per-
sonal effort and courage to provide accurate, frank and effective performance appraisals 
of CEOs and other top executives. But, by failing to make the appraisals, directors are 
breaching one of their most important duties to the firm.

Moreover, Section 162(m) has distorted the information companies give to share-
holders. In particular, in order to circumvent restrictions on discretionary bonuses, 
companies have created a formal shareholder-approved plan that qualifies under the 
IRS Section 162(m) while actually awarding bonuses under a different shadow plan 
that pays less than the maximum allowed under the shareholder-approved plan. These 
shadow plans often have little or nothing to do with the performance criteria specified 
in the shareholder-approved plans. As a consequence, the bonus plans and the perfor-
mance metrics described in company proxy statements are not necessarily reflective of 
the actual formulas and performance measures used to determine bonuses.

Finally, it is worth noting that Section 162(m) is highly discriminatory, applying only 
to the compensation received by the top five executive officers, and applying only to 
publicly traded companies and not to private firms or partnerships. Ultimately, arbitrary 
and discriminatory tax rules such as Section 162(m) have increased the cost imposed on 
publicly traded corporations and have made going-private conversions more attractive.

3.7.4 There’s (Still) No Accounting for Options
The 1972 APB Opinion 25—which defined the accounting treatment for stock options 
as the spread between the market and exercise price on the grant-date—pre-dated Black 
and Scholes (1973), which offered the first formula for computing the value of a traded 

558



Kevin J. Murphy280

call option. Academic research in option valuation exploded over the next decade, and 
financial economists and accountants became increasingly intrigued with using these 
new methodologies to value, and account for, options issued to corporate executives 
and employees.

In 1984, the Financial Accounting Standards Board (FASB) floated the idea that 
companies account for employee stock options using the so-called minimum value 
approach.98 By June 1986, the FASB idea had evolved into a proposal with the impor-
tant change that the accounting charge would be based on the fair market value (e.g. 
the Black–Scholes value) and not a minimum value. The proposal was vehemently 
opposed by all of the Big Eight accounting firms, the American Electronics Association 
(including more than 2800 corporate members), the Financial Executives Institute, the 
Pharmaceutical Manufacturers Association, and the National Venture Capital 
Association.99 Many of the criticisms focused on the complexity of the Black–Scholes 
formula, as exemplified by the following quote from Joseph E. Connor, chairman of 
Price Waterhouse:

Corporate America rightfully is skeptical of any standard that depends upon complex pricing 
models that provide partial and debatable answers. Yet after two years of fruitless efforts, the FASB 
persists in trying to turn this ivory-tower notion into a usable standard. The compensation element 
is a mirage, tempting to the imagination but impossible to touch. The board should turn its atten-
tion to more productive areas.100

Ultimately, and without fanfare, FASB tabled its 1986 proposal before submitting an 
exposure draft.

In late 1991, Senator Carl Levin (D-Michigan) attempted to bypass FASB by intro-
ducing the Corporate Pay Responsibility Act requiring companies to take a charge to 
their earnings to reflect the cost of option compensation packages; as noted in Section 
3.6.3, the bill also directed the SEC to require more disclosure for stock option arrange-
ments in company proxy statements. Although Levin’s bill was ultimately shelved, it 
provided pressure for renewed FASB focus on option expensing.

98  The minimum value approach is identical to the value of a forward contract to purchase a share of stock 
at some date in the future at a pre-determined price (that is, an option without the option to refrain from 
buying when the price falls below the exercise price). For example, the minimum value of an option on 
a non-dividend-paying stock is calculated as the current stock price minus the grant-date present value 
of the exercise price. Thus, the value of a ten-year option granted with an exercise price of $30 when the 
grant-date market price was $25 would be V = $25 - $30/(1+r)10, where r is the risk-free rate.

99  See, for example, Rudnitsky and Green, “Options Are Free, Aren’t They?”, Forbes, (August 26, 1985), 
Gupta and Berton, “Start-up Firms Fear Change in Accounting,” Wall Street Journal (1986), Gupta and 
Berton, “Start-up Firms Fear Change in Accounting,” Wall Street Journal (1986), Fisher, “Option Proposal 
Criticized,” New York Times (1986), Eckhouse, “Tech Firms’ Study: Accounting Rule Attacked,” San 
Francisco Chronicle (1987).

100 Connor, “There’s No Accounting for Realism at the FASB,” Wall Street Journal (1987).
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In April 1992, FASB voted 7-0 to endorse an accounting charge for options, and 
issued a formal proposal in 1993. The proposal created a storm of criticism among busi-
ness executives, high-tech companies, accountants, compensation consultants, the 
Secretary of the Treasury, and shareholder groups.101 In March 1994, more than 4000 
employees from 150 Silicon Valley firms rallied against the accounting change, calling 
on the Clinton Administration to block the proposal because it would restrict job cre-
ation and economic growth. Even President Clinton, usually a critic of high executive 
pay, waded into the debate by expressing that it would be unfortunate if FASB’s proposal 
inadvertently undermined the competitiveness of some of America’s most-promising 
high-tech companies.102 In the aftermath of the overwhelmingly negative response, 
FASB announced it was delaying the proposed accounting change by at least a year, and 
in December 1994 it dropped the proposal.

In 1995, FASB issued a compromise rule, FAS 123, which recommended but did not 
require that companies expense the fair-market value of options granted (using Black–
Scholes or a similar valuation methodology). However, while FASB allowed firms to 
continue reporting under APB Opinion 25, it imposed the additional requirement that 
the value of the option grant would be disclosed in a footnote to the financial statements. 
Predictably, only a handful of companies adopted FASB’s recommended approach. As I 
will discuss below in Section 3.8.4, it wasn’t until the accounting scandals in the early 
2000s that a large number of firms voluntarily began to expense their option grants.

The accounting treatment of options promulgated the mistaken belief that options 
could be granted without any cost to the company. This view was wrong, of course, 
because the opportunity or economic cost of granting an option is the amount the 
company could have received if it sold the option in an open market instead of giving 
it to employees. Nonetheless, the idea that options were free (or at least cheap) was 
erroneously accepted in too many boardrooms. Options were particularly attractive in 
cash-poor start-ups (such as in the emerging new economy firms in the early 1990s), 
which could compensate employees through options without spending any cash. 
Indeed, providing compensation through options allowed the companies to generate 
cash, since when options were exercised, the company received the exercise price and 
could also deduct the difference between the market price and exercise price from its 
corporate taxes. The difference between the accounting and tax treatment gave option-
granting companies the best of both worlds: no accounting expense on the company’s 
books, but a large deduction for tax purposes. When coupled with the May 1991 rule 

101  See, for example, Berton, “Business chiefs try to derail proposal on stock options,” Wall Street Journal (1992), 
Harlan and Berton, “Accounting Firms, Investors Criticize Proposal on Executives’ Stock Options,” Wall 
Street Journal (1992), “Bentsen Opposes FASB On Reporting Stock Options,” Wall Street Journal (1993), 
Berton, “Accounting Rule-Making Board’s Proposal Draws Fire,” Wall Street Journal (1994), Harlan, “High 
Anxiety: Accounting Proposal Stirs Unusual Uproar In Executive Suites,” Wall Street Journal (1994).

102 “Clinton Enters Debate Over How Companies Reckon Stock Options,” Wall Street Journal (1993).
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eliminating holding requirements after exercise, stock options had important perceived 
advantages over all other forms of compensation.

As both an illustration of how accounting affects compensation decisions, and as an 
interesting episode in its own right, consider how a change in accounting rules affected 
option repricing. On December 4, 1998, FASB announced that repriced options issued 
on or after December 15, 1998 would be treated under “variable accounting”, meaning 
that the company would take an accounting charge each year for the repriced option 
based on the actual appreciation in the value of the option. FASB issued its final rule in 
March 2000 as FASB Interpretation No. 44, or FIN 44, indicating that FASB did not 
consider this a new rule but rather a re-interpretation of an old rule. In particular, FASB 
reasoned that the “fixed accounting” under APB Opinion 25 (in which the option 
expense was equal to the spread between the market and exercise price on the first 
date when both the number of options granted and the exercise price become known 
or fixed) did not apply to companies that have a policy of revising the exercise price.

Companies with underwater options rushed to reprice those options in the 12-day 
window between December 4–15, 1998.103 Indeed, Carter and Lynch (2003) document 
a dramatic increase in repricing activities during the short window, followed by dramatic 
declines; Murphy (2003) shows that repricings virtually disappeared after the accounting 
charge. Many companies with declining stock prices circumvented the accounting 
charge on repriced options by canceling existing options and re-issuing an equal num-
ber of options after waiting six months or more. But this replacement is not neutral. It 
imposes substantial risk on risk-averse employees since the exercise price is not known 
for six months and can conceivably be above the original exercise price. In addition, 
canceling and reissuing stock options in this way provides perverse incentives to keep 
the stock-price down for six months so that the new options will have a low exercise 
price. All of this scrambling to avoid an accounting charge!

3.7.5 SEC Option Disclosure Rules
The most widely debated issue surrounding the SEC’s 1992 disclosure rules was how 
stock options would be valued in both the Summary Compensation Table and in the 
Option Grant table. The SEC wanted a total dollar cost of option grants so that the 
components in the Summary Compensation Table could be added together to yield a 
value for total compensation, and lobbied for calculating option cost using a Black and 
Scholes (1973) or related approach. The SEC’s proposal was vehemently opposed by 
high option-granting firms (especially from the Silicon Valley and Boston’s 128 corri-
dor) and (more surprisingly) by compensation consulting and accounting firms. 
Ultimately, a compromise was struck: the Summary Compensation Table would include 

103  Johnston, “Fast Deadline On Options Repricing: As of Next Tuesday, It’s Ruled an Expense,” New York 
Times (1998).
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the number, but not the cost, of options granted, thus defeating the SEC’s objective of 
reporting a single number for total compensation. In addition, companies would have a 
choice in the Option Grant Table to report either the Black–Scholes grant-date cost or 
the potential cost of options granted (under the assumption that stock prices grow at 5% 
or 10% annually during the term of the option).104

From the perspective of many boards and top executives who perceive options to 
be nearly costless, or indeed deny that options have value when granted, the only way 
they can quantify the options they award is by the number of options granted. The focus 
on the quantity rather than the cost of options is further solidified by the SEC’s 1992 
disclosure rule and also by institutions that monitor option plans. For example, under 
the current listing requirements of the New York Stock Exchange and the National 
Association of Security Dealers (NASD), companies must obtain shareholder approval 
for the total number of options available to be granted, but not for the cost of options 
to be granted. Advisory firms (such as Institutional Shareholder Services) often base 
their shareholder voting recommendations on the option “overhang” (that is, the num-
ber of options granted plus options remaining to be granted as a percent of total shares 
outstanding), and not on the opportunity cost of the proposed plan. Therefore, boards 
and top executives often implicitly admit that the number of options granted imposes a 
cost on the company, while at the same time denying that these options have any real 
dollar cost to the company.

The focus on the quantity rather than the cost of options granted helps explain a 
puzzling result in the executive pay literature (e.g. Hall and Murphy, 2003): the near-
perfect correlation between the S&P 500 Index and average grant-date CEO pay.  
Figure 18 depicts the correlation between the S&P 500 Index and average CEO pay 
between 1970 and 2011. As shown in the figure, while “non-equity compensation” is at 
most weakly related to the performance of the overall stock market, total compensation 
was almost perfectly correlated until 2003, when the “bull market” from 2003-2007 was 
associated with relatively modest increases in average CEO pay.

We would expect realized compensation to vary with the overall market, since 
the gains from exercising non-indexed stock options will naturally increase with the 
market. But the compensation data in Figure 18 are based on the grant-date cost of the 
options, and not the amounts realized from exercising options. If compensation com-
mittees focused on the grant-date cost of options, we would expect the number of 
options granted to decrease when share prices increase, and would expect no systematic 

104  Based on a sample of approximately 600 large companies granting options to their CEOs during fiscal 
1992, Murphy (1996) shows that about one-third of the companies reported grant-date values, while 
the remaining two-thirds reported potential values. Companies with higher dividend yields and lower 
volatilities (both factors that decrease Black–Scholes values) were significantly more likely to report 
Black–Scholes rather than potential values.
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correlation between the average pay and average market returns. However, if compen-
sation committees focused on the number of options (e.g. granting the same number 
of options each year, as opposed to the same “value” of options each year), we would 
obtain the pattern in Figure 18. Because the grant-date Black–Scholes cost of an option 
is approximately proportional to the level of the stock price, awarding the same number 
of options after a doubling of stock prices amounts to doubling the cost of the option 
award. Therefore, if the number of options granted stayed constant over time, the cost 
of the annual option grants would have risen and fallen in proportion to the changes 
in stock prices.

If my interpretation of the data is correct, then the focus on the quantity (rather than 
cost) of options changed around 2002–2003. As I will argue below in Section 3.8.4, 
companies began voluntarily expensing the cost of options in 2002, both in response 
to the recent accounting scandals and in anticipation of mandated expensing in 2006. 
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In addition, in 2006 the SEC changed its disclosure rules to require option costs (rather 
than the number of options) in the Summary Compensation Table.

3.7.6 New York Stock Exchange Listing Requirements
Another contributing factor to the explosion in stock options—both to top execu-
tives and lower-level employees—was a 1998 change or “clarification” to New York 
Stock Exchange (NYSE) listing requirements. Under listing rules in affect at the time, 
companies needed shareholder approval for equity plans covering top-level executives, 
but did not need approval for broad-based plans. While the SEC had not been clear on 
how “broad-based” was defined, the general understanding was that such plans involved 
equity or option grants to employees below the executive level.

In January 1998, the NYSE quietly filed with the SEC a proposal clarifying defini-
tion of a “broad-based” plan as any plan in which (1) at least 20% of the company’s 
employees were eligible to participate, and (2) at least half of the eligible employees were 
neither officers nor directors. The definition was a “safe harbor” (i.e. sufficient but not 
necessary): plans meeting the two criteria were presumed to be broadly based (and 
therefore could be introduced without shareholder approval), while plans falling outside 
these parameters would be considered on a case-by-case basis. The SEC received no 
letters questioning the proposed rule during the “public comment” period, and the rul-
ing was approved and took effect on April 8, 1998. The final ruling was a surprise to 
shareholder advocates and institutions, who admitted to being embarrassed to have 
missed the proposal filing, and furious that it had been “buried” in the federal register 
and listed as a “cryptic notice” on the SEC’s website.105 Many observers speculated that 
the new rule was designed to lure NASDAQ companies to the NYSE, and most feared 
it would “open the floodgates” for executive stock options, since companies could avoid 
a shareholder vote by rolling their management plans into new broader-based plans. 
Consistent with my conclusions in Section 3.7.5, shareholder criticism focused exclu-
sively on the dilutive effect of the option plans, on not on the transfer of value from 
shareholders to employees.

The NYSE—facing a barrage of criticism over its new rule—reopened the com-
ment period (this time receiving 166) and created a task force to consider the new 
comments and make further suggestions. In June 1999, based on the recommendations 
of the task force, the NYSE issued “interim” new rules. Under the revised rules, the 
majority of the firm’s non-exempt (e.g. non-managerial) employees (rather than 20% of 
all employees) must be eligible to participate, and the majority of options granted must 
go to non-officers (rather than the majority of the participants being non-officers). The 
new rule was an “exclusive test” rather than a safe harbor.

105  Bryant, “New Rules on Stock Options By Big Board Irk Investors,” New York Times (1998), Scipio, 
“NYSE Opens Option Loop Hole,” Investor Relations Business (1998).

564



Kevin J. Murphy286

The new rules were enacted as companies faced growing political pressure to push 
grants to managers and employees at lower levels in the organization.106 Several bills that 
encouraged broad-based stock option plans were introduced in Congress, including the 
Employee Stock Option Bill of 1997 (H.R. 2788) to ease the restrictions on qualified 
Incentive Stock Options granted to rank-and-file workers. At the same time, employees 
clamored for broad-based grants, but only if the company would promise that other 
components of their compensation would not be lowered. As a result of these pressures, 
the number and cost of options granted grew substantially.

Figure 19 shows the average annual option grants as a fraction of total common shares 
outstanding. In 1992, the average S&P 500 company granted its employees options on 
about 1.1% of its outstanding shares. In 2001, in spite of the bull market that increased 
share prices (that, in turn, increased the value of each granted option), the average S&P 
500 company granted options to its executives and employees on 2.6% of its shares. By 
2005, annual grants as a fraction of outstanding shares fell below 1995 levels to 1.3%.

106  See, for example, Flanigan, “It’s Time for All Employees to Get Stock Options,” Los Angeles Times 
(1996), who argued that all employees should receive options if top executives receive options.
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Figure 20 shows the average inflation-adjusted grant-date values of options awarded 
by the average firm in the S&P 500 from 1992-2005.107 Over this decade, the value of 
options granted increased from an average of $27 million per company in 1992 to 
nearly $300 million per company in 2000, falling to $88 million per company in 2005. 
Ignored in the news coverage and controversy over stock options awarded to CEOs and 
the next four highest-paid executives is the fact that employees and executives ranked 
below the top five have received between 85% and 90% of the total option awards.

Over the 14-year 1992–2005 time period, the average S&P 500 company awarded 
nearly $1.6 billion worth of options to its executives and employees (or nearly $800 

107  Options granted to lower-level executives and employees are estimated by dividing the options granted 
to the proxy-named executives by the percentage of all options that are granted to the proxy-named 
executives. Under the disclosure rules after 2006, the SEC no longer requires companies to report the 
percentage of all option awards that went to the proxy-named executives, and therefore my estimates 
of grants across the company end in 2005.
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billion across all 500 companies). What is generally unappreciated is that in this process 
the average S&P 500 company transferred through options approximately 25.6% of its 
total outstanding equity to its executives and employees.108

Broad-based option grants were particularly generous in “new economy” firms and 
in firms below the S&P 500. Hall and Murphy (2003) show that the average new-
economy firm in the S&P 500, S&P MidCap 400 and S&P SmallCap 600 granted 
options on 5.8% of its stock annually to employees below the top five between 1993 and 
2001 (compared to only 2.3% annually in “old economy” firms). In 2000 alone, the 
average employee (below the top five) in the new-economy sector received options 
with a Black–Scholes value of $32000.109

The backlash against the explosion in option grants grew following the 2000 burst 
in the Internet bubble, when companies granted even more options at a lower price 
so that employees were not penalized for poor performance. Shareholder activists con-
cerned about dilution pressured the NYSE to reconsider their rules. In late 2002, the 
NYSE and NASDAQ passed uniform new rules requiring shareholder approval for all 
equity plans, with no exemption for broad-based plans. The new rules—which also 
required shareholder approval for option repricings—were approved by the SEC and 
went into effect in July 2003.

3.8 The Accounting and Backdating Scandals (2001–2007)
3.8.1 Accounting Scandals and Sarbanes-Oxley
Accounting scandals erupted across corporate America during the early 2000s, destroy-
ing the reputations of once-proud firms such as Enron, WorldCom, Qwest, Global 
Crossing, HealthSouth, Cendant, Rite-Aid, Lucent, Xerox, Tyco International, Adelphia, 
Fannie Mae, Freddie Mac, and Arthur Andersen. In the midst of these scandals, Congress 
quickly passed the sweeping Sarbanes-Oxley Act in July 2002, setting or expanding 
standards for accounting firms, auditors, and boards of directors of publicly traded 
companies. The Act was primarily focused on accounting irregularities and not on 
compensation. However, Congress could not resist the temptation to use the new law 
to further regulate executive pay.

First, in direct response to the forgiveness of certain corporate loans given to execu-
tives at Tyco International, Section 402 of Sarbanes-Oxley prohibited all personal loans 
to executives and directors, regardless of whether such loans served a useful and 

108  The 25% calculation simply sums the annual percentages in Figure 19. This calculation overstates the trans-
fer of equity to the extent that some options are forfeited or expire worthless, and understates the transfer 
of equity to the extent that the overall base of shares expands as options are exercised or as the company 
offers additional shares.

109  The average grant value is determined by dividing the total value of grants in each industry (after 
excluding grants to the top five executives) by the total number of employees in the industry.
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legitimate business purpose. For example, prior to Sarbanes-Oxley, companies would 
routinely offer loans to executives to buy company stock, often on a non-recourse basis 
so that the executive could fulfill the loan obligations by returning the purchased 
shares.110 Similarly, companies attracting executives would routinely offer housing sub-
sidies in the form of forgivable loans, a practice made unlawful under the new regula-
tions.111 Finally, Sarbanes-Oxley is viewed as prohibiting company-maintained cashless 
exercise programs for stock options, where an executive exercising options can use some 
of the shares acquired to finance both the exercise price and income taxes due upon 
exercise.112

Second, Section 304 of Sarbanes-Oxley requires CEOs and CFOs to reimburse the 
company for any bonus or equity-based compensation received, and any profits realized 
from selling shares, in the twelve months commencing with the filing of financial state-
ments that are subsequently restated as a result of corporate misconduct. This “claw-
back” provision of Sarbanes-Oxley—which was subsequently extended in the TARP 
legislation and Dodd–Frank Financial Reform Act discussed below—was notable 
mostly for its ineffectiveness. Indeed, in spite of the wave of accounting restatements that 
led to the initial passage of Sarbanes-Oxley, the first individual clawback settlement 
under Section 304 did not occur until more than five years later, when UnitedHealth 
Group’s former CEO William McGuire was forced to return $600 million in compen-
sation.113 The SEC became more aggressive in 2009, launching two clawback cases 
(CSK Auto and Diebold, Inc.) where the targeted executives were not accused of  
personal wrongdoing.114

110  Indeed, it is easy to show that a traditional at-the-money stock option is equivalent to a non-recourse 
loan to purchase company stock at a zero interest rate with no down payment. Loans to purchase stock 
that carry a positive interest rate or require an executive down payment are less costly to grant than 
traditional options, and deliver better incentives by both forcing executives to invest some of their own 
money in the venture and only providing payouts when the stock price appreciates by at least the inter-
est charged on the loan. It is unfortunate that Congress prohibited these types of plans.

111  Offering housing subsidies in the form of loans that are forgiven with the passage of time is preferable 
to a lump-sum subsidy, since the company can avoid paying the full subsidy if the executive leaves the 
firm before the loan is repaid or fully forgiven.

112  Technically, cashless exercise programs are implemented by offering the executive a short-term bridge 
loan to finance the purchase of the shares, followed by open-market transactions to sell some of the 
shares to repay the loan. Subsequent to Sarbanes-Oxley, executives exercising options have turned to 
conventional banks for bridge-loan financing, significantly increasing the transaction costs and further 
diluting the shares outstanding (since under company-maintained programs, the company need only 
issue the net number of shares and not the full number of shares under option).

113  Plitch, “Paydirt: Sarbanes-Oxley A Pussycat On ‘Clawbacks’,” Dow Jones Newswires (2006), Bowe and 
White, “Record Payback over Options,” Financial Times (2007).

114  Berman, “The Game: New Frontier For the SEC: The Clawback,” Wall Street Journal (2010), Korn, 
“Diebold to Pay $25 Million Penalty,” Wall Street Journal(2010).
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Finally, Section 403 of Sarbanes-Oxley required that executives disclose new grants 
of stock options within two business days of the grant; before the Act options were not 
disclosed until 10 days after the end of the month when the option was granted. As 
discussed in the next section, this provision had the unintended but ultimately beneficial 
effect of curbing option backdating for top executives more than two years before the 
existence of backdating was discovered.

3.8.2 Option Backdating
In 2005, academic research by University of Iowa professor Erik Lie and subsequent 
investigations by the Wall Street Journal unearthed a practice that became known as 
option backdating.115 Under this practice, companies deliberately falsified stock option 
agreements so that options granted on one date were reported as if granted on an earlier 
date when the stock price was unusually low—commonly the lowest price in the quar-
ter or in the year. Thus, options that were reported as granted at the money (that is, with 
an exercise price equal to the market price on the reported grant-date) were in reality 
granted in the money (that is, with an exercise price well below the market price on 
the actual grant-date). This unsavory practice violates federal disclosure rules, account-
ing and tax laws, and often violated the company’s own stock-option policies, as 
follows:
•	 Under	SEC	rules	in	effect	since	1993,	companies	granting	options	with	an	exercise	

price different from the fair market price on the grant-date are required to disclose 
this information to shareholders. Thus, companies backdating options should have 
informed shareholders that the options were actually issued with an exercise price 
less than the fair market value on the actual grant-date.

•	 As	discussed	 in	Sections	3.5.3 and 3.7.4, under FASB rules in effect before 2006, 
companies would typically face an accounting charge for stock options only if the 
exercise price was set lower than the grant-date market price. Thus, companies 
that backdated options reported no accounting expense when the actual account-
ing expense should have been the spread between the market and exercise price 
(amortized over the vesting period of the option). Companies backdating options 
are therefore not only falsifying option agreements, they are committing accounting 
fraud.

•	 As	discussed	in	Section	3.7.3, compensation for proxy-named executives in excess 
of $1 million is deductible only if the compensation is performance based under the 

115  Key references include Lie (2005), Heron and Lie (2006b), Heron and Lie (2006a), Maremont, 
“Authorities probe improper backdating of options: Practice allows executives to bolster their stock 
gains; a highly beneficial pattern,” Wall Street Journal (2005), Forelle and Bandler, “Backdating probe 
widens as two quit Silicon Valley firm; Power Integrations Officials leave amid options scandal; 10 
companies involved so far,” Wall Street Journal (2006), Forelle, “How Journal Found Options Pattern,” 
Wall Street Journal (2006), “Hot Topic: Probing Stock-Options Backdating,” Wall Street Journal(2006).
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definition of IRS Section 162(m). In order for payments related to stock options to 
be considered performance based, the options must meet several criteria including 
having an exercise price that is at least as high as the grant-date market price.116 
Thus, assuming that the affected executives are subject to the $1 million threshold, 
companies that backdated options are taking deductions for compensation that is 
not deductible.

•	 Finally,	 most	 shareholder-approved	 stock	 option	 agreements	 include	 provisions	
specifying that option exercise prices must be no less than 100% of the market price 
on the date of grant. Thus, companies with such provisions that backdate options are 
violating their own internal policies.
The Wall Street Journal’s crusade against backdating triggered SEC investigations into 

more than 140 firms. By August 2009, the SEC had filed civil charges against 24 com-
panies and 66 individuals for backdating-related offenses, and at least 15 people had 
been convicted of criminal conduct.117 In May 2007, Comverse Technology’s former 
general counsel, William Sorin, pleaded guilty to a conspiracy charge and became the 
first corporate executive sent to prison for backdating executive and employee stock 
options; his boss (Comverse’s founder and former CEO Kobi Alexander) fled to 
Namibia and is fighting extradition while remaining on the FBI’s most wanted list.118 
In January 2008, Brocade’s former CEO, Gregory Reyes, became the first executive to 
go to trial and be convicted on backdating charges; Reyes was sentenced to 21 months 
in prison and ordered to pay a $15 million fine. Brocade’s former human resource 
executive was also convicted.119 Reyes’ conviction was thrown out by the US Court of 
Appeals in 2009, citing prosecutorial misconduct, but he was retried, reconvicted, and 
resentenced to 18 months in prison in June 2010.120 In addition to the SEC civil and 
criminal charges, scores of companies have restated their financials based on internal 
investigations into backdating, and many have settled class action or derivative suits 
brought by shareholders.

Some backdating cases were obvious in retrospect, such as Cablevision’s award of 
backdated options to its vice chairman after his death in 1999.121 In most cases, however, 

116  If the amount of compensation the employee will receive under the grant or award is not based solely 
on an increase in the value of the stock after the date of grant or award (e.g. in the case of restricted 
stock, or an option that is granted with an exercise price that is less than the fair-market value of the 
stock as of the date of grant), none of the compensation attributable to the grant or award is qualified 
performance-based compensation. Internal Revenue Service, Section 1.162–27.

117 Maremont, “Backdating Likely More Widespread,” Wall Street Journal(2009).
118  Bray, “Former Comverse Official Receives Prison Term in Options Case,” Wall Street Journal (2007), 

“Fugitive Mogul’s Rent Coup,” New York Post (2009).
119 Scheck and Stecklow, “Brocade Ex-CEO Gets 21 Months in Prison,” Wall Street Journal (2008).
120 Egelko, “18 months for ex-Brocade CEO,” San Francisco Chronicle (2010).
121  See Grant, Bandler and Forelle, “Cablevision Gave Backdated Grant To Dead Official,” Wall Street Journal 

(2006).
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executives would often go to considerable lengths to hide the backdating practices from 
the company’s auditors, shareholders, and tax authorities. For example, in its investiga-
tion of backdating at Sycamore Networks, the SEC uncovered an internal menu that 
discussed ways to alter employees hire dates so they could get options with lower exer-
cise prices, and also evaluated the risk that the changes might be discovered by audi-
tors.122 Executives at Mercury Interactive used WhiteOut to alter the dates on option 
documents, and joked about magic backdating ink.123

As noted above in Section 3.8.1, changes in reporting requirements in 2002 essentially 
put an end to option backdating for top-level executives more than two years before aca-
demics and the media uncovered the practice. Between May 1992 and August 2002, option 
grants for corporate insiders were typically not disclosed until 10 days after the end of the 
month when the option was granted, providing substantial opportunity for manipulating 
grant-dates. In August 2002, as part of the Sarbanes-Oxley Act, the SEC required executives 
receiving options to disclose those grants within two business days after the grant was made. 
Heron and Lie (2006a) and Narayanan and Seyhun (2005) show that the abnormal run-up 
in stock prices following reported grant-dates (which they interpret as evidence of backdat-
ing) declined substantially after the new reporting rules, thus suggesting that the Sarbanes-
Oxley Act had the unintended (but desirable) effect of stemming backdating practices.124

By 2010, the SEC’s investigations and prosecutions of backdating had wound down. 
New disclosure rules introduced in 2006 were designed to identify new backdating 
cases by requiring companies to report not only exercise prices for option grants, but 
also the grant-date market price, date of grant, and the date that the board approved the 
grant.125 While there is no accepted count of the number of companies engaged in 
backdating (beyond the 24 companies formally charged by the SEC or the approxi-
mately 150 companies that have restated financials after internal investigations revealed 
backdating126), academic research has suggested that the practice was widespread. Based 
on statistical analysis of exercise prices, Edelson and Whisenant (2009) estimate that as 
many as 800 firms engaged in the practice; other estimates have been as high as 2000.127

122  Hechinger and Bandier, “In Sycamore Suit, Memo Points to Backdating Claims,” The Wall Street Journal 
(2006). The internal memo is available at Sycamore Networks (2001).

123  See Lee, “Option lawsuit give up details: Shareholders suing Mercury Interactive over timing of grants,” 
San Francisco Chronicle (2007).

124  The reporting requirements under Sarbanes-Oxley apply only to executive officers and directors, and 
there is evidence from SEC investigations that some companies continued backdating for lower-level 
employees subsequent to the August 2002. However, since grants to such employees are not publicly 
disclosed, it has not been possible to perform a comprehensive analysis of the practice.

125  In the proxy disclosure rules in effect between 1993 and 2006, companies were required to report the 
expiration date for new grants, but not the grant date.

126  Nicklaus, “Scandal left both sides sullied: Backdating undermined confidence, but some ‘good guys’ 
overreached,” St. Louis Post-Dispatch (2010).

127 Ryst, “How To Clean Up A Scandal,” BusinessWeek.com (2006).
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In retrospect, while issuing options with exercise prices below grant-date market 
prices can be part of an efficient compensation structure, it is difficult to defend the 
practice of backdating and the ex post manipulation and falsification of grant-dates. 
However, it is also difficult to defend the SEC’s aggressiveness in prosecuting and 
criminalizing what would seem to be relatively minor books and records infractions. 
Consider the following:
•	 There	 is	nothing	 illegal	about	setting	exercise	prices	 to	the	 lowest	price	observed	

during a month or quarter (or any other price), as long as the company appropriately 
discloses the practice and (based on FASB rules in effect before 2006) records an 
accounting expense equal to the difference between the exercise price and the mar-
ket price on the true grant-date. In practice, however, very few firms issue options 
with exercise prices below market prices precisely because of the accounting charge 
associated with such options.

•	 Companies	 charged	 with	 backdating	 have	 restated	 their	 financials	 to	 reflect	 the	
actual spread between the exercise and market price. However, this remedy misses 
the point: the relevant alternative to backdating was not issuing in-the-money 
options and taking an accounting charge, but rather issuing a larger number of 
at-the-money options and avoiding the accounting charge. Therefore, under this 
relevant alternative, there would be no change in reported accounting expenses or 
earnings, but there would be an increase in the number of options granted.

•	 There	is	no	evidence	to	my	knowledge	that	companies	engaged	in	backdating	sys-
tematically overpaid lower-level employees receiving such grants, thus no evidence 
that backdating was associated with a large transfer of wealth from shareholders to 
employees.128

The SEC prosecuted backdating cases with a zeal usually reserved for hardened 
criminals. Executives associated with backdating schemes were charged with myriad 
crimes, including filing false documents, securities fraud, and conspiracy to commit 
securities fraud. KB Homes former CEO Bruce Karatz, for example, faced up to 415 
years in prison if convicted on all backdating-related charges including 15 counts of 
mail, wire, and securities fraud, four counts of making false statements in SEC filings, 
and one count of lying to his company’s accountants. Mr. Karatz was ultimately con-
victed in April 2010 on two counts of mail fraud, one count each of making false state-
ments in SEC filings and to his accountants and faced up to 80 years in prison.129 
Ultimately, however, Mr. Karatz was sentenced to five years probation (including eight 
months of house arrest), a $1 million fine and 2,000 hours of community service.

128  Bebchuk, Grinstein, and Peyer (2010) show that CEOs receiving lucky grants (which they define as 
grants with exercise prices set at the lowest price during the grant month) have higher total compensa-
tion than CEOs without lucky grants.

129 Wotapka, “Former CEO At KB Home Is Convicted,” Wall Street Journal (2010).
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The SEC’s record of successful convictions has been far from perfect. Its suit against 
Michael Shanahan for backdating at Engineered Support Systems was dismissed mid-
trial when the judge determined that the SEC’s case provided no evidence of fraud. 
Similarly, the SEC’s high-profile case against Broadcom was dismissed amid claims of 
significant prosecutorial misconduct and lack of criminal intent.130

3.8.3 Enron and Section 409(A)
Enron, like many other large companies, allowed mid-level and senior executives to 
defer portions of their salaries and bonuses through the company’s non-qualified 
deferred compensation program. When Enron filed for Chapter 11 bankruptcy pro-
tection in December 2002, about 400 senior and former executives became unse-
cured creditors of the corporation, eventually losing most (if not all) of the money 
in their accounts.131 However, just before the bankruptcy filing, Enron allowed a 
small number of executives to withdraw millions of dollars from their deferred 
compensation accounts. The disclosure of these payments generated significant out-
rage (and law suits) from Enron employees who lost their money, and attracted the 
ire of Congress.

As a direct response to the Enron situation, Section 409(A) was added to the Internal 
Revenue Code as part of the American Jobs Creation Act of 2004. In essence, the objec-
tives of Section 409(A) were to limit the flexibility in the timing of elections to defer 
compensation in nonqualified deferred compensation programs, to restrict withdrawals 
from the deferred accounts to pre-determined dates (and to prohibit the acceleration of 
withdrawals), and to prevent executives from receiving severance-related deferred com-
pensation until six months after severance. Section 409(A) imposes taxes on individuals 
with deferred compensation as soon as the amounts payable under the plan are no lon-
ger subject to a substantial risk of forfeiture. Individuals failing to pay taxes in the year 
the amounts are deemed to no longer be subject to the substantial forfeiture risk owe a 
20% excise tax and interest penalties on the amount payable (even if the individual has 
not received or may never receive any of the income).

One of the notable features of Section 409(A) is that it significantly broadens the 
definition of deferred compensation. For example, annual bonuses or reimbursement 
of expenses paid more than two and a half months after the close of the fiscal year 
are considered deferred compensation subject to Section 409(A). Similarly, supple-
mental executive retirement plans (SERPs), phantom stock awards, stock appreciation 
rights, split-dollar life insurance arrangements, and individual employment agreements 

130 Henning, “Behind the Fade-Out of Options Backdating Cases,” New York Times (2010).
131  Barboza, “Enron’s Many Strands: Executive Compensation. Enron paid some, not all, deferred compen-

sation,” New York Times (2002).
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allowing deferral of compensation or severance awards are also (under some circum-
stances) considered deferred compensation subject to Section 409(A).

While developed as a response to the Enron situation, Section 409(A) was still being 
drafted when the option backdating scandals came to light. As a result, Congress defined 
discount options (i.e. options with an exercise price below the market price on the date 
of grant) as deferred compensation subject to Section 409(A). In particular, Section 
409(A) requires discount options to have a fixed exercise date (that is, a date in the 
future when the option must be exercised). Unless the option holder pre-commits to 
the future date when the option will be exercised, the holder is subject to a 20% penalty 
tax, in additional to regular income tax, plus possible interest and other penalties, regard-
less of whether the option is ever exercised.132 The new rule applied retroactively to 
options granted before 2005 but not vested as of December 31, 2004, and was explicitly 
designed to penalize senior executives receiving backdated options.

3.8.4 Accounting for Options (Finally!) and the Rise of Restricted Stock
The first decade of the new century have brought several important changes in the 
level and composition of CEO pay. As shown in Figure 21, median grant-date total 
CEO pay in the S&P 500 declined from $9.3 million in the peak year of 2001 to $9.0 
million in 2011, representing the first prolonged stagnation in CEO pay since the early 
1970s. The decrease in pay primarily reflects both a substantial decline in the grant-
date value of stock options, and a shift in the industry composition of the S&P 500. In 
2001, the value of stock options at the award date accounted for 53 percent of the pay 
for the typical S&P 500 CEO. By 2011, options accounted for only 21 percent of total 
pay. Moreover, the decline in stock option grants in the early 2000s has been associated 
with an increase in stock grants, which accounted for 36% of average pay by 2011 (up 
from only 8% in 2001). The stock grants include a mixture of traditional restricted stock 
(vesting only with the passage of time) and performance shares (where vesting is based 
on performance criteria).

Figure 22 shows the percentage of S&P 500 companies that made stock option or 
restricted stock grants to their CEOs between 1992 and 2011. The percentage of compa-
nies granting options to their CEOs in each year increased from about 63% in 1992 to 87% 
by 2001, falling to 68% in 2011. Over the same time period, the percentage of companies 

132  IRS guidance has not been clear with respect to the amount subject to the additional 20% penalty. For 
example, Morrison and Foerster (http://www.mofo.com/news/updates/files/update02204.html) has 
advised its clients that the amount subject to the penalty could be any of the following:the difference 
between the exercise price and the fair market value of the stock subject to the option measured on 
the date of grant of the option;the difference between the exercise price and the fair market value of 
the stock subject to the option measured on the date the shares subject to the option vest; the difference 
between the exercise price and the fair market value of the stock subject to the option measured on 
the date of exercise;the Black-Scholes value of the option measured on the date of grant of the option; 
orthe Black-Scholes value of the option measured on the date the shares subject to the option vest.
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making restricted stock or performance-share grants more than tripled from 25% to 82%. 
The trend suggests a substitution of stock grants for stock options, although more than half 
of the S&P 500 CEOs have received both options and restricted stock annually since 2006.

One obvious explanation for the drop in stock options and the rise in restricted 
stock since the early 2000s is the stock market crash associated with the burst of the 
Internet Bubble in 2000 and exacerbated by the terrorist attacks on the World Trade 
Center in 2001. In particular, the sharp market-wide decline in stock prices in the early 
2000s left many outstanding options underwater and lowered executive expectations 
for the future increases in their company’s stock prices. Indeed, in many cases, including 
Microsoft and Cablevision, current outstanding (but out-of-the-money) options were 
cancelled and replaced with restricted stock, often at terms very favorable to executives. 
Executives will naturally prefer restricted stock to options when they have low expecta-
tions for future firm performance. While restricted stock will always retain some value 
as long as the firm is valued at greater than its liabilities, executives often expect that 
options granted in a declining market are likely to expire worthless.

Indeed, stock options have always become more popular when stock markets 
are trending upward (i.e. bull markets) and less popular when markets trend down 
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(i.e. bear markets). As documented throughout this history of CEO pay, almost every 
recession over the past 60 years has been associated with a reduced use of stock options, 
and during the lackluster 1970s many firms replaced their option plans with new 
accounting-based bonus plans designed to provide more predictable payouts. However, 
the spike in the importance of restricted shares in 2006 (rising in Figure 21 from 17% 
to 26% of total pay from 2005) in a year with robust stock-market performance (the 
Dow Jones increased by 16% in 2006) suggests that the decline in stock options in favor 
of restricted shares reflects more than market trends. I believe the answer largely reflects 
changes in the accounting treatment of options.

The scandals that erupted across corporate America during the early 2000s focused 
attention on the quality of accounting disclosures, which in turn renewed pressures 
for companies to report the expense associated with stock options on their account-
ing statements. Before 2002, only a handful of companies had elected to expense 
options under FAS123; the remainder elected to account for options under the old 
rules (where there was typically no expense). In the summer of 2002, several dozen 
firms announced their intention to expense options voluntarily; more than 150 firms 
had elected to expense options by early 2003 (Aboody, Barth, and Kasznik, 2004). 
Moreover, shareholder groups (most often representing union pension funds) began 
demanding shareholder votes on whether options should be expensed; more than 
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150 shareholder proposals on option expensing were submitted during the 2003 and 
2004 proxy season (Ferri and Sandino, 2009). By late 2004, about 750 companies had 
voluntarily adopted or announced their intention to expense options. In December 
2004, FASB announced FAS123R which revised FAS123 by requiring all US firms to 
recognize an accounting expense when granting stock options, effective for fiscal years 
beginning after June 15, 2005.

In addition to requiring an accounting expense for all options granted after June 
15, 2005, FAS123R required firms to record an expense for options granted before 
this date that were not yet vested (or exercisable) as of this date. To avoid taking an 
accounting charge for these outstanding options, many firms accelerated vesting of 
existing options so that all options were exercisable by June 15, 2005 (Choudhary 
et al., 2009).

Under the accounting rules in place since 1972 (and continuing under FAS123R), 
companies granting traditional restricted stock (vesting only with the passage of 
time) recognize an accounting expense equal to the grant-date value of the shares 
amortized over the vesting period. Under FAS123R, the expense for stock options 
is similar to that of shares of stock: companies must recognize an accounting expense 
equal to the grant-date value of the options amortized over the period when the 
option is not exercisable. Option expensing (whether voluntarily under FAS123, or 
by law under FAS123R) significantly leveled the playing field between stock and 
options from an accounting perspective. As a result, companies reduced the number 
of options granted to top executives (and other employees), and greatly expanded the 
use of restricted shares.

The new accounting rules also facilitated another change long desired by share-
holder advocates: a switch from traditional time-lapse restricted stock to “performance 
shares” that vest only upon achievement of accounting- or market-based performance 
goals. Angelis and Grinstein (2011), for example, report that 52% of the 2007 restricted 
stock awards for CEOs in the S&P 500 were performance-based.

Under the 1972 rules, performance shares were expensed using “variable” rather 
than “fixed” accounting, meaning that the company would record an expense based on 
the grant-date stock price, and then record additional expenses reflecting the apprecia-
tion or depreciation of the performance share up until the date that the performance 
hurdle was achieved. Therefore, if the stock price increased between the grant and the 
achievement of the performance hurdle (which is typically the case), the accounting 
expense for performance shares was higher than the accounting expense for traditional 
time-lapse restricted stock. In contrast, under FAS123R fair-market-value accounting, 
the expense for performance shares is generally less than the expense for traditional 
restricted stock, because the company can take into account the severity of the per-
formance hurdles when estimating the fair-market value. In addition, while traditional 
restricted stock is considered non-performance-related under IRS Section 162(m) (and 
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thus subject to the $1 million deductibility cap), performance shares can be structured 
to be fully deductible.

3.8.5 Conflicted Consultants and CEO Pay133

Most large companies rely on executive compensation consultants to make recommen-
dations on appropriate pay levels, to design and implement short-term and long-term 
incentive arrangements, and to provide survey and competitive-benchmarking informa-
tion on industry and market pay practices. In addition, consultants are routinely asked to 
opine on existing compensation arrangements and to give general guidance on change-
in-control and employment agreements, as well as on complex and evolving accounting, 
tax, and regulatory issues related to executive pay.

Critics seeking explanations for high executive pay have increasingly accused these 
consultants as being (partly) to blame for the perceived excesses in pay. Concerns over 
the role of consultants led the SEC – as part of their 2006 overhaul of proxy disclosure 
rules – to require companies to identify any consultants who provided advice on execu-
tive or director compensation; to indicate whether or not the consultants are appointed 
by the companies’ compensation committees; and to describe the nature of the assign-
ments for which the consultants are engaged.

Initial results from the 2007 proxy season appeared to buttress the concerns of the 
critics. An October 2007 report issued by the Corporate Library, “The Effect of 
Compensation Consultants” (Higgins, 2007) concluded that companies using consul-
tants offer significantly higher pay than companies not using consultants.134 However, 
the cross-sectional correlation between CEO pay and the use of consultants does not 
imply that the consultants caused the high pay; it is equally plausible that companies with 
high pay are most likely to seek the advice of consultants. Indeed, Armstrong, Ittner, and 
Larcker (2012) find no evidence of differences in pay between a sample of firms using 
consultants and a matched sample of firms not using consultants. Similarly, based on a 
time-series of 2006-2009 data, Murphy and Sandino (2012) find no evidence that firms 
increase pay after retaining consultants.

The SEC’s disclosure requirements were followed by Congressional hearings and 
a December 2007 report from the US House of Representatives Committee on 
Oversight and Government Reform, “Executive Pay: Conflicts of Interest Among 
Compensation Consultants” (Waxman, 2007). The Congressional hearings focused on 
consultants offering a full range of compensation, benefits, actuarial and other human 
resources services in addition to executive pay. The provision of these other services cre-
ates a potential conflict of interest because the decisions to engage the consulting firm 

133 This section draws heavily from Murphy and Sandino (2010, 2012).
134  Academic studies based on the first year of consultant disclosures – including Cadman, Carter, and Hillegeist 

(2010), Armstrong, Ittner, and Larcker (2012) and (early versions of) Murphy and Sandino (2010) – also 
documented significantly higher pay in companies using consultants.
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in these more-lucrative corporate-wide consulting areas are often made or influenced 
by the same top executives who are benefited or harmed by the consultant’s executive 
pay recommendations.

In response to the Congressional concerns, the SEC expanded its disclosure rules in 
2009 to require firms to disclose fees paid to their executive compensation consultants 
whenever the consultants received more than $120,000 for providing any other services 
to the firm beyond those related to executive and director pay. The SEC exempted from 
these requirements firms that retain at least one compensation consultant that works 
exclusively for the board, and also exempted disclosing consultants that affect executives’ 
and directors’ compensation only through providing advice related to broad-based plans 
that do not discriminate executives and/or directors from other employees. As discussed 
below in Section 3.10.2, the SEC disclosure rules were further expanded in 2012 (as 
part of the implementation of the Dodd–Frank Act) to require firms to disclose whether 
the work of the consultant has raised any conflict if interest and, if so, the nature of the 
conflict and how the conflict is being addressed.

The initial and expanded SEC disclosure rules were introduced without any evidence 
that “conflicted consultants” were, indeed, complicit in perceived pay excesses. Based on 
the initial year of consultant disclosures, Cadman, Carter, and Hillegeist (2010) find no 
evidence that CEO pay is related to consultant conflicts of interest. Based on similar data 
(supplemented with IRS and Department of Labor data identifying actuarial service 
providers), Murphy and Sandino (2010) find some evidence that CEO pay is modestly 
higher in firms where consultants provide other services. However, in subsequent time-
series analyses, Murphy and Sandino (2012) show that the relation between conflicted 
consultants and CEO pay had become statistically and economically insignificant by 2008.

While the evidence suggests, at most, a modest link between conflicted consultants 
and CEO pay, the SEC disclosure requirements have resulted in dramatic changes in 
the compensation consulting industry. The largest full-service consulting firms in 2006 
(Towers Perrin, Mercer, Hewitt, and Watson Wyatt) have experienced significant declines 
in market share among their S&P 500 clients, while the largest non-integrated firms 
focused only on executive compensation (Frederick Cook and Co. and Pearl Meyer) 
have increased market share. In addition, many of the top consultants from the full-
service firms left to create their own “boutique” firms focused on advising boards. For 
example, consultants from Towers Perrin and Watson Wyatt formed Pay Governance, 
consultants from Hewitt formed Meridian Compensation Partners, and consultants 
from Mercer formed Compensation Advisory Partners. The full-service firms have also 
consolidated: Towers Perrin and Watson Wyatt merged to create TowersWatson, while 
Hewitt was acquired by Aon.

As discussed by Murphy and Sandino (2010), the experience of the full-service 
consulting firms closely parallels the experience of accounting firms offering both 
auditing and consulting services. Concerns regarding conflicts when accounting firms 
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offered services beyond auditing led not only to the Sarbanes-Oxley Act and to detailed 
disclosures of fees charged for auditing and non-auditing businesses, but also to the 
practice of companies avoiding using their auditors for other services. This practice has 
defined the industry, in spite of the fact that the auditors (with their vast firm-specific 
knowledge) might be the efficient provider of such services, and notwithstanding the 
fact that there was no direct evidence that these potential conflicts actually translated 
into misleading audits.

3.9 Pay Restrictions for TARP Recipients (2008–2009)
3.9.1 The Emergency Economic Stabilization Act (EESA)
On September 19, 2008—at the end of a tumultuous week on Wall Street that included 
the Lehman Brothers bankruptcy and the hastily arranged marriage of Bank of America 
and Merrill Lynch—Treasury Secretary Paulson asked Congress to approve the 
Administration’s plan to use taxpayers’ money to purchase “hundreds of billions” in 
illiquid assets from US financial institutions.135 Paulson’s proposal contained no con-
straints on executive compensation, fearing that restrictions would discourage firms 
from selling potentially valuable assets to the government at relatively bargain prices.136 
Limiting executive pay, however, was a long-time top priority for Democrats and some 
Republican congressmen, who viewed the “Wall Street bonus culture” as a root cause 
of the financial crisis. Congress rejected the bailout bill on September 30, but reconsid-
ered three days later after a record one-day point loss in the Dow Jones Industrial 
Average and strong bipartisan Senate support. The Emergency Economic Stabilization 
Act (EESA) was passed by Congress on October 3rd, and signed into law by President 
Bush on the same day.

When Treasury invited (or, in some cases, coerced) the first eight banks to participate 
in TARP, a critical hurdle involved getting the CEOs and other top executives to waive 
their rights under their existing compensation plans. At the time, the proposed restric-
tions seemed serious. For example, while Section 304 of the 2002 Sarbanes-Oxley Act 
required clawbacks of certain executive ill-gotten incentive payments, the Act only cov-
ered the CEO and chief financial officer (CFO), and only covered accounting restate-
ments. While applying only to TARP recipients (Sarbanes-Oxley applied to all firms), 
the October 2008 EESA covered the top-five executives (and not just the CEO and 
CFO), and covered a much broader set of material inaccuracies in performance metrics. 
In addition, EESA lowered the IRS cap on deductibility for the top-five executives from 
$1 million to $500,000, and applied this limit to all forms of compensation (and not 

135  Solomon and Paletta, “US Bailout Plan Calms Markets, But Struggle Looms Over Details”, Wall Street 
Journal (2008).

136 Hulse and Herszenhorn, “Bailout Plan Is Set; House Braces for Tough Vote”, New York Times(2008).
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just non-performance-based pay). EESA also prohibited new golden parachutes agree-
ments for the Top 5 executives, and capped payments under existing plans to 300% of 
the executives’ average taxable compensation over the prior five years.

In a semantic change that will confuse students of executive compensation for years 
to come, EESA also formally defined “golden parachutes” as amounts paid in “the event 
of an involuntary termination, bankruptcy filing, insolvency, or receivership”. Previously, 
the term “golden parachute” had referred exclusively (if not pejoratively) to payments 
made in connection with a change in control. Under IRS Section 280(G) (discussed 
above in Section 3.6.1), change-in-control payments exceeding 300% of executives’ 
average taxable compensation over the prior five years were subject to significant tax 
penalties. Thus, EESA not only explicitly capped payments, but substantially expanded 
the events characterized as golden parachutes.

3.9.2 The American Reinvestment and Recovery Act (ARRA) Amends EESA
In January 2009, reports began surfacing that Merrill Lynch distributed $3.6 billion in 
bonuses to its 36,000 employees just before the completion of the merger with Bank 
of America: the top 14 bonus recipients received a combined $250 million, while the 
top 149 received $858 million (Cuomo, 2009). The CEOs of Bank of America and the 
former Merrill Lynch (neither of whom received a bonus for 2008) were quickly hauled 
before Congressional panels outraged by the payments, and the Attorney General of 
New York launched an investigation to determine if shareholders voting on the merger 
were misled about both the bonuses and Merrill’s true financial condition. The SEC 
joined in with its own civil complaint, which sued the Bank of America but not its 
individual executives, and the bank agreed to settle for $33 million. However, a few 
weeks later a federal judge threw out the proposed settlement, insisting that individual 
executives be charged and claiming that the settlement did not comport with the most 
elementary notions of justice and morality.137 In February 2010, the judge relented and 
reluctantly approved the settlement after it had been increased to $150 million.138

By the time the Merrill Lynch bonuses were revealed, the country had a new 
President, a new Congress, and new political resolve to punish the executives in the 
companies perceived to be responsible for the global meltdown. Indicative of the mood 
in Washington, Senator McCaskill (D-Missouri) introduced a bill in January 2009 that 
would limit total compensation for executives at bailed-out firms to $400,000, calling 
Wall Street executives “a bunch of idiots who were kicking sand in the face of the 
American taxpayer”.139

137  Scannell, Rappaport, and Bravin, “Judge Tosses Out Bonus Deal—SEC Pact With BofA Over Merrill 
Is Slammed; New York Weighs Charges Against Lewis,” Wall Street Journal (2009).

138 Fitzpatrick, Scannell, and Bray, “Rakoff Backs BofA Accord, Unhappily,” Wall Street Journal (2010).
139  Andrews and Bajaj, “Amid Fury, US Is Set to Curb Executives’ Pay After Bailouts,” New York Times 

(2009).
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On February 4, 2009, President Obama’s administration responded with its own 
proposal for executive-pay restrictions that distinguished between failing firms requir-
ing exceptional assistance and relatively healthy firms participating in TARPs Capital 
Purchase Program. Most importantly, the Obama Proposal for exceptional assistance 
firms (which specifically identified AIG, Bank of America, and Citigroup) capped 
annual compensation for senior executives to $500,000, except for restricted stock 
awards (which were not limited, but could not be sold until the government was repaid 
in full, with interest). In addition, for exceptional-assistance firms the number of execu-
tives subject to clawback provisions would be increased from 5 under EESA to 20, and 
the number of executives with prohibited golden parachutes would be increased from 
5 to 10. In addition, the next 25 highest-paid executives would be prohibited from 
parachute payments that exceed one year’s compensation.

Moreover—in response to reports of office renovations at Merrill Lynch, corporate 
jet orders by Citigroup, and corporate retreats by AIG—the Obama Proposal stipulated 
that all TARP recipients adopt formal policies on luxury expenditures. Finally, the 
Obama Proposal required all TARP recipients to fully disclose their compensation poli-
cies and allow nonbinding Say-on-Pay shareholder resolutions.140

In mid-February 2009, separate bills proposing amendments to EESA had been 
passed by both the House and Senate, and it was up to a small conference committee 
to propose a compromise set of amendments that could be passed in both chambers. 
On February 13—as a last-minute addition to the amendments—the conference chair-
man (Senator Chris Dodd) inserted a new section imposing restrictions on executive 
compensation that were opposed by the Obama administration and severe relative 
to both the limitations in the October 2008 version and the February 2009 Obama 
Proposal. Nonetheless, the compromise was quickly passed in both chambers with little 
debate and signed into law as the American Recovery and Reinvestment Act of 2009 
by President Obama on February 17, 2009.

Table 1 compares the pay restrictions under the original 2008 EESA bill, the 2009 
Obama Proposal, and the 2009 ARRA (which amended Section 111 of the 2008 
EESA). While the clawback provisions under the original ESSA covered only the top-
five executives (up from only two in SOX), the Dodd Amendments extended these 
provisions to 25 executives and applied them retroactively.141 In addition, while the 

140  TARP recipients not considered exceptional assistance firms could waive the disclosure and Say-on-Pay 
requirements, but would then be subject to the $500,000 limit on compensation (excluding restricted 
stock).

141  The number of executives covered by the Dodd Amendments varied by the size of the TARP bailout, 
with the maximum number effective for TARP investments exceeding $500 million. As a point of refer-
ence, the average TARP firm among the original eight recipients received an average of $20 billion in 
funding, and virtually all the outrage over banking bonuses have involved banks taking well over $500 mil-
lion in government funds. Therefore, I report results assuming that firms are in the top group of recipients.
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Table 1 Comparison of Pay Restrictions in EESA (2008), Obama Proposal (2009), and ARRA (2009)

A. Limits on Pay Levels and Deductibility

Pre-EESA (IRS §162(m) (1994)) Limits deductibility of top-5 executive pay to 
$1000,000, with exceptions for performance-
based pay.

EESA (2008) All TARP Recipients Limits deductibility of top-5 executive pay 
to $500,000, with no exceptions for perfor-
mance-based pay.

Obama (2009) Exceptional Assistance Firms In addition to deductibility limits, cash pay is 
capped at $500,000; additional amounts can be 
paid in restricted shares vesting after govern-
ment paid back.

Obama (2009) Other TARP Recipients Same as exceptional assistance firms, but pay 
caps can be waived if firm offers full disclosure 
of pay policies and a non-binding Say-on-Pay 
vote.

ARRA (2009) All TARP Recipients In addition to deductibility limits, disallows all 
incentive payments, except for restricted stock 
capped at no more than one-half base salary. 
No caps on salary.

B. Golden Parachutes

Pre-EESA (IRS §280G (1986)) Tax penalties for change-in-control-related 
payments exceeding 3 times base pay.

EESA (2008) Auction Program No new severance agreements for Top 5.
EESA (2008) Capital Purchase Program No new severance agreements for Top 5, and 

no payments for top 5 executives under exist-
ing plans exceeding 3 times base pay.

Obama (2009) Exceptional Assistance Firms No payments for Top 10; next 25 limited to 1 
times base pay.

Obama (2009) Other TARP Recipients No payments for top 5 executives under exist-
ing plans exceeding 1 times base pay.

ARRA (2009) All TARP Recipients No payments for Top 10. Disallows all pay-
ments (not just excess payments).

C. Clawbacks

Pre-EESA (Sarbanes-Oxley (2002)) Covers CEO and CFO of publicly traded 
firms following restatements

EESA (2008) Auction Program No new provisions.
EESA (2008) Capital Purchase Program Top 5 executives, applies to public and private 

firms, not exclusively triggered by restatement, 
no limits on recovery period, covers broad 
material inaccuracies (not just accounting 
restatements).

Obama (2009) All TARP Recipients Same as above, but covers 20 executives.
ARRA (2009) All TARP Recipients Covers 25 executives for all TARP participants, 

retroactively.
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original ESSA disallowed severance payments in excess of 300% of base pay for the top 
five executives, the Dodd Amendments covered the top 10 executives and disallowed all 
payments (not just those exceeding 300% of base). Most importantly, the Dodd 
Amendments allowed only two types of compensation: base salaries (which were not 
restricted in magnitude), and restricted stock (limited to grant-date values no more than 
half of base salaries). The forms of compensation explicitly prohibited under the Dodd 
amendments for TARP recipients include performance-based bonuses, retention 
bonuses, signing bonuses, severance pay, and all forms of stock options.

Finally, the Dodd amendments imposed mandatory Say-on-Pay resolutions for all 
TARP recipients. In early 2009—not long after the Dow Jones Industrial Average hit 
its crisis minimum at about 6500—shareholders had an opportunity to provide a non-
binding vote of approval on the 2008 compensation received by the top executives at 
the TARP recipients (i.e. compensation for the year when these firms allegedly dragged 
the economy into a financial crisis). As an interesting historical footnote, none of the 
TARP recipients received a majority vote against its executive compensation levels and 
policies.

As another interesting historical footnote: while almost all attempts to regulate 
executive compensation have produced negative unintended side affects, the Dodd 
Amendments produced a positive one. In particular, many TARP recipients found the 
draconian pay restrictions sufficiently onerous that they hurried to pay back the govern-
ment in time for year-end bonuses.

As draconian as the Dodd Amendments (triggered by the Merrill Lynch payments) 
were, things were about to get worse. The second flash point for outrage over bonuses 
involved insurance giant American International Group (AIG), which had received over 
$170 billion in government bailout funds, in large part to offset over $40 billion in credit 
default-swap losses from its Financial Products unit. In March 2009, AIG reported it 
was about to pay $168 million as the second installment of $450 million in contractu-
ally obligated retention bonuses to employees in the troubled unit. (The public outrage 
intensified after revelations that most of AIGs bailout money had gone directly to its 
trading partners, including Goldman Sachs ($13 billion), Germanys Deutsche Bank 
($12 billion), and France’s Société Générale ($12 billion)). The political fallout was swift 
and furious: in the week following the revelations seven bills were introduced in the 
House and Senate aimed specifically at bonuses paid by AIG and other firms bailed out 
through TARP:
•	 H.R.	 1518,	 the	Bailout	Bonus	Tax	Bracket	Act	 of	 2009	 imposed	 a	 100%	 tax	 on	

bonuses over $100,000.
•	 H.R.	1527	imposed	an	additional	60%	tax	(on	top	of	35%	ordinary	income	tax)	on	

bonuses exceeding $100,000 paid to employees of businesses in which the federal 
government has an ownership interest of 79% or more. (Not coincidentally, the 
government owned 80% of AIG when the bill was introduced).
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•	 H.R.	 1575,	 the	 End	 Government	 Reimbursement	 of	 Excessive	 Executive	
Disbursements Act (i.e. the End GREED Act) authorized the Attorney General to 
seek recovery of and limit excessive compensation.

•	 H.R.	 1577,	 the	AIG	 Bonus	 Payment	 Bill	 required	 the	 Secretary	 of	Treasury	 to	
implement a plan within two weeks to thwart the payment of the AIG bonuses, and 
required Treasury approval of any future bonuses by any TARP recipient.

•	 H.R.	1586	sought	to	impose	a	90%	income	tax	on	bonuses	paid	by	TARP	recipients;	
employees would be exempt from the tax if they returned the bonus in the year 
received.

•	 S.	651,	the	Compensation	Fairness	Act	of	2009,	imposed	a	70%	excise	tax	(half	paid	
by the employee and half by the employer) for any bonus over $50,000 paid by a 
TARP firm.

•	 H.R.	1664,	 the	Pay	 for	Performance	Act	of	 2009	prohibited	 any	 compensation	
payment (under existing as well as new plans) if such compensation: (1) is deemed 
unreasonable or excessive by the Secretary of the Treasury; and (2) includes 
bonuses or retention payments not directly based on approved performance mea-
sures. The bill also created a Commission on Executive Compensation to study 
and report to the President and Congress on the compensation arrangements at 
TARP firms.

Most of these bills were either stalled in committees or failed in a vote, although 
many features of H.R. 1664 were incorporated into the July 2010 Dodd–Frank Wall 
Street Reform bill discussed below. Therefore, the reason to list the bills above is not for 
their ultimate relevance to policy, but rather as evidence of Congressional outrage and 
a political resolve to punish Wall Street for its bonus practices.

While details on the compensation of the five highest-paid executive officers are 
publicly disclosed and widely available, banks have historically been highly secretive 
about the magnitude and distribution of bonuses for its traders and investment bank-
ers. Indeed, since the SEC disclosure rules only apply to executive officers, the banks can 
have non-officer employees making significantly more than the highest-paid officers. 
Following the Merrill Lynch and AIG revelations, New York Attorney General Andrew 
Cuomo subpoenaed bonus records from the nine original TARP recipients, argu-
ing that New York law allows creditors to challenge any payment by a company if 
the company did not get adequate value in return. His report—published in late July 
2009—was provocatively titled: No Rhyme or Reason: The Heads I Win, Tails You Lose 
Bank Bonus Culture.

Table 2 summarizes the distribution of bonuses for the nine original TARP recipi-
ents, based on data from the Cuomo (2009) report. The table shows, for example, that 
738 Citigroup employees received bonuses over $1 million, and 124 received over $3 
million, in a year when the bank lost nearly $30 billion. The 2008 bonus pools exceeded 
annual earnings in six of the nine banks; in aggregate the banks paid $32.6 billion in 
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bonuses while losing $81.4 billion in earnings. Not surprising, the Cuomo report fur-
ther fueled outrage over Wall Street bonuses on both Main Street and in Washington.

3.9.3 Treasury Issues Final Rules and Appoints a Pay Czar
The Dodd Amendments were signed into law with the understanding that the US 
Treasury would work out the implementation details. In June 2009, Treasury issued its 
rulings, along with the simultaneous creation of the Office of the Special Master of 
Executive Compensation. The Special Master (colloquially known as the Pay Czar) had 
wide-ranging authority over all TARP recipients, but was particularly responsible for all 
compensation paid to the top 25 executives in the seven firms deemed to have required 
special assistance from the US government: Bank of America, Citigroup, AIG, General 
Motors, Chrysler, and the financing arms of GM and Chrysler.142

Since taxpayers had become the major stakeholder in the seven special assistance 
firms, the government arguably had a legitimate interest in the firm’s compensation 
policies. One could imagine, for example, embracing an objective of maximizing 
shareholder value while protecting taxpayers, or perhaps maximizing taxpayer return 
on investment. However, the US Treasury instructed the Special Master to make pay 
determinations using the “public interest standard”, an ill-defined concept that allows 
too much discretion and destroys accountability for those exercising the discretion. For 
example, applying the public interest standard allows Congress to limit compensation 
they perceive as excessive, without evidence or accountability for the consequences. 

142  For the record, I (along with Lucian Bebchuk from Harvard) served as academic advisors to Kenneth 
Feinberg, the Special Master. However, that the fact advice was given does not imply that it was followed.

Table 2 2008 Earnings and Bonus Pools for Eight Original TARP Recipients

Corporation
2008 Earnings/
(Losses) ($bil)

2008 Bonus 
Pool ($bil)

Number of Employees Receiving Bonuses 
Exceeding

$3 mil $2 mil $1 mil

Bank of America $4.0 $3.3 28 65 172
Bank of New York 
Mellon

$1.4 $0.9 12 22 74

Citigroup ($27.7) $5.3 124 176 738
Goldman Sachs $2.3 $4.8 212 391 953
J P Morgan Chase $5.6 $8.7 >200 1626
Merrill Lynch ($27.6) $3.6 149 696
Morgan Stanley $1.7 $4.5 101 189 428
State Street Corp $1.8 $0.5 3 8 44
Wells Fargo & Co. ($42.9) $1.0 7 22 62

Source: Cuomo (2009). Wells Fargo losses include losses from Wachovia (acquired in December 2008).
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Similarly, invoking the public interest standard forced the Special Master to navigate 
between the conflicting demands of politicians (insisting on punishments) and tax-
payer/shareholders (concerned with attracting, retaining, and motivating executives and 
employees). Ultimately, the Special Master catered to prevailing political and public 
sentiment, and severely penalized the executives in firms viewed as responsible for the 
meltdown by drastically reducing their cash compensation.

3.10 The Dodd–Frank Executive Compensation Reform Act (2010–2011)
In July 2010, President Obama signed into law the Dodd–Frank Wall Street Reform 
and Consumer Protection Act or Dodd–Frank Act, which was the culmination of the 
President and Congress’s controversial and wide-ranging efforts to regulate the financial 
services industry. In spite of its enormous length—the bill itself spans 848 pages—the Act 
leaves most of the details to be promulgated by a variety of government entities. Indeed, 
attorneys at DavisPolk (2010) calculate that the Act requires regulators from at least nine 
agencies to create 243 new rules, conduct 67 studies, and issue 22 periodic reports.

3.10.1 Pay Restrictions for Financial Institutions
While the pay restrictions in the TARP legislation apply only to banks receiving gov-
ernment assistance, the Dodd–Frank Act goes much further by regulating pay for all 
financial institutions (public or private, TARP recipients and non-recipients) including 
broker-dealers, commercial banks, investment banks, credit unions, savings associations, 
domestic branches of foreign banks, and investment advisors. Specifically, Part (a) of 
Section 956 of the Dodd–Frank Act requires all financial institutions to identify and dis-
close (to their relevant regulator) any incentive-based compensation arrangements that 
could lead to material financial loss to the covered financial institution, or that provides 
an executive officer, employee, director, or principal shareholder of the covered financial 
institution with excessive compensation, fees, or benefits. In addition, Part (b) of Section 
956 of the Dodd–Frank Act prohibits financial institutions from adopting any incen-
tive plan that regulators determine encourages inappropriate risks by covered financial 
institutions, by (1) providing an executive officer, employee, director, or principal share-
holder of the covered financial institution with excessive compensation, fees, or benefits; 
or (2) that could lead to material financial loss to the covered financial institution.

Since at least the early 1990s, there has always been a tension between shareholders 
(the firm’s legal owners) concerned about CEO incentives, and uninvited guests (such 
as politicians and labor unions) concerned about high levels of pay. After the TARP bail-
outs in the financial crisis, the analogous tension was between taxpayers (who wanted to 
be protected from excessive risks while receiving an appropriate return on their invest-
ment) and politicians who were outraged about perceived excesses in banking bonuses. 
Section 956(b) of the Dodd–Frank Act deliberately conflates these tensions, by explic-
itly defining excessive compensation as an inappropriate risk. Moreover, Section 956(a) 
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of the Dodd–Frank Act requires banks to inform their regulators of compensation plans 
that provide excessive compensation, delegating to the regulators the Herculean task 
of defining what compensation is excessive (or, indeed, which risks are inappropriate).

The responsibility for implementing Section 956 of the Dodd–Frank Act fell 
jointly to seven agencies: the Securities and Exchange Commission (SEC), the Federal 
Reserve System, the Office of the Comptroller of the Currency, the Office of Thrift 
Supervision, the Federal Deposit Insurance Corporation, the National Credit Union 
Administration, and the Federal Housing Finance Agency. In March 2011, the seven 
agencies issued a joint proposal for public comment, modeled in part on Section 39 of 
the Federal Deposit Insurance Act. While the proposal stops short of explicitly limit-
ing the level of executive compensation, it prohibits compensation that is unreasonable 
or disproportionate to the amount, nature, quality, and scope of services performed. In 
addition, the proposal calls for firms to identify individuals who have the ability the 
expose the firm to substantial risk, and demands that (for the larger institutions) such 
individuals have at least 50% of their bonuses deferred for at least three years; deferred 
amounts would be subject to forfeiture if subsequent performance deteriorates. Final 
rules were expected in late 2012.

3.10.2 Pay and Governance Reforms for all Publicly Traded Companies
While ostensibly focused on regulating firms in the financial services industry, the 
authors of the Dodd–Frank Act seized the opportunity to pass a sweeping reform of 
executive compensation and corporate governance imposed on all large publicly traded 
firms across all industries. The new rules include:

Say-on-Pay (Section 951). Shareholders will be asked to approve the company’s 
executive compensation practices in a non-binding vote occurring at least every three 
years (with an additional vote the first year and every six years thereafter to determine 
whether the Say-on-Pay votes will occur every one, two, or three years). In addition, 
companies are required to disclose, and shareholders are asked to approve (again, in a 
non-binding vote), any golden parachute payments in connection with mergers, tender 
offers, or going-private transactions.

In January 2011 – and effective for the 2011 proxy season – the SEC adopted rules concerning 
shareholder approval of executive compensation and “golden parachute” compensation 
arrangements. Shareholders of 98.5% of the 2532 companies reporting 2011 results by July 
2011 approved the pay plans; over 70% of the companies received more than 90% favorable 
support.143Similarly, shareholders of 98.2% of the 1875 companies reporting 2012 results by 
June 2012 approved the pay plans; 72% of the companies received more than 90% favorable 
support.144Twenty six of the 30 companies receiving less than 50% positive votes in 2011 

143 Holzer, “A ‘Yes’ In Say On Pay,” Wall Street Journal (2011b).
144  “2012 Say on Pay Results” Semler Brossy Consulting Group, LLC. Accessed 8/6/2012 at www. 

semlerbrossy.com/sayonpay.
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passed in 2012, and year-over-year favorable votes increased by 14% for companies receiving 
between 50% and 70% favorable votes in 2011. Clawbacks (Section 954).

Companies must implement and report policies for recouping payments to execu-
tive based on financial statements that are subsequently restated. The rule applies to 
any current or former executive officer (an expansion of Sarbanes-Oxley, where only 
the CEO and CFO were subject to clawbacks), and applies to any payments made in 
the three-year period preceding the restatement (Sarbanes-Oxley only applied for the 
twelve months following the filing of the inaccurate statement).

The SEC had neither adopted nor proposed rules regarding the recovery of executive compen-
sation by August 2012. However, Equilar reports that 86% of the Fortune 100 companies 
issuing proxy statements in 2012 had publicly disclosed clawback arrangements; in half of 
the companies the clawback triggers were related to financial restatements and ethical mis-
conduct.145 Additional Disclosures (Sections 953, 955, 972).

Companies must report the ratio of CEO compensation to the median pay for all 
other company employees. Companies must analyze and report the relation between 
realized compensation and the firms financial performance, including stock-price per-
formance. In addition, companies must disclose its policies regarding hedging by employ-
ees to protect against reductions in company stock prices. Finally, the Dodd–Frank Act 
requires companies to disclose their policies and practices on why the company chooses 
either to separate the Chairman and CEO positions, or combine both roles.

The SEC had neither adopted nor proposed rules regarding the disclosure of pay ratios, pay-
for-performance, hedging and CEO/Chair combinations by August 2012. Compensation 
Committee Independence (Section 952).

Following Sarbanes-Oxley (2002) requirements for Audit Committees, publicly 
traded companies are required to have compensation committees comprised solely of 
outside independent directors (where independence takes into account any financial ties 
the outside directors might have with the firm. In addition, companies must assess the 
independence of compensation consultants, attorneys, accountants, and other advisors 
to the compensation committees.

In June 2012, the SEC adopted final rules directing exchanges to establish listing standards 
guaranteeing that members of the compensation committee (or directors who oversee exec-
utive compensation matters in the absence of a committee) to be independent. While leaving 
the precise definition of “independence” to the exchanges, the final rule required exchanges 
to consider the director’s source of compensation (including consulting or advisory fees) paid 
by the issuer, and whether the director is affiliated with the issuer, a subsidiary of the issuer, 
or an affiliate of a subsidiary of the issuer.

In addition, the new SEC rules require firms to ensure that compensation committees have 
authority and funding to retain compensation consultants. While neither the Act nor the June 

1452012 Fortune 100 Clawback Report, Equilar, Inc. August 2, 2012.
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2012 Final Rule issued by the SEC required compensation advisors to be independent, the SEC 
imposed a list of independence criteria that boards must consider in retaining a consultant. 
Finally, proxy statements issued in connection with annual shareholder meetings in 2013 and 
after must disclose whether the work of the consultant has raised any conflict if interest and, if 
so, the nature of the conflict and how the conflict is being addressed. Proxy Access (Section 971).

The Dodd–Frank Act authorized the SEC to issue rules allowing certain sharehold-
ers to nominate their own director candidates in the company’s annual proxy statements.

The SEC issued its rules on Proxy Access in August 2010, but delayed implementation after 
lawsuits by the Business Roundtable and the US Chamber of Commerce claimed that the 
rules would distract management and advance special-interest agendas. In July 2011, the US 
Circuit Court of Appeals (Washington, DC) ruled in favor of the business groups and rejected 
the SEC’s rule. As of August 2012, the SEC had not announced whether it would attempt to 
rewrite the rule in a way that would be acceptable to the Court.

It is too early to assess the ultimate effect of Dodd–Frank on executive compensation, 
since many of the rules have just been implemented or are still being written. However, 
based on experiences with similar rules, I can speculate on the ultimate impact.

Say on Pay. In mandating Say-on-Pay, the Dodd–Frank Act follows similar rulings 
for non-binding shareholder votes enacted in the United Kingdom in 2002 and later in 
Australia, Denmark, France, Portugal, Spain, and Sweden; the Netherlands and Norway 
went a step further by allowing binding shareholder votes. Say-on-Pay had long been a 
favorite objective of Democrats in Congress, and the Say-on-Pay Bill passed the House 
in April 2007 by a 2:1 margin. While the companion bill introduced in the Senate by 
then-Senator Obama was shelved prior to a vote, Say-on-Pay was widely expected to 
become law following the 2008 presidential election, especially after Say-on-Pay was 
mandated for TARP recipients as part of the Dodd Amendments.

In spite of the support, however, there is modest evidence that Say-on-Pay results in 
important changes to compensation practices. In the United Kingdom (where we have 
the most data), there is some evidence that negative Say-on-Pay votes have led to some 
reductions in salary continuation periods in severance agreements and some changes in 
performance-based vesting conditions in equity plans, but no evidence that the votes 
have affected compensation levels (Ferri and Maber, 2010). In the United States, where 
shareholders voted on the compensation for TARP executives for the first time in early 
2009, the plans were passed at all firms, with an average of 88.6% of the votes cast in 
favor of management. Among the TARP recipients garnering the strongest support 
were the Wall Street firms whose compensation systems allegedly fostered the financial 
crisis, including Goldman Sachs (98%), AIG (98%), JPMorgan (97%), Morgan Stanley 
(94%), Citigroup (84%), and Bank of America (71%).146

146  Tse, “Shareholders Say Yes To Executive Pay Plans; Review Tracks Advisory Votes at TARP Firms,” Washington 
Post (2009). It is worth noting that shareholders voting in early 2009 were largely voting on 2008 com-
pensation, before the implementation of the Dodd Amendments or the appointment of the Special Master.
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As emphasized in this chapter, regulation inevitably produces unintended conse-
quences. The most obvious (and most negative) unintended consequence associated 
with Say-on-Pay reflects the increasing influence of proxy-advisory firms (primarily 
Institutional Shareholder Service (ISS)). To fulfill their required fiduciary duties to vote 
proxies, institutional investors routinely rely on ISS and other proxy-advisory firms for 
recommendations on how to vote on Say-on-Pay and other proxy matters. In turn, the 
proxy-advisory firms rely on a limited (and controversial) set of quantitative criteria to 
determine whether to offer positive or negative voting recommendations.147 In a broad 
sample of Russell 3000 firms, Larcker, McCall, and Ormazabal (2012) show: (1) the 
recommendations of the proxy-advisory firms do, indeed, affect voting outcomes; (2) 
anticipating this result, firms change their compensation policies to avoid negative rec-
ommendations; and (3) the market reaction to these changes is statistically negative.

Firms inherently face different competitive and incentive challenges, and there is 
neither a “one-size-fits-all” solution to these challenges, nor a limited set of quantitative 
criteria that can substitute for a careful and holistic assessment of compensation plans 
that takes into account company-specific situations and objectives. Ultimately, the ben-
efits of adhering to the ISS criteria must be weighed against the cost associated with 
reduced innovation and flexibility in the provision of compensation and incentives.

Compensation Committee and Advisor Independence. The Dodd–Frank provisions on the 
independence of the compensation committee will have little practical effect for large 
companies, since the listing requirements of the NYSE and NASDAQ have required 
independent compensation committees since 2003, and the IRS has required indepen-
dent compensation committees (for Section 162(m) purposes) since 1994. The provi-
sion related to the independence of compensation consultants, in combination with 
SEC disclosure rules introduced in December 2009, will encourage more committees 
to retain their own independent consultant in addition to the consultants engaged by 
management.148

Clawback Provisions. The Sarbanes-Oxley experience shows that companies rarely try 
to recover erroneously awarded compensation from their CEO and CFO, often citing 
potential litigation costs and the feasibility of recouping money that has already been 
paid and taxed. The Dodd–Frank provision makes it more difficult for boards to shirk 
their responsibility to recovery erroneously awarded pay, and indeed likely subjects 
boards to shareholder litigation if they fail to even try.

147  For critiques of the ISS methodology, see Wachtell-Lipton’s “Say on Pay 2012,” available at: http://blogs.
law.harvard.edu/corpgov/2012/07/14/say-on-pay-2012/(accessed 8/6/2012).

148  The 2009 SEC disclosure rules require companies to disclose the fees paid to executive compensation 
consultants for any work beyond executive compensation (e.g. actuarial work, benefits administration, 
employee pay, etc.), but offers a safe harbor (i.e. no disclosure requirement) when the committee retains 
their own independent consultant. Interestingly, Murphy and Sandino (2010) find that levels of CEO pay 
are significantly higher in firms with consultants working exclusively for the compensation committee.
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Ratio of CEO-to-Worker Pay. The most mischievous and controversial compensation 
provision in Dodd–Frank is the required disclosure of the ratio of CEO pay to the median 
pay of all employees. The calculation costs alone can be immense for large multinational 
or multi-segment corporations where payroll is decentralized: to compute the median the 
company needs an often non-existent single compensation database with all employees 
worldwide. More importantly, however, is what shareholders are supposed to do with this 
new information, or how they should determine whether a ratio is too high or too low. 
Ultimately, this provision reflects a belief in Congress that CEO pay is excessive and its sole 
purpose is the hope that disclosing the ratio will shame boards into lowering CEO pay.

Proxy Access. Finally, potentially most important is the Proxy Access rule allowing 
shareholders to include their director nominees on the proxy alongside with the board’s 
nominees. In issuing its rule in August 2010, the SEC limited access to shareholders who 
have held at least 3% of the company’s stock for at least three years. One view is that 
Proxy Access will provide shareholders with a critical mechanism to replace poor direc-
tors with better ones. A more-cynical view—expressed by the Wall Street Journal and 
others—is that 3% was chosen as the sweet spot for labor unions and other politically 
motivated organizations who will use their leverage over the proxy statement to force 
companies to support political causes rather than increasing shareholder value.149 In its 
July 2011 ruling rejecting the SEC’s rule, the US Circuit Court of Appeals (Washington, 
DC) issued a sharp rebuke to the SEC, saying that the SEC failed in analyzing the cost 
the rule imposes on companies and in supporting its claim that the rule would improve 
shareholder value and board performance.150

4. INTERNATIONAL COMPARISONS: ARE US CEOS STILL PAID MORE?

4.1 The US Pay Premium: What We Thought We Knew151

Among the best-known “stylized facts” about executive compensation is that CEOs in 
the United States are paid significantly more than similarly situated CEOs in foreign cor-
porations (e.g. Abowd and Bognanno, 1995; Abowd and Kaplan, 1999; Murphy, 1999). 
However—although widely accepted by academics, regulators, and the media—this styl-
ized fact has not generally been based on consistent and comprehensive pay data across a 
large number of countries with controls for cross-country differences in firm character-
istics. In particular, while the United States has required detailed disclosures on executive 
compensation since the 1930s, the majority of other countries have historically required 
reporting (at most) the aggregate cash compensation for the top-management team, with 
no individual data and little information on the prevalence of equity or option grants.

149 “Alinsky Wins at the SEC,” Wall Street Journal (2010).
150 Holzer, “Corporate News: Court Deals Blow to SEC, Activists,” Wall Street Journal (2011a).
151 This section draws heavily from Fernandes et al. (2013), Conyon et al. (2013).
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In fact, prior to 2000, only Canada (which mandated pay disclosures in 1993) and 
the United Kingdom (based on disclosure recommendations issued in 1995) required 
US-style full disclosure of CEO compensation (including details on equity grants). 
Based on data from 1993 to 1995, Zhou (2000) shows that US CEOs earned more than 
double their Canadian counterparts. Conyon and Murphy (2000) show that US CEOs 
earned almost 200% more than British CEOs in 1997, after controlling for industry, 
firm size, and a variety of firm and individual characteristics. Conyon, Core, and Guay 
(2011) show that the US versus UK Pay Premium had fallen to 40% by 2003 and plau-
sibly disappears after adjusting for the risk associated equity-based compensation.

Other multi-country pay comparisons have typically relied on aggregate or average 
executive pay across groups of executives, usually excluding equity-based pay).152 For 
example, Conyon and Schwalbach (2000)’s comparison of UK and German compensa-
tion from 1968 to 1994 focused on only cash compensation for the United Kingdom 
(because the study predated the UK recommendations on disclosing stock options) and 
average cash compensation for Germany (because German rules required only disclos-
ing the total cash paid across the group of top managers). Similarly, Muslu (2008)’s study 
of the largest 158 European companies from 1999 to 2004 (based on hand-collected 
annual reports) presents a mixture of individual and aggregated compensation data. 
Bryan, Nash, and Patel (2006) relied on SEC Form 20-F filings from 1994 to 2004 for 
foreign companies cross listing in the United States; however, cross-listed companies are 
only required to disclose compensation for individual executives if such disclosure is 
required in the home country, and as a result most of their analysis was based on average 
compensation for the management group.

Beyond the comparisons with Canada and the United Kingdom, and the hand-
ful of studies based on aggregate cash compensation data, much of what we know 
(or thought we knew) about international differences in CEO pay has been based on 
Towers Perrin’s biennial Worldwide Total Remuneration reports, utilized (for example) by 
Abowd and Bognanno (1995), Abowd and Kaplan (1999), Murphy (1999), and Thomas 
(2008) (not coincidentally, the same cites as in the first paragraph). These international 
comparisons—which have typically suggested that US CEOs are paid more than twice 
the “going rate” for CEOs in other countries—are not based on “data” per se, but rather 
depict the consulting company’s estimates of “typical” or “competitive” pay for a repre-
sentative CEO in an industrial company with an assumed amount in annual revenues, 
based on questionnaires sent to consultants in each country. While crudely controlling 
for industry and firm size (by design), it is impossible using these surveys to control for 
other factors that might explain the US “pay premium”, such as ownership and board 
structure or individual CEO characteristics.

152  Single-country studies based on aggregate pay include Kaplan (1994) (Japan), Kato and Long (2005) 
(China), Fernandes (2008) (Portugal), and Kato, Kim, and Lee (2006) (Korea).
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The disclosure situation has improved markedly over the past decade. Regulations 
mandating disclosure of executive pay were introduced in Ireland and South Africa in 
2000 and in Australia in 2004. In May 2003, the European Union (EU) Commission 
issued an “Action Plan” recommending that all listed companies in the EU report details 
on individual compensation packages, and that EU member countries pass rules requir-
ing such disclosure. By 2006, six EU members (in addition to the United Kingdom and 
Ireland) had mandated disclosure: Belgium, France, Germany, Italy, Netherlands, and 
Sweden. In addition, although not in the EU, Norway also adopted EU-style disclosure 
rules, and Switzerland demanded similar disclosure for the “highest-paid” executive.

4.2 New International Evidence
In my joint work with Nuno Fernandes, Miguel Ferreira and Pedro Matos (Fernandes 
et al., 2012)—based on recently available data from 14 countries with mandatory pay 
disclosures—we show that the stylized fact that US CEOs earn substantially more than 
foreign CEOs is wrong, or at least outdated. In particular, we show that the “US Pay 
Premium” became statistically insignificant by 2007 and largely reflects a risk premium 
for stock-option compensation (which remains more prevalent in the United States 
than in other countries).

In reaching our conclusion that the US Pay Premium has become modest (or insig-
nificant), we control not only for the “usual” firm-specific characteristics (e.g. industry, 
firm size, volatility, and performance) but also for governance characteristics that sys-
tematically differ across countries: ownership and board structure. Compared to non-
US firms, US firms tend to have higher institutional ownership and more independent 
boards, factors associated with both higher pay and increased use of equity-based com-
pensation. In addition, shareholdings in US firms tend to be less dominated by “insiders” 
(such as large-block family shareholders), factors associated with lower pay and reduced 
use of equity-based compensation.

Figure 23 traces the evolution of the US pay premium from 2003 to 2008 (based 
on results in Table 8 of Fernandes et al., 2013). The premium is defined as eβ1 - 1 in the 
following regression, estimated annually for a pooled sample of US and non-US CEOs:

The sample consists of between 1426 and 1532 US firms and between 781 and 1480 
non-US firms per year. US data are extracted from ExecuComp, while non-US data are 
based primarily on BoardEx and supplemented with hand-collected data from filings.

The “Firm Characteristics” in the left-hand panel of Figure 23 include only controls 
for company size (Ln(Revenues)) and industry (fixed effects for 12 Fama-French indus-
tries). As shown in the figure, the implied US Pay Premium fell significantly from over 
100% in 2003–2005 to less than 80% in 2006–2008. The right-hand panel includes addi-
tional controls for leverage, Tobin’s Q, stock volatility, stock returns, ownership structure 

Ln(CEOPayi) = α + β1(USDummy) + β2(FirmCharacteristicsi) + εi

594



Kevin J. Murphy316

(the fraction of shares held by insiders and institutions) and board structure (board size, 
independence, the average number of board positions held by each board member, and 
a dummy variable indicating that the CEO also holds the title of Chairman). As shown 
in the figure—after including these additional controls—the implied US Pay Premium 
declined from nearly 60% in 2003 to only 26% in 2006 and 2% in 2007.

Figure 24 shows the international distribution of predicted 2006 CEO pay for a 
hypothetical firm with $1 billion sales, based on the specification used for Figure 23 
with the “US dummy” replaced by a set of 14 country dummies. Panel A, in the spirit 
of the Towers Perrin estimates, controls only for firm size and industry, while Panel B 
controls for industry, firm characteristics, ownership, and board characteristics. The pay 
composition percentages are defined as the average composition across all CEOs for each 
country. The figure shows that US CEOs earn substantially more than non-US CEOs 
controlling only for size and industry. However, after controlling for firm, ownership, and 
board characteristics, we find effective parity in CEO pay levels among Anglo-Saxon 
nations (United States, United Kingdom, Ireland, Australia, and Canada) and also Italy.

As an extension to the results in Figures 23 and 24, we also compare international 
differences in risk-adjusted pay, using methodologies similar to that used above in 
Section 2.1.2 and Figure 7.153 Consistent with the conclusions of Conyon et al. 

153  Due to limitations with BoardEx data on CEO wealth for non-US CEOs, Fernandes et al. (2013) make 
simplifying assumptions beyond those in Section 2.1.2.
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Figure 23 The evolving (and disappearing) US Pay Premium. Note: The figure shows the US Pay 
Premium implied by regression Ln(CEO Pay) on a US dummy variable plus controls for industry and 
company revenues (left-hand panel) and also other firm characteristics, ownership structure, and 
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ership, and board characteristics Note: The figure compares 2006 CEO pay in each country controlling 
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CEOs for each country. Source:Fernandes, et al. (2013), Figure 1.
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(2013) (who use a different methodology and consider only US–UK comparisons), 
we find that the risk-adjusted US pay premium for 2006 is statistically insignificant 
after controlling for governance (but remains significant before such controls), and 
that risk-adjusted pay in the US is significantly less than CEO pay in the United 
Kingdom and Australia, and insignificantly different from CEO pay in Canada, Italy 
and Ireland.

In addition, we show that both the level and structure of 2006 pay for US CEOs is 
insignificantly different from that of non-US CEOs of “internationalized” firms, which 
we define as firms above the 75th percentile ranked by foreign institutional ownership, 
foreign sales (as a fraction of total sales), or board international diversity (defined as the 
number of different nationalities represented on the board of directors divided by the 
total board size). We also find insignificant differences between US CEOs and non-US 
CEOs in firms included in the 1500-firm Morgan Stanley Capital International All 
Country World Index (routinely used as a benchmark for global equity mutual funds 
and used here as a proxy for foreign investor demand).

Finally, we find no significant differences in the level or structure of pay when US 
CEOs are compared to non-US CEOs of “Americanized” firms, which we define as 
firms cross-listed on US exchanges (as a proxy for demand by US investors) or above 
the 75th percentile ranked by US institutional ownership, total acquisitions of US com-
panies between 1996–2005 (as a proxy for exposure to US product and labor markets), 
and the fraction of directors who also sit on boards of companies headquartered in the 
United States (as a proxy for exposure to US pay practices).

Overall, our evidence is inconsistent with the view that US CEO pay is “exces-
sive” when compared to that of their foreign counterparts, but rather reflects tighter 
links between CEO pay and shareholder performance in US firms. First, we show that 
the US pay premium is modest after controlling for firm, ownership, board, and CEO 
characteristics. Second, we demonstrate that it is misleading to examine cross-sectional 
or cross-country differences in the level of pay in isolation, without also examining dif-
ferences in the structure of pay, namely the use of equity-based compensation. In fact, the 
firm, ownership, and board characteristics associated with higher pay are those associ-
ated with a larger fraction of equity-based pay. Third, we find that CEO pay levels and 
the use of equity-based compensation are positively related to variables routinely used 
as proxies for better monitoring and better governance, namely institutional owner-
ship and board independence. Fourth, our findings suggest that the observed US CEO 
pay premium reflects compensating differentials for the equity-based pay increasingly 
demanded by internationally diverse boards and shareholders. We find evidence that 
foreign and US institutional shareholders are linked to a greater use of equity-based pay 
and higher pay levels in non-US firms in which they invest. Finally, the convergence of 
US and non-US CEO pay levels since 2003 seems to be explained by the convergence 
of ownership structures and globalization of capital markets.
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4.3 Why Do US CEOs Receive More Options?
Our finding that the US pay premium largely disappears after controlling for the rela-
tive riskiness of US pay packages potentially “explains” the pay differences but naturally 
leads to another question: Why do US executives receive more equity-based compensa-
tion than their foreign counterparts?

While equity-based compensation has been a staple of US compensation contracts 
for more than a half-century, the use of equity-based pay outside the United States is a 
relatively recent phenomenon. Panel A of  Table 3 shows how the importance of equity-
based pay has changed over time in the United States and in nine European countries 
using Towers Perrin’s Worldwide Total Remuneration (WWTR) surveys for the selected 

Table 3 Stock-based pay (as a percentage of total pay) in Europe and the United States
Panel A: Towers Perrin consultant surveys 1984–2003

1984 1988 1992 1996 1999 2001 2003
Belgium 0.0% 0.0% 0.0% 0.0% 3.2% 11.6% 11.2%
France 12.3% 13.3% 15.6% 14.6% 14.3% 15.1% 16.0%
Germany 0.0% 0.0% 0.0% 0.0% 9.7% 13.5% 18.0%
Italy 0.0% 0.0% 0.5% 4.0% 9.1% 17.2% 15.1%
Netherlands 0.0% 0.0% 0.0% 0.0% 14.6% 16.7% 15.8%
Spain 0.0% 0.0% 0.0% 0.0% 16.0% 17.9% 19.2%
Sweden 0.0% 0.0% 0.0% 0.0% 6.8% 11.0% 10.7%
Switzerland 1.9% 1.9% 3.4% 3.6% 1.8% 0.0% 19.2%
United 
Kingdom

14.5% 14.6% 15.7% 15.0% 16.6% 19.1% 20.8%

Panel B: BoardEx (non-US firms) and ExecuComp (US firms)

United States 16.9% 28.3% 32.3% 28.7% 25.5% 44.8% 48.3%
2003 2004 2005 2006 2007 2008

Belgium na 16.7% 8.6% 9.5% 7.7% 11.5%
France 17.6% 15.9% 16.0% 17.2% 17.8% 13.9%
Germany 12.5% 8.7% 9.4% 9.3% 9.4% 9.0%
Italy 11.5% 10.6% 15.7% 13.1% 5.7% 8.6%
Netherlands 19.3% 16.3% 20.1% 21.7% 18.2% 15.8%
Spain 0.0% 1.2% 0.0% 0.8% 5.3% 2.9%
Sweden 3.7% 1.3% 1.5% 1.8% 1.5% 1.3%
Switzerland 30.2% 21.5% 20.1% 26.6% 17.1% 12.0%
United 
Kingdom

27.7% 27.7% 29.7% 31.0% 34.1% 30.6%

United States 40.7% 42.0% 41.4% 39.5% 43.0% 47.1%

Note: Data in Panel A are from Towers Perrin’s Worldwide Total Remuneration reports (various issues), including 1984–
1992 data reported by Abowd and Kaplan (1999). Data reflects Towers Perrin’s estimate of competitive CEO pay for 
industrial companies with approximately US $300 million in annual revenues. Stock-based pay includes the grant-date 
expected value of option grants and annualized targets from performance share plans. Data in Panel B are from BoardEx 
and ExecuComp. The percentages in Panel B are constructed by first computing the average ratio of equity-based pay 
to total compensation for each CEO, and then averaging across CEOs.
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years 1984, 1988, 1992, 1996, 1999, 2001, and 2003. The data for the years 1992–1996 
are based on the Abowd and Kaplan (1999) analysis of the WWTR surveys. As shown 
in Panel A, only France and the UK made extensive use of stock or options in the 
1980s, and equity-based pay did not become common across Europe until the end of 
the 1990s. By 2003, Towers Perrin reports that equity-based pay accounts for between 
10% and 20% of competitive pay for European CEOs, and for about half the pay of 
American CEOs.

As discussed earlier, the data in Panel A of  Table 3 are not CEO pay “data” per se, 
but rather consulting company’s estimates of “typical” or “competitive” pay for a rep-
resentative CEO in an industrial company, based on questionnaires sent to consultants 
in each country. In Panel B of  Table 3, I provide my own estimates of equity-based pay 
for 2003–2008 based on actual grant-date values extracted from BoardEx (for Europe) 
and ExecuComp (for the United States). The actual averages for 2003 in Panel B are 
generally consistent with the consultant surveys in Panel A for the same year, increasing 
my confidence in both data sources. As shown in Panel B, the use of equity-based com-
pensation has generally declined in continental Europe between 2003 and 2008, and has 
remained relatively constant in the United Kingdom at just under a third of total com-
pensation. In contrast, the use of equity-based pay has increased in the United States.

Traditional agency theory suggests a finite number of factors that might explain a 
greater use of incentive-based pay among US executives. First, US CEOs may be less 
risk averse or have steeper marginal costs of effort than their non-US counterparts, but 
to our knowledge there is no theory or empirical work suggesting such international 
differences in risk-aversion coefficients. Second, performance of non-US firms might 
be measured with substantially more noise than for US firms, leading to lower pay-
performance sensitivities and lower expected levels of pay. However, we find no evi-
dence that cash flows or shareholder returns are systematically more variable in our 
sample of non- US firms than in US firms. Extensions of the traditional model to incor-
porate differences in both ability and in the marginal productivity of CEO effort might 
help reconcile the data, but only given the additional assumptions that executives are 
more able and more productive in the United States. Overall, there are no compelling 
agency-theoretic explanations for the relative reliance on equity-based compensation in 
the United States.154

In unreported analysis, we attempt to explain international differences in the use of 
equity-based compensation by a variety of country-level variables routinely used in inter-
national studies of corporate governance to measure differences in the economic, law, and 
institutional environment of each country.155 We find that CEO equity-based pay (and 

154  Yermack (1995) shows that agency-theoretic variables have little explanatory value in predicting the use 
of equity-based compensation in a cross-section of US publicly traded firms.

155  The limited number of countries in our sample (14) limits the statistical degrees of freedom for reliably 
identifying country-level determinants of pay practices.
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total pay) is more prevalent in common-law countries (La Porta et al., 1998) which in turn 
is largely defined by the United Kingdom and its former colonies, including (in our 
sample) Australia, Canada, Ireland, South Africa, and the United States, and countries with 
stronger investor protections and private control of self-dealing (Djankov et al., 2008). We 
also consider different aspects of a country’s regulatory environment. We find a positive 
association between CEO equity-based pay and the levels of compensation disclosure and 
director liability (La Porta, Lopez-De-Silanes, and Shleifer, 2006); note that the United 
States scores high in both indices. We find that equity-based pay is lower in countries with 
friendlier collective labor laws and countries where labor unions are more powerful 
(Botero et al., 2004), such as in Continental European countries (e.g. France and Germany). 
In contrast, differences in CEO pay are not explained by GDP per capita levels.

Ultimately, the cross-country differences in the prevalence of equity-based compensa-
tion may be driven by idiosyncratic events that in some cases encouraged, and in others 
discouraged, the use of stock options and restricted stock. For example, as documented 
in Section 3, America’s reliance on stock options as the primary form of long-term com-
pensation began in the 1950s as a result of tax policies designed to promote options, and 
declined in the late 1960s when the government reduced tax benefits. The early 1990s 
created a “perfect storm” for an explosion of option grants for not only executives but also 
lower-level managers and employees. The explosion in option grants continued unabated 
until the burst of the Internet bubble in 2000, followed by a series of accounting scan-
dals that re-focused attention on the accounting treatment of options. Eventually, FASB 
mandated expensing, and companies moved away from options toward restricted stock.

Conyon et al. (2013) provide an analogous description of the evolution of equity-based 
pay in Europe. For example, the widespread adoption of stock-option plans in Europe ini-
tially emerged as governments provided tax incentives to encourage their use in the United 
Kingdom (in 1982), France (1984), and Italy (1998). Controversies in the United Kingdom 
in the 1990s involving perceived option excesses at recently privatized utilities led to a 
shift from options to restricted stock; concerns over excessive executive pay led France to 
revoke its tax subsidies on options in 1995, and Italy to revoke its tax subsidies in 2006. In 
Germany, option plans were not even legalized until 1996, and were still challenged in a 
series of high-profile lawsuits brought by a maverick college professor. In 1999, the Spanish 
government increased taxes on stock options after it was revealed that the CEO of the 
recently privatized telephone company was about to make a fortune exercising options.

In each country, ebbs and flows in option grants followed government intervention, 
usually reflecting tax or accounting policies and often reactions to isolated events or situ-
ations. Since the triggering events vary across countries, the nature of the government 
intervention—and the subsequent use of stock options—has also varied. The “perfect 
storm” that triggered the US option explosion (i.e. the “six factors” explored in Section 
3.7 above) has not been repeated elsewhere in the world, and therefore the use of options 
(and equity-based pay in general) continues to be much higher in the United States.
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5. TOWARDS A GENERAL THEORY OF EXECUTIVE COMPENSATION

The academic literature focused on explaining cross-sectional differences and time-
series trends in executive compensation is roughly divided into two camps: the “efficient 
contracting” camp and the “managerial power” camp. The efficient contracting camp 
maintains that the observed level and composition of compensation reflects a competi-
tive equilibrium in the market for managerial talent, and that incentives are structured 
to optimize firm value. The managerial-power camp maintains that both the level and 
composition of pay are determined not by competitive market forces but rather by 
powerful CEOs, often working through or influencing captive board members. Most 
papers in the literature have adopted one approach or the other (often implicitly), and 
an increasing number of papers have treated the two approaches as competing hypoth-
eses, attempting to distinguish between them empirically.

Ultimately, viewing efficient contracting and managerial power as competing 
hypotheses to “explain” executive compensation has not been productive. First, the 
hypotheses are not mutually exclusive; indeed, the same institutions that have evolved 
to mitigate conflicts of interest between managers and shareholders (i.e. efficient con-
tracting) have simultaneously allowed executives to extract rents (i.e. managerial power). 
For example, the first “line of defense” against agency problems are the outside mem-
bers of the board of directors, elected by shareholders and responsible for monitoring, 
hiring, firing, and setting top-executive compensation. However, these outside board 
members—who pay executives with shareholder money and not their own—are in no 
sense perfect agents for the shareholders who elected them. Instead of viewing efficient 
contracting and managerial power as competing hypotheses, it is more productive to 
acknowledge that outside-dominated boards mitigate agency problems between man-
agers and shareholders but create agency problems between shareholders and directors. 
Rigidly adopting either extreme hypothesis—that director incentives are fully aligned 
with shareholder preferences or with those of incumbent CEOs—will inevitably result 
in less interesting and less realistic conclusions.

More importantly, viewing executive compensation as a “horse race” between effi-
cient contracting and managerial power ignores other forces that may be even more 
important in explaining trends in pay. A central theme of this study is that government 
intervention into executive compensation—largely ignored by researchers—has been 
both a response to and a major driver of time trends in CEO pay. The reason political 
influence on CEO pay adds an important new dimension to the agency problem is 
because the interests of the government differ significantly from those of shareholders, 
directors, and executives. In particular, Congressional (and, more generally, populist) 
outrage over executive pay is almost always triggered by perceived excesses in the level of 
compensation without regard to incentives and company performance, and the regula-
tory responses have also fixated on pay levels (albeit with little effect). In contrast, while 
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shareholders have a legitimate concern over pay levels, their primary concern is whether 
executives have incentives to take actions that increase firm value, while avoiding 
value-destroying actions. Self-interested CEOs naturally prefer higher pay to lower pay. 
Directors, who are elected by shareholders but often selected by CEOs, appear to prefer 
better-aligned incentives but are not particularly interested in restraining pay levels.

5.1 Agency Problems: Solutions and Sources
The early 1900s witnessed the emergence of large publicly traded corporations with 
complex management structures that competed with and often displaced owner-
managed and family-founded enterprises. Accompanying the rise in the “American 
Corporation” was the emergence of “professional executives”—non-owners hired to 
manage the firm’s assets on behalf of passive and dispersed owner-shareholders (Wells, 
2010). As noted by Smith (1776) in the context of 18th-century British “joint-stock” 
companies:

”Being managers rather of other people’s money than of their own, it cannot well be expected, 
that they should watch over it with the same anxious vigilance with which the partners in a 
private copartnery frequently watch over their own . . . Negligence and profusion, therefore, 
must always prevail, more or less, in the management of the affairs of such a company.”

The conflicts identified by Smith (1776) arising between the owners of large pub-
licly traded corporations and their hired executives is the quintessential “agency prob-
lem” explored by Berle and Means (1932) and Jensen and Meckling (1976). There are 
at least three versions of this agency problem:
•	 The Agency Cost of Equity, reflecting the fact that executives who own less than 100% 

of the shares of an all-equity firm will not make the same decisions (or “watch over 
it with the same anxious vigilance”) they would if they owned 100% of the shares. 
Executives (usually assumed to be risk averse) want to be paid more and to take 
actions that increase their own utility, while shareholders (usually assumed to be 
risk neutral, or close to it) are primarily concerned with providing executives with 
incentives to take actions that increase the value of their shares.

•	 A	variant	of	the	Agency	Cost	of	Equity	is	 the	“Agency	Cost	of	Free	Cash	Flow”	
proposed by Jensen (1986a), reflecting the conflict of interest between executives and 
financial claimants on the disposition of cash flows in excess of those required to 
fund all positive net-present-value projects. While value is maximized by returning 
free cash flow to shareholders in the form of dividends or repurchases, empire-build-
ing executives prefer to retain and reinvest free cash flow unproductively in projects 
that destroy shareholder value. Debt financing mitigates free cash flow problems by 
pre-committing executives to pay out rather than retain future cash flows.

•	 The Agency Cost of Debt, reflecting the potential conflict of interest that exists 
between a company’s shareholders and its debtholders: shareholders in a leveraged 
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firm prefer riskier investments than those that would maximize firm value, while 
debtholders prefer safer investments than those that would maximize firm value.156 
In addition, dividends and other payouts to shareholders may harm debtholders by 
jeopardizing the company’s ability to service its debt. While the Agency Cost of 
Debt is clearly valid conceptually, there is little empirical evidence that leverage 
indeed leads to excessive risk taking, for several reasons. First, precisely because these 
conflicts are well understood, the potential problem is mitigated through debt cov-
enants and constraints on how the proceeds from debt financing can be used. 
Moreover, since the problem is “priced” into the terms of the debt (with debtholders 
charging higher interest råtes in situations where executives have incentives to take 
higher risks), firms anticipating repeat trips to the bond market are directly punished 
for their risky behavior. The potential for conflicts are exacerbated, however, when 
the debtholders (or other fixed claimants, such as depositors) are protected against 
losses by the government. Such government guarantees can be explicit (such as 
FDIC insurance on deposits) or implicit (such as “Too Big To Fail” (TBTF) guaran-
tees)). In these situations, the debtholders (or depositors) have little incentive to 
monitor management or enforce debt covenants, since the government is expected 
to cover losses.
While the labels on the various agency problems may be useful, they are all examples 

of the underlying agency conflict that arises when decision makers do not bear 100% 
of the wealth consequences of their decisions. As emphasized by Jensen (1993) there 
are four forces that mitigate agency problems between executives and the owners of 
large publicly traded corporations: (1) boards of directors; (2) capital markets; (3) the 
legal/political/regulatory system; and (4) product markets. However, while each of these 
forces can (and have) played a productive role in reducing agency conflicts, they also can 
(and have) created new problems, as follows.

5.1.1 Boards of Directors
The first line of defense against agency problems is the board of directors, elected by 
shareholders and responsible for monitoring, hiring, firing, and setting the compensa-
tion of the CEO and top-management team. For most of the prior century, boards were 
dominated by current executives and other corporate insiders. However, beginning with 
the shareholder movement in the 1980s (Section 3.6.2 above), firms have faced pressures 
for increased outsider representation on boards. By the end of the 1990s, the fraction of 
outside directors serving on the average board had increased to 80%, and the CEO was 
the sole insider in nearly half of all firms (Horstmeyer, 2011).

156  As discussed in Section 2.2.2, it is not leverage per se that creates risk-taking incentives, but rather the 
limited liability feature of equity. The severity of the risk-taking incentives depends on the maximum 
downside risk compared to the dollar amount of equity, and not the value of equity compared to the 
overall value of the firm.
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Conceptually, outside directors reduce agency problems by threatening errant exec-
utives with termination and by implementing incentive contracts that tie pay to value 
creation. The contracts that evolve from this setting will typically tie CEO pay to the 
creation of shareholder value, thus providing the theoretical justification for stock 
options, restricted stock, and other forms of equity-based compensation. Under the 
efficient contracting hypothesis, the contracts will be those that maximize shareholder 
value, while paying the CEO enough “expected” compensation or utility to get him to 
take the job, and recognizing that CEOs will respond predictably to the incentives pro-
vided by the contract.157

However, outside directors—who often own only a trivial fraction of their firm’s 
common stock—are in no sense perfect agents for the shareholders who elected them. 
Board members are “reluctant to terminate or financially punish poor-performing 
CEOs because [board members] personally bear a disproportionately large share of the 
non-pecuniary costs [of such terminations], but receive essentially none of the pecuni-
ary benefits” (Baker, Jensen, and Murphy, 1988, p. 614). Similarly, board members are 
willing to over-compensate adequately performing CEOs, since they are paying with 
shareholder money and not their own. As documented by Fracassi and Tate (2012), even 
“outside” board members often share important social ties with incumbent CEOs, espe-
cially in cases with powerful CEOs who presumably influence the director-nomination 
process. This agency problem between shareholders and their elected representatives 
forms the basis of the “managerial power hypothesis”, in which powerful CEOs are 
able to influence both the level and composition of their own compensation packages. 
However, as discussed in Section 5.2.1 below, the agency problem is perhaps even more 
apparent in situations not involving powerful incumbents, such as directors overpaying 
CEOs hired from the outside.

5.1.2 Capital Markets
As discussed in Section 3.6.1, the executive compensation practices of the 1970s pro-
vided few incentives for executives to pursue value-increasing reductions in excess 
capacity and disgorgements of excess cash. However, pressures to improve performance, 
disgorge cash, and create wealth were ultimately introduced by the capital markets. The 
takeovers in the 1980s—often financed with newly available high-yield debt—provided 
credible competition for poorly performing incumbent managers. Wealth was created 
by both the post-merger activities of the acquiring firms (such as firing incompetent 
incumbent managers) and by responses to the takeover threat (such as excess spending 
cash to repurchase shares). Debt created value by providing commitments that the firm 

157  The optimal-contracting or principal-agent theory evolved contemporaneously to, but largely inde-
pendent from, the agency-theory literature spawned by Jensen and Meckling (1976). Influential early 
theoretical work includes Ross (1973), Mirrlees (1976), Holmstrom (1979), Lazear and Rosen (1981), 
Holmstrom (1982), and Grossman and Hart (1983).
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would pay its cash flows to debtholders, reducing the amounts available for executives 
to waste.

Capital markets—in particular, shareholder activists and large-block institutional 
stockholders—have mitigated agency problems by pressuring companies to strengthen 
links between CEO wealth and company stock-price performance. Fernandes et al. 
(2013), for example, show that the fraction of CEO pay delivered in the form of stock 
or options increases with institutional ownership. Hartzell and Starks (2003) show that 
CEO pay-performance sensitivities increase with the concentration of institutional 
ownership. In an international study, Aggarwal et al. (2011) find that the performance-
related CEO turnover also increases with institutional ownership.

Capital markets have also, however, contributed to agency problems by providing 
executives with incentives to take actions to meet or beat analyst and market earn-
ings expectations. As discussed in Section 2.4 and shown in Figure 12, executives have 
incentives to beat analysts forecasts by a small amount but not by too much because the 
abnormal stock-price response from beating the forecast by a lot is not much higher 
than the response for beating it by a little. Moreover, if an executive is going to miss the 
forecast, the executive may as well miss it by a lot since the negative abnormal stock-
price response for a large miss is not much higher than for a small miss.

More generally, as argued by Jensen and Murphy (2012) and Martin (2011), capital-
market pressures teach executives to focus on the “expectations market” (in which 
investors bet on expectations of future performance) rather than the “real market” (in 
which goods and services are produced and sold, and value is created or destroyed). 
Focusing on the expectation market is problematic because executives inherently have 
access to information about future prospects that are not publicly known and incorpo-
rated into stock prices. Executives with such a focus will be tempted to take actions that 
increase short-run stock prices at the expense of long-run value.

Temptations to manipulate the expectations market will clearly be higher for execu-
tives holding large quantities of stock and options that can be sold or exercised before 
markets adjust to the “real” information. As discussed in Section 2.4, there is substantial 
evidence that executive option and equity holdings are indeed higher in companies that 
restate their earnings or are accused of accounting fraud.158 There is less evidence, how-
ever, that executives actually exercise and sell large fractions of their exercisable options 
or sell large fractions of their unrestricted stock holdings prior to restatements or indict-
ments. The ominous hypothesis is that executives focused on the expectations market are 
not following a “pump and dump” strategy (which can be controlled by imposing longer 
holding requirements for shares), but rather that they are legitimately confused about the 
difference between increases in the short-run stock price and true value creation.

158  See, for example, Efendi, Srivastava, and Swanson (2007), Burns and Kedia (2006), Bergstresser and 
Philippon (2006), Johnson, Ryan, and Tian (2009), and Erickson, Hanlon, and Maydew (2006).
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5.1.3 The Political, Legal, and Regulatory System
Agency costs are mitigated by laws prohibiting embezzlement, corporate theft, and 
fraudulent conveyance, as well as securities rules, regulations, and listing require-
ments designed to protect shareholders and other financial claimants. For example, the 
Securities Act of 1933—which regulated new securities issues—sought to protect share-
holders by mandating full disclosure of all information that a “reasonable shareholder” 
would require in order to make up his or her mind about the potential investment. The 
Securities Act of 1934—which regulated secondary trading of securities—introduced in 
Section 16(b) the “short swing” profit rule (discussed above in Section 3.5.4) requiring 
executives to return any profits realized from buying and selling (or selling and buying) 
shares of their company’s stock within any period of less than six months. More sweep-
ing (at least in its interpretation) was the anti-fraud provision Section 10(b) (and the 
corresponding SEC 10b-5 rule), which restricts insider trading, earnings manipulation, 
and price fixing. More recently, Regulation FD (August 2000) requires publicly traded 
companies to disclose material information to all investors at the same time (rather than 
favoring certain investors). While there are substantive arguments for allowing trading 
on material nonpublic information (since new information is more quickly introduced 
into the market), insider-trading rules are generally believed to benefit shareholders by 
reducing self-dealing by unscrupulous executives.

In addition to the general Securities Acts, the government has directly regulated the 
composition of the board of directors. Since 1994, companies have been required to 
have compensation committees consisting solely of independent directors in order for 
any pay to be exempt from the $1 million deductibility cap. In 1999, full independence 
of the auditing committee was required for all NYSE-listed firms; this requirement was 
extended to all firms in the 2002 Sarbanes-Oxley Act. In 2003, NYSE and NASDAQ 
listing requirements tightened the definition of independence and mandated that boards 
of listed firms have a majority of outside directors; the NYSE further required full inde-
pendence for the compensation and nominating committees.

Critics hoping that independence requirements would reduce levels of executive 
pay have been disappointed. Both the level of pay and the use of equity-based com-
pensation increase with the fraction of outsiders on the board; Fernandes et al. (2013) 
show that pay levels increase with board independence even after controlling for the 
risk associated with higher incentives. The evidence is therefore consistent with the 
hypothesis that directors—paying with shareholder money and not their own—prefer 
better-aligned incentives but are not particularly interested in restraining pay levels. The 
evidence is also consistent with directors not fully understanding (or believing) the 
opportunity cost of equity-based compensation (see Section 5.2.3 below).

Moreover, evidence that board independence “improves” pay is elusive. Bizjak and 
Anderson (2003) analyze the level and structure of compensation for CEOs who sit on 
their companies’ compensation committees (a relatively common occurrence before the 
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early 1990s). Most critics of CEO pay (including Bebchuk–Fried and many shareholder 
activists) are horrified by the idea that the CEO could be a member of his own com-
pensation committee, and would predict that such CEOs would inflate their own pay 
with few constraints.159 And yet, Bizjak and Anderson (2003) find that the CEOs sitting 
on their own compensation committees earn substantially less (and not more) than 
other CEOs, have significant shareholdings and are typically company founders or their 
family members. These CEOs sit on their compensation committees not to inflate their 
own salaries, but rather to influence the level and structure of pay for their subordinates. 
Prohibiting such CEOs from sitting on (or chairing) their compensation committees 
harms shareholders, and illustrates a cost of the “one-size-fits-all” nature of corporate 
governance regulation.

In addition to general securities laws and independence requirements, this study 
has chronicled the history of government intervention into executive compensation. 
Over the past 80 years, Congress has imposed tax policies, accounting rules, disclosure 
requirements, direct legislation, and other rules designed explicitly to address perceived 
abuses in executive compensation. With few exceptions, the regulations have been 
either ineffective or counterproductive, typically increasing (rather than reducing) 
agency problems and pay levels, and leading to a host of unintended consequences. 
For example, the 1984 laws introduced to reduce golden parachute payments led to a 
proliferation of change-in-control arrangements, employment contracts, and tax gross-
ups. Similarly, a variety of rules implemented in the early 1990s are largely responsible 
for fueling the subsequent option explosion, and the enhanced disclosure of perquisites 
in the 1970s is generally credited with fueling an escalation in the breadth of benefits 
offered to executives.

The emerging conclusion is that the myriad attempts to regulate CEO pay have 
been mostly unblemished by success. Part of the problem is that regulation—even when 
well intended—inherently focuses on relatively narrow aspects of compensation allow-
ing plenty of scope for costly circumvention. An apt analogy is the Dutch boy using his 
fingers to plug holes in a dike, only to see new leaks emerge. The only certainty with 
pay regulation is that new leaks will emerge in unsuspected places, and that the conse-
quences will be both unintended and costly.

Another part of the problem—as suggested above in the context of CEOs sitting 
on their firm’s compensation committees—is that government regulation inevitably 
imposes a “one-size-fits-all” solution to a perceived problem. For example, as I empha-
size in Murphy (2012), claims (unfounded or not) that the banking bonus culture cre-
ated incentives to take excessive risks were relevant at most for a relatively small number 

159  While it was relatively common for CEOs to sit on their own compensation committees, I am unaware 
of any instances where the CEO was actually allowed to vote on his or her individual compensation 
package.
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of large publicly traded Wall Street security brokers and dealers (along with some large 
commercial banks with significant investment banking operations). And yet, the Dodd–
Frank provisions designed to reduce such incentives in the future were imposed on all 
public and private financial institutions, including broker-dealers, commercial banks, 
investment banks, credit unions, savings associations, domestic branches of foreign banks, 
and investment advisors.

A larger part of the problem is that the regulation is often mis-intended. The regu-
lations are inherently political and driven by political agendas, and politicians seldom 
embrace “creating shareholder value” as their governing objective. While the pay 
controversies fueling calls for regulation have touched on legitimate issues concern-
ing executive compensation, the most vocal critics of CEO pay (such as members of 
labor unions, disgruntled workers and politicians) have been uninvited guests to the 
table who have had no real stake in the companies being managed and no real inter-
est in creating wealth for company shareholders. Indeed, a substantial force motivating 
such uninvited critics is one of the least attractive aspects of human beings: jealousy 
and envy. Although these aspects are seldom part of the explicit discussion and debate 
surrounding pay, they are important and impact how and why governments intervene 
into pay decisions.

5.1.4 Product Markets
While competition in the product market can theoretically either reduce or increase 
agency problems (see Hart, 1983; Scharfstein, 1988 respectively), companies that cannot 
compete in the product market cannot survive. The product market, therefore, provides 
inevitable discipline for value-destroying managers, but only after most of the value has 
been destroyed. Moreover, relying on product markets to discipline managers encour-
ages managers to view “survival” rather than value-creation as their governing objective.

5.2 “Competing” Hypotheses to Explain the Increase in CEO Pay
The unparalleled rise in CEO pay from the mid-1980s through 2001—propelled pri-
marily by increases in the grant-date value of option awards—generated a great deal of 
academic, popular, and political attention. As noted, most papers in the literature have 
offered either the “managerial power” or “efficient contracting” explanations for the 
increase; see Frydman and Jenter (2010) for a useful and thoughtful review. A third set 
of explanations—most closely associated with Murphy (2002)—maintains that options 
exploded in the 1990s because decisions over options were made based on the “per-
ceived cost” of options rather than on their economic cost. This section summarizes 
and critiques all three approaches, focusing on salient features of CEO pay that can, and 
cannot be explained under the approach. In addition, I explore the government’s role 
in pursuing social policy that favored stock options for both top-level executives and 
lower-level employees.
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Before assessing how well the various theories explain the recent trends in CEO 
pay, it is useful to summarize what those trends are (that is, what the theories need to 
explain):
•	 Median	expected	pay	for	CEOs	in	the	S&P	500	increased	an	average	of	4.3%	annu-

ally (after inflation) from 1983-1991, and by an average of 15.7% annually between 
1991 and 2001.

•	 Most	of	the	increase	in	pay	between	1991	and	2001	reflects	increases	in	the	value	of	
stock options granted.

•	 The	“stock	option	explosion”	was	not	limited	to	CEOs:	95%	of	the	option	grants	
went to lower-level executives and employees, and the trends in CEO options mir-
rored trends for options to lower levels.

•	 Median	CEO	pay	has	 largely	 leveled-off	 since	2001.	Over	 the	 same	 time	period,	
firms have reduced their reliance on stock options and greatly increased their use of 
restricted stock and performance shares.
Therefore, any compelling theory of trends in CEO compensation must not only 

explain the increase in pay levels but must also address explicitly its most prominent 
feature: the escalation in stock options from the mid-1980s through 2001. Better still, 
the theory should be consistent with the explosion in broad-based option programs, the 
leveling of pay after 2001 and the emerging dominance of restricted stock.

5.2.1 Managerial Power
The “managerial power” approach begins with the self-interested executives envisioned 
by Berle and Means (1932) and Jensen and Meckling (1976) and adds a new element: 
the ability of these executives to influence both the level and composition of their own 
compensation packages, often (if not invariably) at the expense of shareholders. One of 
the early contributors to this view is David Yermack, who has argued that CEOs extract 
rents from shareholders by timing their option grants to occur just before the release of 
good news (Yermack, 1997), by insider trading through their family charitable founda-
tions (Yermack, 2009), through lucrative severance and change in control provisions 
(Hartzell, Ofek, and Yermack, 2004; Yermack, 2006b; Dahiya and Yermack, 2008), and 
by consuming excessive perquisites (Yermack, 2006a).

The researchers most closely associated with the managerial power approach are 
Lucian Bebchuk and Jesse Fried, who have argued in a series of papers that both the 
level and composition of pay are determined not by competitive market forces but 
rather by captive board members catering to rent-seeking entrenched CEOs.160 In addi-
tion, the authors argue that the CEO’s ability to extract rent is limited by outside scru-
tiny and criticism (the “outrage constraint”), and CEOs respond by extracting rents 

160  See, for example, Bebchuk and Fried (2003, 2004a, 2004b), Bebchuk, Grinstein, and Peyer (2010), 
Bebchuk, Fried, and Walker (2002), and Fried (1998, 2008a, 2008b).
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through difficult-to-observe or assess forms of compensation rather than through 
increased base salaries. They use their model to explain several common features of 
executive compensation plans, including the use (and misuse) of compensation consul-
tants, the prevalence of stealth compensation (pensions, deferred pay, perquisites, and 
loans), gratuitous severance payments, and stock options that are uniformly granted at 
the money and not indexed for the market or industry.

Can managerial power explain the trends in CEO pay? There is no doubt that executives 
(like the rest of us) are self-interested and would prefer higher compensation to lower 
compensation. There is also little doubt that—while CEOs are never explicitly involved 
in setting their own pay (even those sitting on their own compensation committees)—
CEOs have subtle ways of influencing the compensation committee and the pay-setting 
process.161 However, as emphasized by Holmstrom and Kaplan (2003) and Frydman and 
Jenter (2010), there is no evidence that boards have become weaker or more captive 
over time. Indeed, every measure of board independence has improved since the mid-
1980s. As discussed in Sections 5.1.1, the fraction of outside directors serving on the 
average board had increased to 80% by the end of the 1990s, and the CEO was the sole 
insider in nearly half of all firms. Since IRS Section 162(m) in 1993 (which required 
independence as a prerequisite for deductibility), most compensation committees have 
been fully independent. The 2003 NYSE listing requirements and 2010 Dodd–Frank 
Section 952 are appropriately characterized as tightening the definition from “indepen-
dent” to “really independent” to “really, really independent”, reflecting a mistaken belief 
that true independence can be measured by an objective standard applicable across all 
publicly traded companies without regard to the individual director. The increase in 
board independence during the 1990s should reduce managerial influence over pay, 
suggesting that the trends in CEO pay over the period were not driven by managerial 
power. In addition, the secular increase in disciplinarily firings of poorly performing 
CEOs (Kaplan and Minton, 2011; Huson, Parrino, and Starks, 2001) offers no evidence 
that boards are becoming systematically more passive over time.

Moreover, it is worth noting that many of the most generous and widely criticized 
option and severance payouts over the past two decades have been the direct result 
of formal employment agreements negotiated with external candidates, and not deals 
reached with powerful incumbents. Indeed, Murphy and Zábojník (2008) attribute the 
increase in executive pay to the increased prevalence of hiring CEOs from outside the 
firm. During the 1970s, under 15% of newly appointed CEOs were hired externally.  

161  For example, Murphy (1999) observes that while “outside board members approach their jobs with 
diligence, intelligence, and integrity…judgment calls tend systematically to favor the CEO. Faced with 
a range of market data on competitive pay levels, committees tend to on the high side. Faced with a 
choice between a sensible compensation plan and a slightly inferior plan favored by the CEO, the com-
mittee will defer to management. Similarly, faced with a discretionary choice on bonus-pool funding, 
the committee will tend to over- rather than under-fund.”
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By, the late 1990s, nearly a third of all CEO appointments came from outside of the 
firm, suggesting increasing competition in the managerial labor market. While the 
Murphy–Zábojník results (discussed in the next section) are often cited as evidence for 
the “efficient-contracting” approach, they are also consistent with directors systemati-
cally overpaying (and over-protecting) CEOs brought in from outside the firm.

In fact, compensation committees almost invariably pay “too much” for newly 
appointed CEOs, especially for those hired from outside the firm. Corporate directors 
seeking new CEOs from outside typically hire a professional search firm to identify quali-
fied candidates for the position (Khurana, 2002a, 2002b). The pool of qualified candidates 
is narrowed through extensive research, background and reference checks, and interviews 
until a single individual is selected for the position. Negotiations over pay typically begin 
only after the favored candidate is identified and told that he or she is to be the new CEO. 
Indeed, many times negotiations are still on-going when the appointment is announced 
publicly. At this point the board is effectively locked in to the particular candidate CEO, 
which dramatically shifts the bargaining power to the seller (the candidate) rather than 
the buyer (the firm). This procedure is a reasonable way to identify top candidates when 
“price” is not an issue, but is clearly a recipe for systematically paying too much for 
managerial talent.

The tendency to pay too much and to pay it in the wrong way is exacerbated by 
potential CEOs who hire skilled contracting agents to negotiate on their behalf. In 
contrast, compensation committees rarely retain their own expert negotiators. The out-
come is what one would expect in a game where there is such a clear mismatch: no 
matter how well intentioned, the typical compensation committee is no match against 
a professional negotiator, and overly generous pay packages become ubiquitous. But 
often the problem is worse: the incoming CEO (and his professional agent) negotiate 
not with the compensation committee but rather with the company’s general counsel 
or head of human resources, knowing they will report to the CEO when the contract-
ing is complete.

Overpaying newly hired CEOs is an agency problem caused by directors paying the 
new hires with shareholder money rather than their own. It is not, however, a “manage-
rial power” problem, since the board is not captive and these are arms’ length negotia-
tions with a non-incumbent CEO candidate. The distinction is important because the 
policy prescriptions are different: the solution to overpaying new hires is to strengthen 
the negotiation process, while the solution to managerial power is to weaken the 
incumbent CEO’s influence. More importantly, the “problem” of overpaying (and over-
protecting) new hires may be small compared to the costs of selecting the wrong CEO.

In any case, hiring managerial talent from either inside or outside the firm is expen-
sive, and the price of talent increased significantly during the 1990s and early 2000s. 
Kaplan and Rauh (2010) and Kaplan (2008), for example, present evidence that the 
increased pay for top executives is comparable to pay trends for top lawyers, investment 
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bankers, hedge-fund managers, venture capitalists, private-equity managers, and athletes. 
The rise in incomes for top talent in these disparate sectors—most with active and 
mobile labor markets—cannot plausibly be explained by managerial power. It seems 
unproductive to attribute gains in these other sectors to competitive market forces while 
inventing a different explanation for the rise in CEO pay. Indeed, the secular increase 
in external CEO appointments documented by Murphy and Zábojník (2008) suggests 
that the managerial labor market is becoming more rather than less competitive.

Can managerial power explain the growth in the use of stock options?Bebchuk, Fried, and 
Walker (2002) suggest that firms can “camouflage” excessive pay by substituting stock 
options for cash compensation, under the theory that such grants are difficult to value 
and are easy to hide in annual disclosures. Under disclosure rules effective before 1992, 
information on option grants was indeed difficult to obtain.162 However, the center-
piece of the sweeping new disclosure rules introduced in October 1992 focused on 
option grants, and two new tables were added to the proxy statements to describe the 
details of both the grant and the number and value of options held at the end of the 
year. Bebchuk, Fried, and Walker (2002) would predict that options grants would fall as 
the amount of information increased. However, option grants escalated (rather than fell) 
following the new rules.

Bebchuk and Grinstein (2005) attempt to provide a managerial power explanation 
for the 1990s increase in stock options as follows. First, they argue that the stock market 
boom weakened the outrage constraint, giving executives more latitude to increase their 
own pay. Second, they argue that increasing compensation in the form of options caused 
less outrage than increasing base salaries, not because of “camouflage” but because options 
offered the possibility of improved incentives. When the market declined in 2000–2002, 
the outrage constraint strengthened as investors became less forgiving of perceived mana-
gerial over-reaching, stemming the escalation in both pay and the use of stock options. 
Bebchuk and Grinstein (2005) use this framework to explain the correlation between 
CEO pay and general stock-price movements, as illustrated in Figure 18 in Section 3.7.5. 
Their framework would therefore also predict an increase in pay and options during the 
2003–2007 bull market, and yet pay increases were modest and options were declining 
over this period. They could, of course, provide arguments for the existence of an “out-
rage constraint” for this period that would explain why pay levels moderated and options 

162  In September 1983, the SEC had reduced the amount of information companies needed to disclose on 
executive stock options. From 1978 to 1983, the “summary compensation table” in the proxy statement 
included not only cash compensation but also the number of new options granted and the increase in the 
intrinsic value of options held. Under the 1983 “paperwork reduction” rules, the summary compensation 
table included only cash compensation, the number of options granted was moved to later in the proxy, and 
information on outstanding options (and changes in the value of outstanding options) was eliminated. For 
details on the 1983 rules, see Hudson, “SEC Rules Allow Concerns to Curb Pay Disclosure: Companies 
Likely to Divulge Less on Executive Fees, Incentives, and Stock Options,” Wall Street Journal (1983).
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were replaced by restricted stock. This points to a basic problem with the Bebchuk and 
Grinstein (2005) explanation (and the managerial-power hypothesis more generally): 
there is no principled way to refute any trend in pay given the authors’ flexible (and 
unmeasurable) definition of both the “outrage constraint” and its importance.

5.2.2 Efficient Contracting
The “efficient contracting” camp maintains that the observed level and composition of 
compensation reflects a competitive equilibrium in the market for managerial talent, 
and that incentives are structured to optimize firm value. The survey article by Edmans 
and Gabaix (2009) considers optimal-contracting explanations for the pay practices 
criticized under the managerial power camp, and the survey article by Frydman and 
Jenter (2010) discuss how these theories can predict increases in CEO pay over time.

Unlike the “managerial power” camp, the “efficient contracting” camp is not neatly 
characterized by a well-defined set of authors or articles. The modern executive com-
pensation literature paralleled the emerging agency theory literature, and the majority 
of CEO pay papers written since the 1980s have been explicitly or implicitly based 
on agency or optimal-contracting theories. Indeed, the managerial power approach 
largely evolved as researchers—perhaps beginning with Jensen and Murphy (1990b) and 
Yermack (1995)—uncovered anomalies seemingly inconsistent with optimal contracts.

Can efficient contracting explain the trends in CEO pay? Beyond optimal incentive con-
tracts, the efficient contracting approach includes market equilibrium models of mana-
gerial productivity, matching, and sorting that predict secular increases in CEO pay. For 
example, Murphy and Zábojník (2008) and Frydman (2007) offer general equilibrium 
models attributing the increase in executive pay to the increased prevalence of hiring 
CEOs from outside the firm. In particular, both papers attribute the trend toward out-
side hiring as reflecting gradual changes in the nature of the CEO job, modeled as a 
shift in the relative importance of general “managerial capital” (human capital specific 
to CEO positions) over firm-specific capital (reflecting skills, knowledge, contacts, and 
experience valuable only within the organization). The shift in the relative importance 
of general vs. firm-specific managerial capital leads to fewer promotions, more external 
hires, and an increase in equilibrium average wages for CEOs relative to the wages of 
lower-level workers. Ultimately, while it is plausible that the increased prevalence of 
outside hiring will increase average wages (if nothing else, employers must always pay 
a premium when hiring from outside compared to promoting from within), it is less 
plausible that the doubling of outside hiring from the 1970s to the 2000s could lead to 
such a huge increase in real CEO pay over this time period.

Alternatively, Gabaix and Landier (2008) build an equilibrium model in which the 
marginal product of managerial ability increases with firm size (so that it is optimal to 
assign the most talented managers to the largest firms). As shown by Rosen (1981) and 
Rosen (1982), such assortative matching produces equilibrium wages that are convex in 
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ability, such that small increases in ability can lead to large increases in wages (since the 
CEO is assigned to a larger firm). Gabaix and Landier (2008)’s key insight is that the 
wage of a CEO will depend not only on firm size, but also on the size distribution of 
all firms in the relevant market: as the average firm becomes larger, managerial marginal 
products increase and competition for scarce managerial talent will bid up compensa-
tion. In particular, they show that a shift in the size distribution of firms will lead to a 
proportional shift in compensation, and conclude that “the six-fold increase in CEO 
pay between 1980 and 2003 can be fully attributed to the six-fold increase in market 
capitalization of large US companies”.

Gabaix and Landier (2008)’s results are consistent with the near-perfect correlation 
between CEO pay and general stock-price movements observed from 1980 to 2002 
(see Figure 18 in Section 3.7.5). However (and similar to the critique of Bebchuk and 
Grinstein (2005) above), their results are not consistent with time trends in CEO pay 
and the stock market since 2002. In addition, while their insights on the size distribution 
are potentially important, their focus on market capitalization as the size measure is 
problematic since it conflates size, stock-price performance, and the vagaries of the 
market. Few would argue, for example, that Apple was really the largest firm in the 
world economy in 2012 (and yet their market value in early 2012 eclipsed that of 
Exxon-Mobil, PetroChina, and Royal Dutch Shell). Similarly, Volkswagen was not the 
second-largest firm on the planet for a couple of days in late October 2008 after its 
stock price increased by 350% over a two-day period (before tumbling by 60% over the 
following week).163 While average CEO pay may have moved roughly proportionately 
with average market capitalization between 1980 to 2003, it far outpaced the growth in 
more traditional measures of size. For example, average revenues for the 500 largest US 
firms ranked by revenue grew only by 50% after inflation from 1980 to 2003, while 
average employment for the 500 largest US employers grew only by 19%.164

Can efficient contracting explain the growth in the use of stock options? The CEOs in most 
market-equilibrium models (including Murphy and Zábojník (2008), Frydman (2007), 
Gabaix and Landier (2008), and the informal model in Kaplan and Rauh (2010)) 
contribute only ability and not effort. Therefore, there is no role for incentives and 
thus no obvious reason why the increase in pay would come in the form of increased 
equity-based compensation (or, in particular, in stock options and why the preferred 
form of equity incentives would shift to restricted stock after 2002). To “explain” trends 
in CEO pay, it is not enough to predict increases in the level of pay, independent of 

163  Zuckerman, Strasburg and Esterl, “VW’s 348% Two-Day Gain Is Pain For Hedge Funds,” Wall Street 
Journal (2008).

164  The Top 500 are for all US-based firms in Compustat. Using the same methodology, I find that the 
average market value (including debt and equity) for the 500 largest US firms grew by 300% between 
1980 and 2003, substantially less than the 500% alleged by Gabaix and Landier (2008). I am unable to 
reconcile the difference.
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dramatic changes in its composition. Indeed, as discussed above in Section 2.1.2, CEOs 
naturally demand a “risk premium” for accepting stock options in lieu of safer forms 
of compensation, and this risk premium will increase when the CEO is less diversified 
(i.e. when holding more shares of stock, or when the value of option portfolios increase 
relative to other wealth). Therefore, any increase in stock options will naturally be asso-
ciated with an increase in total compensation, especially in a rising market. As shown 
in Figure 7 in Section 2.1.2, median risk-adjusted CEO pay actually fell from 1998 to 
2001 (at least given the assumptions in the figure), even as the median unadjusted pay 
was exploding. In fact, the puzzle to be solved in Figure 7 is not why pay levels increased 
in the late 1990s (because they actually declined after adjusting for risk), but rather why 
risk-adjusted pay levels increased dramatically from 2002–2007, as companies replaced 
risky stock options with less risky restricted stock, without substantial declines in the 
grant-date fair-market value of pay.

Optimal-contracting theory (i.e. the subset of efficient contracting predicting that 
incentives are structured to optimize firm value) offers few explanations for the increase 
in option-based pay (i.e. increases in pay-performance sensitivities) in the 1990s. 
Consider, for example, the benchmark model where firm value is given by y = a + ε, 
where a is executive effort, and ε is (normally distributed) uncontrollable noise, 
ε≈N(0,σ2). Moreover, suppose that managerial contracts take the simple linear form 
w(x) = s + by, where s is a fixed salary and b is the sharing rate (or “pay-performance 
sensitivity”). Assuming that the executive has exponential utility, U(x) = -er(w-c(a)), where 
r is the executive’s absolute risk aversion and c(a) is the convex disutility of effort, the 
optimal sharing rate is given by:165

Traditional contracting theory therefore suggests a finite number of factors that 
might explain higher incentives among CEOs in the 1990s. First, perhaps CEOs became 
less risk or effort averse in the 1990s, but to my knowledge there is no theory or empiri-
cal work suggesting such declines in risk- or effort-aversion parameters. Second, perhaps 
CEO performance became estimated with less noise in the 1990s. While potentially 
consistent with the increase in director independence (if taken as a proxy for board 
monitoring), most measures of cash-flow or shareholder-return volatility increased 
rather than decreased over this time period.

165  For similar (but more general) derivations of the optimal pay-performance sharing råte, see Lazear 
and Rosen (1981), Holmstrom and Milgrom (1991), Gibbons and Murphy (1992), and Milgrom and 
Roberts (1992).

b =
1

1 + rσ 2c ′′
.
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Alternatively, suppose that firm value is given by y = θa + ε, where the primary 
source of uncertainty is variations in θ (i.e. managerial productivity assumed to be 
observed by the CEO but not by directors or shareholders). Zábojník (1996) and 
Prendergast (2002) show that optimal pay-performance sensitivites increase with the 
volatility of θ (incentives are more important when the CEO has private information 
about his or her marginal productivity). Again, to my knowledge there is no theory or 
empirical work suggesting that CEO marginal productivity became more volatile dur-
ing the early 1990s.

Moreover, optimal-contract theories must explain not only the increase in equity-
based compensation, but why that increase came almost entirely in the form of stock 
options as opposed to restricted shares or other equity-based instruments. Several papers 
have attempted, with only limited success, to provide theoretical justification for stock 
options. For example, traditional principle-agent models based on constant relative risk 
aversion and lognormally distributed stock prices (e.g., Hall and Murphy, 2002; 
Dittmann and Maug, 2007), suggest that—when salaries can be adjusted—contracts 
with restricted shares or options granted in-the-money are generally are superior to 
contracts with at-the-money options.166

Ultimately, the most compelling optimal-contracting explanation for the increase 
in equity-based compensation in the 1990s is that contracts were suboptimal before the 
1990s, and got better. As explored above in Sections 3.5.6 and 3.6, year-to-year changes 
in executive pay in the 1970s largely reflected changes in company revenues (rather than 
performance), contributing to unproductive diversification, expansion and investment 
programs. The takeover and LBO market of the 1980s demonstrated vast potential for 
value creation in previously inefficient firms, leading academics, institutions, and share-
holder advocates to demand that pay be more closely tied to shareholder performance. 
As emphasized by Holmstrom and Kaplan (2001), stock options allowed executives to 
share in the value created by internal restructurings that reduced excess capacity or 
reversed ill-advised diversification programs. The growing importance of shareholder 
activists and large institutional investors (Gompers and Metrick, 2001) increasingly 
pressured firms to tie pay more closely to stock-price performance. Stock options also 
became the currency of choice for high-tech start-ups, rich with ideas but (allegedly) 
short of cash or sources of capital. As a result, the popularity of options soared with 
the stock market during the 1990s, to the benefit of shareholders and executives alike. 
In fact, part of the increase in options during the 1990s plausibly reflects the fact that 
they seemed to be working: corporate boards and top managers began to associate 
option grants with successful company performance, especially during the high-tech 

166  Contracting models justifying the use of stock options rather than stock typically focus on optimal 
risk taking rather than (or in addition to) effort incentives (see, for example, Hirshleifer and Suh, 1992; 
Edmans and Gabaix, 2011).
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and Internet boom of the late 1990s. Indeed, the increase in options coupled with the 
renewed focus on shareholder value creation may help explain the overall growth in 
stock market during this period.

This optimal-contracting explanation for stock options cannot, however, explain the 
magnitude of the explosion, and why it came in the form of options rather than stock. 
Consider, for example:
•	 The	increase	in	stock	options	for	top-level	executives	was	associated	with	no	dis-

cernable decrease in other forms of compensation (such as base salaries, bonuses, or 
benefits). To my knowledge, there is not an efficient contracting theory that predicts 
stock options to be added “for free” on top of what were presumably competitive 
compensation packages.

•	 Most	contracting	models	would	predict	that	the	number	of	options	granted	would	
decline as stock prices increase, since the Black–Scholes cost of granting at-the-
money options increases proportionately with the stock price. However, the num-
ber of options (as a fraction of outstanding common stock) increased rather than 
decreased during the 1990s, leading to a near-perfect correlation between average 
option grant-date values and stock-market indices between 1980 and 2002 (see 
Figure 18).

•	 Beginning	 in	 2002,	 and	 especially	 since	 2006,	 restricted	 stock	 has	 replaced	 stock	
options as the dominant form of equity-based compensation (and, indeed, is now 
the largest single component of compensation for the typical CEO in S&P 500 
firms). To my knowledge, there is not an efficient-contracting theory that predicts 
this switch.
Even more difficult for the optimal-contracting camp is explaining why so many 

options were granted to so many employees well below the executive suite (see Figures 
19 and 20). Since non-tradable stock options are an unusually inefficient method of 
conveying compensation (see Section 2.1.2), the incentive benefit from stock options 
must exceed the substantial difference between the company’s opportunity cost of 
granting options and the “value” of those options from the perspective of risk-averse 
undiversified employees. While there may be efficient contracting justifications for 
granting options to top-level executives and other critical employees who can directly 
impact company stock prices (such as R&D scientists), there is (to my knowledge) no 
compelling incentive theory explaining option grants for rank-and-file employees.

Existing theories of broad-based option plans focus not on incentives but on other 
aspects of the employment relation. Oyer (2004), for example, argues that broad-based 
options may help satisfy participation constraints when reservation wages are correlated 
with the “market” and when it is costly to adjust other terms of employee compensa-
tion. Oyer and Schaefer (2005) and Bergman and Jenter (2007) argue that it might be 
optimal to grant options rather than cash when employees are irrationally optimistic 
about company prospects. Core and Guay (2001) argue that firms grant options to 
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lower-level employees as a substitute for cash compensation, and document a greater use 
of options for firms facing financing constraints.167 Babenko, Lemmon, and Tserlukevich 
(2011) argue that financially constrained firms rely on cash inflows from employee 
option exercises to finance investments.

The common failing in the aforementioned theories of broad-based stock option 
plans is neither recognizing nor incorporating the substantial difference between the 
company’s cost and the employee’s value of non-tradable stock options. For example, 
Oyer (2004) offers no compelling argument or evidence that options are an efficient 
substitute for flexible employment terms (indeed, he largely ignores the efficiency cost 
of options, and assumes that contract adjustments are prohibitively costly)168, and Core 
et al. (2001) and Babenko et al. (2011) implicitly hold but provide no theoretical or 
conceptual evidence for the implausible assumption that risk-averse undiversified 
employees are efficient sources of capital. Bergman and Jenter (2007) suggest that firms 
can reduce compensation costs by paying over-optimistic employees with (potentially 
overvalued) options, but provide no evidence that options are offered as a substitute for 
other forms of compensation. Indeed, all these models ignore the fact that most broad-
based option plans were layered on top of existing compensation arrangements, and 
were not substitutes for cash compensation. The dominant option granters in the 1990s 
were not small cash-poor internet start-ups (where a compelling incentive-based ratio-
nale for broad-based options can be made), but rather large cash-rich giants such as 
Microsoft, Intel, Cisco, and Apple.

5.2.3 Perceived Cost
In a series of papers—admittedly garnering less traction than either the “managerial 
power” and “efficient contracting” approaches—I’ve suggested an alternative explana-
tion for the growth of option-granting in the 1990s: decisions over options were made 
based on the “perceived cost” of options rather than on their economic (or “opportu-
nity”) cost.169 When a company grants an option to an employee, it bears an economic 
cost equal to what an outside investor would pay for the option. But, it bears no outlay 
of cash, and (prior to the 2006 changes in accounting rules) bears no accounting charge. 
Moreover, when the option is exercised, the company (usually) issues a new share to the 
executive, and receives both the exercise price and (for non-qualified stock options) a 
tax deduction for the spread between the stock price and the exercise price. These fac-
tors make the “perceived cost” of an option much lower than the economic cost.

167  In contrast, Ittner, Lambert, and Larcker (2003) find that companies with greater cash flows use options 
more extensively.

168  Indeed, Oyer (2004) should predict that stock options are a particularly ineffective substitute for down-
ward adjustments in employment terms (presumably firms face fewer short-run costs of adjusting in 
employees’ favor).

169 See, in particular, Murphy (2002, 2003) and Hall and Murphy (2003).
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From the perspective of many boards and top executives who perceive options to be 
nearly costless—or indeed deny that options have value when granted—the only way 
they can quantify the options they award is by the number of options granted. During 
the 1990s, the focus on the quantity rather than the cost of options was further solidified 
by the institutions that monitor option plans. For example (see Section 3.7.5), SEC 
disclosure rules in place between 1992 and 2006 required companies to report only the 
number of, rather than the value of, options granted in the “Summary Compensation 
Table”, the primary or most visible compensation table in the company’s annual proxy 
statement. Similarly (see Section 3.7.6), under the pre-2003 NYSE listing requirement 
companies must obtain shareholder approval for the total number of options available 
to be granted, but not for the cost of options to be granted.170 In addition, advisory 
firms (such as Institutional Shareholder Services) often base their shareholder voting 
recommendations primarily on the option “overhang” (that is, the number of options 
granted plus options remaining to be granted as a percent of total shares outstanding), 
and not on the opportunity cost of the proposed plan. Therefore, boards and top execu-
tives often implicitly admitted that the number of options granted imposes a cost on the 
company, while at the same time denying that these options have any real dollar cost to 
the company.

In addition, boards and top executives understand that options, when exercised, 
dilute the shareholdings of current equity holders. The number of options granted is 
included in fully diluted shares outstanding and therefore increased grants will decrease 
fully diluted earnings per share. Thus the negative consequences associated with these 
reductions in earnings per share also vary with the number of options granted, and 
not with the dollar-cost of the grants, and are consistent with the observed excessive 
focus on the number of options awarded and outstanding and not their dollar cost to 
the firm.

The perceived-cost view of stock options explains why options were granted in 
such large quantities to large numbers of executives and employees and also explains 
why the grant-date opportunity cost of options rose dramatically and subsequently 
declined with the stock market from 1980 to 2003 as shown in Figure 18 in Section 
3.7.5. If boards focused only on the number of options granted, and the number of 
options granted stayed constant or varied positively with stock market performance, 
then the cost of the annual option grants would rise and fall in proportion to the 
changes in stock prices.

The perceived-cost view also explains why the relation between executive pay and 
the S&P 500 Index shown in Figure 18 weakened beginning in 2003. As discussed in 

170  In addition, as discussed in Section 3.7.6, under the pre-2003 listing requirements, companies did not need 
shareholder approval for options that would be issued broadly to executives and employees throughout the 
organization, but only for option grants that would be concentrated among the highest-level executives.
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Section 3.8.4, while FAS 123R required firms to expense their options beginning in 
2006, many firms began voluntarily expensing in early 2003. Expensing options brings 
the perceived cost of options more in line with their opportunity cost, and companies 
responded to the robust stock market from 2003 to 2007 by decreasing the number of 
options granted as stock prices increased (rather than increasing the quantity of options 
as happened from 1993 to 2001). Moreover, expensing brings the accounting treatment 
of options in line with the accounting treatment of restricted stock, explaining the shift 
from options towards restricted stock.

Finally, the perceived-cost view explains many prevalent features of stock options 
offered by the managerial-power camp as evidence for their position. For example, 
Bebchuk, Fried, and Walker (2002) cite the scarcity of “indexed options” (i.e., options 
where the exercise price adjusts over time to market- or industry-wide price indices) 
as evidence for the managerial power hypothesis. However, prior to the 2006 impo-
sition of FAS 123R, indexed options were subject to an accounting charge while 
traditional options were not, increasing the relative perceived cost of indexed options. 
Similarly, Bebchuk, Fried, and Walker (2002) suggest that firms use uniform option 
terms (e.g., granting options “at the money”) because diverging from normal practice 
by granting in-the-money options would spark outrage. Under the perceived-cost 
view, companies grant at-the-money options to avoid the accounting expense associ-
ated with in-the-money options. Indeed, the unsavory practice of “backdating” (in 
which firms granted in-the-money options but retroactively set the exercise date so 
the options appeared to be granted at the money; see Section 3.8.2) allowed firms 
to convey a given level of compensation without an accounting charge using fewer 
options than would be required without backdating. While the apparently common 
practice subsequently became “criminalized”, many of the participants at the time 
viewed the practice as a minor accounting transgression that saved the shareholders 
a little dilution.

The perceived-cost view is readily acknowledged by practitioners and compensation 
consultants, but is usually denied or dismissed by financial economists because it implies 
systematic suboptimal decision-making by managers and a fixation on accounting num-
bers that defies economic logic. But executives often respond to accounting concerns 
in ways that seem irrational to economists. For example (as discussed in Section 3.7.4), 
the practice of repricing options following stock downturns virtually disappeared in 
December 1998 after an accounting expense was imposed on repriced options, illustrat-
ing how companies respond to accounting rules that have no affect on company cash 
flows. Similarly (as discussed in Section 3.8.4), firms accelerated the exercisability of 
existing options in advance of the implementation of FAS 123R in order to avoid an 
accounting charge for previously granted but unexercisable options; such acceleration 
hurts shareholders by reducing retention incentives and allowing executives to unwind 
their equity positions. As another example (only slightly beyond the executive 
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compensation arena), companies systematically scaled back retiree healthcare benefits 
after FASB required companies to record a current accounting charge for anticipated 
future medical costs.171 The new accounting rule apparently increased the perceived 
cost of these benefits, putting them more in line with their actual economic cost, and 
as a result companies reduced benefit levels.

While the perceived-cost approach can explain why so many options were granted 
to so many people (because options were free, or at least cheap), it cannot explain why 
the explosion in grants started in earnest in the early 1990s: after all, the accounting and 
tax rules governing non-qualified stock options had been in place since 1972. In addi-
tion, before the May 1991 ruling that allowed stock acquired by exercising options to 
be immediately sold (see Sections 3.5.4 and 3.7.2), companies routinely granted Stock 
Appreciation Rights (typically subject to an accounting charge) rather than stock 
options (typically subject to no accounting charge), suggesting that the choice of 
equity-based incentives were not solely driven by accounting considerations.172

More fundamentally, the problem with the perceived-cost approach is that stock 
options are, of course, neither free nor even cheap to grant. Indeed, non-tradable options 
are an unusually expensive way to convey compensation to risk-averse and undiversified 
employees (Hall and Murphy, 2002; Section 2.1.2 above). A tempting theory—con-
sistent with the managerial power approach—is that executives fully understood the 
opportunity cost of options but duped gullible directors into believing they were free. 
However, this explanation is inconsistent with the fact that 95% of options were granted 
below the CEO level: it seems implausible that the CEO would support such as huge 
transfer of wealth from shareholders to employees for a modest increase in his or her 
own compensation.

More plausible is the idea that executives and directors simply misunderstood the 
nature of opportunity costs. There is ample evidence that executives routinely ignore the 
opportunity cost of equity capital, leading firms to excess capacity and inefficient levels 
of inventories, cash and working capital. Indeed, the “Economic Value Added” programs 
that became popular in the 1990s were explicitly designed to teach managers about the 
opportunity cost of capital. If executives have a hard time grasping the opportunity cost 
of equity, they will have an even harder time grasping the opportunity cost of a deriva-
tive on that equity, especially when told that the “cost” is not the accounting cost but 
rather is estimated using a seemingly arcane theoretical formula. It is worth recalling 
that—while the Black–Scholes methodology was twenty years old by the early 1990s 
and was increasingly being used in academic research on executive compensation—it 

171  See Amir (1993), Espahbodie, Strock, and Tehranian (1991) and Mittelstaedt, Nichols, and Regier (1995) 
for descriptions and analyses of FAS 106 (Employers’ Accounting for Postretirement Benefits Other than Pensions).

172  In particular, the accounting expense for SARs reflected the appreciation in stock prices from the grant 
date through the exercise date.
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had only recently gained limited traction among compensation consultants, and was not 
considered a useful tool in most corporate human resources departments.

5.2.4 Politics of Pay
A central theme in this study has been the futility of “explaining” CEO pay without 
explicit consideration of the causes and consequences of government intervention into 
executive compensation over the past century. The option explosion in the 1990s, which 
in turn caused the escalation in pay levels that spawned both the efficient contracting 
and managerial-power literatures, is a prime example of this futility. In Section 3.7 I 
discuss six factors that I believe contributed to the 1990s explosion in stock options 
(and hence the escalation in pay):
•	 Shareholder pressure for equity-based pay. The takeover and LBO market of the 1980s 

demonstrated vast potential for value creation in previously inefficient firms, lead-
ing academics, institutions, and shareholder advocates to demand that pay be more 
closely tied to shareholder performance.

•	 SEC holding-period rules. In 1991, the SEC determined that shares acquired by exer-
cising options could be sold immediately upon exercise (effectively eliminating the 
six-month holding requirement).

•	 SEC option disclosure rules. In 1992, the SEC required disclosure of only the number 
of options granted, and not the value of options granted. The new rules pre-empted 
a popular Senate bill demanding a single dollar value for total compensation (which, 
in turn, required a dollar-valuation for options).

•	 Clinton’s $1 million deductibility cap. In 1993, Section 162(m) (which ironically was 
imposed to reduce levels of executive pay) provided a safe harbor for stock options, 
by exempting options from the $ 1 million deductibility limit.

•	 Accounting rules for options. In 1995, after pushing for expensing the “fair-market 
value” of stock options, FASB backed down and allowed options to be granted 
without an accounting expense to the company (thus preserving the illusion that 
options were nearly costless to grant).

•	 NYSE listing requirements. Under listing rules in place during the 1990s, companies 
needed shareholder approval for equity plans covering top-level executives, but did 
not need approval as long as a sufficient percentage of eligible employees were non-
executives. Therefore, companies could bypass shareholder votes by granting options 
to lower-level employees as well as executives.
The first of these factors (“shareholder pressure for equity-based pay”) is consistent 

with the efficient contracting explanation (at least the version of the theory that con-
tracts were suboptimal before the 1990s, and got better). However, the remaining factors 
reflect government intervention into the pay process, often as unintended consequences 
of attempts to curb perceived excesses in executive pay (and executive stock options in 
particular).
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For example, the May 1991 SEC rules that allowed executives to sell shares imme-
diately after exercising options was an unintended consequence of an attempt to curb 
excessive grants. As discussed in Section 3.7.2, corporate insiders are required to report 
stock purchases on SEC Form 4, but were not (before May 1991) required to report 
option grants. To provide more transparency for option grants, the SEC redefined the 
“stock purchase” as the date the option was granted rather than when it was exercised 
(thus triggering Form 4 disclosure of grants within 10 days of the end of the month 
when options were granted). As a result of this new definition, the six-month holding 
period required by the Securities Act started when the option was granted and not 
when it was exercised, allowing immediate sales upon exercise and greatly enhancing 
the appeal of options.

Similarly, Bill Clinton’s campaign promise to limit deductibility of executive pay 
covered all forms of pay, and was only later modified to exempt deductibility limitations 
for pay tied to productivity. After substantial debate, stock options with an exercise price 
at or exceeding the grant-date market price were defined as related to productivity, 
while options with a lower exercise price were (arbitrarily) defined as non-performance 
related. But, as discussed in Section 3.7.3, the intent of the Congressional sponsors of 
the ultimate legislation was to reduce “excessive compensation”, and not to promote 
the use of stock options.

However, the government faced an interesting political quandary: while it sought 
to curb perceived excesses in executive pay and options, it simultaneously sought to 
encourage firms to issue options to lower-level employees. For example, in its 1992 
disclosure rules, the SEC required firms to report not only the number of options 
granted to each proxy-named executive, but also report that number as a percentage 
of options granted to all employees. The sole purpose of this requirement—similar to 
the Dodd–Frank requirement to report the ratio of CEO pay to the pay of the median 
employee—was to encourage (or “shame”) companies into spreading awards more 
equally across the organization.

The NYSE listing requirements—which required shareholder approval for execu-
tive option plans but not broad-based option plans—were also designed to encourage 
option grants to lower-level employees. As discussed in Section 3.7.6, until January 
1998 it had generally assumed that “broad-based plans” excluded substantial grants to 
top executives, which limited their use. The “clarifications” in 1998 (revised in 1999) 
defined how companies could grant top-executive options without approval, so long as 
a sufficient percentage of either the eligible employees or options granted were below 
the top-executive level. As a consequence, grants to both executives and lower-level 
employees escalated.

Similarly, FASB’s 1995 compromise (which allowed companies to continue to grant 
options without an accounting expense, while recommending expensing fair market 
values) was driven primarily by concerns about expensing’s implications for lower-level 
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grants (and not concerns with top executives). Countering Carl Levin’s (D-MI) 
Corporate Pay Responsibility Act requiring option expensing (Section 3.7.4), bilis were 
introduced in both the House and Senate against expensing. In May 1994, the US 
Senate passed (by a 88-9 vote) a non-binding “sense of Congress” resolution demanding 
FASB to drop its expensing proposal, claiming that expensing would affect the ability 
of companies to raise capital, create jobs, and attract the best employees.173 The Senate 
was joined by the Clinton administration—in no means an advocate of high CEO 
pay—concerned that FASB’s proposal would hurt the competitiveness high-tech 
companies.174

The political obsession for broad-based option programs continued into the early 
2000s, even as the popularity of options waned due to stock-market declines and pres-
sures towards voluntary expensing (Section 3.8.4). Advocates of broad-based plans in 
Congress, fearing that fair-market-value accounting for options would end of option 
grants to low-level employees, introduced several (ultimately shelved) bills to protect 
such programs, including:

•	 The	Workplace	Employee	Stock	Option	Act	of	2002	(H.R.	5242),	which	provided	
incentives for broad-based option programs by allowing employees to purchase 
options and stock through pre-tax payroll deductions, and providing accelerated tax 
deductions for employers.

•	 The	 Rank-and-File	 Stock	 Option	Act	 of	 2002	 (S.	 2877),	 which	 limited	 the	 tax	
deduction companies could take if a stock-option program was not broad based.
These bilis, and several others, were shelved in committee and the factors that had 

encouraged broad-based options were reversed:
•	 NYSE	and	NASDAQ	listing	rules	revised	in	2003	required	shareholder	approval	for	

all option plans (including broad-based plans);
•	 The	 SEC’s	 2006	 disclosure	 rules	 required	 disclosure	 of	 grant-date	 values	 (and	

dropped the disclosure of the option grants to top executives as a percentage of all 
option grants);

•	 FASB	revised	its	accounting	rules	effective	for	most	companies	in	fiscal	2006,	man-
dating the expensing of options at their grant-date fair market value.

Ultimately and predictably, these changes curtailed the practice of broad-based 
option plans: firms that already had such plans granted fewer options, and virtually 
no firms without plans introduced one. Indeed, as evident from Figure 19 in Section 
3.7.6 the average number of options granted by firms to all employees in the S&P 500 
fell by half from 2001 to 2005 (from 2.6% of outstanding shares each year in 2001 to 
1.3% in 2005).

173 “US Senate backs resolution to remove option plan,” Reuters News (1994).
174 “Clinton Enters Debate Over How Companies Reckon Stock Options,” Wall Street Journal (1993).
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5.3 Explaining Executive Compensation: lt’s Complicated
My objective in writing this study is to provide “context” for both research in executive 
compensation and the ongoing debate over pay. Executive compensation has evolved 
over time in response to changes in both economic and political environments. Most 
recent analyses of executive compensation have focused on efficient contracting or 
managerial-power rationales for pay, while ignoring or downplaying the causes and 
consequences of disclosure requirements, tax policies, accounting rules, legislation, and 
the general political climate. A central theme of this study is that government interven-
tion has been both a response to and a major driver of time trends in executive com-
pensation over the past century, and that any explanation for pay that ignores political 
factors is critically incomplete.

As an important example, the growth in stock options in the 1990s spawned a 
major literature focused on explaining both cross-sectional and time-series trends 
in equity-based compensation for US CEOs. This literature has largely ignored the 
importance of political factors. However, the initial popularity of stock options was a 
direct result of government policies in the 1950s (Section 3.4), as was the explosion 
(and subsequent implosion) of options in the 1990s and 2000s, respectively (Sections 
3.7 and 3.8.4). Similarly, the contrasting evolution of stock options for US CEOs and 
their foreign counterparts is largely explained by political rather than economic factors 
(Section 4.3).

Indeed, what makes CEO pay both interesting and complicated is the fact that the 
efficient contracting, managerial power, and political paradigms co-exist and interact. 
In introducing plans that tie pay more strongly to performance as demanded by share-
holders, directors routinely agree to pay more than necessary to compensate for the 
increased risk. Self-interested CEOs seek employment protection through overly gen-
erous severance provisions; directors acquiesce believing that the probability of failure 
is low (and because it is not their money anyway). When compensation failures occur 
(such as those overly generous severance payments), Congress gets outraged, triggering 
disproportionate reforms with little regard for shareholders or value creation. In turn, 
companies and their executives respond by circumventing or adapting to the reforms, 
usually in ways that increase pay levels and produce other unintended (and typically 
unproductive) consequences.
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T Agency theory is a set of proposition in governing a modern corporation which is typically characterized by large number 
of shareholders or owners who allow separate individuals to control and direct the use of their collective capital for future 
gains. These individuals may not always own shares but may possess relevant professional skills in managing the corporation. 
The theory offers many useful ways to examine the relationship between owners and managers and verify how the final 
objective of maximizing the returns to the owners is achieved. This paper reviews the extensive literature of agency theory 
along with some of its limitations and it also focuses that a firm can improve its performance if agency cost may be reduced.

INTRODUCTION- 
A firm can be owned by a single person or by more than one 
person. A firm owned by a single person is called a sole pro-
prietorship concern. In this case the owner is the manager and 
his interests are no different from that of the firm i.e., maxi-
mizing the firm value. But in majority of cases a single individ-
ual cannot provide the entire capital, expertise and resources; 
and hence few individuals, with similar objective, collectively 
carry out the business. A large number of investor provides 
the risk capital. They are called shareholders. Shareholders 
have the residual claim on the assets of the company. There-
fore, the right to control the use of the assets of the firm vests 
in them. They are deemed owners of the company. Sharehold-
ers delegate the power to manage the company to board of 
directors. The board delegates the same to managers while 
retaining its role to monitor and control the executive man-
agement. Corporate governance literature views shareholders 
as the principal and manager as their agent and describes the 
relationship as principal-agent relationship-

“An agency relationship is defined as one in which one or 
more persons (the principals) engage another person (the 
agent) to perform some service on their behalf which involves 
delegating some decision making authority to the agent. ( Hill  
and Jones, 1992)”.

The divergence of interest between the owners and the man-
agers, due to the separation of ownership from control, re-
sults in the agency costs.

Dealing with the agency problem is not free. Unfortunately, 
there is an agency cost associated with coping with the agen-
cy problem. Agency costs usually fall under the category of 
operating expenses. If employees of a company take a busi-
ness trip and book themselves into the most expensive hotel 
they can find or if they insist on the best computer in the 
market for their offices, those are examples of agency costs. 
Those things don’t maximize the wealth of the shareholders 
but instead minimize it.

LITERATURE REVIEW OF AGENCY THEORY- The agency 
problem inherent in the separation of ownership and control 
of assets was recognised as far back as in the 18th century 

by Adam Smith in his Wealth of Nations, and studies such 
as those by Berle and Means (1934) and Lorsch and Maclver 
(1989) show the extent to which this separation has become 
manifest in firms throughout the world. Under this agency re-
lationship, both the agents and the principals are assumed to 
be motivated solely by self-interest. As a result, when principal 
delegates some decision making responsibility to the agents, 
agents often use this power to promote their own well-being 
by choosing such actions which may or may not in the best 
interests of principals (Barnea, Haugen and Sanbet, 1985; Bro-
mwich, 1992; Chowdhury, 2004). In agency relationship, the 
principals and agents are also assumed to be rational econom-
ic persons who are capable of forming unbiased expectations 
regarding the impact of agency problems together with the 
associated future value of their wealth (Barnea et al., 1985). 
Agency theory is concerned with the contractual relationship 
between two or more persons. Jensen and Meckling (1976, 
p.308) define agency relationship as a contract under which 
one or more person (principals) engage another person (the 
agent) to perform some service on their behalf which involves 
delegating some decision making authority to the agent. 
Jensen and Meckling identify managers as the agents, who 
are employed to work for maximizing the returns to the share-
holders, who are the principals. Jensen and Meckling assume 
that as agents do not own the corporations resources, they 
may commit moral-hazards (such as shirking duties to enjoy 
leisure and hiding inefficiency to avoid loss of rewards) mere-
ly to enhance their own personal wealth at the cost of their 
principal. To minimize the potential for such agency problems, 
Jensen (1983) recognizes two important steps-

1-The principal-agent risk-bearing mechanism must be mon-
itored through the nexus of organization and contracts. The 
first step, considered as the formal agency literature, exam-
ines how much of risks should each party assume in return for 
their respective gains. The principal must transfer some rights 
to the agent who, in turn, must accept to carry out the duties 
enshrined in the rights.

2- The second step, which Jensen (1983, p. 334) identifies as 
the positive agency theory clarifies how firms use contractual 
monitoring and bonding to bear upon the structure designed 
in the first step and derive potential solutions to the agency 
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problems. The inevitable loss of firm value that arises with the 
agency problems along with the costs of contractual moni-
toring and bonding are defined as agency costs,(Jensen and 
Meckling, 1976).

The principal-agent problem is also an essential element of 
the incomplete contracts view of the firm developed by Coase 
(1937), Jensen and Meckling (1976), Fama and Jensen (1983 
a,b), Williamson (1975,1985), Aghion and Bolton (1992), 
and Hart (1995). This is because the principal-agent problem 
would not arise if it were possible to write a complete con-
tracts. In this case, the investor and the manager would just 
sign a contract that specifies ex-ante what the manager does 
with the funds, how the returns are divided up, etc. In oth-
er words, investor could use a contract to perfectly align the 
interests and objectives of managers with their own. Howev-
er, complete contracts are unfeasible, since it is impossible to 
foresee or describe all future contingencies. This incomplete-
ness of contracts means that investors and managers will have 
to allocate residual control rights in some way, where residual 
control rights are the rights to make decisions in unforeseen 
circumstances or in circumstances not covered by the contract.

Limitations of agency theory- There are a number of limi-
tations of agency theory (Eisenhardt 1989; Shleifer and Vishny 
1997; Daily et al. 2003):

• Agency theory assumes complete contracts (i.e. contracts 
that cater for all possible contingencies such as ambigui-
ties in language, inadvertence, unforeseen circumstanc-
es, disputes, etc). Bounded rationality does not allow for 
complete and efficient contracts. Information asymmetries, 
transaction costs and fraud are insurmountable obstacles 
to efficient contracting.

• Agency theory assumes that contracting can eliminate 
agency costs. The many imperfections in the market indi-
cate that this assumption is not valid. 

• Third party effects are not recognised. Third parties are 
those affected by the contract but who are not party to 
the contract. Many boards are conscious of third party ef-
fects and adopt social as well as financial responsibilities. 
Thus, whereas Maximum economic efficiency may (theoret-
ically) be achieved under agency theory, it will not achieve 
maximum social welfare.

• Shareholders are assumed to be only interested in financial 
performance. 

• Directors and management are assumed to owe their duty 
to shareholders. The law requires that duty to be owed to 
companies. 

• Boards have a number of roles. Agency theory may be suit-
able for the monitoring-of-managers role of boards, but it 
does not explain the other roles of boards. Agency theory 
is not informative with respect to directors resources, ser-
vices and strategy roles. 

• Much of the corporate governance research is conceptual-
ised as deterrents to managerial self-interest. Agency the-

ory treats managers as opportunistic, motivated solely by 
self-interest. Many would argue that this theory does not 
capture those who are loyal to their firms. 

• Agency theory does not take account of competence. 
Thus, if even incompetent managers are honest (or are 
made honest by board control) they will still be limit-
ed in their ability to meet shareholder objectives. It is not 
enough to incentivise people to get a task done; they must 
have the ability to carry out the task (Hillman and Dalziel, 
2003).

 
CONCLUSION- As per the agency theory, due to the diver-
gence of interests and objectives of managers and sharehold-
ers, one would expect the separation of ownership and con-
trol to have damaging effects on the performance of firms. 
Therefore, one way of overcoming this problem is through 
direct shareholder monitoring via concentrated ownership. 
The difficulty with dispersed ownership is that the incentives 
to monitor management are weak. Shareholders have an in-
centive to free-ride in the hope that other shareholders will do 
the monitoring. This is because the benefits from monitoring 
are shared with all shareholders, whereas, the full costs of 
monitoring are incurred by those who monitor. These free-rid-
er problems do not arise with concentrated ownership, since 
the majority shareholder captures most of the benefits asso-
ciated with his monitoring efforts. Several mechanisms can 
reduce agency problems. An obvious one is managerial share-
holdings. In addition, concentration shareholdings by institu-
tions or by block holders can increase managerial monitoring 
and so improve firm performance, as an outsider representa-
tion on corporate boards. The use of debt financing can im-
prove performance by inducing monitoring by lenders. The 
labour market for managers can motivate managers to attend 
to their reputations among prospective employers and so im-
prove performance. Finally the threat of displacement imposed 
by market for corporate control can create a powerful disci-
pline on poorly performing managers.

To conclude it can be said, if agency costs may be reduced in 
the corporations, the firm performance can be improved.
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The major purpose of this article is to analyze the role of the "Agency Theory" in implementing effective 
control mechanisms. In effect, various control paradigms under the following situations are elaborated: 
a) When the agent's control system is merely based on the output under the condition of uncertainty; b) 
When the control mechanism is based on the output, and information about agent's action or effort; c) 
When the agent's monitoring control is based on the output, agent's action and additional variables. It 
is concluded that agency theory posits different organizational, behavioral, economical and controlling 
roles, and it is a potent framework which can be extricated in promulgation of the management control 
systems. Furthermore, the implementation of a control mechanism depends on the amount and 
contents of the public and/ or private information that exist in the domain of the managerial accounting 
system. The disseminated information and the concurrent variables surrounding the agency relations 
are also vital elements in creating any control system. Finally, the optimal control mechanism under 
each preceding conditions are revealed. 
 

Key words: Agency theory, management control, accounting information systems, information asymmetry. 
 

 
INTRODUCTION 
 
According to the management accounting literature 
(Zimmerman, 2010; Kaplan and Atkinson, 2012; 
Horngren, et al., 2012) one of the significant functions 
and responsibilities of the managers is exerting control 
over the firms' operations and resources. The classic 
definition of management control posits control as "the 
process by which managers assure that resources are 
obtained and used effectively in the accomplishment of 
the organization's objectives", (Anthony, 1965: 17). 

Today, however, the domain of control has been 
extended to consider not only the operations and strate-
gic positions of the company, but also contemplating 
behavioral issues, and providing incentives to employees. 
In essence, a suitable management accounting system 
should dovetail the "planning" and "control" system in 
such a manner to provide information concerning accoun-
tability, and feedback information to ensure that the 
company adapts the internal and external organizational 
and environmental changes, the employees' behavior, 

and measurement of the firm's variances from the actual 
operations. Figure 1 demonstrates the elements of this 
system. 

Figure 1 indicates that the major elements of a suitable 
management control system really consist of two cycles: 
1) the strategic planning cycle, and 2) the control cycle 
(Horngren et al., 2012). The strategic planning cycle 
encompasses establishing long-term and short-term 
strategic objectives, measures and targets, and related 
standards and budgets. The control cycle consists of the 
components which are illustrated in Figure 1. Hence, the 
control cycle is started based upon the designated 
strategic planning. The feedback is the central focus of 
the control system since it obtains information from the 
strategic planning process and particularly from the 
standards and budgets- element that makes it possible to 
compare actual results with standards and budgets and 
to determine concurrent variances. The final step of the 
control cycle leads to assimilating relevant information for  
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Figure 1. Major elements of the management control system. 
 

 
 

future planning and it is also referred to the feedback 
component (Zimmerman, 2010). 

Hence, in implementing a successful control system, 
many issues are significant, particularly the following: 
(Outley, 2006: 49) 
 
1) What are the "performance criteria" that will represent 
suitable performance? 
2) What are the "relevant standards" of performance? 
3) What are the rewards, and "behavioral issues" that 
will lead to the successful attainment of the targets and 
objectives? 

In effect, the major inquiry is: How can efficient control 
mechanisms be designed and implemented in order to 
attain the goals and/or objectives of the firms? And at the 
same time provide incentives to firms' individuals to adapt 
actions that would lead to the attainment of the goal 
congruency? 

The major purpose of this article is to demonstrate that 
the proceeding inquiry can be addressed effectively via 
the agency theory paradigms (Baiman, 1982; Lan and 
Heracleous, 2010). In effect, it investigates the role of the 
agency theory in devising optimal-incentive control 
systems.  The  contributions  of  this  investigation  are as  
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follows: 
 

1) It provides a comprehensive explanation concerning 
the delicate performance criteria under the uncertainty 
condition. 
2) It explicitly and mathematically demonstrates relevant 
components of the significant variables and standards of 
the optimal control systems. 
3) It quantitatively extricates the significance of contem-
plating rewards and behavioral issues in designing 
optimal-incentive control frameworks. 
4) It unambiguously delineates the importance of pecu-
niary as well as non-pecuniary factors in implementing 
efficient control systems. 
 

The organization of this article is as follows: the metho-
dology of the study; the basic agency theory model; 
management's control via the basic agency paradigms; 
findings of the study under various control mechanisms; 
discussion and concluding remarks. 
 
 
METHODOLOGY  
 
The methodology of this study is based upon implementation of the 
"agency theory" framework. This theory, as will be explained later, 
has demonstrated a potent potential for establishing management 

control systems, because it is rich and mathematically considers 
various pecuniary and non-pecuniary items existing in the control 
systems. In addition, this theory is selected because various 
accounting scholars (Dikolli, 2001; Eldenburg and Krishnan, 2003; 
Kren and Tyson, 2009) have discussed its significance for 
establishing efficient management control devices. They also have 
shown that agency theory is able to explain the holistic as well as 
embedded effects of the control issues, and has an extensive ability 
to capture various control mechanisms under the condition of 

uncertainty. The latter aspect is particularly important, since most 
management control variables are usually uncontrollable and would 
happen under uncertain conditions. Furthermore, given accounting 
information systems, agency theory designates the exact 
managements' control variables precisely, and determines the 
optimal control elements which could be established under various 
control situations. It also considers the behavior and motivational 
issues in establishing control mechanisms. In sum, no other 

theories is as rich as the agency theory in explaining the reasons 
for developing managements' control systems, considering their 
elements, and how they can be effective established in various 
organizations. 
 

 

BASIC AGENCY THEORY 
 

Basic agency paradigm was developed in the economics 
literature during 1960s and 1970s in order to determine 
the optimal amount of the risk- sharing among different 
individuals (Spence and Zeckhauser, 1971; Ross, 1973; 
Jensen and Meckling, 1976; Harris and Raviv 1976, 
1978; Holmstrom, 1979).  

However, gradually the domain of the agency theory 
was extended to the management area for determining 
the cooperation between various people with different 
goals   in  the  organization,  and  attainment  of  the  goal  

 
 
 
 
congruency (Eisenhardt, 1989). In 1980s, agency theory 
was also appeared extensively in the managerial accoun-
ting realms to determine the optimal-incentive contracting 
among different individuals and establishing suitable 
accounting control mechanisms to monitor their 
behaviors and actions (Demski, 1980; Biaman, 1982; 
Namazi, 1985). It is this last function of the agency theory 
that will be emphasized in this study. 

In its primitive form, agency theory relates to situations 
in which one individual (called the agent) is engaged by 
another individual (called the principal) to act on his/her 
behalf based upon a designated fee schedule. Since both 
individuals are assumed to be utility maximizer, and 
motivated by pecuniary and non-pecuniary items, 
incentive problems may arise, particularly under the 
condition of uncertainty and informational asymmetry. 
That is, the objective function of the principal and the 
agent may be incompatible, and therefore, the agent may 
take actions which will jeopardize the principal's benefits. 

In addition, an agency operates under the condition of 
risk and uncertainty. In effect, the basic agency theory 
usually assumes that both individuals are risk averse. 
Under this circumstances, the amount and content of the 
produced accounting information and other information 
sources would become a significant issue in risk sharing 
and controlling the agent's actions (Namazi, 1985; 
Baiman, 1982, 1990). 

The preceding basic agency model, however, has also 
been extended to cases in which there are multiple 
agents (Holmstrom, 1979; Antle, 1982; Radner, 1981), 
private information (Penno, 1984), multiple period 
performance (Radner, 1981), and multi-objective models 
(Namazi, 1983). In addition, the effect of various cultures 
on the assumptions of the agency theory has also been 
investigated (Osterman, 2006; Kren and Tyson, 2009). 

Given the agency theory paradigm, and following 
Alchian and Demsetz (1972), Jensen and Meckling 
(1972), and Kaplan (1984), among others, a firm can be 
characterized as a nexuses of contractual agreements 
among different individuals. In this view, contracts are 
considered as an appropriate means for resource 
allocation and revealing the scope of the firm's activities. 
In addition, they can be expended as a powerful frame-
work for effective management accounting control 
mechanisms. In this context, performance measures, 
appropriate control variables, and exogenous and 
endogenous parameters affecting the control process, 
can be captured and specified quantitatively by adapting 
the "agency theory" framework. Hence, this study draws 
in the agency paradigms to investigate the role of the 
agency theory in establishing management's control. 
 
 
MANAGEMENTS' CONTROL VIA THE BASIC 
AGENCY PARADIGM 
 
To  illustrate  the  basic  elements  of  a  control  model in  
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terms of the agency framework, consider a simple firm 
which consists of two individuals only; one individual is 
the owner (called principal), the other one is the manager 
(called the agent) . The principal has invested in the firm, 
and has delegated the responsibility of the decision 
making to the agent. The agent exerts his/her services 
based upon pre-specified contractual agreements. Since 
the agent is motivated primarily by his/her self interest, he 
may select actions which would jeopardize the principal's 
benefits. To prevent the agent, a suitable control 
mechanism must be established. Thus, agency theory 
provides a potent reason as to why maintaining control 
mechanisms is necessary. We define this role as "the 
organizational role" of the agency.  

Let us assume the final outcome (revenues, profits, 

etc.) resulting from the firm's operations is x  X. The 
manager's share is xm, and the residual is paid to the 
owner (i-e., x0 = x – xm). The outcome is a function of: 1) 

the invested capital (q  Q), 2) the manager's action (a  

A), 3) the manager's effort, (e  E); and 4) the states of 

natures (s  S). Thus, it can be represented as followas: 

 
x = p (s, a, e, q)                                                 (1) 

 
The output (x) is reported by a designated accounting 
system or other information sources to both individuals- 
the principal and the agent- at some cost of reporting, c 
(r). To be effective, both the designated information 
system and it’s generated signals must be efficient-that 
is, it should generate quality information which would 
reduce the amount of uncertainty and would entail the 
optimal risk sharing. We define this function as" the 
informational efficiency" role of the agency theory. 
Consequently, we have: 

 
x = p (s, a, e, q)- c (r)                                   (2) 

 
Informational asymmetry problems exist between the 

agent and the principal. Let n  N and m  M denote the 
information system which is possessed or accessed by 

the manager and owner respectively. The signals y  Y (Y 

 N) is obtained after the agent's actions and effort, but 
before xm is determined. 

For risk sharing purposes, and devising an efficient 
control mechanism, the contract should be based on the 
"observable elements" by both individuals (Demski and 
Dye, 1999; Pacharn, 2008). These elements are 
"performance measures" that will be exerted to monitor 
the agent's output. We define this role as the "system 
evaluation" role of the agency theory. To illustrate this 

role mathematically, let n̂  denotes the common informa-

tion in the two systems and ŷ  the respected common 

signal. The management function can be represented as 

ny ˆˆ   (s, a, e, q, x) and f = r (s, a, e, q, x). Conse-

quently, contractual agreement can  be  characterized  as  
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),ˆ( fyrxm  . Since it is assumed that the outcome (x)  

is always observed by both individuals, x is included in 

ŷ . 

Following the agency theory, it is also assumed that 
both the agent and principal are utility maximizer under 
Von Neumann-Morgenstern's utility axioms (Demski, 
1980; Lan and Heracleous, 2010). The principle is 
concerned only with his/her net residuals, x0, and is risk- 
neutral. However, the agent's utility is centered on his/her 
pecuniary return, xM, as well as his/her act(a) and 
effort(e) exerted. It also can be represented as additive 
and differentiable equation as )a(V)x(U)a,x(U MMM  . 

The efforts expended by the agent are assumed to 
generate disutility to him/her. Incentive problems may 
arise here because the objectives of the agent and 
principal can be incompatible. Consequently, the agent 
might select actions which are more consistent with 
his/her self-interest, and less consistent with the 
principal's goals. The agent is assumed to be generally 
risk and work-averse. We define this role as "behavioral 
role" of the agency theory. 

Under this condition, the expected utility of the 
manager who exerts effort (e) and action (a), can be 
represented as follows: 

 
 )())),,,,,(((),,|( dsseshqeanrUreaUE

s

MMh 
          (3) 

 

If )I(e*

h  represents the management's effort given the 

contract I and effort h, the expected utility of the mana-
gers is as follows: 
 
 

)Ee(

)I,e|U(EmaxI),I(e|U(E Mh
Aa

*
MMh






         (4)  
 
On the other hand, the expected utility of the owner is the 
function of: 
 
1) the contract that he/she has signed with management, 
and 2) his/her estimation concerning the agent's effort 

during the contract period. If )I(e*

h  represents the owner's 

estimation of the agent's effort, then the expected utility 
function of the owner is represented as follows: 
 
 

dh)I|h()ds(s

))n,h,q),I(e,s(c

))h,q),I(e,s(n(r

)h,q),I(e,s(P(U)I),I(e|U(E

0
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h

*
h

*
h0

H s

*
0







  

           (5) 
 
By solving Equations 4, and 5 simultaneously the Pareto- 
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Table 1. Illustration of the management-owner relations in a basic agency model. 
 

1  2  3 

Management and owner select a 
contract and information system(s) 
cooperatively 

 
Management selects 
action (a) 
independently 

 
Management and owner jointly observe the 
outcome, and management's pay is based 
upon a designed contract at time 1 

 
 
 
optimal contract

1
 can be attained. This type of contracts 

not only maximizes the utility function of the agent and 
the principal, but also would lead to efficient allocations of 
the firm's resources. We define this role, as the 
"allocation role" of the agency theory. 

Much of the early research on agency theory (Demski, 
1980; Shavell, 1979, Holmstram, 1979) have attempted 
to solve the preceding problems. As a result, different 
cases have been investigated, which provide the optimal 
control mechanism for each situation. We define this role 
as "the optimal control monitoring selection" role of the 
agency theory. This role is explained next. 
 
 
Case 1: Management's control based on the output 
 
The primitive scenario of management's control occurs 
when only output (x) of the agency is expended for 
monitoring control. This situation is illustrated in Table1.  

At time 1, the owner hires a manager in order to obtain 
the following benefits: 1) to increase the output and, 
therefore revenues; 2) to acquire management's 
knowledge, expertise, or information; 3) to obtain such 
non-pecuniary benefits as affiliation and prestige. 
Management, on the other hand, maintains a desire to 
acquire remuneration, a wish to transfer more of the risk 
to the owner, and a need to satisfy non- pecuniary items. 

Management knows how his/her information, 
knowledge, and skills match the job to be performed. 
However, the owner cannot appraise these attributes 
directly with its control monitoring devices (including an 
accounting information system). If management is hired, 
at time 2, he/she can independently choose any action or 
effort level that maximizes his/her utility function. 
Although the owner cannot directly observe the 
management's action and effort levels at time 2, the 
payoff (or outcome) always becomes observable by both 
- management and owner- at time 3

2
. This outcome is a 

function of management's actions, efforts, and exoge-
nous stochastic variables. The outcome may be revenues, 
profits, or products and services. 

At time 1, the owner and management must also 
address two issues cooperatively: the kind of information 

 
1
 - A Pareto-optimal contract is a contract in which maximizes the expected 

utility functions of the both individuals - the agent and the principal- and at the 

same time, provides enough incentives for the agent not to take any actions that 

jeopardize the principal's benefits. 
2
 - This assumption rules out the possibility of initiating contracts that are 

incompatible with incentive. 

system(s) to be exerted for characterizing management's 
control mechanism, and the type of contract to be 
employed for (a) effecting an efficient risk sharing and (b) 
providing management with an appropriate incentive. 
This type of contract is known as a "Pareto-optimal incen-
tive contract" (Namazi, 1985; Pacharn,  2008;  Demski  et  
al., 2009). 

Mathematically, when an accounting system ex ante 
reports the value of (x), management's fee schedule for 
controlling mechanism must depend only on x. This 
dependency, however, interrupts any owner-management 
risk-sharing arrangements. If, for instance, management 
is risk-averse and the owner is risk-neutral, the optimal 
contract based on the output maximizes management's 
expected utility function without decreasing its welfare 
and, at the same time, provides management an 
incentive to take no action that jeopardizes the owner's 
well being. 

Much of the research on agency theory has focused on 
solving the preceding obstacle, and a plausible solution 
has emerged. This solution, derived by Spence and 
Zeckhauser (1971) and Ross (1973), among others, 
assumes that owner and management have identical 
attitudes toward risk and that (x) is formally based on (a) 
and (s). Given the distribution of (s) and using the first-
order condition, one can then determine an optimal fee 
schedule by applying the calculus of variations to a 
manager's specified program. 

Wilson (1968), Ross (1973), Harris and Raviv (1976, 
1978), demonstrate that under these circumstances, the 
Pareto-optimal fee schedule is linear, consisting of a fixed 
salary and a variable that designates profit sharing 
between the owner and management. 

When only output is monitored for controlling mecha-
nism, however, the owner cannot assert the effort level of 
management directly via the accounting information 
system. Thus, if a poor outcome results, management 
can always blame it on unfavorable states of nature 
rather than on lower effort. In agency theory, this 
unobservability of labor's effort (action) and its effect on 
the outcome is known as the "moral hazard" (Holmstrom, 
1979; Demski and Dye, 1999). A fee schedule that 
subsumes moral hazard problems, is known as the 
"second-best solution" (Holmstrom, 1979; Shavell, 1979; 
and Demski, 1980) because it is based on an imperfect 
estimate of the agent's effort, and it compensates for the  
lack of observability of the agent's effort by trading some 
risk-sharing benefits to stimulate a proper level of effort. 
This is one disadvantage of a linear fee schedule.  
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Demski (1980), however, demonstrates that when 
management's stewardship function is only based on the 
outcome (x), if management and owner are both risk 
neutral, and management possesses sufficient resources 
to acquire the firm by compensating the owner, esta-
blishing a  "takeover contract"- which sells the whole firm 
to the agent and thus leaves no risk sharing- provides the 
"first-best solution". Consequently, he provides the follow-
ing lemma: 
 
Lemma 1: In the basic stewardship model with the 
manager risk neutral, an appropriate takeover contract 
will produce the first-best solution (p. 107). 

He also maintains that if the manager is work-neutral 
(V(a) = constant) and is ready to implement the owner's 
fee schedule based on a fix amount r(0)= k

x
, the "salary 

contract" is appropriate. Thus, 
 

Lemma 2: In the basic stewardship model with the 
manager work-neutral, an appropriate salary contract will 
produce the first-best solution (p. 107). 

These situations, in effect, provide the necessary 
conditions for designing effective management control 
systems. 
 
 

Case 2: Management's control based on the output 
and agent's action 
 

In order to alleviate the consequences of the moral 
hazard, and to improve the performance criterion of the 
management's control system, the owner and mana-
gement can select one of two finer accounting systems 
(n2) that reports both the output (x) and management's 
action (a): (1) an accounting information system that 

produces an additional signal ( ŷ ), which reports a 

complete observation of the management's effort, or (2) 
one that extends the amount of accounting data to 

situations in which incomplete information ( ŷ ) about 

management's action is reported. 
In the first case, (n2) reports both (x) and the perfect 

value of (a). Consequently, r ( ŷ,x ) can be characterized 

by establishing a "forcing contract" based on the manage-
ment's effort (action) level. If management supplies a 
predetermined effort level observable by the owner, 
he/she would receive a share based only on the outcome 
produced. On the other hand, if management fails to 
exert a proper level of effort, it would get nothing (Harris 
and Raviv, 1978: 24). Such a fee schedule, which entails 
optimal risk sharing between the individuals, becomes a 
"first-best solution" (Shavell, 1979; Demski, 1980; 
Stevens and Thevarajan, 2010). Demski (1980) has 
termed this as a "wage contract" and has provided the 
following lemma:  
 

Lemma 3: In the basic stewardship model with the effort 
and outcome jointly observed, an appropriate wage 
contract will produce the first-best solution (p.107). 
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In addition, when perfect information about the states of 
nature exists, and the output (x) is observable by both 
parties, establishing a contract which guarantees a fixed 
income (k

*
) for the agent would be optimal, as long as 

he/she exerts his/her best action. In this case, the optimal 
control mechanism is represented by 

*k)q,â,s(px)x,s(r  . 

Demski (1980) has termed this fee schedule as the 
"insurance contract" and provides the following lemma: 
 
Lemma 4: In the basic stewardship model with the state 
and outcome jointly observed, an appropriate insurance 
contract will produce the first-best solution (p. 107). 

 
Much of the earlier work in agency theory (Arrow, 1971; 
Stieglitz, 1975; Shavell, 1979) focused on determining 
the characteristics of the first-best solution. These 
characteristics will not, however, be discussed here since 
they cannot be applied unless management effort is 
known with complete certainty. As Holmstrom (1979) 
notes, in real situations, full information about labor's 
effort is either impossible or prohibitively expensive to 
obtain. 

The fineness of an accounting information system, 
which is exerted as a potent control mechanism, 
however, can be enhanced by collecting additional 
imperfect information about management's effort and 
skills. Consequently, the owner's endeavor should be 
reducing the extent of the "moral hazard" and "adverse 
selection effects". Moral hazard occurs when principal 
cannot determine the exerted level of the agent's effort. 
Adverse selection effects is created when the agent 
claims his/her skill and experience is higher than the 
actual one, and the principal cannot ascertain and verify if 
the agent actually has expended his/her ability in the 
designated job (Demski and Feltham, 1978; Holmstrom, 
1979; Demski, et al., 1999). This goal can he achieved by 
appropriating resources to generate or improve cost 
effective reports relating to the agent's effort. Since the 
owner cannot observe management's effort directly, it 
can conveniently establish management's standard of 
output and exert this standard to measure ex post 
production efficiency. This standard or budget can be 
utilized as a powerful control mechanism. Furthermore, 
the owner can instruct management to select an optimal 
level of action. This consideration allows the principal and 
agent    to   share   the   random   fluctuations   in   output 
optimally. Subsequently, management can be paid a 
constant amount as a reward for selecting an optimal 
action. In addition, since the agent is aware that his effort 
is observable, and his payoff is therefore subject to less 
random noise, he/she will expend a level of effort that 
provides the owner with an expected utility higher than 
when effort is not observable (Diamond and Verrecchia, 
1982; Kren and Tyson, 2009).  

Observing management's effort, however, is not 
costless, and perhaps more important,  not  all  additional  
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information has positive effects. Infact, additional 
incomplete information may provide an inaccurate signal 
concerning management's true effort (Shavell, 1979). 
Hence, an interesting inquiry arises: Given the new risk, 
can improvements (in the sense of the Pareto-optimal 
condition) be made by obtaining additional incomplete 
information about the management's effort? The answer 
relies on the value of the additional information. 

Holmstrom (1979), for instance, has introduced the "In 
formativeness principle" to reply to this inquiry. This 
principle generally states that any information concerning 
the agent's selected action, effort and skill, although 
incomplete, should be included in the compensation 
contracts, as long as the marginal benefits of the 
information is greater than its marginal costs. In sum, 
agency theory (Demski and Feltham, 1978; Gjedsdal, 
1981, Namazi, 1985, Baiman, 2000) supports collecting 
additional information about the agent's efforts and skills, 
because it will improve the fee schedule solution, and will 
also enhance the precision of the measurement criteria of 
the management's control systems. 
 
 

Case 3: Management's control based on the output, 
agent's action, and additional variables 
 

This aspect extends the management-owner function to 
situations in which an accounting information system (n3) 
provides not only the information surrounding the output 
(x) and action (a), but also an additional signal (y

*
) that 

conveys information about the capital (q) provided by the 
owner. Assuming that owner has completely delegated 
decision-making related to the production process to 
management, and that the amount of (q) will not be 
altered throughout the production process, the issue 
becomes how a Pareto-optimal payment schedule 
between the owner and management can be devised, 
and given additional incomplete accounting information, 
what kind of contract a manager should select? 

Demski and Feltham (1978) attempted to address 
these issues by formulating an agency model within a 
general framework at the aggregate level. They explicitly 
distinguished the agent's action (a) from the effort (e) and 
denoted the outcome as x = p (a, s, q, e). Both the owner 
and management are utility maximizes. The utility function 
of the manager is formulated on outcome (x) and effort 
(e), that is. Um (xm,e). Management's utility function 

increases with respect to wealth ( 0x/()U mm  ); it 

decreases and is strictly concave with respect to effort 

0e/)0(U( m   and ( ) / )m maU x0 ; management may 

be either risk neutral ( 2
mm

2 x/()U  ), or risk-averse 

( 2
mm

2 x/)0(U  ). The owner on the other hand, is 

concerned only with maximizing his/her residual value 
less information costs )x( n

that is, 
nm0 xxxx  where 

(x0) is the owner's share from the output-and he is risk 
neutral )x)x(U( 000  . 

 
 
 
 

It is assumed that the control mechanism is designed in 
such a manner that signals generated by the system (n3) 
are jointly observed by both individuals and, therefore, 
can be expended as a control element. In this case, the 

domain of the contract is limited to )]e,q,a,s(n̂[Ix 3m  . 

Given (I,n3), labor's behavior can be represented by: 

 
 dssPaeqsanIUqeasUE mm )(]),,,,(ˆ([),,,|( 3          (6)  
 
Let (e| (I,a)) denote management's optimal effort, given a 
specific contract, (I) and his/her action; then we have: 
 

 )I,e|U(EMax]I),I(e|U[E mm                                (7)  
    
The owner's utility, on the other hand, depends on (I) and 
his/her prediction of management's optimal level of effort, 

)I(e* ; thus, his/her expected value model can be 

expressed as: 

 
 

dae3,s,a[(C

)q),I(,s,a(n̂(I)q),I(,s,a(P{(U)I),I(|U(E

)I|a(P.ds)s(P.)]}n̂,q),i(e

eee
*

3

*

0

*

0  

       (8) 
 
Where (c) denotes the information cost function; (a), (s), 

(q), ( e
*

) and (x) are scalars; and the outcome function 

has the special multiplicative form, 

( , , , ) ( ) ( , )x P a s q e g s F a q , where g(s) is the 

stochastic component,  is a positive scalar representing 
the agent's action, and F(a,q) is homogeneous, 
increasing, concave, and differentiable with respect to the 
designated elements. 

To determine the type of optimal incentive contract that 
should be established between the owner and manage-
ment, Demski and Feltham (1978) first introduced a new 
kind of contract called a "budget-based contract" with the 
following characteristics: 

 
1) The agent's compensation is, in part, a function of 
some observable attribute(s) of the outcome resulting 
from his/her action. 
2) The contract specifies a budgeted (standard) outcome 
(attribute) level that partitions the set of possible out-
comes into favorable and unfavorable subsets. 
3) The agent's compensation consists of two functions, 
one defined over the favorable subset and the other over 
the unfavorable subset (p. 337). 

 
Having defined the significant characteristics of the 
budget-based contracts, they considered the implications 
of informational asymmetry problems. In particular, they 
investigated situations it which budget-based contracts 
ought to be established between the owner and manage-
ment when moral hazard and  adverse  selection  effects

644



Namazi          45 
 
 
 
Table 2. Characteristics of Pareto-optimal contracts for the moral hazard case. 
 

A. Costless action or state information B. Effort and state not observed 

Proposition 1 Proposition 4 

If management's action can be observed without a cost by the 
risk-neutral owner, then the competitive equilibrium based on 
the wage contracts will be Pareto optimal. 

A necessary condition for a budget based contract to be Pareto-
superior to all alternative contracts in the basic moral hazard is 
that the agent be risk averse. 

  

Proposition 2 Proposition 5 

If the state can be observed by both the risk- neutral owner and 
manager without a cost, and the agent has sufficient wealth to 
provide insurance, then the rental and insurance contracts will 
be Pareto-optimal. 

Given constant stochastic returns for agent and Cobb-Douglas 
production functions and assuming interior effort solutions, there 
always exists a dichotomous contract that is Pareto superior to a 
linear contract. 

  

Proposition 3 C. Effort or state observed at a cost 

A necessary condition for a budget- based contract to be 
Pareto-superior to all alternative contracts in the basic moral 
hazard model is that it be costly to observe both labor's effort 
and the state. 

Proposition 6 

If the principal is risk neutral and the agent is risk averse, then 
there exists a budget-based contract that is Pareto superior to 
the linear contracts. 

 
 
 
Table 3. Characteristics of Pareto-optimal contracts for the adverse selection case. 
 

A. Costless skill or state information B. Skill and state not observed: 

Proposition 1 Proposition 4 

If agent's skill and effort can be observed without a cost by the risk 
neutral owner, then the competitive equilibrium based on the skill-
dependent wage contracts will be Pareto- optimal. 

A necessary condition for a budget- based contract to be 
Pareto-superior to all alternative contracts in the basic 
adverse selection model is that it be costly to observe both 
agent's skills and state. 

  

Proposition 2 Proposition 5 

If the state and capital can be without a cost observed by both the 
risk neutral owner and manager, and the owner has sufficient 
wealth to provide insurance, then the competitive equilibrium based 
on rental and insurance contracts will be Pareto-optimal. 

Given certain economic assumptions and with each agent's 
action, capital, and outcome without a cost observed, there 
exists a dichotomous budget contract which is Pareto 
superior to the separating linear contracts. 

 

 C. Effort of State Observed at a Cost 

Proposition 3 Proposition 6 

A necessary condition for a budget- based contract to be Pareto-
superior to all alternative contracts in the basic adverse selection 
model is that it be costly to observe both agent's skill and the state. 

If the principal is risk neutral and the agent is risk averse, 
then there exists a budget-based contract that is Pareto 
superior to the linear contracts. 

 
 
 

are expected. A summary of the results of this study 
concerning the moral hazard selection efforts is shown in 
Table 2 (Namazi, 1985: 130). 

Table 2 lists the types of Pareto-optimal contracts that 
can be offered to management in the presence of the 
moral hazard under each observability assumption. For 
example, given proposition 1, wage contracts are 
efficient. Rental and insurance contracts provide a first-
best solution under proposition 2. Budget-based con-
tracts with costly investigations Pareto-optimally domi-
nate linear contracts under proposition 6.  

Similarly, the ADVERSE selection effect case is shown 
in  Table  3  (Namazi, 1985: 138). Hence,  these  findings 

can  help managerial accountants select an optimal 
contract from among different modes of alternative 
contracting, and they provide a useful theoretical basis 
for designing managerial budgets and control systems. 
 
 
DISCUSSION AND CONCLUSIONS 
 
The major purpose of this study was to extricate the role 
of the agency theory in implementing management's 
control system. By adapting the agency theory paradigms 
and contractual agreement frameworks, it was demon-
strated  that  agency  theory  has  posited,   at   least,  the  
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following 6 vital roles in this realm: 
 

1) It provides a delegate and precise quantitative and 
scientific mathematical model to explain why control is 
important, and therefore, should be exerted in the 
organization. In effect, it offers a convincing explanation 
for implementing this powerful managerial accounting 
technique. This is the "organizational role" of the agency 
theory. 
2) It examines different "performance measures" that 
must be encompassed in a control system in order to 
attain a suitable performance. Thus, it solves one of the 
significant management accountants' obstacles-i.e. what 
to choose as a performance measures for controlling 
operations and/or, rewarding the stakeholders. This is 
part of the "system evaluation" role of the agency theory. 
3) It establishes appropriate standards of performance 
and how are they must be implemented in an attempt to 
attain Pareto optimality in the organization. Thus, it 
provides an efficient resource allocation mechanism for 
the firms. This function is the "allocation efficiency" role of 
the agency theory. 
4) It unambiguously and mathematically demonstrates 
the significance of various information, and particularly 
accounting information, in establishing control systems 
under various conditions of uncertainty. This is the 
"informational efficiency" role of the agency theory. 
5) It encompasses various constituent factors affecting 
implementation of the efficient control systems. 
Consequently, the role of pecuniary and non-pecuniary, 
and behavioral aspects is particularly revealed. This is 
the "behavior aspects" of the theory. 
6) It leads various stakeholders (managers and owners) 
on how to select a suitable type of contractual agree-
ments in different situations, and provides an optimal 
control mechanism for each realm. This is the "optimal 
control monitoring selection" aspect of the agency theory.  
 

Despite of the preceding advantages, the presented 
agency paradigm was basic, primitive and simple. Recent 
developments in the domain of the agency theory, 
(Eldenburg and Krishnan, 2003; Kornish and Levine, 
2004), however, it has been extended it to situations in 
which private information, multiple agents, multiple prin-
ciples, and multiple objectives are presumed. In addition, 
the major assumptions of the agency theory, particularly 
the self-interest behavior, work-aversion, and shirking 
attitude of the agent, have been questioned, and have 
entered to be scrutinized under different cultures 
(Osterman, 2006; Kren and Tyson, 2009). The emergence 
of empirical research in the agency area has also created 
a rethinking attitude concerning the agency theory, and 
has enhanced the existing knowledge in this area, by 
providing empirical evidence (Dikolli, 2001; Stevens and 
Thevaranjan, 2010; Demski et al., 2009). While some of 
these studies have confirmed the agency premises, 
others have reported the opposite. Hence, more research 
in this domain, at the theoretical  and  empirical  realm,  is  

 
 
 
 
suggested for future control studies and endeavors.  
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1.  Introduction  

 Corporate board structure and its effect on firm decisions and performance is one of the most 

researched areas in contemporary corporate finance. However, despite the voluminous research in this 

area, which spans more than two decades and primarily studies U.S. firms, there is no clear evidence 

of a robust relationship between board composition and firm performance (Hermalin and Weisbach, 

2003). This lack of a causal relationship does not necessarily imply that board structure is irrelevant. 

Rather it is consistent with the view that internal governance mechanisms, such as board structure, are 

endogenously determined and represent efficient responses to firms‘ contracting and operating 

environments (Linck, Netter, and Yang, 2008; Wintoki, Link, and Netter, 2012, among others).  

In stark contrast to the U.S. based evidence, studies that use non-U.S. data have consistently 

documented a positive relation between board independence and firm performance, indicating a 

possible substitution effect between internal and external governance mechanisms.
1
 Compared to the 

U.S., countries in these studies typically have less-developed legal and extra-legal institutions to 

provide protection for investor rights. In these countries, internal governance mechanisms, such as 

board structure, become more consequential (Klapper and Love 2004; Ferreira and Matos, 2008; 

McCahery, Sautner, and Starks, 2010).  

In this paper we study the impact of board independence on firm performance in the listed 

firms of the most populous country and second largest economy in the world—China. It is unclear 

whether the positive relationship between board independence and firm performance documented in 

                                                        
1

 Multinational studies include Dahya, Dimitrov, and McConnell (2008), Aggarwal, Erel, Stulz, and 

Williamson (2009), and Bruno and Claessens (2010). Single country studies include Yeh and Woidtke (2005) 

for Taiwan, Black and Khanna (2007) for India, Dahya and McConnell (2007) for the U.K., and Choi, Park, 

Yoo (2007) and Black and Kim (2012) for Korea. 
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several non-U.S. countries can be generalized to China due to the unique characteristics of its listed 

sector. The most distinctive feature is that the majority of Chinese listed firms are former state-owned 

enterprises (SOEs) and that the government is still the largest shareholder in many of those companies. 

On the other hand, China is similar to many other emerging-market countries in that it has a 

concentrated corporate ownership structure and a weak institutional environment where investor 

protection is poor and insider self-dealing is rampant (Jiang, Lee, and Yue, 2010).  

We use a data set covering almost all publicly traded firms on the Shanghai and Shenzhen 

stock exchanges from 1999 to 2012 to examine the relationship between board independence and firm 

performance. Our results show that board independence improves firm operating performance in 

China. We further document that the positive effect of board independence on performance is more 

pronounced in government-controlled firms and in firms whose independent directors face lower costs 

of acquiring firm-specific information.       

Our study is largely motivated by the current state of the literature on board independence and 

firm performance in China. In a recent survey paper, Wang (2014) summarizes the evidence from 30 

empirical studies investigating the relationship between board independence and firm performance in 

China. Wang (2014) documents mixed results, with five (four) papers reporting a significantly 

positive (negative) relationship while the remaining twenty-one reporting an insignificant relationship. 

Wang (2014, page 5) summarizes the current state of the literature: ―[E]mpirical research on the 

association between independent directors and firm performance in China seems to be abundant in 

scope but not plentiful in depth.‖ In our study, we address this deficiency in the literature by providing 

the first in depth and comprehensive analysis on the relation between board independence and firm 

performance in China‘s listed sector. Specifically, we employ several identification strategies, 
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including firm fixed-effects, difference-in-differences (DID), two-stage least squares with instrumental 

variables (IV-2SLS), and dynamic generalized method of moments (GMM) regressions, to explicitly 

account for potential endogeneity concerns. 

More importantly, most of the studies cited in Wang (2014) simply examine the relationship 

between board independence and firm performance in China‘s listed firms. We advance the literature 

by going beyond that—we investigate the ―how,‖ i.e., the potential channels through which 

independent directors exert their influence on firm operations. Prior literature establishes that insider 

self-dealing and government intervention are major impediments to efficient operation and investment 

in Chinese listed firms (see, e.g., Jiang, Lee, and Yue, 2010; Chen, Sun, Tang, and Wu, 2011; Wang 

and Xu, 2011). We extend this literature by examining the effect of board independence on the 

tunneling of firm resources through intercorporate loans (a main tool for insider self-dealing in China) 

and on the firm‘s investment behavior and outcomes. We find that board independence reduces 

tunneling through intercorporate loans and improves investment efficiency, especially in 

government-controlled firms. 

According to China‘s Code of Corporate Governance of Listed Companies, shareholders with 

more than 1% of total outstanding shares can nominate independent directors.
2
 In fact, the Shanghai 

Stock Exchange (2004) reports that 70% of the independent directors are nominated by top 

shareholders of the firms. We find that in government-controlled firms board independence reduces 

insider self-dealing, improves investment efficiency, and enhances firm performance. Therefore, our 

findings support the notions that independent directors are effective monitors and that the government 

                                                        
2
 The Code was jointly issued by the China Securities Regulatory Commission (CSRC) and the Chinese 

National Economic and Trade Commission in January 2002. Please see Appendix 1 for a comparison of the 

regulations and characteristics of independent directors between China and the U.S. 
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appoints stronger boards to prevent insider self-dealing and to credibly signal a commitment not to 

interfere in company affairs. 

Our findings have important policy implications. Independent directors became a prevalent 

feature in China‘s corporate governance landscape only following the issuance of The Guidelines for 

Introducing Independent Directors to the Board of Directors of Listed Companies. These guidelines, 

which were introduced in 2001 by the Chinese Securities Regulatory Commission (CSRC), mandated 

that by June 30, 2003 the boards of all listed firms should be comprised of at least one-third 

independent directors. Using this regulatory mandate as an exogenous shock, our DID analysis shows 

that the mandatory board independence provision is effective in improving firm performance in 

China‘s listed firms. Further analyses show that firms, which voluntarily appointed independent 

directors prior to the mandate, exhibit higher performance than those that did not. In addition, firms 

that appointed more independent directors than the required minimum following the mandate exhibit 

significantly better performance than those who choose not to go over the required minimum. Taken 

together, our results are consistent with the prevailing evidence from other emerging markets (e.g., 

Dahya, Dimitrov, and McConnell, 2008; Black and Kim, 2012) that good internal governance practices, 

such as independent boards, are effective at curbing agency problems, including those associated with 

dominant shareholders, thereby leading to better performance. In this light, the evidence from our 

study offers additional empirical support for the global push by regulators and governance activists for 

good corporate governance practices (Aggarwal, Erel, Ferreira, and Matos, 2011).
3
 

The remainder of the paper proceeds as follows. In Section 2 we review the related literature 

and summarize our research design. Section 3 presents our sample and variable descriptions. In 

                                                        
3
 Also see Section 2 for more details on the regulatory push in different countries for more independent boards. 
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Section 4 we discuss our main empirical results on the relationship between board independence and 

firm performance. In Section 5 we go beyond the independence-performance relation and investigate 

the potential channels through which independent directors influence firm performance in China. 

Section 6 presents results from additional robustness checks, including those on the effect of board 

independence beyond the 2001 regulatory mandate, and Section 7 provides concluding remarks. 

 

2.  Related literature and research design 

Hermalin and Weisbach (2003) survey the literature on the relationship between board 

composition and firm performance in U.S. firms, and draw the conclusion that board composition 

does not impact firm performance. They further argue that corporate board structure is endogenously 

determined and those studies found a significant relationship between board composition and firm 

performance because they failed to adequately control for the endogenous relationship.    

In this context, it may seem surprising that lawmakers and stock exchanges around the world 

have embraced board independence as an essential element of ―good‖ corporate governance and have 

adopted legislation or codes prescribing higher representation of outsiders on the boards of publicly 

traded companies.
4
 The desirability of mandating more independent boards, however, accords well 

with the empirical evidence from most studies on the efficacy of independent boards outside the U.S. 

For example, in their study of 22 non-U.S. countries, Dahya, Dimitrov, and McConnell (2008) 

document that board independence is significantly and positively related to firm performance, 

                                                        
4
 The following is a list of countries that have adopted a minimum standard for outsider board representation as 

reported in Dahya and McConnell (2007) (page 540): Australia, Belgium, Brazil, China, Cyprus, Czech 

Republic, Denmark, France, Greece, Iceland, Indonesia, India, Japan, Kenya, Malaysia, Mexico, New Zealand, 

Poland, Portugal, Russia, Singapore, South Africa, South Korea, Sweden, Switzerland and Thailand.  
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especially in countries with lower levels of investor protections. These results are further corroborated 

by the findings in Aggarwal, Erel, Stulz, and Williamson (2009) and Bruno and Claessens (2010).  

Several single country studies also document a positive effect of board independence on firm 

performance. Black and Khanna (2007), Dahya and McConnell (2007), and Black and Kim (2012) all 

examine country-specific regulatory shocks and conclude that increasing board independence 

significantly improved firm performance in India, the U.K, and Korea, respectively. 

Researchers have provided several explanations for the contrasting evidence between U.S. 

and non-U.S. firms concerning the effect of board independence on firm performance. First, there may 

be a substitution effect between internal and external governance mechanisms (Klapper and Love, 

2004; Ferreira and Matos, 2008; McCahery, Sautner, and Starks, 2010) such that monitoring by 

outside directors is much more important in those non-U.S. countries where legal and extra-legal 

institutions offer substantially weaker investor protections.
5
 Additionally, in the U.S. most corporate 

boards have long been dominated by outside directors. Cicero, Wintoki, and Yang (2013) report that 

between 1991 and 2003 the level of board independence in the average U.S. publicly traded firm 

ranged from 63% to 71%. This lack of significant variation in the degree of board independence 

across firms and through time may also preclude the identification of a statistically significant 

relationship between board independence and firm performance in the U.S. data alone.  

In this paper we examine the effect of board independence on firm performance in Chinese 

listed firms. While prior studies have examined this research question, they fail to identify a robust 

                                                        
5
 The extra-legal institutions include, but are not limited to, the market for corporate control, culture and norms, 

product market competition, monitoring by financial market participants, and the financial press (Dyck and 

Zingales, 2004). 
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relationship between board independence and firm performance in China (Wang, 2014). There are 

three possible explanations for this lack of a robust relationship in the extant literature. First, Chinese 

corporate boards may be at their optimal construction, and thus, no relationship could be observed in 

the aggregate. However, it is highly unlikely that the average firm in China‘s listed sector has already 

achieved the optimal board structure, as evidenced by the existence of rampant agency problems in 

China‘s listed firms (Sun and Tong, 2003; Allen, Qian, and Qian, 2005; Liu, Wei and Xie, 2014). The 

second possible explanation is that independent directors in China are perfunctory. They are 

ineffective at monitoring and advising the management and therefore, no robust relation can be 

observed in the aggregate. If this is the case, the validity of the aforementioned 2001 government 

mandate for more independent directors would be called into question. This leads to a third, and more 

likely explanation: studies in the extant literature may have failed to thoroughly account for the 

endogenous relation between board independence and firm performance arising from potential 

simultaneity bias, unobserved heterogeneity, and/or reverse causality.
6
   

  To address the aforementioned econometric challenges that plague most of the extant 

literature, we construct a comprehensive data set covering almost all publicly listed Chinese firms 

during the 14-year period from 1999 to 2012. We then employ several identification strategies 

specifically designed to address potential endogeneity in the relationship between board independence 

and firm performance. Given the mixed results from prior empirical studies and the unique 

characteristics of the Chinese corporate landscape, we make no prediction regarding the overall effect 

of board independence on firm performance.  

                                                        
6
 Similar arguments have been put forth to explain why empirical researchers have failed to detect a robust 

relationship between board independence and firm performance for U.S. firms (see, e.g., Hermalin and 

Weisbach, 2003; Dahya and McConnell, 2007; Adams, Hermalin, and Weisbach, 2010).  
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Throughout the paper we use the fraction of independent directors on corporate boards as the 

measure of board independence. However, in additional analysis we also investigate whether the 

actual number of independent directors affects firm performance. This additional analysis is important 

because while most of the literature focuses on the fraction of independent directors, many of the 

recommendations or mandates issued by governments and/or stock exchanges around the world 

prescribe a minimum number of outside directors. The first and most widely recognized example is 

the Code of Best Practice issued by the Cadbury Committee in 1992, which recommends that U.K. 

listed firms should have at least three outside directors. Dahya and McConnell (2005, 2007) document 

that since 1992, at least 15 other countries have adopted either voluntary or mandatory standards for a 

minimum number of outside directors on corporate boards. In most cases, the prescribed minimum 

number of outside directors is either two or three. We view this analysis as empirical as there is very 

little theoretical guidance in the literature as to what an ―optimal‖ number of independent directors 

might be.
7
   

As mentioned earlier, the Chinese stock market is unique in that the government is the largest 

shareholder in most of the listed firms, and the effect of government ownership on the relationship 

between board independence and firm performance is ambiguous. On the one hand, prior literature 

suggests that the Chinese government is not a passive shareholder; rather, it actively intervenes in 

company management and often compels firms to pursue social and political goals in lieu of 

shareholder wealth maximization (Fan, Wong, and Zhang, 2007; Chen, Sun, Tang, and Wu, 2011). In 

this context, independent directors may lack the ability and/or incentives to actively monitor and 

                                                        
7
 However, in the context of board gender and race diversity, several researchers have documented the 

existence of a critical mass (Broome, Conley and Krawiec, 2011; Liu, Wei, and Xie, 2014) (see more 

discussions in Section 4.2).   
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discipline the management. On the other hand, the government may use the appointment of 

independent directors to signal a commitment not to interfere in company affairs, similar to the way 

controlling shareholders in countries with low investor protections appoint strong (i.e., more 

independent) boards in order to convince outside investors that they will refrain from diverting 

corporate resources (Dahya, Dimitrov, and McConnell, 2008). Furthermore, independent board 

members could be especially valuable as monitors in government-controlled firms that are subject to 

severe agency problems due to the ultimate separation between ownership (the nation‘s citizens) and 

control (managers/bureaucrats).
8
 Indeed, there is some anecdotal evidence that independent directors 

in government-controlled firms are pulled in different directions. For example, Xiangbin Yin, a 

Chinese independent director, described his experiences as follows: ―[T]he State, the largest 

shareholder, wants him to be a ‗KGB‘ in the company to ensure the integrity of the managers; while 

minority shareholders expect him to be a ‗white knight‘ to fight against the exploitation from the 

controlling shareholder and from managers (Shen and Jia, 2005, page 233)‖. 

Prior research on U.S. firms further shows that independent directors are more valuable in 

firms with lower information acquisition and monitoring costs (Linck, Netter, and Yang, 2008; Duchin, 

Matsusaka, and Ozbas, 2010). We extend the literature by examining whether in China‘s listed firms 

the independence-performance relation is also a function of firm-specific information acquisition and 

monitoring costs. 

In addition to providing robust evidence on the effect of board independence on firm 

performance in China‘s listed firms, our paper makes another important contribution by examining the 

                                                        
8
 See Megginson and Netter (2001) for a survey of the literature on the effects of government ownership on 

firm behavior and performance. 
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potential channels through which independent directors can exert their influence on firm operations 

and performance. If independent directors are effective at monitoring managers and preventing 

malfeasance, we should expect to find a negative relationship between board independence and 

insider self-dealing. To test this hypothesis, we follow Jiang, Lee, and Yue (2010) and use the 

magnitude of intercorporate loans as a proxy for insider self-dealing. We further split our sample into 

two time periods, 1999-2005 and 2006-2012, to account for the fact that the practice of tunneling 

through intercorporate loans was largely eliminated by 2006 following a series of government 

directives and actions (Jiang, Lee, and Yue, 2010). We expect that any effect of board independence 

on this form of insider self-dealing should be observed in the pre-2006 period.   

We also examine the effect of board independence on firms‘ investment behavior. Prior 

literature suggests that agency problems are some of the main factors explaining why firm investment 

may deviate from its optimal level (Jiang, Kim, and Pang, 2011). Therefore, if monitoring by 

independent directors reduces agency conflicts, we should expect the sensitivity of investment 

expenditures to investment opportunities to be higher in firms with more independent boards. 

Furthermore, as documented by Chen, Sun, Tang, and Wu (2011), government intervention in firms 

with majority state ownership also leads to investment inefficiency, as those firms are being pressured 

to pursue politically expedient projects, rather than value-maximizing ones.
9
 If the appointment of 

independent directors reduces the likelihood of government interference in company affairs, then we 

should expect to observe a positive relationship between board independence and investment 

efficiency in government-controlled firms.  

                                                        
9
 Politically expedient projects include projects that maximize employment, promote regional development, 

foster social stability, etc. (Chen, Sun, Tang, and Wu, 2011). 
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3.  Sample and variable descriptions 

3.1. Sample  

We start the sample collection process with all the listed firms on the Shanghai and Shenzhen 

Stock Exchanges for the period of 1999 to 2012. We obtain data on financial statements, stock prices, 

board composition, and ownership structure from the Chinese Securities Market and Accounting 

Research (CSMAR) Database, a leading provider of data on Chinese stock markets and listed 

companies. We exclude from the sample financial companies and utilities, as well as firms with 

negative or zero net assets. To mitigate extreme outliers, we truncate firm performance measures by 1% 

at both tails. The final sample with the requisite financial, board, and ownership data consists of 

16,999 firm years or 2,057 unique firms. 

 

3.2. Measures of firm performance  

To measure firm performance, we choose accounting measures, specifically, return on assets 

(ROA) and return on equity (ROE), over market-based measures such as Tobin‘s Q or stock returns 

because Chinese stock ownership underwent significant reform during our sample period, rendering 

accounting measures much more responsive to the underlying firm economic performance than 

market-based measures. Specifically, Chinese stock markets were re-opened in the early 1990s with 

the establishment of the Shanghai Stock Exchange in 1990 and the Shenzhen Stock Exchange in 1991. 

To facilitate a gradual and smooth transition from a planned economy to a market economy, newly 

privatized, listed companies were required to have multiple classes of shares: (1) "A-shares" 

denominated in Chinese currency, RMB, and designated for domestic investors, (2) "B-shares" 

denominated in U.S. or HK dollars, and reserved for foreign investors or domestic investors with 

foreign currencies, and (3) "H-shares" for those that are cross-listed in Hong Kong Stock Exchange. 

A-shares were further divided into tradable and non-tradable shares. Tradable A-shares were the only 

class of shares that could be traded among domestic investors and they have turned out to be highly 

speculative subject to extreme turnover rates (Mei, Scheinkman, and Xiong, 2009; Liu, Wei, and Xie, 
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2014). Non-tradable shares, which entitled the holders to exactly the same rights as holders of tradable 

A-shares except for public trading, were typically held by the government or other institutions. Before 

2005, two-thirds of the Chinese stock market was comprised of non-tradable shares. In 2005, the 

CSRC required all listed firms to transform their non-tradable shares into tradable shares. The reform 

was largely completed by 2008, subject to certain lockup provisions and trading limits.   

We compute ROA (ROE) as operating income before extraordinary items divided by total 

assets (total equity). As Panel A of Table 1 shows, the mean values of ROA and ROE are 3.6% and 

5.7%, respectively, over the period of 1999 to 2012, which is in line with the existing literature. For 

example, Jiang, Lee, and Yue (2010), who also calculated ROA as pre-extraordinary operating income 

over total assets, but winsorized the variable by 1% at both tails, report a mean ROA of 2.8% with a 

standard deviation of 6.3%. 

 

3.3. Measures of board composition  

We use the percent of independent directors (%_Ind) to measure board composition. When 

classifying independent directors, we follow the guidelines of the CSRC. Specifically, to qualify as an 

independent director, the director cannot be: (1) a current or former employee of the company or its 

subsidiaries, (2) a(n) (in)direct owner of more than 1% of the outstanding shares of the company, (3) 

the legal person (or direct family members of the legal person) of the top 10 owners of the company, 

(4) an employee of an institution that directly or indirectly owns more than 5% of the outstanding 

shares of the company, (5) an employee (or direct family member of an employee) of the top five 

owners of the company, or (6) a provider of financial, legal, or consulting services to the company and 

its subsidiaries. Lastly, independent directors need to meet the independence requirements specified in 

the charter and bylaws of their respective companies. 

We also use the actual number of independent directors to investigate whether it has an effect 

on overall firm performance. Specifically, the indicator variables Ind_d1, Ind_d2, Ind_d3, and Ind_d4 

equal one when the board has one, two, three, or four independent directors, respectively, and zero 

otherwise. The indicator variable Ind_d5 equals one if the board has five or more independent 
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directors and zero otherwise. Table 1 Panel B reports the summary statistics for our board 

independence measures.  

Figure 1 depicts the time trend of board independence for our sample period from 1999 to 

2012, which can be better understood given the context of the development of corporate governance 

reform in China. China‘s corporate governance laws and practices underwent watershed change in 

2001. In that year, the scandal involving Ying Guang Xia, dubbed as "China‘s Enron," came into light. 

That year also marked the start of a series of reforms to improve corporate governance of Chinese 

listed companies. From that time on, corporate governance moved from being a virtually unknown 

concept in China to the centerpiece of Chinese economic reform. In 2001, China joined the World 

Trade Organization and adopted the Principles of Corporate Governance published by the 

Organization for Economic Co-operation and Development (OECD). On August 16, 2001, the CSRC 

issued The Guidelines for Introducing Independent Directors to the Board of Directors of Listed 

Companies (hereafter the 2001 Guidelines), requiring that by June 30, 2002, each listed firm in China 

shall have at least two independent directors and that by June 30, 2003, at least one-third of the board 

shall be comprised of independent directors. "Independent director" is defined as independent of 

management and the relatives of the management, the controlling shareholder, and the persons 

providing financial, legal or consulting services to the company. In January 2002, the CSRC and the 

Chinese National Economic and Trade Commission jointly issued The Code of Corporate 

Governance of Listed Companies (the 2002 Code) to speed up the governance reform.  

Consistent with the series of regulatory pushes for higher board independence, we observe a 

dramatic increase in board independence starting in 2001. For example, the percent of firms with three 

or more independent directors increased from 1% in 1999 to 85% in 2003 and then to 97% in 2012. 

Notably, the trend of board independence increased at a much slower pace post 2003. For example, 

the percent of independent directors rose from 1% in 1999 to 33% in 2003, but by only 4% from 2004 

to 2012. As we discuss in Section 4.1.2, the implementation of the 2001 Guidelines created an 

exogenous shock that allows us to empirically identify the effect of board independence on firm 

performance.    
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[Insert Figure 1 here] 

 

3.4. Control variables  

The control variables that we include in all performance regressions are grouped into three 

broad categories: ownership variables, proxies for monitoring costs, and others. Summary statistics 

for these variables are presented in Table 1 Panel C.  

The top owner of a Chinese listed firm can be: 1) the State or a state-owned enterprise (SOE); 

2) one or several individuals; and 3) a non-state-owned legal entity such as another public or private 

enterprise. We control for ownership structure using Topowner_State, a dummy variable that takes the 

value of one if the top owner of a listed firm is the State or a state-owned enterprise (SOE), and 

Topowner_Individual, a dummy variable that takes the value of one if the top owner is one or several 

individuals. We also control for foreign ownership with %_Foreign, the percent of B-shares and 

H-shares issued by the firm. Following the literature (see, e.g., Fama and Jensen, 1983; Linck, Netter, 

and Yang, 2008), we use two variables to proxy for monitoring costs: (1) stock price volatility 

(Volatility), which is the annualized standard deviation of weekly stock returns, and (2) the geometric 

mean of sales growth rate over the past three years (Sales_Growth).
10

  

We also include other commonly used control variables for board and firm characteristics, i.e., 

the natural log of the number of directors on the board (Ln_BoardSize), an indicator variable for 

whether the Chief Executive Officer chairs the board (Duality), investment expenditure divided by 

total assets (Invest_Expenditure), the natural log of total assets (Ln_Assets), total liabilities divided by 

total assets (Leverage), and the natural log of the number of years that a firm has been listed on an 

exchange (Ln_FirmAge). 

 

 [Insert Table 1 here]  

                                                        
10

 Unfortunately, our data sources do not provide information on some of the other proxies used in the literature 

for monitoring costs, such as the number of business segments or research and development expenses. 
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In Table 2, we report the correlation matrix of all the variables employed in the subsequent 

regression analyses. None of the independent variables have correlation coefficients higher than 0.5 in 

absolute terms, thus alleviating potential concerns about multicollinearity. 

 

[Insert Table 2 here] 

 

4. Main results 

4.1. Do independent directors affect firm performance?  

Like most empirical corporate finance research, the analysis of the relationship between board 

composition and firm performance faces the challenge of endogeneity, which can arise from 

unobserved heterogeneity, simultaneity, and reverse causality (Adams, Hermalin, and Weisbach, 2010; 

Wintoki, Linck, and Netter, 2012). In the context of the board-performance relationship, the problem 

of unobserved heterogeneity arises when one or more latent variables drive the observed relationship 

between board characteristics and firm performance. For example, high-ability CEOs may be more 

inclined to choose more independent boards and those CEOs deliver better firm performance. The 

problem of simultaneity can arise when firms choose certain levels of board independence with the 

goal of achieving certain levels of firm performance. The problem of reverse causality can arise when 

firms with a certain level of economic performance are prone to adopting certain levels of board 

independence.  

To robustly test the impact of independent directors on firm performance, we design and 

implement four empirical tests that use the following estimation methods in a panel regression 

framework: (1) firm fixed-effects (FE), (2) difference-in-differences (DID), (3) two-stage least 

squares with instrumental variables (IV-2SLS), and (4) dynamic generalized method of moments 

(GMM). The firm FE model addresses endogeneity due to unobserved, time-invariant heterogeneities, 

but does not solve the endogeneity problems due to time-varying heterogeneities, simultaneity, or 

reverse causality. Therefore, we use DID, IV-2SLS, and dynamic GMM to further address these 

664



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

ACCEPTED MANUSCRIPT

16 
 

econometric challenges (Wintoki, Linck, and Netter, 2012; Semadeni, Withers, and Certo, 2013). 

Table 3 presents the results from all four econometric models applied to our panel data set. 

 

4.1.1.  Firm fixed-effects estimation  

Table 3 columns (1) and (5) report the regression results from estimating the following 

ordinary-least squares (OLS) model with firm fixed-effects: 

 

Performanceit = γ*%_Indit + β*Controlit + di + dt + εit  … Eq. 1         

 

Firm performance (Performance) is measured by ROA or ROE. The proportion of 

independent directors on the board (%_Ind) is our key variable of interest. Control is a vector of 

firm-specific variables previously described in Section 3.4 that prior literature has identified as 

potentially related to firm performance (see, e.g., Wintoki, Linck, and Netter, 2012). di and dt denote 

firm and year fixed-effects respectively, and εit is the error term. We use robust standard errors that are 

adjusted for firm-level clustering to control for potential serial correlation and heteroscedasticity in 

the data (Petersen, 2009).  

As columns (1) and (5) illustrate, board independence (%_Ind) is associated with significantly 

higher firm performance. An increase of ten percentage points in board independence—equivalent to 

adding one director to the board given the average board size of 9.6—leads to a statistically 

significant increase of 29 basis points in ROA or a 138-basis-point increase in ROE. This effect is also 

economically meaningful as the mean values of ROA and ROE in our sample are 3.6% and 5.7%, 

respectively. We find some evidence that smaller boards are also associated with better firm 

performance, which corroborates the findings in prior U.S. studies (e.g., Yermack, 1996). Consistent 

with the literature (e.g., Qi, Wu, and Zhang, 2000; Guo and Jiang, 2013), we document that state 

ownership (Topowner_State) is significantly and negatively related to firm performance. Most of the 

other control variables also have the predicted signs.  
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4.1.2.  Difference-in-differences estimation  

DID is a widely used and effective empirical method in the economics and finance literature 

to address the endogeneity problem (see, e.g., Bertrand and Mullainathan, 2003; Yang and Zhao, 

2014). In the context of our study, we use the exogenous shock of a regulatory mandate to analyze 

whether two groups of firms—one impacted by the mandate (the treatment group) and the other not 

impacted (the control group)—exhibit different performance trends surrounding the regulatory shock. 

This design mitigates the endogeneity problem because the change in board composition is triggered 

by regulation. In other words, the change is not endogenously driven by firm-specific characteristics. 

As discussed in Section 3.3, in 2001, the CSRC mandated that all listed firms must have at least 

one-third of their boards comprised of independent directors by June 30, 2003. Figure 1 in Section 3.3 

illustrates that the 2001 mandate had a significant impact on board composition of Chinese listed 

firms. Therefore, the 2001 rule change constitutes the desired natural experiment that we will exploit 

in the following DID framework to probe the relationship between board independence and firm 

performance:  

 

Performanceit = γ*Treatedi*Post_Legislationt + β*Controlit + di + dt + εit    … Eq. 2         

 

Treated is an indicator variable that equals one if a firm has less than one-third of independent 

directors on its board as of 2001 (i.e., %_Ind<33%) and zero otherwise. Post_Legislation is an 

indicator variable that equals one if the sample year is 2003 or later and zero otherwise. Simultaneous 

inclusion of Treatedi*Post_Legislationt and firm fixed-effects (di) removes any biases from 

comparison between the treatment and the control groups that may result from permanent differences 

between the two groups. Simultaneous inclusion of Treatedi*Post_Legislationt and year fixed-effects 

(dt) removes any biases from comparison over time in the treatment group that may result from trends. 

To conduct this test, we require firms to be in the sample before the exogenous shock (i.e., by the end 

of 2001). This requirement decreases the number of observations from the full sample of 16,999 to 

12,604. Columns (2) and (6) in Table 3 report the estimation results from the DID method. The 
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estimated coefficient of Treatedi*Post_Legislationt is significantly and positively related to both ROA 

and ROE, corroborating our earlier finding that independent boards improve firm performance. As 

columns (2) and (6) show, ROA and ROE improve 1.4% and 4.7%, respectively, as a result of the 

mandate for more independent directors. 

 

4.1.3.  IV-2SLS estimation  

IV-2SLS is another standard methodology used to address the endogeneity problem in 

empirical corporate finance research. A valid instrument must meet two criteria: a strong correlation 

with the instrumented regressors and orthogonality with the error term. Following the literature, we 

instrument %_Ind of a specific firm in a given year, by using the mean value of the percent of 

independent directors of other firms in the same industry (one-digit SIC codes) in the same year 

(%_IndustryInd), and the mean value of the percent of independent directors of other firms 

headquartered in the same province/municipality in the same year (%_ProvinceInd). The rationale 

behind %_IndustryInd is that firms‘ governance arrangements (board composition in our case) likely 

correlate with their industry peers‘ due to similar business mix and investment opportunities, but such 

industry average is unlikely to directly influence individual firm performance (Yang and Zhao, 2014). 

We also use %_ProvinceInd to capture the local supply of directors, which can serve as a valid 

instrument for board composition for two reasons. First, Knyazeva, Knyazeva, and Masulis (2013) 

find that the local supply of directors is an important determinant of board independence. Second, the 

province/municipality in which a firm is headquartered can be viewed as predetermined, because 

headquarters decisions are made early in the life of a firm and headquarters changes occur very rarely. 

The suitability of our instruments is confirmed by various identification tests reported in Table 3. In 

unreported first stage regressions, our instruments significantly correlate with %_Ind at a 1% 
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significance level. In the second stage regressions, the Hansen‘s over-identification test fails to reject 

the hypothesis that our instruments are exogenous. As columns (3) and (7) of Table 3 illustrate, the 

IV-2SLS method also supports our earlier findings that board independence enhances firm 

performance in Chinese listed firms.    

 

4.1.4.  Dynamic GMM estimation  

In an effort to further confirm the robustness of the independence-performance relationship, 

we also use the dynamic GMM method to address endogeneity concerns due to unobserved 

heterogeneity, simultaneity, and reverse causality. Compared to the DID and IV-2SLS methods, 

dynamic GMM has the advantages of: (1) tackling the endogeneity problem based on internal 

instruments instead of relying on natural experiments or external instruments, which may not be 

readily available, and (2) explicitly modeling the dynamic nature of the independence-performance 

relationship by including past firm performance as one of the regressors. Following Wintoki, Linck, 

and Netter (2012), we estimate the following regression model: 

 

Performanceit = γ*%_Indit + α*Performancei,t-2 + β*Controlit + di + dt + εit  … Eq. 3         

 

We assume that %_Ind and all of the control variables, except for Ln_FirmAge and the year 

dummies (dt), are potentially endogenous. Following Wintoki, Linck, and Netter (2012), we sample at 

two-year intervals instead of every year (i.e., 1999, 2001, 2003…) to minimize serial correlation in 

the first-differenced residuals. As a result, two-year lagged ROA or ROE (Performancei,t-2) is included 

in Equation (3). We also include as IVs the sixth and eighth lags of the dependent and endogenous 

variables plus all of the available lags of the exogenous variables. As in previous models, standard 

errors are robust to heteroscedasticity and firm-level clustering. To ensure that the dynamic GMM 

method is correctly specified, we examine the exogeneity of IVs and the autocorrelation conditions of 

the transient errors. As reported in Table 3, the Hansen‘s over-identification test fails to reject the 
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hypothesis that the selected IVs are exogenous. In addition, residuals are significantly correlated in 

the first differences (AR(1)), but are uncorrelated in the second differences (AR(2)), suggesting that 

the assumptions of the dynamic GMM model hold. As columns (4) and (8) in Table 3 demonstrate, 

board independence has a positive and significant impact on ROA, and a positive but insignificant 

impact on ROE.  

 

 [Insert Table 3 here]  

 

In unreported robustness checks, we redefine ROA (ROE) as net income divided by assets 

(equity) and re-run all the regressions in Table 3. Our results hold using these alternative measures of 

firm performance. Many researchers have argued that board variables and other firm characteristics 

need time to affect firm performance. Therefore, we re-run all the regressions in Table 3 with one year 

forwarded ROA or ROE (two year forwarded ROA or ROE when using the dynamic GMM method) 

as the dependent variable. All of our results are robust to these alternative specifications. 

 

4.2. Is there a critical mass? 

As discussed in Section 2, while most of the extant literature employs the fraction of 

independent directors as a measure of board independence, many of the recommendations or 

mandates issued by governments and stock exchanges prescribe a minimum number of outside 

directors. The 2001 Guidelines mandate that all listed firms in China should have at least two 

independent directors by June 30, 2002, and a minimum of one-third by June 30, 2003. This suggests 

that both the number and the fraction of independent directors matter to regulators and potentially to 

investors as well. In the context of the debate regarding gender and race diversity in corporate 

boardrooms, there is a belief that unless a ―critical mass‖ is reached, female or ethnic minority 

directors will not have any meaningful impact on corporate decisions or outcomes (Broome, Conley 

and Krawiec, 2011). Liu, Wei, and Xie (2014) study the effect of female directors on firm 
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performance in Chinese listed firms, and find that when firms have three or more female directors, the 

impact of board gender diversity on firm performance becomes significant. We, therefore, test 

whether there is a critical mass of independent directors, and if so, what number constitutes such a 

critical mass.     

In Table 4, we re-estimate Equation (1) by replacing %_Ind with Ind_d1, Ind_d2, Ind_d3, 

Ind_d4, and Ind_d5, which are binary variables that indicate the presence of one, two, three, four, and 

five or more independent directors on the board, respectively. Column (1) reports the effects of the 

independent director dummies on ROA. Compared to boards with no independent directors, Ind_d1 

has no significant impact on ROA, suggesting that a solo independent director may be a mere token. 

This is consistent with some of the evidence from psychology literature that a lone individual is 

unlikely to express a view contrary to an otherwise unanimous group (Asch, 1951). Ind_d2, Ind_d3, 

Ind_d4 and Ind_d5 are associated with 0.7%, 1.6%, 1.6%, and 1.6% higher ROAs than boards with no 

independent director, respectively. These findings suggest that three independent directors may 

constitute a critical mass that positively and significantly impacts ROA.  

Column (2) reports the effects of the independent director dummies on ROE. In line with the 

results in column (1), Ind_d1 has no significant impact on ROE. Ind_d2, Ind_d3, Ind_d4, and Ind_d5 

are associated with 3.6%, 5.4%, 6.5%, and 6.8% higher ROEs than boards with no independent 

director, respectively. These results suggest that ROE improves as the number of independent 

directors increases.
11

 

[Insert Table 4 here] 

 

In our sample, the average board has nine directors, while the median number of independent 

directors is three, or one-third of the average board. This suggests that most Chinese listed firms 

appoint just enough independent directors to meet the quota mandated by the CSRC 2001 Guidelines. 

                                                        
11

 In an untabulated analysis, we find that the estimated coefficient of Ind_d2 is significantly different from that 

of Ind_d5 in both regressions of ROA (p-value=0.01) and ROE (p-value=0.01). The estimated coefficient of 

Ind_d3 is not significantly different from that of Ind_d5 in the regression of ROA, but is different from that of 

Ind_d5 in the regression of ROE with marginal significance (p-value=0.10).   
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The results in Table 4 suggest that some firms may be able to further improve their ROE by 

appointing additional independent directors to their boards. 

 

5. When and how independent directors affect firm performance? 

In Section 4 we find that independent directors have an overall positive impact on the 

operating performance of China‘s listed firms. In this section, we provide four additional analyses 

examining when and how independent directors can affect firm performance. In Sections 5.1 and 5.2, 

we test the independence-performance relationship conditioned on the degree of information 

asymmetry (monitoring costs) and the level of state ownership, respectively. In Sections 5.3 and 5.4, 

we investigate two key channels through which independent directors can impact firm performance in 

China, by constraining insider ―self-dealing‖ and by improving investment efficiency, respectively.    

 

5.1. Monitoring costs, independent directors, and firm performance 

Compared to inside directors, outside directors face at least two disadvantages that can impact 

the effectiveness of their advising and monitoring functions. The first is the information-asymmetry 

disadvantage in that inside directors have better information concerning all aspects of the operation 

and management of the firm. The second is an expertise disadvantage in that inside directors are more 

likely to possess firm-specific expertise, whereas outside directors are more likely to possess more 

generic knowledge. Therefore, to be effective in carrying out their advising and monitoring activities, 

independent directors must incur significant costs related to the acquisition of firm-specific 

information and expertise. Consistent with this argument, Maug (1997) shows that in high information 

asymmetry environments, it is suboptimal to increase monitoring by independent directors. 

Furthermore, Raheja (2005) and Adams and Ferreira (2007) theoretically model board structure and 

postulate that the number of outside directors declines as the cost of monitoring increases. More 
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recently, using a sample of U.S. firms, Duchin, Matsusaka, and Ozbas (2010) directly test and find 

support for the hypothesis that the benefits of having more independent boards are lower in firms with 

higher information acquisition costs. We extend this literature by examining whether the moderating 

effect of information asymmetry on board effectiveness is also present in Chinese listed firms.  

Following the literature (Fama and Jensen, 1983; Linck, Netter, and Yang, 2008), we employ 

two commonly used proxies for information asymmetry/monitoring costs, namely the annualized 

standard deviation of stock returns (Volatility) and the sales growth rate (Sales_Growth). We add the 

interaction terms %_Ind*Volatility and %_Ind*Sales_Growth to our baseline regression, Eq. (1). As 

Table 5 reports, both interaction terms are negatively and significantly related to firm performance, 

consistent with the existing literature which finds that as monitoring costs increase, the benefits 

associated with higher board independence decrease.  

 

[Insert Table 5 here] 

  

5.2. Ownership structure, independent directors, and firm performance 

As discussed in Section 2, the Chinese stock market is unique in that the government is the 

largest shareholder in most of the publicly traded companies. We explicitly test the effect of 

government ownership on the relationship between board independence and firm performance by 

dividing our sample into government-controlled versus non-government-controlled firms. Table 6 

illustrates that the positive relationship between board independence and firm performance, which we 

document in Table 3, is largely driven by government-controlled firms, i.e., firms in which the 

government is the largest shareholder. Specifically, %_Ind has a positive and significant effect on 
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ROA and ROE in the subsample of firms in which the government is the top owner (columns (1) and 

(2)), but has no significant effect on either ROA or ROE in the subsample of firms in which non-state 

entities are top owners (columns (3) and (4)).   

The principal role of the board of directors is to mitigate agency conflicts that arise in the 

corporate form of business due to the separation of ownership and control (Fama and Jensen, 1983). 

At the same time, firms with majority government ownership exhibit the ultimate separation between 

ownership (the nation‘s citizens) and control (managers/bureaucrats), and thus are subject to severe 

agency problems (see Megginson and Netter, 2001 for a survey of the relevant literature). In this 

context, our finding that board independence is positively related to firm performance in 

government-controlled firms suggests that monitoring by outside directors is more consequential in 

exactly those firms where agency costs are most severe.  

It can also be argued, however, that the relevant governance issue in government-controlled 

firms is not an agency conflict due to a separation of ownership and control, but instead a conflict of 

interest between controlling shareholders (in this case the government) and minority shareholders as 

in La Porta, Lopez-de-Silanes, and Shleifer (1999). Prior literature suggests that controlling 

shareholders enjoy substantial private benefits of control often at the expense of minority shareholders 

(Nenova, 2003; Dyck and Zingales, 2004). One of the main differences between a private controlling 

shareholder versus the government as the controlling shareholder is that the latter may have incentives 

to pursue political and social objectives. Indeed, in a recent review article, Fan, Wei, and Xu (2011) 

note that government intervention through state ownership is a common feature of emerging markets. 

Chen, Sun, Tang, and Wu (2011) find that government ownership distorts firms‘ investment behavior 

and reduces investment efficiency. Therefore, our finding of a positive and significant relationship 
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between board independence and firm performance in government-controlled firms supports the view 

that increasing board independence can, at least in part, alleviate some of the inherent inefficiencies 

associated with government ownership. In the next part of our analysis, we explicitly investigate some 

of the potential channels through which independent directors can influence firm performance.  

 

[Insert Table 6 here] 

   

5.3. Independent directors and tunneling 

 The most often cited mechanism through which company insiders divert corporate resources 

is through related-party transactions (RPTs) (Dahya, Dimitrov, and McConnell, 2008). This type of 

diversion is often called ―self-dealing‖ (Djankov, La Porta, Lopez-de-Silanes, and Shleifer, 2008) or 

―tunneling‖ (Johnson, La Porta, Lopez-de-Silanes, and Shleifer, 2000). Jiang, Lee, and Yue (2010) 

document that tunneling through intercorporate loans—a practice in which firm insiders divert 

corporate resources through loans to other entities (most of which unlisted) that are also under their 

control—is one of the most egregious examples of insider self-dealing in China.  

Intercorporate loans appear on the balance sheets of Chinese listed firms as ―other 

receivables,‖ and prior to 2006 were almost never paid back. We follow Jiang, Lee, and Yue (2010) 

and estimate the magnitude of this brazen form of corporate abuse using ORECTA (other receivables 

scaled by total assets). To investigate the effect of board independence (%_Ind) on ORECTA, we 

estimate the following regression model, including a similar set of control variables as in Jiang, Lee, 

and Yue (2010) as well as firm and year fixed-effects: 

 

ORECTAit = γ %_Indit + β Controlit + di + dt + εit  …Eq. 4         

 

Jiang, Lee, and Yue (2010) report that tunneling through intercorporate loans was largely 

eradicated by 2006 after eight government ministries issued a joint statement stipulating that the top 
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management of the controlling entities would be held personally accountable through public 

disclosure and legal punishment if the intercorporate loans were not repaid. Therefore, we also 

estimate the relationship between %_Ind and ORECTA for two separate time periods, 1999 to 2005 

and 2006 to 2012. We expect that any effect of board independence on ORECTA should be observed 

in the pre-2006 sample period. The results from estimating Equation (4) for our full sample period 

(1999-2012), sub-period 1999-2005, and sub-period 2006-2012 are presented in Table 7, Panels A, B, 

and C, respectively. 

 

                            [Insert Table 7 here] 

 

As reported in column (1) of Panel A in Table 7, %_Ind has a negative and significant 

coefficient, suggesting that board independence has a moderating effect on the tunneling of corporate 

resources through intercorporate loans in Chinese listed firms. A 10 percentage-point increase in the 

proportion of independent directors leads to a 0.17% decrease in intercorporate loans measured by 

ORECTA. For the average firm in our sample, this translates into about a 3.5 million RMB reduction 

in intercorporate loans.
12

 When aggregating across all of the 2,057 unique firms in our sample, the 

total reduction in intercorporate loans amounts to about 7.3 billion RMB.  

 Columns (2) and (3) of Panel A in Table 7 examine the effect of %_Ind on ORECTA in firms 

where the top owners are state and non-state entities, respectively. The regression results indicate that 

the moderating effect of board independence on intercorporate loans is largely driven by 

government-controlled firms. Specifically, the estimated coefficient on %_Ind is -0.020 (p-value=0.03) 

in government-controlled firms and -0.017 (p-value=0.17) in non-government controlled firms. Thus, 

it appears that independent directors are more effective in constraining insider self-dealing in 

government-controlled firms where the incentives and opportunities for such activities are particularly 

high. This is also in line with our earlier findings, presented in Table 6, that the overall benefit 

                                                        
12

 The average firm in our sample has total book assets of 2,075 million RMB. A 10 percentage-point increase 

in the proportion of independent directors leads to: -0.0017*2,075 = 3.5 million RMB reduction in 

intercorporate loans. 
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associated with having more independent boards is significantly larger in government-controlled 

firms. 

As expected, the results in Panels B and C of Table 7 suggest that the negative effect of board 

independence on intercorporate loans is only observed in the pre-2006 period, during which tunneling 

through intercorporate loans was rampant, but not in the period after 2006 when the central 

government took decisive action to curb this blatant form of corporate abuse.  

       

5.4. Independent directors and investment efficiency    

 A firm‘s investment policy and its outcomes are central to the firm‘s long-term survival and 

growth. In a perfect world free of market imperfections, a firm‘s investment behavior is solely a 

function of its investment opportunity set (Modigliani and Miller, 1958). However, the real world is 

full of market frictions, such as information asymmetry and agency conflicts, which prevent firms 

from making optimal investment decisions.
13

 In their study of investment policy in Chinese listed 

firms, Chen, Sun, Tang, and Wu (2011) find that government intervention represents another friction 

that distorts the investment behavior of state-controlled firms and leads to investment inefficiency. In 

this part of our analyses we investigate whether the positive effect of board independence on firm 

performance can be attributed, at least in part, to the ability of independent directors to positively 

impact firm investment behavior. In other words we test whether there is a positive relationship 

between board independence and investment efficiency in Chinese listed firms. 

 We follow Chen, Sun, Tang, and Wu (2011) and measure investment efficiency as the 

sensitivity of investment expenditures (Invest_Expenditure) to investment opportunities (measured by 

the log of Tobin‘s Q, Ln(Q)) using the following regression model: 

 

Invest_ Expenditureit = γ1 %_Indit * Ln(Q)it + γ2 Ln(Q)it + β Controlit + di + dt + εit  … Eq. 5         

 

Our main variable of interest is the interaction term between board independence and Tobin‘s 

                                                        
13

 For a survey of the relevant literature, please see Stein (2003). 
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Q (%_Indit*Ln(Q)). We include a similar set of control variables as in Chen, Sun, Tang, and Wu (2011) 

as well as firm and year fixed-effects. The regression results are presented in Table 8.  

 

[Insert Table 8 here] 

 

As shown in column (1) of Table 8, using our full sample, the interaction term %_Ind * Ln(Q) 

has a positive and significant (at the 1% level) coefficient, indicating that the sensitivity of investment 

expenditures to investment opportunities is stronger in firms with a higher proportion of independent 

directors. We also find that the interaction between Tobin‘s Q and government ownership 

(Ln(Q)*TopOwner_State) is negative and significant, confirming the main finding in Chen, Sun, Tang, 

and Wu (2011) that investment efficiency is lower in government-controlled firms. Finally, the results 

in columns (2) and (3) illustrate that the positive relationship between board independence and firms‘ 

investment efficiency holds for both government-controlled and non-government-controlled firms. 

Given that agency conflicts and government intervention are some of the main factors 

explaining the suboptimal investment behavior of Chinese firms, we interpret the findings in Table 8 

as supporting the view that board independence can moderate agency problems and reduce 

government intervention. 

 

6. Additional results 

As discussed earlier, the CSRC mandated in 2001 that by June 30, 2003 Chinese listed firms 

should have at least one-third of their boards comprised of independent directors. Taking advantage of 

this exogenous shock, we used the DID method as one of our empirical tests to provide the portfolio 

of evidence that independent directors enhance firm performance in Chinese listed firms (see Section 

4.1.2).
14

 While it is a useful identification tool in tackling the endogeneity problem, the 2001 mandate 

also raises several interesting questions: how much of the positive performance effect that we find for 

                                                        
14

 Many prior studies also rely on regulatory shocks to identify the effect of board structure on firm 

performance (see, e.g., Black and Khanna, 2007, Dahya and McConnell, 2007, Black and Kim, 2012, among 

others).  
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board independence is attributable to the 2001 mandate? Left to their own devices, will Chinese listed 

firms embrace independent boards and will board independence matter? Notably, answers to these 

questions have important policy implications. More specifically, so far we find strong evidence that 

board independence enhances firm performance. If there is also evidence that absent of the 2001 

Guidelines, Chinese listed firms would not have adopted independent boards or adopted them too 

slowly, then an argument can be made that external pressure, either from regulators or other external 

stakeholders, on Chinese listed firms to appoint independent directors is warranted.
15

  

The 2001 mandate also introduces possible alternative explanations for our main result—the 

positive relationship between board independence and firm performance. Chinese listed firms may be 

merely window dressing their boards, adopting the minimum number of independent directors to meet 

the regulatory requirement. In other words, Chinese independent directors are perfunctory, and the 

positive link we uncovered between board independence and firm performance is an artifact of other 

relationships. For example, the positive independence-performance relationship could be driven by 

the negative relationship between board size and firm performance. More specifically, assume two 

firms. Firm A has five directors and Firm B has six directors. To meet the 2001 mandate, both firms 

need to have a minimum of two independent directors, resulting in 40% board independence for Firm 

A that has a smaller board and 33% board independence for Firm B that has a bigger board. It is well 

established in the literature that smaller boards correlate negatively with firm performance (Yermack, 

1996; Eisenberg, Sundgren, and Wells, 1998). Alternatively, as Figure 1 shows, the time-series 

variation in the fraction of independent directors is largely driven by the pre- and post-regulation 

variations. Therefore, the positive independence-performance relationship could also be driven by a 

sub-period effect. We include board size and firm and year fixed effects in all the performance 

regressions, which should mitigate the confounding effects due to variations in board size and time 

periods. Nonetheless more tests could be done to further alleviate these concerns. To address these 

                                                        
15

 The global regulatory push for more independent boards (e.g., the 1992 U.K. Cadbury Report and the 2002 

U.S. Sarbanes-Oxley Act) is premised on the belief that more independent boards improve firm performance 

and that firms either do not voluntarily adopt independent boards or adopt them too slowly.  
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questions and alternative explanations, we perform four tests in this section.
16

  

In our first test, we partition the sample into pre- (1999 to 2001) and post- (2003-2012) 

regulation periods, and re-run our baseline regression (Equation 1). We exclude 2002 because it is a 

transition year. If we find a significant effect for board independence in the pre-regulation period, then 

the evidence suggests that independent directors matter even prior to the 2001 Guidelines. Such a 

finding also alleviates the concern that the positive independence-performance relationship is driven 

by an increase in average firm performance in the post-regulation period. As Table 9 shows, the 

estimated coefficient of board independence is significantly and positively related to both ROA and 

ROE in the pre-regulation period, consistent with the idea that the positive independence-performance 

relationship is not entirely driven by the regulatory mandate and alleviating the concern of a 

sub-period effect. As expected, %_Ind is significantly and positively related to firm performance in 

the post-regulation period, consistent with the idea that the 2001 mandate has teeth and is beneficial to 

firm performance. While the coefficient of %_Ind is larger in magnitude in the pre-regulation period 

than in the post-regulation period, a test for equality of the coefficient estimates of %_Ind across the 

regressions reveals no statistical significance.   

  

[Insert Table 9 here] 

 

In our second test, we examine whether firms that voluntarily embrace higher levels of board 

independence than mandated by the 2001 Guidelines exhibit better performance. We re-run Equation 

1 replacing %_Ind with Extra_Ind using the firm years from the post-regulation period (2003-2012). 

Extra_Ind is the actual number of independent directors minus the minimum number mandated by the 

2001 Guidelines (the mandated number). To give examples of the mandated number of independent 

directors, if a firm has a five-member board, the number of mandated independent directors is two, 

while a seven-member board has a mandated independent director number of three. Therefore, this 

test sheds light on whether Chinese listed firms go beyond the regulatory mandate in utilizing 

                                                        
16

 We thank an anonymous referee for raising these interesting questions and alternative explanations.  
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independent directors and whether they benefit from doing so. This test also provides further evidence 

for whether the positive relationship between board independence and firm performance is driven by 

differences in board size. As Table 10 shows, Extra_Ind is significantly and positively related to both 

ROA and ROE. Therefore, results in Table 10 are consistent with those in Table 9 and the idea that 

some Chinese listed firms understand the value proposition of board independence and are able to 

reap greater economic benefits by appointing more independent directors than the minimum mandated 

by the 2001 Guidelines.  

 

[Insert Table 10 here] 

 

In our third test, we re-run Equation 1, replacing %_Ind with two new measures of board 

independence: (1) Ind>50%, an indicator variable set to one (and zero otherwise) if the percent of 

independent directors is greater than 50 percent, and (2) Ind34%_50%, an indicator variable set to one 

(and zero otherwise) if the percent of independent directors is no more than 50 percent but greater 

than one-third. Therefore, the base group in the regression consists of firms with no more than one 

third of board independence. A significantly positive coefficient of Ind>50% and/or Ind34%_50% 

would support the notion that Chinese independent directors are not perfunctory and firms have 

economic incentives to appoint such directors. As Table 11 shows, both Ind>50% and Ind34%_50% 

enter the ROA and ROE regressions with a significantly positive sign.  

 

[Insert Tables 11 here] 

  

In our fourth test, we provide additional evidence for the performance effect of independent 

directors from a different perspective—the meeting attendance record of independent directors. We 

conjecture that if independent directors are perfunctory, then it should not matter whether they miss 
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board meetings.
17

 As Table 12 illustrates, the percent of missed board meetings by independent 

directors is significantly and negatively related to firm performance.
18

 This finding contributes to our 

overall portfolio of evidence that independent directors play an important role in Chinese corporate 

governance.   

 

[Insert Table 12 here] 

 

To summarize, the additional tests in Section 6 provide corroborating evidence for the results 

from Section 4 that independent directors matter for China‘s listed firms. Given that the large increase 

in board independence in China‘s listed firms is driven by regulatory mandates, our results also 

suggest that regulation is useful in propelling firms to install more stringent internal governance 

controls. Therefore, our paper adds to the literature, which shows that stronger internal governance 

such as more independent board enhances firm performance, particularly when the legal protection of 

shareholder rights is weak (Dahya, Dimitrov, and McConnell, 2008; Black and Kim, 2012). Our 

results are also consistent with the global movement that has been gathering pace in the past two 

decades. Around the world, regulators and governance activists have been pressuring publicly traded 

firms to adopt more stringent governance measures (e.g., the 1992 U.K. Cadbury Report, Aggarwal, 

Erel, Ferreira, and Matos, 2011). In this regard, our study is timely in that it provides important 

empirical support for this movement. 

 

7. Conclusion 

In this paper, we use a panel data set covering more than 16,000 firm-years to investigate the 

effect of board independence on the performance of Chinese listed firms. Using several econometric 

techniques specifically designed to address the inherent endogeneity in the independence-performance 

                                                        
17

 Adam and Ferreira (2009) study the effect of women directors on firm performance and governance, and find 

that meeting attendance by directors plays an important role. 
18

 We lose approximately 9 percent of our sample in these regressions, because board meetings data did not 

become available until 2004. 
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relationship, we find that the degree of board independence is positively and significantly related to 

firm performance, especially in government-controlled firms and in firms with lower information 

acquisition and monitoring costs. We further document that this positive relationship can be attributed, 

at least in part, to the ability of independent directors to prevent insider self-dealing and to improve 

investment efficiency in Chinese listed firms. 

A unique characteristic of the Chinese corporate landscape is that most listed firms are former 

state-owned enterprises (SOEs) and the government is still the largest shareholder in many of these 

companies. In this context, our findings suggest that the appointment of independent directors, who 

can effectively monitor firm management and can uphold the goal of shareholder wealth 

maximization, can at least partially alleviate some of the inherent inefficiencies associated with 

having the government as a dominant shareholder. Other distinctive characteristics of the Chinese 

institutional environment are the lack of adequate investor protections provided by the legal system, 

and the nascent role of alternative governance mechanisms such as the market for corporate control 

and shareholder activism. The fact that board independence is an effective mechanism for alleviating 

agency conflicts in this weak investor protection environment supports the view that there is a 

substitution effect between internal and external corporate governance mechanisms. 

Our overall finding is consistent with the spirit of the CSRC‘s 2001 Guidelines for 

Introducing Independent Directors to the Board of Directors of Listed Companies that required listed 

firms' boards to have at least one-third of independent directors. While we have provided robust and 

comprehensive evidence of the relationship between board independence and firm performance in 

China‘s listed firms, there are still many important research questions that remain unanswered. For 

example, although we have examined some of the potential channels through which independent 

directors can impact firm performance, there are invariably other channels that can be explored. 

Future research can also examine the influence of individual director characteristics such as director 

ethnicity, busyness, proximity to corporate headquarters, etc. on directors‘ incentives and abilities to 

adequately fulfill their monitoring and advising roles.  
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Figure 1. Time trends of board independence in China, 1999-2012 

This figure depicts the time trend of board independence for our sample firms, 2,057 Chinese companies 

listed on the Shanghai and Shenzhen Stock Exchanges from 1999 to 2012.  
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Table 1: Summary statistics 

This table reports the summary statistics of key variables. The sample consists of 16,999 firm years or 2,057 unique firms from 1999 

to 2012. Panel A reports summary statistics on firm performance measured by return on assets (ROA) and return on equity (ROE). 

ROA (ROE) is operating income before extraordinary items divided by total assets (total equity). Both ROA and ROE are truncated at 

the top and bottom 1%. Panel B reports summary statistics on board independence. %_Ind is the percent of independent directors on 

the board. Ind_d1, Ind_d2, Ind_d3, and Ind_d4 are dummy variables that equal one when there is one, two, three, or four independent 

directors, respectively, and zero otherwise. Ind_d5 equals one when there are five or more independent directors and zero otherwise. 

Panel C reports summary statistics of control variables. Ownership variables include: a dummy variable that equals one when the top 

owner of a listed firm is the State or a state-owned enterprise (SOE) (Topowner_State), a dummy variable that equals one when the top 

owner of a listed firm is an individual (Topowner_Individual), and the percent of B-shares and H-shares issued by a firm (%_Foreign). 

Proxies for the monitoring costs of a firm are: annualized standard deviation of weekly stock price returns (Volatility) and the 

geometric mean of sales growth rate over the past three years (Sales_Growth). Reported under other control variables are: the natural 

log of the number of directors on the board (Ln_BoardSize), a dummy variable that takes the value of one if the Chief Executive 

Officer chairs the board (Duality), investment expenditure (Invest_Expenditure) calculated as net cash payments for fixed assets, 

intangible assets, and other long-term assets divided by total assets at the beginning of the year (Chen, Sun, Tang and Wu, 2011), the 

natural log of the total assets (Ln_Assets), total liabilities divided by total assets (Leverage), and the natural log of the number of years 

that a firm is listed on an exchange (Ln_FirmAge).  

 

 

 

Variable Obs Mean Std Error 25th Ptcl Median 75th Ptcl 

       Panel A: Performance measures           

       
 

ROA 16999 

       

0.036  

       

0.063  

       

0.011  

       

0.037  

       

0.067   

ROE 16999 

       

0.057  

       

0.213  

       

0.018  

       

0.060  

       

0.130   

       
 

Panel B:  Independent directors           

       
 

%_Ind 16999 

       

0.304  0.132  0.308  0.333  0.364   

Ind_d1 16999 

       

0.008  0.088  0  0  0   

Ind_d2 16999 

       

0.095  0.293  0  0  0   

Ind_d3 16999 

       

0.505  0.500  0  1  1   

Ind_d4 16999 

       

0.182  0.386  0  0  0   

Ind_d5 16999 

       

0.083  0.276  0  0  0   

       
 

Panel C:  Control variables           

       
 

Ownership variables              

Topowner_State 
16999 

       

0.626  

       

0.484  0  1  1   

Topowner_Individual 
16999 

       

0.072  

       

0.259  0  0  0   

%_Foreign 
16999 

       

0.026  

       

0.088  0.000  0.000  0.000   
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Monitoring costs              

Volatility 16999 

       

2.457  

       

2.814  

       

0.898  

       

1.556  

       

2.866   

Sales_Growth 16999 

       

0.210  

       

0.441  

       

0.025  

       

0.149  

       

0.304   

       
 

Other               

Board_Size 16999 

       

9.573  

       

2.210  9 9 11  

Duality 16999 

       

0.162  

       

0.368  0  0  0   

Invest_Expenditure 16999 

       

0.071  

       

0.095  

       

0.014  

       

0.044  

       

0.097   

Ln_Assets 16999 

     

21.453  

       

1.137  

     

20.680  

     

21.299  

     

22.053   

Leverage 16999 

       

0.477  

       

0.196  

       

0.336  

       

0.487  

       

0.622   

Ln_FirmAge 16999 

       

1.947  

       

0.664  

       

1.386  

       

2.079  

       

2.485   
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Table 2: Correlation matrix 

This table reports the correlations matrix of the variables used in our econometric analyses. Correlation coefficients significant at the 10% level or better are in bold. Variable 

descriptions are given in Table 1. 

 

    1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 

                     
1 ROA   1.00  

                  
2 ROE   0.71    1.00  

                 
3 %_Ind   0.01    0.00    1.00  

                
4 Ind_d1  -0.02   -0.02   -0.12    1.00  

               
5 Ind_d2  -0.07   -0.05   -0.10   -0.03    1.00  

              
6 Ind_d3   0.03    0.00    0.32   -0.09   -0.33    1.00  

             
7 Ind_d4   0.01    0.02    0.26   -0.04   -0.15   -0.48    1.00  

            
8 Ind_d5   0.00    0.01    0.25   -0.03   -0.10   -0.30   -0.14    1.00  

           
9 Topowner_State  -0.04   -0.02   -0.18    0.02    0.03   -0.17    0.04    0.04    1.00  

          
10 Topowner_Individual   0.09    0.07    0.15   -0.02   -0.05    0.13   -0.01   -0.02   -0.36    1.00  

         
11 %_Foreign  -0.03   -0.03   -0.01   -0.01   -0.01   -0.04    0.03    0.02    0.09   -0.08    1.00  

        
12 Volatility   0.23    0.14    0.07   -0.00   -0.08    0.06    0.01    0.01   -0.13    0.23   -0.05    1.00  

       
13 Sales_Growth   0.23    0.17    0.04   -0.01   -0.00    0.02    0.00    0.00   -0.03    0.01   -0.03    0.11    1.00  

      
14 Invest_Expenditure   0.21    0.17    0.03   -0.01   -0.04    0.01    0.01    0.04   -0.04    0.11   -0.04    0.15    0.15    1.00  

     
15 Ln_BoardSize   0.01    0.00   -0.06   -0.03   -0.24   -0.30    0.29    0.46    0.15   -0.09    0.05   -0.03   -0.02    0.03    1.00  

    
16 Duality   0.01   -0.00    0.03   -0.00   -0.02    0.06   -0.05   -0.02   -0.19    0.19   -0.03    0.09   -0.01    0.03   -0.09    1.00  

   
17 Ln_Assets   0.16    0.14    0.23   -0.04   -0.11   -0.03    0.16    0.21    0.17   -0.10    0.20    0.06    0.09    0.12    0.20   -0.10    1.00  

  
18 Leverage  -0.37   -0.30    0.07   -0.01   -0.02   -0.01    0.05    0.06    0.12   -0.22    0.05   -0.13    0.08   -0.09    0.06   -0.10    0.30    1.00  

 
19 Ln_FirmAge  -0.16   -0.13    0.25   -0.04   -0.02    0.10    0.05    0.08    0.14   -0.34    0.15   -0.22   -0.02   -0.24    0.02   -0.13    0.22    0.34    1.00  
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Table 3: Effect of board independence on firm performance 

This table reports the regression results using the ordinary-least-squares with firm and year fixed effects (FE), the difference-in-differences (DID), the two-stage least squares with 

instrumental variables (IV-2SLS), and the dynamic generalized method of moments (GMM) methods. All regressions are estimated with robust standard errors clustered at the firm 

level. Variable descriptions are given in Table 1. The p-value of the t-statistic of each coefficient is shown in italics. ***, **, and * indicate statistical significance at the 1%, 5%, 

and 10% level, respectively. 

 

 

   ROA     ROE  

 

(1) (2) (3) (4) 

 

(5) (6) (7) (8) 

 

FE DID 2SLS 
Arellano 

Bond 

 

FE DID 2SLS 
Arellano 

Bond 

 

        

 

        

                  %_Ind 0.029 *** 

  

0.178 * 0.026 ** 

 

0.138 *** 

  

0.712 * 0.043   

 

0.003 

   

0.052 

 

0.049 

  

0.000 

   

0.054 

 

0.428 

 Treated*Post_Legislation 

 

0.014 ** 

       

0.047 ** 

    

   

0.014 

        

0.039 

     Ln_BoardSize -0.004   -0.004   0.001   0.015   

 

-0.025 * -0.031 * -0.009   -0.008   

 

0.317 

 

0.322 

 

0.862 

 

0.571 

  

0.066 

 

0.052 

 

0.597 

 

0.916 

 Duality -0.002   -0.002   -0.002   0.010   

 

-0.008   -0.009   -0.010   0.066   

 

0.445 

 

0.490 

 

0.276 

 

0.672 

  

0.336 

 

0.361 

 

0.211 

 

0.375 

 Topowner_State -0.015 *** -0.015 *** -0.014 *** 0.001   

 

-0.038 *** -0.038 *** -0.036 *** 0.015   

 

0.000 

 

0.000 

 

0.000 

 

0.884 

  

0.005 

 

0.007 

 

0.007 

 

0.619 

 Topowner_Individual 0.017   -0.009   0.017   0.006   

 

0.046   -0.030   0.045   -0.049   

 

0.152 

 

0.571 

 

0.163 

 

0.825 

  

0.388 

 

0.698 

 

0.411 

 

0.463 

 %_Foreign 0.007   0.014   0.000   -0.005   

 

-0.008   0.015   -0.034   -0.034   

 

0.829 

 

0.685 

 

0.990 

 

0.913 

  

0.957 

 

0.918 

 

0.820 

 

0.818 

 Volatility 0.002 *** 0.003 *** 0.002 *** 0.007 *** 

 

0.003 *** 0.004 *** 0.003 *** 0.018 *** 

 

0.000 

 

0.000 

 

0.000 

 

0.000 

  

0.000 

 

0.000 

 

0.000 

 

0.000 

 Sales_Growth 0.029 *** 0.029 *** 0.029 *** -0.003   

 

0.083 *** 0.087 *** 0.083 *** 0.077   

 

0.000 

 

0.000 

 

0.000 

 

0.857 

  

0.000 

 

0.000 

 

0.000 

 

0.182 

 Invest_Expenditure 0.054 *** 0.057 *** 0.054 *** 0.047   

 

0.161 *** 0.182 *** 0.161 *** 0.162   

 

0.000 

 

0.000 

 

0.000 

 

0.599 

  

0.000 

 

0.000 

 

0.000 

 

0.512 

 Ln_Assets 0.013 *** 0.013 *** 0.012 *** 0.000   

 

0.052 *** 0.057 *** 0.049 *** 0.009   

 

0.000 

 

0.000 

 

0.000 

 

0.925 

  

0.000 

 

0.000 

 

0.000 

 

0.460 

 Leverage -0.171 *** -0.171 *** -0.172 *** -0.015   

 

-0.476 *** -0.501 *** -0.478 *** -0.130   

 

0.000 

 

0.000 

 

0.000 

 

0.704 

  

0.000 

 

0.000 

 

0.000 

 

0.313 
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Ln_FirmAge -0.016 *** -0.024 *** -0.015 *** 0.002   

 

-0.062 *** -0.086 *** -0.058 *** 0.012   

 

0.000 

 

0.000 

 

0.000 

 

0.597 

  

0.000 

 

0.000 

 

0.000 

 

0.407 

 L2.Dep 

      

0.283 *** 

       

0.245 ** 

       

0.001 

        

0.036 

 

                  Obs 16,999 

 

12,604 

 

16,982 

 

7,453 

  

16,999 

 

12,604 

 

16,982 

 

7,445 

 
R

2
 0.24 

 

0.25 

 

0.22 

    

0.16 

 

0.16 

 

0.13 

   
First-Stage F Test Statistics 

   

   

30.70  

        

   

30.70  

   

Over-Identification Test p Value 

  

     

0.38  

 

     

0.61  

      

     

0.80  

 

     

0.50  

 

AR(1) of First-Differenced Residuals 

   

     

0.00  

        

     

0.03  

 

AR(2) of First-Differenced Residuals 

   

     

0.75  

        

     

0.35  
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Table 4: The number of independent directors and firm performance 

 

This table reports the regression results of the FE method by replacing %_Ind with a set of dummy variables, Ind_d1, Ind_d2, Ind_d3, 

Ind_d4, and Ind_d5. All regressions are estimated with robust standard errors clustered at the firm level. Variable descriptions are 

given in Table 1. The p-value of the t-statistic of each coefficient is shown in italics. ***, **, and * indicate statistical significance at 

the 1%, 5%, and 10% level, respectively.  

 

  (1)   (2) 

 
 ROA  

 
 ROE  

 
  

 
  

Ind_d1 0.006   

 
-0.004   

 

0.235 

  
0.863 

 Ind_d2 0.007 * 

 
0.036 ** 

 

0.068 

  
0.023 

 Ind_d3 0.016 *** 

 
0.054 *** 

 

0.001 

  
0.003 

 Ind_d4 0.016 *** 

 
0.065 *** 

 

0.001 

  
0.001 

 Ind_d5 0.016 *** 

 
0.068 *** 

 

0.003 

  
0.001 

 Ln_BoardSize -0.008 * 

 
-0.049 *** 

 
0.064 

  
0.004 

 Duality -0.001   

 
-0.007   

 
0.460 

  
0.371 

 Topowner_State -0.015 *** 

 
-0.038 *** 

 
0.000 

  
0.004 

 Topowner_Individual 0.017   

 
0.046   

 
0.155 

  
0.387 

 %_Foreign 0.007   

 
-0.008   

 
0.836 

  
0.955 

 Volatility 0.002 *** 

 
0.002 *** 

 
0.000 

  
0.000 

 Sales_Growth 0.029 *** 

 
0.083 *** 

 
0.000 

  
0.000 

 Invest_Expenditure 0.054 *** 

 
0.161 *** 

 
0.000 

  
0.000 

 Ln_Assets 0.013 *** 

 
0.052 *** 

 
0.000 

  
0.000 

 Leverage -0.171 *** 

 
-0.476 *** 

 
0.000 

  
0.000 

 Ln_FirmAge -0.016 *** 

 
-0.063 *** 

 
0.000 

  
0.000 

 

      Obs 16,999 

  
16,999 

 

R
2
 

                    

0.24  

  

                    

0.16  
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Table 5: Independent directors, monitoring costs, and firm performance  

This table reports the regression results from using the FE method to test the moderating role of monitoring costs in the relationship 

between board independence and firm performance. Interaction terms, %_Ind*Volatility and %_Ind*Sales_Growth, are added to 

Equation (1) to test the moderating role. All regressions are estimated with robust standard errors clustered at the firm level. Variable 

descriptions are given in Table 1. The p-value of the t-statistic of each coefficient is shown in italics. ***, **, and * indicate statistical 

significance at the 1%, 5%, and 10% level, respectively. 

 

  (1)   (2) 

 
 ROA  

 
 ROE  

 
  

 
  

%_Ind 0.036 *** 

 
0.159 *** 

 

0.000 

  
0.000 

 %_Ind*Volatility -0.008 *** 

 
-0.022 *** 

 0.000 

  
0.002 

 %_Ind*Sales_Growth -0.034 ** 

 
-0.184 *** 

 0.012 

  
0.002 

 Ln_BoardSize -0.003   

 
-0.024 * 

 
0.394 

  
0.086 

 Duality -0.001   

 
-0.007   

 
0.471 

  
0.349 

 Topowner_State -0.015 *** 

 
-0.038 *** 

 
0.000 

  
0.005 

 Topowner_Individual 0.017   

 
0.044   

 
0.157 

  
0.407 

 %_Foreign 0.010   

 
0.003   

 
0.761 

  
0.986 

 Volatility 0.002 *** 

 
0.002 *** 

 
0.000 

  
0.000 

 Sales_Growth 0.028 *** 

 
0.079 *** 

 
0.000 

  
0.000 

 Invest_Expenditure 0.053 *** 

 
0.161 *** 

 
0.000 

  
0.000 

 Ln_Assets 0.014 *** 

 
0.057 *** 

 
0.000 

  
0.000 

 Leverage -0.173 *** 

 
-0.483 *** 

 
0.000 

  
0.000 

 Ln_FirmAge -0.016 *** 

 
-0.062 *** 

 
0.000 

  
0.000 

 

      Obs 16,999 

  
16,999 

 

R
2
 

                     

0.25  

  

                     

0.16  
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Table 6: Independent directors, ownership structure, and firm performance  

This table reports regression results of the FE method for two subsamples. One subsample is composed of firms in which the government is the largest shareholder 

(Topowner_State=1). The other subsample is composed of firms with Topowner_State set to zero. All regressions are estimated with robust standard errors clustered at firm level. 

Variable descriptions are given in Table 1. The p-value of the t-statistic of each coefficient is shown in italics. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% 

level, respectively. 

 

  (1)   (2)   (3)   (4) 

 
 ROA  

 
 ROE    ROA  

 
 ROE  

 

Topowner_State=1 
 

Topowner_State=0 

%_Ind 0.040 *** 

 
0.142 ***  0.005   

 
0.102   

 

0.000 

  
0.001 

 
 0.796 

  
0.170 

 Ln_BoardSize -0.002   

 
-0.011    -0.004   

 
-0.032   

 
0.684 

  
0.473 

 
 0.462 

  
0.243 

 Duality -0.004   

 
-0.015    -0.001   

 
-0.007   

 
0.176 

  
0.125 

 
 0.866 

  
0.589 

 %_Foreign 0.060   

 
0.136    0.030   

 
0.257 ** 

 
0.158 

  
0.211 

 
 0.527 

  
0.045 

 Volatility 0.003 *** 

 
0.003 ***  0.001 *** 

 
0.002 *** 

 
0.000 

  
0.000 

 
 0.000 

  
0.008 

 Sales_Growth 0.033 *** 

 
0.092 ***  0.024 *** 

 
0.065 *** 

 
0.000 

  
0.000 

 
 0.000 

  
0.000 

 Invest_Expenditure 0.064 *** 

 
0.185 ***  0.035 *** 

 
0.116 *** 

 
0.000 

  
0.000 

 
 0.000 

  
0.001 

 Ln_Assets 0.014 *** 

 
0.055 ***  0.012 *** 

 
0.049 *** 

 
0.000 

  
0.000 

 
 0.000 

  
0.000 

 Leverage -0.192 *** 

 
-0.513 ***  -0.141 *** 

 
-0.400 *** 

 
0.000 

  
0.000 

 
 0.000 

  
0.000 

 Ln_FirmAge -0.020 *** 

 
-0.065 ***  -0.013 *** 

 
-0.062 *** 

 
0.000 

  
0.000 

 
 0.001 

  
0.000 

 

      
 

     Obs 10,645 

  
10,645 

 
 6,354 

  
6,354 

 
R

2
 0.265 

  
0.167 

 

  0.202 

  
0.124 
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Table 7: Independent directors and tunneling 

This table reports regression results of Equation (4) using the FE method. The magnitude of corporate tunneling is estimated by 

ORECTA (other receivables scaled by total assets). %_Ind, two board variables (Ln_BoardSize and Duality), a similar set of control 

variables as in Jiang, Lee, and Yue (2010) as well as firm and year fixed-effects are used to explain ORECTA. Block is the percent of 

shares controlled by the top shareholder, and Marketization is an index measuring the development of the regional market (Fan and 

Wang, 2006). The dataset is further separated into two time periods, 1999 to 2005 and 2006 to 2012, as tunneling through 

intercorporate loans was largely eradicated by 2006 (Jiang, Lee, and Yue, 2010). The p-value of the t-statistic of each coefficient is 

shown in italics. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% level, respectively. 

 

Panel A: All years 1999-2012 

 

   Dependent Var: ORECTA  

 

Panel A: All Years 

 

(1)   (2)   (3) 

 

All     TopOwner_State=1     TopOwner_State=0   

%_Ind -0.017 ** 

 
-0.020 ** 

 
-0.017   

 0.020 

  
0.031 

  
0.168 

 Ln_BoardSize -0.010 *** 

 
-0.011 *** 

 
-0.004   

 0.000 

  
0.000 

  
0.230 

 Duality 0.000   

 
0.003   

 
-0.001   

 0.790 

  
0.138 

  
0.711 

 L.ROA -0.247 *** 

 
-0.239 *** 

 
-0.238 *** 

 0.000 

  
0.000 

  
0.000 

 Block -0.034 *** 

 
-0.036 *** 

 
-0.017 *** 

 0.000 

  
0.000 

  
0.001 

 Ln_Assets -0.004 *** 

 
-0.003 *** 

 
-0.006 *** 

 0.000 

  
0.000 

  
0.000 

 TopOwner_State -0.007 *** 

      
 0.000 

       Marketization -0.001 *** 

 
0.000   

 
-0.002 *** 

 0.000 

  
0.259 

  
0.000 

 

         

Obs 

                       

16,815  

  

                       

10,246  

  

                          

6,569  

 

R
2
 

                           

0.26  

  

                           

0.26  

  

                            

0.32  
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Panel B: Years 1999-2005 

 

   Dependent Var:ORECTA  

 

Panel B: 1999-2005 

 

(1)   (2)   (3) 

 

All     TopOwner_State=1     TopOwner_State=0   

%_Ind -0.036 ** 

 
-0.034 ** 

 
-0.050   

 0.014 

  
0.036 

  
0.138 

 Ln_BoardSize -0.012 *** 

 
-0.012 ** 

 
-0.010   

 0.005 

  
0.011 

  
0.318 

 Duality 0.003   

 
0.003   

 
0.007   

 0.404 

  
0.455 

  
0.233 

 L.ROA -0.437 *** 

 
-0.407 *** 

 
-0.474 *** 

 0.000 

  
0.000 

  
0.000 

 Block -0.051 *** 

 
-0.045 *** 

 
-0.070 *** 

 0.000 

  
0.000 

  
0.000 

 Ln_Assets -0.010 *** 

 
-0.008 *** 

 
-0.014 *** 

 0.000 

  
0.000 

  
0.000 

 TopOwner_State -0.008 *** 

      
 0.001 

       Marketization -0.002 *** 

 
-0.001   

 
-0.006 *** 

 0.001 

  
0.401 

  
0.000 

 

         

Obs 

                    

6,158  

  

                    

4,558  

  

                     

1,600  

 

R
2
 

                     

0.24  

  

                     

0.24  

  

                       

0.31  
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Panel C: Years 2006-2012 

 

   Dependent Var: ORECTA  

 

Panel C: 2006-2012 

 

(1)   (2)   (3) 

 

All     TopOwner_State=1     TopOwner_State=0   

%_Ind 0.007   

 
0.000   

 
0.012   

 0.327 

  
0.970 

  
0.260 

 Ln_BoardSize -0.007 *** 

 
-0.006 ** 

 
-0.005   

 0.000 

  
0.012 

  
0.117 

 Duality -0.001   

 
0.003   

 
-0.002   

 0.415 

  
0.132 

  
0.174 

 L.ROA -0.138 *** 

 
-0.110 *** 

 
-0.153 *** 

 0.000 

  
0.000 

  
0.000 

 Block -0.020 *** 

 
-0.024 *** 

 
-0.012 *** 

 0.000 

  
0.000 

  
0.004 

 Ln_Assets -0.003 *** 

 
-0.002 *** 

 
-0.004 *** 

 0.000 

  
0.000 

  
0.000 

 TopOwner_State -0.004 *** 

      
 0.000 

       Marketization -0.001 *** 

 
0.000   

 
-0.002 *** 

 0.000 

  
0.222 

  
0.000 

 

         

Obs 

                  

10,657  

  

                    

5,688  

  

                     

4,969  

 

R
2
 

                     

0.18  

  

                     

0.19  

  

                       

0.23  
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Table 8: Independent directors and investment efficiency 

This table reports regression results of Equation (5) using the FE method. Investment efficiency is measured as the sensitivity of 

investment expenditures to investment opportunities (measured by Tobin‘s Q). The main variable of interest is the interaction term 

between board independence and Tobin‘s Q (%_Ind * Ln(Q)). Also included in the right-hand side of the equation are %_Ind, two 

board variables (Ln_BoardSize and Duality), a similar set of control variables as in Chen, Sun, Tang, and Wu (2011), and firm and 

year fixed-effects. CFO is cash flow from operations. The p-value of the t-statistic of each coefficient is shown in italics. ***, **, 

and * indicate statistical significance at the 1%, 5%, and 10% level, respectively. 

 

   Dependent Var: Invest_Expenditure  

 

(1)   (2)   (3) 

 

All     TopOwner_State=1     TopOwner_State=0   

%_Ind 0.036 *** 

 

0.033 *** 

 

0.015   

 
0.000 

  

0.000 

  

0.244 

 %_Ind*Ln(Q) 0.039 *** 

 

0.032 *** 

 

0.043 *** 

 
0.000 

  

0.002 

  

0.014 

 Ln(Q) 0.013 *** 

 

0.008 *** 

 

0.006 *** 

 
0.000 

  

0.000 

  

0.005 

 TopOwner_State -0.010 *** 

      
 

0.000 

       TopOwner_State*Ln(Q) -0.007 *** 

      
 

0.003 

       Ln_BoardSize -0.006 * 

 

-0.006 

  

-0.010 

 
 

0.067 

  

0.145 

  

0.109 

 Duality -0.002   

 

-0.001   

 

-0.001 

 
 

0.299 

  

0.620 

  

0.757 

 CFO 0.077 *** 

 

0.080 *** 

 

0.066 *** 

 
0.000 

  

0.000 

  

0.000 

 Leverage -0.015 *** 

 

0.001   

 

-0.027 *** 

 
0.002 

  

0.920 

  

0.001 

 Ln_Assets 0.021 *** 

 

0.020 *** 

 

0.026 *** 

 
0.000 

  

0.000 

  

0.000 

 Ln_FirmAge -0.044 *** 

 

-0.038 *** 

 

-0.057 *** 

 
0.000 

  

0.000 

  

0.000 

 

         

Obs 

                       

15,845  

  

                         

9,730  

  

                         

6,115  

 

R
2
 

                           

0.07  

  

                           

0.05  

  

                           

0.10  
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Table 9: Effect of independent directors on firm performance in pre- and post- regulation periods 

 

This table reports the effect of independent directors on firm performance, using the FE method, in pre- and post- regulation periods. Panel A reports regression results for the pre-regulation 

period (1999-2001). Panel B reports regression results for the post-regulation period (2003-2012). All regressions are estimated with robust standard errors clustered at firm level. Variable 

descriptions are given in Table 1. The p-value of the t-statistic of each coefficient is shown in italics. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% level, respectively. 

 

  Panel A: Pre-Regulation Period 1999-2001   Panel B: Post-Regulation Period 2003-2012 

 

 ROA  

 

 ROE    
 

 ROA  

 

 ROE  

        
     %_Ind 0.033 * 

 

0.264 *** 

 
 

0.030 ** 

 

0.121 ** 

 

0.079 

  

0.003 

  
 

0.016 

  

0.012 

 Ln_BoardSize -0.009   

 

-0.086 * 

 
 

-0.006   

 

-0.033 ** 

 

0.342 

  

0.068 

  
 

0.228 

  

0.048 

 Duality -0.005   

 

-0.021   

 
 

-0.003   

 

-0.006   

 

0.346 

  

0.405 

  
 

0.194 

  

0.513 

 TopOwner_State -0.010   

 

0.001   

 
 

-0.016 *** 

 

-0.043 *** 

 

0.502 

  

0.983 

  
 

0.001 

  

0.009 

 Topowner_Individual 

     
 

0.017   

 

0.046   

       
 

0.135 

  

0.341 

 %_Foreign -0.051   

 

0.260   

 
 

0.058   

 

0.042   

 

0.543 

  

0.143 

  
 

0.173 

  

0.811 

 Volatility 0.002 ** 

 

0.003   

 
 

0.001 *** 

 

0.002 *** 

 

0.025 

  

0.271 

  
 

0.000 

  

0.001 

 Sales_Growth 0.027 *** 

 

0.073 *** 

 
 

0.026 *** 

 

0.065 *** 

 

0.000 

  

0.003 

  
 

0.000 

  

0.000 

 Invest_Expenditure 0.023 * 

 

0.110 * 

 
 

0.049 *** 

 

0.127 *** 

 

0.089 

  

0.058 

  
 

0.000 

  

0.000 

 Ln_Assets 0.017 * 

 

0.051   

 
 

0.011 *** 

 

0.047 *** 

 

0.069 

  

0.358 

  
 

0.000 

  

0.000 

 Leverage -0.127 *** 

 

-0.475 *** 

 
 

-0.180 *** 

 

-0.446 *** 

 

0.000 

  

0.000 

  
 

0.000 

  

0.000 
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Ln_FirmAge -0.053 *** 

 

-0.021   

 
 

-0.010 *** 

 

-0.046 *** 

 

0.000 

  

0.739 

  
 

0.000 

  

0.000 

 
             Obs 2,473 

  

2,473 

  
 

13,523 

  

13,523 

 

R
2
 

                    

0.19  

  

                    

0.11  

  

 

                    

0.22  

  

                    

0.13  
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Table 10: The number of extra independent directors and firm performance 

 

This table reports the effect of extra number of independent directors on firm performance, using the FE method, in the 

post-regulation period (2003-2012). Extra_Ind is defined as the number of independent directors minus the number of mandated 

independent directors. All regressions are estimated with robust standard errors clustered at the firm level. Variable descriptions 

are given in Table 1. The p-value of the t-statistic of each coefficient is shown in italics. ***, **, and * indicate statistical 

significance at the 1%, 5%, and 10% level, respectively. 

 

   ROA     ROE  

      Extra_Ind 0.003 *** 

 

0.009 ** 

 

0.004 

  

0.025 

 Ln_BoardSize -0.007   

 

-0.038 * 

 

0.146 

  

0.028 

 Duality -0.003   

 

-0.006   

 

0.206 

  

0.537 

 Topowner_State -0.015 *** 

 

-0.043 *** 

 

0.001 

  

0.010 

 Topowner_Individual 0.017   

 

0.046   

 

0.134 

  

0.337 

 %_Foreign 0.057   

 

0.041   

 

0.179 

  

0.813 

 Volatility 0.001 *** 

 

0.002 *** 

 

0.000 

  

0.001 

 Sales_Growth 0.026 *** 

 

0.065 *** 

 

0.000 

  

0.000 

 Invest_Expenditure 0.049 *** 

 

0.126 *** 

 

0.000 

  

0.000 

 Ln_Assets 0.011 *** 

 

0.047 *** 

 

0.000 

  

0.000 

 Leverage -0.180 *** 

 

-0.446 *** 

 

0.000 

  

0.000 

 Ln_FirmAge -0.010 *** 

 

-0.047 *** 

 

0.000 

  

0.000 

 

      Obs 13,523 

  

13,523 

 R
2
 0.22 

  

0.13 
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Table 11: Majority independent boards and firm performance 

 

This table reports the effect of Ind34%_50% and Ind>50% on firm performance, using the FE method, in the post-regulation 

period (2003-2012). Ind34%_50% equals one if %_Ind>1/3 and %_Ind<=50% and zero otherwise. Ind >50% equals one 

if %_Ind>50% and zero otherwise. All regressions are estimated with robust standard errors clustered at the firm level. Variable 

descriptions are given in Table 1. The p-value of the t-statistic of each coefficient is shown in italics. ***, **, and * indicate 

statistical significance at the 1%, 5%, and 10% level, respectively. 

 

  

 

 ROA  

 

 ROE  

 
  

 
  

Ind 34%_50% 0.009 *** 

 

0.032 *** 

 

0.002 

  

0.009 

 Ind >50% 0.009 * 

 

0.033 ** 

 

0.005 

  

0.013 

 Ln_BoardSize -0.004   

 

-0.028 * 

 

0.005 

  

0.017 

 Duality -0.003   

 

-0.005   

 

0.002 

  

0.009 

 Topowner_State -0.015 *** 

 

-0.043 ** 

 

0.005 

  

0.017 

 Topowner_Individual 0.017   

 

0.046   

 

0.012 

  

0.048 

 %_Foreign 0.059   

 

0.046   

 

0.043 

  

0.176 

 Volatility 0.001 *** 

 

0.002 *** 

 

0.000 

  

0.001 

 Sales_Growth 0.026 *** 

 

0.065 *** 

 

0.002 

  

0.007 

 Invest_Expenditure 0.048 *** 

 

0.124 *** 

 

0.007 

  

0.019 

 Ln_Assets 0.011 *** 

 

0.047 *** 

 

0.002 

  

0.007 

 Leverage -0.180 *** 

 

-0.447 *** 

 

0.008 

  

0.031 

 Ln_FirmAge -0.010 *** 

 

-0.046 *** 

 

0.003 

  

0.008 

 

      Obs 13,523 

  

13,523 

 R
2
 0.22 

  

0.13 
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Table 12: Missed board meetings by independent directors and firm performance 

 

This table reports the effect of %_BoardMeetingMissed on firm performance, using the FE method. %_BoardMeetingMissed is 

defined as the average number of board meetings missed by independent directors divided by the total number of board meetings. 

Data on %_BoardMeetingMissed is only available for the period of 2004 to 2012. All regressions are estimated with robust 

standard errors clustered at the firm level. Variable descriptions are given in Table 1. The p-value of the t-statistic of each 

coefficient is shown in italics. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% level, respectively. 

 

   ROA     ROE  

 
  

 
  

%_Ind 0.030 ** 

 

0.121 ** 

 

0.013 

  

0.051 

 %_BoardMeetingMissed -0.026 *** 

 

-0.110 *** 

 

0.008 

  

0.038 

 Ln_BoardSize -0.006   

 

-0.035 ** 

 

0.005 

  

0.015 

 Duality -0.002   

 

0.000   

 

0.003 

  

0.009 

 Topowner_State -0.012 ** 

 

-0.036 * 

 

0.005 

  

0.020 

 Topowner_Individual 0.021 * 

 

0.052   

 

0.012 

  

0.051 

 %_Foreign 0.055   

 

0.053   

 

0.047 

  

0.182 

 Volatility 0.002 *** 

 

0.002 *** 

 

0.000 

  

0.001 

 Sales_Growth 0.025 *** 

 

0.059 *** 

 

0.002 

  

0.008 

 Invest_Expenditure 0.046 *** 

 

0.126 *** 

 

0.007 

  

0.018 

 Ln_Assets 0.009 *** 

 

0.043 *** 

 

0.002 

  

0.008 

 Leverage -0.187 *** 

 

-0.447 *** 

 

0.008 

  

0.031 

 Ln_FirmAge -0.012 *** 

 

-0.047 *** 

 

0.003 

  

0.008 

 

      Obs 12,253 

  

12,253 

 

R
2
 

                    

0.22  

  

                    

0.13  
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Appendix 1: Comparison of Independent Directors between China and the U.S. 

 

  China   U.S. 

 
1999-2012 

    
Law requirement on %_Ind 

a,b
 According to the Guidelines for Introducing 

Independent Directors to the Board of Directors of 

Listed Companies (the 2001 Guidelines), the board 

of directors of Shanghai- and Shenzhen- listed firms 

must have at least one-third independent directors. 

  

According to the 2002 Sarbanes-Oxley Act (SOX), 

the board of directors of NYSE- and NASDAQ- 

listed firms must have a majority of independent 

directors. 

  
 

 

Nomination process 
a,b

 Independent directors can be nominated by a 

shareholder with more than 1% total shares. The 

nomination should be approved by the shareholder 

meetings. 

  

Independent directors are nominated by the 

nominating committee or the board if the firm does 

not have a nominating committee. Post SOX, the 

nominating committee must consist entirely of 

independent directors. 

  
 

 

Terms of appointment 
a,b

 Elected every three years; maximum two terms; 

cannot be replaced during the term.   

Elected annually; or in the case of staggered boards, 

a fraction of the directors are up for election each 

year.  

  
  

Mean %_Ind 
c,d

 30% 
 

71% 

Mean age of independent directors 
c,d

 52 
 

62 

Percent of independent directors with firm shares 
c,d

 3.9% 
 

95.2% 

Average annual compensation 
c,d

 $7,607    $178,320  
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Notes: 

 

a. Chinese law requirements on %_Ind, nomination process, and the terms of appointment come from the Guidelines for Introducing Independent Directors to the Board of 

Directors of Listed Companies (the 2001 Guidelines), which was issued by CSRC in 2001. In reality, minority shareholders rarely have the opportunity to nominate 

independent directors. The Shanghai Stock Exchange (2004) reports that 70% of independent directors are nominated by a firm‘s top shareholders. 

b. The U.S. law requirements on %_Ind and nomination process come from Linck, Netter, and Yang (2009). The U.S. practice in terms of director appointment comes from 

Cremers, Litov, and Sepe (2013). According to Cremers et al., about 60% of U.S. firms have staggered boards during 1999-2006. The ratio dropped to 45% in 2011. 

c. Chinese information for %_Ind, director age, the percent of independent directors with firm shares, and annual compensation comes from the dataset we examined in this 

study. 

d. The U.S. information for %_Ind, director age, and the percent of independent directors with firm shares comes from RiskMetrics, which covers S&P1500 firms. Annual 

compensation data come from Fedaseyeu, Linck, Wagner (2014), who study S&P1500 firms for the sample period of 2006-2010. Before 2006, U.S. publicly traded 

companies were not required to disclose director compensation for each individual board member. 
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Highlights 

 We examine the relation between board independence and firm performance in China. 

 Board independence is positively related to firm operating performance in China 

 The effect of board independence is stronger in government controlled firms. 

 Independent directors limit insider self-dealing and improve investment efficiency. 
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Synonyms

Agency theory; Institutional economics; Public
choice theory; Theory of contracts; Theory of
incentives

Definition

Theory of interaction between an agent and the
principal for whom they act, the point being to
structure incentives so that the agent will act to
benefit the principal.

Introduction

The principal-agent theory of organizations
(“agency theory” from here on) encapsulates the
idea that public sector performance can be
improved if incentive-based contracts between
different actors are implemented. Principals will
be more likely to achieve their desired outcomes,
while agents will have clarity around work

programs and goals. Agency theory has had con-
siderable influence on the theory and practice of
public administration and policy since its emer-
gence in the 1970s. It was particularly instrumen-
tal in many high-income developed countries
through the 1980s and 1990s, with often radical
public sector reforms resulting. Its legacy has
endured, with many public sector organizational
and policy designs continuing to be underpinned
by concepts derived from the theory. Based on
institutional economics, agency theory has, there-
fore, provided a powerful and all-encompassing
framework for public sector organization. As
such, there has been much written about agency
theory itself, and about public sector contracting,
which is a central tenet (see for instance Ashton
et al. 2004; Klingner et al. 2002; Lane 2001;
Pallesen 2004; Pinch and Patterson 2000). There
is less literature that discusses the longer-term
policy outcomes when agency theory has been
an overarching influence on public sector organi-
zation (Gauld 2007).

This chapter provides an overview of agency
theory, including the key ideas behind it and the
organizational and policy arrangements that are
derived from it. The chapter outlines the benefits
that might be expected to result when the theory is
applied to public sector organization. It also high-
lights agency theory’s shortcomings. Finally, it
notes areas where theoretical extension is
demanded.
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What Is Agency Theory?

Agency theory has its foundations in two ideas
which were developed through the study of the
economics of organizational and institutional
behavior.

First was the notion proposed by public choice
theorists that self-interest is the primary motiva-
tion behind the activities and behavior of individ-
uals and the organizations that they work for
(Mitchell and Simmons 1994; Mueller 1989).
Through this lens, people in public employment
and public organizations are viewed as “rational
utility maximizers,” meaning that each seeks to
advance their own interests as would a private
business or private sector employee in pursuit of
profit or an increased salary. In this way, govern-
ment officials and organizations are presumed to
be in pursuit of only budgetary expansion; politi-
cians, for their part, are motivated by the prospect
of an expanded share of votes; interest groups,
who represent specific sector groups or services
users, are only concerned with furthering their
own ends and those of their members. Public
choice theory suggests that the result of such
behaviors is a state which is larger than it should
be, along with policies which are designed pri-
marily to serve voter preferences and boost voter
support for politicians and political parties, and an
economy which is skewed through meeting the
demands of selected interests over and above
those of the broader public interest. To counter
this, public choice theorists advocate limits on the
power of politicians, interest groups, and public
officials, as well as the implementation of finan-
cial incentives and sanctions to ensure appropriate
performances.

The second idea, again based on a presumption
that self-interest and rational utility maximization
drive behavior, is the view that all of life, includ-
ing public work, private lives, and organizational
activities, can be viewed as a set of relationships
between different parties (Moe 1984; Perrow
1986). The details of these relationships, once
defined, and the requirements of the various
parties in any particular venture or activity can
be itemized and then written into a formal con-
tract. The contract can, in turn, be deployed for

purposes such as setting expectations and objec-
tives of contract partners and for establishing per-
formance assessment and accountability
expectations.

Advocates of agency theory and related orga-
nizational arrangements presume that contracting
will align the interests of principals (those wanting
something done, such as politicians, funding
agencies, or chief executives) and their agents
(e.g., government officials and organizations or
non-government and private service providers of
public services). The result, in theory, is that the
achievement of principals’ objectives will be
maximized, resulting in a more efficient and effec-
tive policy and service delivery outcomes. Along-
side of this, the self-interested behavior of agents
will be stemmed and focused on principals’ goals
via various incentives and sanctions. These might
include anything from withholding of service
delivery payments through to organizational or
individual employee performance bonuses
(detailed discussion of agency and related theory
can be found in Dixit 2002; Laffont and
Mortimort 2002; Mueller 1989; Self 1993;
Stretton and Orchard 1994; Wallis and Dollery
1999; Walsh 1995).

Factors that Complicate Application
of Agency Theory

Complicating agency theory is a series of behav-
ioral factors encapsulated by the terms “adverse
selection” and “moral hazard,” as well as the very
nature of the public sector and government.
Adverse selection results from the existence in
any relationship of what are called “information
asymmetries.” This refers to the simple fact that
one party (for instance, an experienced and skilled
public servant) may be likely to have more knowl-
edge, and therefore be at an advantage, than
another party (such as a politician). Adverse selec-
tion can occur when, for example, a principal
(a politician) is not able to gain sufficient knowl-
edge about an agent’s (a public servant’s) back-
ground, motivations, or capabilities prior to
entering into a contractual relationship (Perrow
1986). It can pose particular problems in any

2 Principal-Agent Theory of Organizations
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contracting situation and require considerable
investigation to ensure that the potential for
adverse selection related-difficulties is reduced.

The risk of “moral hazard” arises once a con-
tract has been agreed to. It stems from the fact that,
on a day-to-day basis, principals are not able to
observe most agent activity (Moe 1984). Princi-
pals are, therefore, reliant on agents carrying out
tasks and performing at a level as specified in a
contract. The ever-present prospect of moral haz-
ard means an ongoing requirement for monitor-
ing. This can result in considerable costs to both
contracting parties, as well as goal-displacement
behavior on behalf of agents where they place a
disproportionate emphasis on work that is specif-
ically subject to monitoring. By goal displace-
ment, this means that agents focus on monitored
goals, to the detriment of other organizational and
individual goals that may not be directly
monitored.

A further factor complicating agency theory is
a range of circumstances particular to government
and public sector work. These include that policy
refinement is frequently left to the implementation
process and is routinely the responsibility of
agents, being public officials and not principals
(Hill and Hupe 2002); most government agencies
have several and often conflicting tasks and objec-
tives which can be difficult to define and itemize
(Wilson 1989); multiple principals and agents
characterize the public sector as do situations in
which principals often double as agents; the pub-
lic sector tends to lack competition, at least in
terms of core government non-trading functions
(Allison 1979); and the public workforce and
agencies are motivated by a complex array of
factors, only one of which might be financial
incentives (Dixit 2002; Le Grand 2003; Thaler
2015; Wilson 1989).

Improving Agency Theory

There is now considerable international experi-
ence with application of agency theory to public
sector organization. It has provided the founda-
tions for public sector reforms in a range of high-
income countries. While there is an absence of

research into whether long-term public sector per-
formance has improved as a result, and it could be
difficult to determine direct causality, it may be
fair to suggest that performances have continued
to be questionable. Indeed, politicians in most
high-income countries, along with international
agencies, continue to demand improvement in a
context where policy challenges are increasingly
complex (e.g., issues ranging from how to deal
with population aging and chronic disease
through to inequality and climate change which
require considerable cross-government coordina-
tion and long-range planning). This is despite
agency theory having an ongoing and influential
role as a framework for establishing the roles of
principals and agents and, in turn, for managing
policy development and implementation.

The above discussion brings to the fore ques-
tions over the applicability of agency theory to
complex and changing policy and management
issues and points to several agency theory defi-
ciencies. Most of these have been alluded to else-
where but not incorporated explicitly into the
theory (see, e.g., Dixit 2002; Laffont and
Mortimort 2002; Le Grand 2003). In other
words, they do not feature prominently in discus-
sions by agency theorists about the implications
of, and prospects for, arrangements derived from
the theory. There are four key shortcomings.
These include:

1. Principals (in this case, political leaders and
public officials at different levels of govern-
ment and the health system) often may not
have sufficiently detailed knowledge of what
they want when setting parameters and build-
ing incentives and goals for agents. If they do,
and decide upon a certain policy path, then this
has implications if political and policy prefer-
ences are subsequently altered. To counter
such problems, principals may need a longer-
term view, as discussed below.

2. Principals may not recognize in advance the
ramifications of the directions they set. In
response, it might be suggested that principals
clearly need to model in detail the possible
outcomes of various policy options. Such an
approach, however, would be subject to the

Principal-Agent Theory of Organizations 3
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widely noted limits of “rational” policymaking
(Lindblom 1959).

3. Agency theory fails to adequately account for
situations when principals regularly change.
Such changes, for instance in political leader-
ship, can be a harbinger for change in policy
directions and the organization of the public
sector. Agency theory may simply need to be
amended to include reference to the fact that
arrangements inspired by it cannot be relied
upon to produce continuity in transitions
between principals.

4. Following the previous point, when the admin-
istrative systems within which agents work are
regularly restructured by principals, with the
potential to induce confusion and chaos, this
undermines the assumption inherent to agency
theory that principals are in control and capable
of providing consistent direction over time; it
also disrupts administrative processes and con-
tinuity, creating obstacles to effective individ-
ual and aggregate agent activity.
A consequence is that agents may develop
their own methods and systems for working
and fail to coordinate with one another. If
incentives are to be relied upon for complex
organization and in scenarios of transition,
then their design needs to be sophisticated.
A simple vertical contract between principals
and agents may not be enough; horizontal con-
tracts between agents may also be required,
and these may need to be coordinated by prin-
cipals. By implication, this means that princi-
pals need the detailed knowledge and foresight
discussed in points 1 and 2 above, along with
commitment to stability implied in point 3.

Thus, for agency theory to be an effective
organizing principle now and into the future,
more intricacy in its development may be required
(Deacon 2004). Yet even if an approach that
accounted for the four points above were applied,
this may be too constrained for the exigencies of
politics, the multitudinous motivations of individ-
uals and public organizations, the ever-changing
and increasingly complex nature of administration
and society, and the challenges for the foreseeable
future. It may also prove to be administratively

demanding, raising questions over transaction
costs.

If so, then alternatives may need to be consid-
ered. One possibility is for increasing the level of
centralized policy control and sector oversight, in
short, the growth of a more comprehensive itera-
tion of agency theory that incorporates the coor-
dination of principals and agents. If contracting is
to remain a fundamental principle of public sector
organization, then longer-term contracts, com-
bined with standardized objectives and funding
levels (inherent to comprehensive policy), may
promote more commitment among agents to cen-
trally driven directions. This points to the need for
development of a consensus-based variant, bring-
ing together principals and agents, with an aim of
stewardship over a subset of contractual agree-
ments between interested parties. In practice, this
may mean lengthy consultation processes that
involve policymakers, key interests, industry,
and provider groups with a primary aim of forging
long-term goals. Such an approach might be
underpinned by a focus on outcome-oriented pol-
icies being increasingly pursued by various
national governments (Baehler 2003; Christensen
and Laegreid 2013; Hoque 2008). Forging a long-
term, cross-government view may carry with it a
risk of committing to particular directions that,
following any future political change, could be
rejected. Consensus may, also, over time lead to
policy embeddedness and establishment of a set of
institutions that would be resistant to future
reform (see Blank and Burau 2004; Putnam
1993: 179; Wilsford 1994). This may be appro-
priate when effective responses are demanded to
complex policy problems such as those listed
earlier in this chapter.

Conclusion

Short of the developments described in the previ-
ous section, which might be seen by agency the-
ory proponents as undermining competitive
incentive systems, the rudimentary method of
simple contracts between principals and agents
may fail to provide an effective developmental
foundation for multifarious administrative issues.

4 Principal-Agent Theory of Organizations
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▶Agency Theory in Organizations
▶Goal-Setting Theory
▶Market Theory of Organizations
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Abstract
Today the failures of New-Public-Management-inspired ideas to address classic 
challenges to a public administration, and the way NPM subsequently created new 
dysfunctions in state apparatuses, inspire us to scrutinize and decide which the-
oretical components in this field of research deserve to be retained, and which 
should be abandoned. This is not motivated by any conviction that, somewhere out 
there, there is a new “grand theory” that simply needs to be discovered. It is argued 
that not only the future challenges in public administrations, but also those still 
current, require us to make use of the wide range of analytical tools already avail-
able. It also requires a stance against reductionist economic theory. To make this 
point, this article focuses on the Principal Agent Theory and its origins, underlining 
that it remains an increasingly popular approach to the analysis of public admin-
istration, but arguing that both normatively and theoretically this theory is more 
problematical than is usually recognized.

To understand what makes people do “the right thing” in public administra-
tion – even when no-one is looking – can be said to be a number one chal-
lenge from both a practical and a research perspective. However, the New Pub-
lic Management (NPM) administration models that are still employed today in 
many parts of the world – in particular in Sweden – seem to take us further 
from working solutions. This article argues that it will be easier to find alter-
natives to NPM public administration strategies, and that public administra-
tion research endeavours will move forward more easily, by relying less on the 
Principal-Agent theory.

1  This text was made possible by grants from the Swedish Civil Contingencies Agency, and the Royal 
Society for Arts and Sciences in Uppsala (KVSU). I am very grateful for their support. This manuscript 
has also benefited greatly from comments and suggestions from colleagues who attended the Qual-
ity of Governance seminar in Gothenburg 4 March 2015, the author meeting for this issue of Stats-
vetenskaplig tidskrift in Uppsala 17 September 2015 (supported by KVSU), the SWEPSA conference 
in Stockholm, 14 October, 2015, and the Persona reference group conference in Uppsala 22 October 
2015. I am also glad for the comments on the text made by Bernard Vowles and Sverker Gustavsson.
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Criticism of NPM-inspired models in the public administration discourse 
has long been widespread in the theoretical literature. It is often said that the 
discourse “moved on” a long time ago, although in practice NPM has survived 
(Pollitt 2014). More recently, however, continuing criticism in the research liter-
ature has manifested itself more frequently in the real world. NPM is criticized 
in the public debate for providing perverse incentive structures, overwhelm-
ing and ineffective evaluation structures, a dehumanizing work environment, 
and for deprofessionalizing a number of occupations in the health, education, 
research and administration sectors (Ahlbäck Öberg 2010; Zaremba 2013; 
Liedman 2012; Brante et al., 2015; Ahlbäck Öberg and Bringselius, 2015).

 However, the claim that the research discourses have “moved on” and that 
public administrations are mainly waiting to “catch-up” is far from unprob-
lematic for many reasons.

To begin with, public administration has never been known for following 
the lead of researchers. At least not in any simple way. Politics and econom-
ics shape the conditions for reform (see the introductory chapter) and what is 
finally adopted as a new strategy may hinge more on influences from market 
forces than on articles published by researchers. Policy makers who are looking 
for new ways forward are, however, somewhat frustrated by the fact that leading 
researchers are not recommending a simple “new” model that will provide solu-
tions to the public administration challenges now that New Public Management 
is no longer in vogue. But here the message should be that one of the most 
important lessons to be learned from studying the deficiencies in NPM and the 
application of NPM solutions is that it assumes a “one-size fits all” kind of think-
ing. In an increasingly complex society, more competent and purpose-designed 
solutions, combined with political ideas, seem to be the way forward. Designing 
a public administration is not only a realm for technocrats. In a democracy it is 
also the subject of politics. Naturally this is not to say that we do not need help 
from broader research perspectives in discussions on how public administration 
solutions can and should be designed. And for this reason self-examination in 
the research discourse is not only welcome but also necessary.

This self-examination, it will be argued here, contains several guiding 
insights that can provide wider perspectives which may then help research-
ers and public administration policy makers to move forward. Several impor-
tant insights have already been presented and demonstrated in the other arti-
cles included in this issue of Statsvetenskaplig tidskrift. However, there is one 
implication from several of these contributions that needs to be spelled out. 
And that is that in some vital respects the field of public administration stud-
ies has not really “moved on” to the extent that has been claimed. The more 
policy makers and public administration researchers try to present a position 
outside the NPM paradigm, the more evident it becomes that at least some 
central aspects of the paradigm have taken on the role of a meta- or supra-
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ideology. Tingsten wrote that democracy was once a “supra-ideology” (Herbert 
Tingsten, [1945] 1960: 57). This being so, “one is a democrat, but also conserva-
tive, liberal or a socialist.” Tingsten then expressed his worries about democ-
racy losing its position as a supra-ideology. Here the problem is the opposite. 
The need is rather for the NPM mindset to loosen its grip. In the realm of public 
administration today, the NPM mindset has such a hegemonic role. To para-
phrase Tingsten, “one is an NPM public servant, but also a teacher, a health care 
worker or a bureaucrat”.

One of the most important illustrations of the extent to which the public 
administration research discourse is bogged down like this is manifested in the 
prominent role held by the Principal Agent (PA) theory. This is firmly rooted in 
a Rational Choice perspective and it is used today in general public administra-
tion studies and more specifically in areas of governance and corruption stud-
ies. It generates advice on incentive structures for Public Administration policy 
advisors and strategists, but several of its basic assumptions can be considered 
burdened with many of the things that NPM was criticized for. It will be argued 
here that PA theory is not only weak as a theory but may even have some detri-
mental effects if applied in practice. The discussion here considers the descrip-
tive, explanatory and normative qualities of PA theory. Some references will 
also be made to Collective Action theory, Social Capital studies, and studies in 
public administration culture to illustrate these points. The message in this arti-
cle is not that the criticism of PA theory forces us to throw out rational choice 
theory (RC) with the bathwater. The message is rather that we should not let 
RC-inspired theories such as PA theory throw out everything else.

From Rational Choice, to the prominence of the 
Principal Agent theory
In the US in the late 1980s public trust in the government was at an all-time 
low and only “one in four Americans expressed confidence in government to 
“do what is right”” (Perry and Recascino Wise 1990). The situation was quite 
similar in many places in the West and researchers focusing on public admin-
istration performance struggled with perspectives and theories that could cap-
ture what guided the actions of public servants. At the time the one perspec-
tive which was strongly on the rise politically and among researchers was the 
“public choice movement.” The dominant idea it proposed was that individ-
uals were mainly motivated by self-interest. It would be unfair to blame the 
original work of Anthony Downs, Mancur Olson and Kenneth Arrow for all 
the extreme theoretical interpretations which have followed from the Rational 
Choice models that were established in the 1950s and 1960s. However, Public 
Choice (PC), which passionately advocated that market principles be applied 
in public administration (and many other areas as well), followed immediately 
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(Buchanan and Gordon Tullock 1962), and in the realm of public administra-
tion this later evolved into New Public Management. The public choice advo-
cates essentially asserted that economic incentives guide human action and 
therefore that self-interest would certainly interfere with public interest in 
public administration enterprises. A quite credible explanation was provided 
for why bureaucracies tend to grow and why self-interest tends to replace pub-
lic interest. The solution was not to fight this force, but to endorse it and conse-
quently to steer and design the organisational public administrations according 
to this understanding of the human psyche.

The contrast could not have been starker than with predecessors like 
Herbert Kaufman who emphasised socialization and mores in various forms 
to explain why public servants would do the right thing in situations that were 
almost always unmonitored (Kaufman 2006). His insightful study of forest 
rangers in America explained how norms and altruistic goals were successfully 
conveyed and then sustained within a relatively small part of the government 
which had the responsibility of protecting vast regions of the country with infi-
nite values. Without micromanagement, detailed checklists, or obvious car-
rot-and-stick incentives, the forest ranger in America could almost always be 
expected to do the right thing – alone in the woods, with possibly just a bird 
or a bear watching.

What could have happened when Public Choice picked up the challenge to 
predecessors like Kaufman was that political forces and key policy makers could 
have decided to make use of the wide range of theories existing between the two 
end-points described here. However, the political force behind the ideological 
content associated with Public Choice theories provided for a one-sided applica-
tion that was unprecedented. A paradigm shift followed (Kuhn 1970).

Fast forward twenty years and the two most obvious examples are the 
doctrines of government applied by Ronald Reagan in the US, and Margaret 
Thatcher in the United Kingdom. Fast forward another decade and the applica-
tion of NPM spread in most advanced economies of the West – although with 
differences in pace and scope. Sweden, the United Kingdom and New Zealand 
have in common the fact that some of the most radical reforms geared toward 
the market-inspired models were introduced by Labour governments in the 
1990s. Simultaneously, in the public administration discourses more warnings 
of the detrimental side-effects of applying simplistic models of governance to 
modern public administration challenges were issued (Power 1997; Dunleavy 
and Hood 1994; Lindgren 2014; Widmalm et al., 2014; Ahlbäck Öberg and 
Widmalm 2012; Ahlbäck Öberg and Widmalm 2013; Liedman 2012). However, 
it would take another decade before leading political forces would start to listen 
and even consider the warnings that were raised. This brings us to today when 
public administration researchers not only speak of the detrimental effects of 
NPM but also try to point out ways forward.

716



 After NPM, curb your enthusiasm for the Principal-Agent theory 131

It is to a large extent true that the downside of applying NPM or a Public 
Choice paradigm in a one-sided way has been “dealt with” in the public admin-
istration literature. However, the argument here is that an exaggerated econo-
mist mode of thinking still provides something akin to a supra-ideology in the 
discourse on governance. And in its most problematic forms it hampers efforts 
to move forward analytically and to make use in practice of the variety of tools 
that we not only need, but also to a large extent already have, when tackling 
modern governance problems.

The focus here is on the prominent theoretical trajectory called Principal-
Agent theory, which has been chosen since it is so often promoted as one of 
the most useful tools for investigating and understanding problems relating 
to corruption – when people definitely do the wrong thing when they are not 
being watched. The way of thinking advocated by the PA theorists crowds out 
(to borrow the vocabulary of the NPM critics) other fields of knowledge and it 
reproduces reductionist perspectives on human behaviour and what guides 
action – just like NPM. In particular it does so when it comes to what makes 
people do the right thing in public administration.

In the opening sentence of her seminal contribution “Corruption and 
Government” Susan Rose-Ackerman confidently proclaims that “economics is a 
powerful tool for the analysis of corruption” (Rose-Ackerman 1999). In order to 
sort out distinctions between gifts and bribes in relation to the concept of cor-
ruption, she makes use of PA theory. There is no doubt that Rose-Ackerman’s 
analysis is an important contribution to corruption studies focusing on the for-
mer Eastern bloc. It would be easy to assume that it was the empirical knowl-
edge which she provided, rather than the application of PA theory, which made 
her contribution a success. Nevertheless it seems that Rose-Ackerman’s posi-
tion on PA theory must have struck a chord for some.

PA perspectives became more common as NPM models gained ground. They 
evolved simultaneously, since NPM and the terminology dates back at least to 
the mid-1970s. However, in corruption studies we can see that it has been 
emphasized since the late 1980s (Jensen and Meckling 1976; Klitgaard 1988). 
The general idea comes from economists who regard actors as either customers 
or clients. In PA-theory today we see that the principal is an actor that may rep-
resent a certain interest – for example the public interest. The agent is another 
actor that is supposed to carry out some action or actions for the principal – for 
example provide some public services. However, sometimes the agent resorts to 
pursuit of his or her self-interest instead of the interest that the principal had 
in mind. This is also known as the “agency” problem. According to PA theory, 
the agency problem arises when there is some sort of “information asymme-
try” between the principal and the actor. In other words, the principal does 
not know what the agent is doing. The solution to overcome this asymmetry is 
obviously monitoring. However, principals cannot always monitor agents. The 
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commonest way of presenting this dilemma is represented by Grossman and 
Hart:

Consider two individuals who operate in an uncertain environ-
ment and for whom risk sharing is desirable. Suppose that one of 
the individuals (known as the agent) is to take an action which 
the other individual (known as the principal) cannot observe. 
Assume that this action affects the total amount of consump-
tion or money which is available to be divided between the two 
individuals. In general, the action which is optimal for the agent 
will depend on the extent of risk sharing between the principal 
and the agent. The question is: What is the optimal degree of risk 
sharing, given this dependence? (Grossman and Hart 1983: 7)

The analysis of risk-sharing is one approach in this debate. It has produced 
impressive models which focus on how to calculate costs and benefits – how-
ever at a quite abstract level. And of course it has produced a strong emphasis 
on how to handle the agency problem via contracts of various kinds (Holm-
ström, 1979, Grossman and Hart 1983). Contracts and their design are a central 
feature of this discourse promoted to solve dilemmas of moral hazard, self-
interest, and simply poor understanding of common objectives.²

 There is certainly a claim here that PA theory offers important solutions 
by presenting a challenge to, for example, a public administration like this. It 
puts an emphasis on negotiations for contracts which will then steer processes 
forward with costs reduced as a consequence. Central problems associated 
with information asymmetries are tackled by setting up arrangements which 
may provide “credible commitments.”(Groenendijk 1997; Geraldi 2007; Teorell 
2007; Rothstein 2011b). Today PA theory holds a central position in administra-
tive studies. It is generally portrayed as one of the pillars of what has commonly 
been known for a while as New Institutional Economics and it is regarded as 
one of the dominant theories in helping us explain why certain governments 
perform poorly and why they may be plagued by corruption (Rothstein 2011a; 
Persson et al., 2013).

Objections to the Principal-Agent theory
PA theory is however by no means universally accepted or hailed. For example 
Persson, Rothstein and Teorell show a healthy scepticism towards PA theory 
and claim that in reality there are some places where corruption is so wide-
spread that it may be hard to find the “principled principal”, and then Collective 
Action perspectives on corruption are more useful (Rothstein 2011a; Persson et 

2  For a comprehensive overview, see Laffont and Martimort 2002.
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al., 2013). Nonetheless, PA theory is still a perspective which researchers tend to 
want to improve upon when deficiencies are brought up (Lane 2005; Persson 
and Sjöstedt 2012; Dehousse 2008). It is even the case that some public admin-
istration researchers regard PA theory as a substitute for NPM (Boston and Hal-
ligan 2012). Therefore, although a complete case will not be made here, let us 
at least take the critical analysis a few steps further by trying to formulate the 
main reasons why, to begin with, PA theory is not a substitute for NPM, and 
why it may be seen as overhyped theory in general.

The main objections raised here are that:
• PA theory has a reductionist perspective on incentives.
• The concepts of principal and agent are too abstract.
• PA theory works better as a metaphor than as a theory.

PA theory, assumptions, incentives, and 
consequences
A substantial portion of the criticism made of PA theory is the same as the 
most common critical comments generally raised against Rational Choice the-
ory. This is not a surprise since PA theories have roots in PC and RC theories. 
Consequently several objections that have been raised against RC theories apply 
to PA theory as well:

The rational-choice model that has been subjected to the most 
criticism is one that presumes (1) extreme selfishness, (2) com-
plete information, (3) an unambiguous capacity to attach utility 
to all outcome and actions and to rank all alternatives in a con-
sistent manner, and (4) maximization of expected utility. (Rabin 
et al., 2007: 1102)

Here we recognize many core features of the criticism directed at the NPM 
model. The NPM model assumed that public servants were mainly motivated 
by selfishness, that they therefore needed to be monitored, and that evaluations 
could give complete pictures of activities and goal attainment which would 
therefore be the main instrument for steering organizations and individuals in 
the direction which would provide the maximum level of efficiency. All these 
assumptions have been important in the NPM models that have been applied 
since the late 1980s which gave rise to the evaluation explosion seen in the 
1990s and which still lay a heavy burden on the public sector today (Power 
1997; Brante et al., 2015).

It is also responsible for strategies based on monitoring which most employ-
ees regard as intrusive and having a de-professionalizing effect. What is puz-
zling here is that PA theory is based on many of the same ideas, but has man-
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aged to survive far better in the academic literature than the widely criticized 
New Public Management models.

The point is not simply that PA theory is bad just because it builds on 
assumptions from Rational Choice theory. Selfishness can certainly be a strong 
motivating force. The perverse effects appear when RC postulates are applied in 
a one-sided manner. PA theory may appear to be a more sophisticated attempt 
as it points towards “information asymmetries” which can be more inclusive 
than just incorporation of “self-interest”, but it still assumes that selfishness is 
the primary force, sometimes even the only force, which moves individuals. 
And then the main policy remedy which follows is monitoring and contracts. 
The way it does so is often quite deceptive, and it finally affects policy makers 
on the ground.

Based on what I have seen in this field of research and policy development, 
it happens like this: first, economists create elaborate models based on assump-
tions – in this case, for example, models that try to handle selfishness, informa-
tion asymmetries, moral hazard, insurances etc. Models are then constructed 
that may provide illustrations that tell us for example that certain types of con-
tracts may be needed after risk or asymmetry has reached a certain level. The 
level in question may not be possible to translate into something concrete in 
reality. However, an argument can still be provided about something we need 
to be aware of. Despite this, it should be remembered that the model which 
was the point of departure to illustrate interaction or interdependencies at a 
more abstract level was built on assumptions. Even if the economist making the 
model has a fair understanding of the fact that reality may be more complicated 
than the model assumes, the conclusions from the model can “catch on” and 
be elevated to a higher status in terms of claims on reality by those who want 
to present an appealing theory or policy. In this case it is PA theorists or NPM 
policy proponents. The theorists take the assumption made by the economists, 
and then regard it as a reality. By making this leap, PA theorists will then pro-
ceed to deny the importance of, for example, institutionalism as well as studies 
on mores and values such as those provided in the genre that Kaufman belongs 
to (Kaufman 2006). In the case of NPM policy makers, they project a view of 
employees as driven solely by self-interest, to a point where professionalism, 
honour, expertise, ethics, and other values are denied any space. Hence the 
emphasis put on monitoring, contracts and constant evaluations by defenders 
of both NPM and PA theory.

Even if this is a valid account of how assumptions travel to become facts and 
even policy proposals, it still happens even when the economists themselves 
warn against taking such leaps. Grossman and Hart, for example, clearly state 
that their models take into account only a situation where the principal cannot 
monitor the agent, and that that situation is far more complicated when “the 
agent possesses information about his environment /…/ which the principal 
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does not.” (Grossman and Hart 1983). However, when a simplified theoretical 
concept captures the imagination of political scientists, economists, politicians, 
policy makers and public administrators then it is hard to make them let go.

The point here is not to claim that the whole field of public administration 
studies has become hypnotized by reductionist ideas provided by economists, 
or that all economists produce reductionist studies. Economists today wrestle 
more than ever with complex realities in, for example, the field of development 
economics. Economists like Sen, de Soto, Chattopadyay and Duflo are study-
ing the basic realities of poverty and corruption in a more detailed way than 
many anthropologists (Sen 1999; de Soto 2000; Banerjee and Duflo 2011). A 
substantial part of the field of administration studies is not only freeing itself 
from the NPM paradigm but also doing more than resorting to elaborating on 
categories and concepts. For example, research in the field of crisis manage-
ment studies shows the need for including perspectives provided by studies of 
social capital and political culture in order to understand what makes a public 
administration in particular, and crisis management institutions more gener-
ally, “do the right thing” (Benedict Dyson and ’t Hart 2013; Persson et al., 2015; 
Boin et al., 2006). More thought is given to the fact that individuals are not only 
structural dopes who conform to the various institutional contexts they are 
exposed to. Causing change in the other direction, individuals can impose new 
norms and change organizational culture relatively quickly in a segment of the 
public administration.³ Most important, in this genre of studies research now 
departs from the realization that administrative culture or shared norms can 
guide individual behaviour more than any set of formal rules, protocols, and 
white papers. This is a stark contrast to what the research field has looked like, 
and to what is the main guiding perspective of strategists in crisis management 
organizations in some countries today.

 The claim here is that the problems of theorists and policy makers mov-
ing from assumptions to policy recommendations seem to be most pressing 
when we consider areas where political stakes are high – for example corrup-
tion studies, welfare politics, labour politics, and of course public administra-
tion policies. These areas provide impressive gravitational fields where once an 
issue is captured, fact, assumptions, normative claims and explanations can 
become quite difficult to disentangle.⁴

In sum, the general verdict in this section is that PA theory starts out from 
over-simplified ideas about what motivates behaviour, ideas which when 
applied in practice have already proved to generate perverse results (Hood and 
Peters, 2004). However, the simplistic rational choice assumptions that became 

3  These considerations are the guiding ideas of the Persona project which focuses on crisis manage-
ment in the EU. (URL: http://persona.statsvet.uu.se)

4  The inspiration for this description obviously comes from descriptions of gravitational singularity. 
So, we could call the situation described here perceptional singularity.
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the pillar for NPM, and which are reproduced in PA theory, have pervaded the 
minds of a substantial number of policy makers, so it seems to have taken the 
role of a supra-ideology today. That is very hard to change.

The two remaining objections will be dealt with rather more briefly and to 
a large extent they follow from the criticism set out above.

Abstractions and reality
As mentioned earlier, Persson, Rothstein and Teorell argue that in some con-
texts it can be hard to find anyone who actually fulfils the role of the “princi-
pled principal” that can be seen to represent “the public interest”. It is mainly, 
we get from the description of Uganda and Kenya, a situation with a plethora 
of agents pursuing their own interests. Consequently, the authors argue, it is 
more useful to apply a collective action perspective to the corruption problems 
these two countries are facing. The position taken by Persson, Rothstein and 
Teorell is compelling, but the objections to PA theory raised are not necessarily 
detrimental to PA theory – unless spelled out more clearly.

PA theory simply states that “public interest” may be one interest that the 
principal can be said to represent. If we go to a country like Uganda we see that 
perspectives on interest vary. There are always situations where agency is a prob-
lem – no matter what interests are represented. It may be the military or the 
dominant party there: the National Resistance Movement. Its leaders all need 
to rely on someone else to do something for them. This is a part of the dilemma 
of delegating power which has been around as long as humans have interacted 
in more complex societies. So, to say that there are no principals championing 
“public interests” is not to say that Uganda’s society is not full of agency prob-
lems – or principals. This is recognized by Persson, Rothstein and Teorell, but 
then the criticism is restricted to saying that PA theory may not be useful when 
studying “principled principals” in Uganda, while collective action theory may 
be so. Further problematization of the origins of PA theory is important here. 
Why did PA theory turn out to be a cul-de-sac when they took it to Uganda?

The more specific conclusion that there are few or no principals that rep-
resent a “public interest” is complicated. What does this conclusion tell us? 
Certainly Uganda’s President Museveni would disagree with Persson, Teorell, and 
Rothstein. He sees himself as the father of the nation who saved it from the terror 
of Obote and Amin. That is the primary public interest that Museveni represents 
– at least officially. Also, consider General Katumba Wamala who always needs 
more funds to protect public interest by fighting “terrorists”. And then we have 
Stanley Ntagali who is the Archbishop of the Anglican Church of in Uganda , who 
is advocating strict laws against homosexuals – in the name of the public interest. 
The important point here is that the concept of agency is blind to what the princi-
pal may represent – no matter which context we discuss. Uganda is just an exam-
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ple. Naturally there are principals in Uganda. However, when we assume that a 
corruption-free administration is the main public interest then of course it may 
be hard to find leaders who champion this cause wholeheartedly in a country 
like Uganda – at least in the public administration, which to a large extent equals 
the main ruling party in the country: the National Resistance Movement – which 
is controlled by Museveni. However, the same leaders certainly see themselves as 
representing other public interests. Many of them would certainly appreciate it if 
politics and public services did not depend on bribes: but when weighing some 
public interests against others, corruption may be seen as a secondary problem. 
So, Persson, Teorell, and Rothstein may be right when they say that there may 
be a lack of principals defending the public interest of keeping a clean govern-
ment and it may also be fruitful therefore to see corruption as a collective action 
problem there – which is a widely discussed point today in relation to the cor-
ruption debate in more general terms (Pippidi et al., 2011; Persson et al., 2013; 
Stephenson 2015; Marquette and Peiffer 2015). But what does the position taken 
by Persson, Teorell, and Rothstein really tell us about PA theory – other than that 
it does not seem to help when analysing Uganda? It seems that as soon as we 
move from the abstract models, provided mainly by the economists, and really 
apply the concept on the ground, close to empirical studies based on, for exam-
ple, in-depth interviews, the complex realities make the assumptions brought in 
with the concept more of a burden than an asset. Dividing people into principals 
and agents is metaphorically compelling but, as Burden (Burden, 2007, 45) sug-
gests, on closer scrutiny the dichotomy appears false.

Surely we can talk of agency in abstract terms, but if we then expect from 
it that one-dimensional characters will suddenly appear on the empirical map, 
allowing us to categorize actors as “principled principals” who always fight cor-
ruption, or selfish agents who always promote it, then it may be time for induc-
tion to replace deduction. What can we really expect to find if we imagine that 
the principal with only one true public interest objective in mind really exists? 
Or, as stated above, a world of agents driven mainly by self-interest? The prob-
lem here is that the concepts of principal and agent can be taken too far. Lane, 
and even Rose-Ackerman, point out that in reality it is challenging actually to 
decide or delimit who is the principal and who is the agent (Lane 2005). The 
corruption literature often emphasizes the fact that it is not only a matter of 
formally deciding where the boundaries go. In reality the roles of the princi-
pal and agent simply shift too rapidly. People are also connected to each other 
in so many ways that we cannot even expect to disentangle such relationships 
in a meaningful manner – at least not if we assume the role labels reflect real-
ity. So, while the dichotomy between principal and agent is convenient from a 
modelling perspective – as we discussed earlier – it may actually make far too 
many simplifications about what actors represent and how isolated they are 
in relation to other interests. Whether this really is a problem for PA theory is 
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most importantly connected to whether we should call PA theory a theory or 
not. This takes us to the third and final point made here.

The theoretical value of PA theory
It is certainly accepted here that using the term “agency” or “Principal-Actor 
problem” is sometimes quite appropriate in order to simplify analytical discus-
sions so they can more quickly cut to the chase. The objection which is raised 
here in this final section on criticism is that it may be inappropriate to speak 
of a PA theory unless the proponents of PA theory manage to come up with 
something more tangible than pointing towards “selfishness” and “information 
asymmetry” in rather broad terms.

As stated above, it is important to weigh in self-interest when discuss-
ing what makes people do the right thing, but it is a narrow starting point 
which is sometimes taken so far that it provides only circular evidence. Public 
administration researchers, especially those with a comparative perspective, 
try hard to understand motivation. Motivation may come from a spectrum 
of sources and rewards. The factors range from those at the personal level to 
others at the contextual level. They also range from those that emphasize pure 
self-interest to altruistic motives relating to the will to serve the public inter-
est, professional pride or even nationalistic goals. The public choice advocates 
however tend to interject here that the goals that we are apt to describe as the 
most altruistic are actually driven solely by self-interest and self-satisfaction 
(Perry and Recascino Wise 1990; Chowdhury 2011). However, a theory which 
claims to explain everything violates the basic condition of a theory – that it 
must be falsifiable. A theory which explains everything in a world of varia-
tion explains nothing.⁵

Of course many PA theorists may not be so one-sided that they do not realise 
this. But if we then lean more on the other PA leg – the claim about information 
asymmetry – hoping to find something more valuable here, we may once again 
end up disappointed. The discussion about information asymmetry is mainly 
descriptive. It essentially points out that the principal does not know what the 
agent does all the time and it discusses some forces relating to self-interest that 
may pull the agent away from the one of the principals. The asymmetry issue 
is the closest that PA theory comes to pointing to a mechanism at work which 
allows for corruption, and the solution is most often framed in terms of con-
tracts of various designs. However, the emphasis on information asymmetry is 
quite general and has been pointed out as far back as we have written records. 
Most explicitly it was analysed by Kautiliya, the master bureaucrat working for 
the Gupta Empire, in his writings in the Arthaśāstra around 300 BCE:

5  Some such basic criteria for a theory are well explained for example in Popper 1963.
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Just as fish moving inside water cannot be known when drinking 
water, even so officers appointed for carrying out works cannot 
be known when appropriating money.

Kautiliya also stated that:

It is possible to know even the path of a bird flying in the sky, but 
not the ways of officers moving with their intentions concealed.

So it is hard to make the case that the component regarding “information asym-
metry” is one of the great discoveries of PA theorists. However what is more 
troubling is the lack of theoretical clarity from PA theorists who so strongly 
emphasize principals, agents, information asymmetry and contracts.⁶ If this 
description is not too ungenerous, it is not clear what the PA literature actually 
provides which warrants calling it a theory.

Epilogue
There seems to be some sort of consensus among researchers in administration 
studies that New Public Management models and theories have not only seen 
their best days, but they have also caused much damage in public administra-
tion and continue to do so. We are now at a stage where expectations arise that 
public administration researchers should fill the vacuum after NPM has lost 
its popularity even among political actors. However, it is important to be very 
careful before we accept new “new” theories in this area such as “value based” 
models or proponents of “New Political Governance” (Bakvis and Jarvis 2012). 
We need to remember that one of the most important lessons from the failures 
of NPM stemmed from the expectation that it could fit any problem encoun-
tered by the whole range of different organisations that a modern system of 
public administration consists of today. We have also seen that in spite of all this 
harsh criticism of NPM, even some of its own critics seem to be prone to gravi-
tate towards the same old solutions in different clothing – namely the Principal 
Agent perspective. PA theory encourages what NPM did to create dysfunctions: 
it promotes the idea that most problems can be solved by regarding humans as 
mainly motivated by self-interest, by generating more information (to counter-
act the asymmetries) and detailed contracts, and it supports top-down control 
instead of promoting trust, personal capabilities, and professionalism. None-
theless, the basic principles that shaped NPM still exert such power over the 
mind that it is hard for many to think outside its limited universe. Even his-
torians are so captivated by some of the related ideas that this is the only lens 

6  See for example Sjöstedt (2009) who provides a very interesting explanation regarding “credible 
commitments” relating to this discussion and which does so well without PA theory.
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which is applied not only when we look ahead towards what needs to be done, 
but also when looking backwards trying to understand what happened.⁷

So it has been advocated here that if we now also take PA theory out of the 
back-pack, moving forward will be easier. Policy makers will find it easier to 
adapt to the different terrains of the increasingly complex landscapes they 
encounter, researchers can broaden the empirical analysis, and, hopefully, fewer 
employees in the public sectors will get hurt. It is important to realize that the 
public sector cannot be managed by reference to the economist perspective 
alone. In saying so, the point is not to drop RC theory. RC theory can be suc-
cessfully applied the way it is done by, for example, Collective Action theorists 
– in combination with other theories – especially those which emphasize social 
capital and political and administrative culture studies (without of course being 
overtaken by another reductionist idea saying that “everything is culture”).

The main point which is made here is that public administration studies 
in some forms, public administration policy makers and political actors, have 
allowed themselves to accept perspectives on complicated problems and chal-
lenges in public administration which may appear to be qualified, sophisticated 
and technically advanced, whereas upon closer acquaintance they prove to be 
quite reductionist and to build on over-simplifications that are highly mislead-
ing. It is a systematic interpretation of complex problems as reducible to fairly 
simple incentives. This is not only sad. It implies a dangerous submission to 
powers which invert the role of science and theory. The ideal of the social sci-
entific enterprise is to reveal the true nature of a phenomenon; first to under-
stand its causes, before we even begin to speak in terms of policies, remedies 
and recommendations. However the reductionism we have witnessed in New 
Public Management, Public Choice, and ultimately in the Principal Agent per-
spectives discussed here, and how these perspectives have been applied, do the 
opposite. Most likely the greatest charge against these perspectives and move-
ments is that they have made far-reaching and simplistic assumptions about 
human behaviour, and then not only sold it as theory. They have gone as far 
as actually imposing their views on human behaviour so strongly that human 
behaviour has been forced to conform to the stipulated parameters. This is what 
happened when NPM-based theories advocated constant and simplistic evalua-
tions. The theoretical assumptions which steered the evaluations made humans 
behave accordingly. For example, if the evaluations decided to measure qual-
ity in the care of the elderly solely by setting twelve or fourteen minutes for a 
shower every second or third day as a “norm” for each “customer”– then this 
would establish a practice where no elderly person would ever get more than 
that in terms of support for personal hygiene. Having a cup of coffee and a sim-

7  This is a common criticism of, for example, Francis Fukuyama and the perspectives projected in “The 
end of history and the last man” (1992). See for example Glaser (2014) and Stanley and Lee (2014).

726



 After NPM, curb your enthusiasm for the Principal-Agent theory 141

ple chat about the weather would certainly fall outside the scope of efficiency 
and measurable qualities (Zaremba, 2013). When the only incentive offered as 
a reward for public servants was expressed in terms of salary, everything but 
salary would be pushed out – including professionalism. To put it bluntly, eco-
nomic theories, and their adherents, are far too little concerned with taking 
broad perspectives on how humans think, feel and react. They are far too much 
concerned with re-modelling human behaviour, in order to bring it into line 
with their own theoretical image of it. This is the paradigm that needs to be 
broken in order to move forward in a post-NPM world.
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1 INTRODUCTION  
 
 

This article is part of broader research concerning agency theory in corporate compliance 

contexts. Our research hypothesis is that knowledge engineering methods and tools can help 

mitigate the principal-agent problem and address the information asymmetry gap between the 

principal and agent. The research’s final goal is to propose a knowledge model to be used in 

information intensive business compliance contexts. We analyze business compliance from the 

principal-agent perspective, in which the principal-agent relationship is characterized by 

information asymmetry, uncertainty and opacity (Taleb, 2012 apud Omar et al, 2016). A thorough 

study of the information asymmetry aspect of agency theory and compliance is, therefore, required; 

and it is the object of this study. 

Business compliance can be seen as a set of rules and codes implemented to ensure the 

fulfillment of business objectives in a transparent and correct manner; mitigating risk and ensuring 

that the organization complies with respective, both internal and external, regulation (Kuhnel et al, 

2017; Marekfia et al, 2012; Pupke, 2008). Within the enterprise, the relationship between principals 

(mainly stakeholders and hierarchical decision makers) and agents (executives and staff) constitutes 

one of business compliance’s core and main concerns (Kuhnel et al, 2017; Pupke, 2008). Thus, 

agency theory constitutes an adequate and useful tool to interpret and analyze business compliance. 

The information asymmetry aspect of agency theory jeopardizes the principal-agent 

relationship, which present an inherently principal-agent problem (Hoenen; Kotsova, 2015; 

Eisenhardt, 1989). Agency theory is analog to information processing approaches of contingency 

theory, as the two perspectives constitute information theories (Silva, 2016; Eisenhardt, 1989). 

Within this context, considering that both principal and agent are rational and seek to maximize 

their utility functions, often having nonaligned and different interests, and that they possess 

different pieces of, and access to, information, the principal-agent problem can be understood as an 

information asymmetry and uncertainty problem (Silva, 2016; Hoenen; Kotsova, 2015; Saito; 

Silveira, 2008; Eisenhardt, 1989). 

Compliance is crucial to ensure that the principal interests are protected, carried on and 

cared for by the agents. Understanding the relationship between compliance and the information 

asymmetry aspect of agency theory through the lens of existing scientific literature is therefore 

paramount to better address business compliance initiatives and planned or ongoing 

implementations, contributing to the satisfactory fulfillment of compliance requirements. 
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2 METHODOLOGY 
 
 

Systematic literature review is a method that allows the summarization of large quantities of 

contents of a given subject (Cook; Murlow; Haynes, 1997) and was the method employed in this 

article. According to Cordeiro et. al (2007), systematic reviews provide credibility and robustness to 

collected data because they employ rigorous and explicit steps to identify, select, collect and 

analyze data, and to describe the relevant contributions of these data to a given research. 

To Sampaio and Mancini (2007) apud Omar, Cunha and Sell (2016), systematic reviews 

must: a) be reproducible; b) present a crystal clear research question; c) employ defined search 

strategies; d) possess inclusion and exclusion criteria; e) carefully analyze found literature; and f) 

follow an original article structure. 

The review process was conducted according to Rother (2007) apud Botelho, Cunha e 

Macedo (2011) proposed seven steps: a) formulation of the research question; b) tracking of the 

articles; c) critical evaluation of the articles; d) data collection; e) data analysis and presentation; f) 

data interpretation; and g) review update and enhancement. 

The research question that guided the systematic review was: “what research has been 

conducted concerning the information asymmetry aspect of agency theory in business compliance 

contexts?”. Other assumptions are that information asymmetry can hinder compliance in a wide 

range of domains and that knowledge tools can help mitigate its effect on compliance. 

Initial search with the keywords “agency theory”; “information asymmetry”; “corporate 

compliance”; and/or “business compliance” has returned few results, indicating few existing 

literature regarding the research subjects. Additional searches adding the keywords “principal-agent 

problem” instead of “agency theory” and broader scope using the keyword “compliance” by itself 

were performed. 

Once the keywords were determined, searches were performed using Web of Science and 

Scopus databases, employing logical operators to alternate and/or concatenate keywords. The 

criteria employed to include or not a publication were the abstract and article analysis and 

subsequent adherence to the research question. The timespan searched is between 2008 and 2017. 

Eleven articles matched these criteria and were selected; as listed in table 1. 
 

 

Table 1 – selected articles for the systematic review ordered by # of citations 

Article Journal Author (s) Year Citations 
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1. Why do firms go dark? Causes and 
economic consequences of voluntary 
SEC deregistrations 

Journal of Accounting and 
Economics 

Leuz, Christian; 
Triantis, Alexander; 
Wang, Tracy Yue 

2008 86 

2. To what extent are EU steel companies 
susceptible to competitive loss due to 
climate policy? 

Energy Policy 
Okereke, C., 

McDaniels, D. 
2012 19 

3. Aggregated, voluntary, and mandatory 
risk disclosure incentives: Evidence 
from UK FTSE all-share companies 

International Review of 
Financial Analysis 

Elshandidy, Tamer; 
Fraser, Ian; Hussainey, 

Khaled 
2013 17 

4. The impact of internet health 
information on patient compliance: A 
research model and an empirical study 

Journal of Medical Internet 
Research 

Laugesen, J., 
Hassanein, K., Yuan, 

Y. 
2015 12 

5. Sustainability in multi-tier supply 
chains: Understanding the 
double agency role of the first-tier 
supplier 

Journal of Operations 
Management 

Wilhelm, M.M., 
Blome, C., Bhakoo, 

V., Paulraj, A. 
2016 10 

6. Corporate Legitimacy and Investment-
Cash Flow Sensitivity 

Journal of Business Ethics 
Attig, N., Cleary, 

S.W., El Ghoul, S., 
Guedhami, O. 

2014 6 

7. The impact of external monitoring and 
public reporting on business 
performance in a global manufacturing 
industry 

Business and Society 
Katz, J.P., Higgins, E., 
Dickson, M., Eckman, 

M. 
2009 6 

8. Exploring agency, knowledge and power 
in an Australian bulk cereal supply 
chain: A case study 

Supply Chain Management Byrne, R., Power, D. 2014 5 

9. Extending the boundaries of IQ: Can 
collaboration with information 
management improve corporate 
governance 

International Journal of 
Information Quality 

Maguire, H. 2008 2 

10. Information security policy compliance: 
An empirical study on escalation of 
commitment 

19th Americas Conference on 
Information Systems, AMCIS 

2013 - Hyper connected 
World: Anything, Anywhere, 

Anytime 

Kajtazi, M., Bulgurcu, 
B. 

2013 - 

 
11. Agency Theory, Disclosure - 

Transparency: The Nemesis of 
Enterprise and Corporate Governance 
Systems 

4th European Conference on 
Management, Leadership and 

Governance (ECMLG) 

Lazarides, 
Themistokles; 

Argyropoulou, Maria; 
Drimpetas, Evaggelos; 

2008 - 

Source: compiled by the author. 
 

The next section discusses the results of the articles’ analysis. 
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3 ANALYSIS OF SELECTED ARTICLES 

 

All the selected articles consider at least two elements of the research subjects of this 

research: the relationship between compliance (in a broader sense, not limited to business 

compliance) and information asymmetry and/or agency theory or the principal-agent problem. 

One of the first conclusions is that the subject and its’ relationship with the elements of the 

database search performed is little explored by the respective scientific communities. Several wide 

results were achieved when employing a single search keyword in either case (compliance or 

agency theory), but the fact is that few studies have addressed both as a combined approach to 

address the information asymmetry issue. Furthermore, few studies address information asymmetry 

as a relevant aspect towards the success or failure of compliance implementations.  

Nonetheless, the results showed a broad range of domains affected by information 

asymmetry between principals and agents, strengthening our initial supposition.  

Among the domains covered by the articles are US public trading firms that stop SEC 

reporting (Leuz et al, 2008); EU steel industry and incentives to sustain competitiveness while 

complying with environmental compliance (Okereke; Mcdaniels, 2012); public non-financial 

trading companies of the FTSE in the UK, and their risk disclosure policies (Elshandidy et al, 

2013); medical domains and the public information on the internet regarding health and diseases 

(Laugesen et al, 2015); supply chains and sustainability compliance throughout the supply chain 

and the role of first tier suppliers as double agents of sustainability compliance (Wilhelm et al, 

2016); Investment cash flow sensitivity and the impact of corporate social responsibility and 

legitimacy on investment cash flow (Attig et al, 2014); apparel industry as a global manufacturing 

industry and the impact of public reporting and external monitoring (Kats et al, 2009); bulk 

commodities (cereal) Australian industry supply chains and the role of knowledge to form 

collaborative supply chains (Byrne; Power; 2014); corporate governance and collaboration together 

with information management to enhance compliance (Maguire, 2008); information security policy 

and behavioral study of employees’ compliance with escalation rules (Kajtazi; Bulgurcu, 2013); and 

a theoretical study of the relationship between agency theory, corporate governance and information 

systems (Lazarides et al, 2008). 

Table 2, listed below, summarizes the selected articles’ main topics and research domains 

and their respective results and impact on information asymmetry. 

 
Table 2 – Main Topics and results 
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Article 
# Main Topics / research domain Main results / Impact of information asymmetry 

1 

US public trading firms that cease SEC reporting 
(hence going dark); main causes are the SOX act 
(compliance); poor future prospects; and distress. 
Published soon after the adoption of the Sarbanes-

Oxley Act. 

Compliance increased costs cause the firms to go dark; 
going dark jeopardizes the firms’ returns; 

Insiders have vested interests in going dark, decreasing 
outside scrutiny and increasing the information 

asymmetry, happens more often when governance and 
investor (principal) protection are weak; 

Going dark and going private are two different things. 

2 

Steel and Iron industries within the European 
Union; Specifically, ArcelorMittal; Corus; and 

ThyssenKrupp.  
Special rules devised to increase the sector’s 
competitiveness regarding carbon footprint. 

Highlights the information asymmetry aspect of 
the relationship between the government 

(principal) and agents (steel firms) 

The steel companies largely exaggerate their competitive 
vulnerabilities in order to receive greater incentives and 

free allocations/allowances. 
This largely happens due to the principal-agent problem 

(information asymmetry aspect specifically) of the 
companies’ narratives regarding their vulnerabilities and 

the EU ETS inability to objectively probe and assess 
their competitive vulnerabilities. 

3 

Analyzes the impact of corporate risk levels on 
aggregates, voluntary and mandatory risk 
disclosures of FTSE non-financial listed 

companies; The article contrasts firms with 
greater compliance with mandatory regulations 
with those of lower compliance requirements. 

 

The article draws a positive correlation between higher 
board independence and lower insider/outsider 

interference with overall firm returns and higher 
dividend yields; 

Higher levels of risks are related to higher levels of 
voluntary risk disclosures (reducing information 

asymmetry and increasing compliance); 

4 

A survey study of 225 medical patients that use 
health information on the internet and its impact 
on the patients’ compliance with the prescribed 

treatment regimens; 
The article analyzes the impact of the information 
asymmetry (of using information on the internet) 
in the relationship of patient (agent) and doctor 

(principal). 

Internet public health information has little to no impact 
on patient compliance with treatments; 

The principal (physician) has the upper hand due to the 
patient’s perceptions of higher quality information; 
This article offers an uncommon perspective where 

information asymmetry acts to the benefit of the 
principal instead of the agent. 

5 

Dispersed multi-tier supply chains with great and 
growing complexity. The article states that first-

tier suppliers are crucial for sustainability 
compliance throughout the supply chain. 

First-tier suppliers act as agents and double agents 
(forwarding requirements to their oun supply 
chains) to fulfill the leading firm’s (principal) 

sustainability compliance requirements. 
Three case studies of different institutional 

contexts were carried. 

Major findings include the leading firm’s own internal 
alignments of the sustainability function determine the 

supply chain compliance; reducing the information 
asymmetry along the supply chain positively contributes 

to the supply chain sustainability compliance; 
The authors propose a framework for future research 

regarding multi-tier supply chains; and also highlight the 
double agency role of first tier suppliers as an instrument 

to fulfill compliance requirements. 

6 

Assesses the impact of corporate social 
responsibility (CSR) on investment sensitivity to 
cash flows (ISCF). Information asymmetry and 

agency costs of CSR affect investment-cash flow 
sensitivity.  

CSR performance decreases ISCF; 
ISCF increases when CSR concerns increase; 

CSR activities beyond compliance requirements is 
desired and may improve access to financial capital. 

7 

 
Focuses on external monitoring and public 

reporting and its correlation with firms 
performance in terms of valuation in the apparel 

industry domain. 

External monitoring is valuable to business (agent) and 
society (principal) because it reduces the information 
asymmetry mitigating the principal-agent problem; 
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8 

Inter-firm relationships and the role of 
information sharing practices in bulk commodity 

supply chains in Australia, characterized by 
power asymmetries in the system. 

Contrasts compliance x collaboration of different 
firms in the supply chain 

Better understanding of the relationship between firms 
translates in better procurement and better chances of 

creating situations of collaboration instead of plain 
compliance; 

9 

Agency theory moral hazards, adverse selection 
and consequently information asymmetry 
between CEOs and boards, coupled with 

widespread and overwhelming information 
volumes within the enterprise increase the 

pressure on the firm to meet legislative, 
accountability, and business requirements and 

compliance. 

Effective records management and record management 
functionality to asses information quality can improve 

corporate governance mechanisms and meet the 
requirements of accountability, transparency and 

compliance and in reducing information asymmetry. 

10 

The authors work within the boundaries of agency 
theory and the theory of planned behavior to 

examine Escalation situations and employees’ 
behavior towards compliance with the 

requirements of their information security 
policies.   

The authors delineate three mediating factors to explain 
employees’ attitude: work impediment; information 

asymmetry; and safety of resources; 
Main finding is that information asymmetry and safety 

of resources both have significant impact on attitude, but 
work impediment does not; information security policy, 

also, as significant impact on all mediating factors. 

11 

Discusses information requirements for 
compliance with SOX act and OECD’s corporate 

governance principles. 
Information flow as a critical factor for the 

success of corporate governance and depends on 
the firm’s information system’s design. 

Corporate Governance depends on the implementation 
of modern enterprise systems to secure disclosure and 

transparency; 
The control and dissemination of information are crucial 

to comply with OECD principles and SOX. 

Source: Sourced from the selected articles (table 1). 
 

Table 2 analysis evidences that despite having different focus and approaches, all articles 

highlight the information asymmetry problem and the challenges posed by it when implementing 

compliance requirements. 

Two articles cover the subject in the supply chain domains (Wilhelm et al, 2016) and (Katz 

et al, 2009). Supply chains constitute a relevant compliance domain due to the many distinct 

independent actors involved, and risks posed, whether from the point of view of supply interruption 

and business disruption or the dependencies on supply companies to comply with a wide range of 

requirements, from sustainability and environmental to materials used and even labor policy and 

financial transparency. The issue is especially relevant in multi-tier supply chains (Wilhelm et al, 

2016). Understanding the agency role of suppliers and addressing the principal-agent problem both 

constitute determinant factors to successfully achieve compliance throughout the supply chain.  

Other articles focus on public listed companies and information disclosure, whether it is 

mandatory or voluntary disclosure, and even the absence of it - firms going dark – as covered by 

Leuz et al (2008) in the US financial market; or risk disclosure incentives from public traded FTSE 

companies in the UK (Okereke; McDaniels, 2012). In both cases, the authors address the principal-

agent problem from the perspective of the stock market and society in general (principal) and the 
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companies per se (agent) and highlight the constraints and limitations imposed by information 

asymmetry. 

Several other articles discuss the information asymmetry problem through the realities of 

several distinct domains. And although most articles propose some advice or recommendations on 

how to address and mitigate the issue of information asymmetry, none have resorted to knowledge 

management tools or knowledge engineering artefacts to do so. Moreover, a lack of a structured 

approach, possibly due to the uncertain and implicit nature of principal-agent relationships, to 

address the information asymmetry issue was also observed. 

 
 
4 FINAL CONSIDERATIONS 

 
One of the results of the systematic review is the fact that there are few articles in the 

existing literature that correlate agency theory, information asymmetry and compliance, indicating a 

promising field of original and relevant research. This observation is especially apparent regarding 

business compliance, specifically. 

While analyzing the selected articles of the systematic review, the lack of knowledge 

engineering or knowledge management approaches to tackle the information asymmetry aspect of 

the principal-agent problem became evident. We believe that due to the nature of the information 

asymmetry problem, information systems and knowledge methods, artefacts and tools would yield 

positive outcomes tackling the issue, and constitute a promising research field. 

The implicit nature of the asymmetry of information within the principal-agent relationship 

and its inherent complexity poses a challenge to the elicitation, structuring and sharing of 

information and knowledge throughout the enterprise and towards external stakeholders, and we 

believe that knowledge engineering has a relevant role to play in this context. 

It is important to emphasize that the articles that somehow showed cases in which the 

information asymmetry problem was addressed and mitigated regardless of method were able to 

achieve higher performance and overall better competitiveness, indicating that the enterprise 

benefits from compliance, which represent a substantial additional incentive for implementing it. 

Nonetheless, objective measurements of these benefits and quantitative assessment of the results of 

compliance, even beyond imposed regulations, are also promising fields of research. 

 

 
  

737



			 VII	Congresso	Internacional	de	Conhecimento	e	Inovação	
														11	e	12	de	setembro	de	2017	–	Foz	do	Iguaçu/PR 
 

 

 

5 REFERENCES 

 
Attig, N., Cleary, S. W., El Ghoul, S., & Guedhami, O. (2014). Corporate legitimacy and 

investment–cash flow sensitivity. Journal of Business Ethics, 121(2), 297-314. 
Botelho, L. L. R., Cunha, C. C. D. A., & Macedo, M. (2011). O método da revisão integrativa nos 

estudos organizacionais. Gestão e Sociedade, 5(11), 121-36. 
Byrne, R., & Power, D. (2014). Exploring agency, knowledge and power in an Australian bulk 

cereal supply chain: a case study. Supply Chain Management: An International 
Journal, 19(4), 431-444. 

 Cook, D. J., Mulrow, C. D., & Haynes, R. B. (1997). Systematic reviews: synthesis of best 
evidence for clinical decisions. Annals of internal medicine,126(5), 376-380. 

Cordeiro, A. M., Oliveira, G. M. D., Rentería, J. M., & Guimarães, C. A. (2007). Revisão 
sistemática: uma revisão narrativa. Rev. Col. Bras. Cir,34(6), 428-431 

Eisenhardt, Kathleen M. "Agency theory: An assessment and review." Academy of management 
review 14.1 (1989): 57-74. 

 Elshandidy, T., Fraser, I., & Hussainey, K. (2013). Aggregated, voluntary, and mandatory risk 
disclosure incentives: Evidence from UK FTSE all-share companies. International Review 
of Financial Analysis, 30, 320-333. 

Hoenen, A. K., & Kostova, T. (2015). Utilizing the broader agency perspective for studying 
headquarters–subsidiary relations in multinational companies. Journal of International 
Business Studies, 46(1), 104-113. 

Kajtazi, M., & Bulgurcu, B. (2013). Information Security Policy Compliance: An Empirical Study 
on Escalation of Commitment. 

 Katz, J. P., Higgins, E., Dickson, M., & Eckman, M. (2009). The impact of external monitoring 
and public reporting on business performance in a global manufacturing industry. Business 
& Society, 48(4), 489-510. 

Koufopoulos, D. (2008). Agency Theory, Disclosure-Transparency: The Nemesis of Enterprise and 
Corporate Governance Systems. In ECMLG2008-Proceedings of the 4th European 
Conference on Management Leadership and Governance: ECMLG (p. 103). Academic 
Conferences Limited. 

 Kühnel, S., Sackmann, S., & Seyffarth, T. (2017). Effizienzorientiertes Risikomanagement für 
Business Process Compliance. HMD Praxis der Wirtschaftsinformatik, 1-22. 

Laugesen, J., Hassanein, K., & Yuan, Y. (2015). The impact of internet health information on 
patient compliance: a research model and an empirical study. Journal of medical Internet 
research, 17(6). 

Leuz, C., Triantis, A., & Wang, T. Y. (2008). Why do firms go dark? Causes and economic 
consequences of voluntary SEC deregistrations. Journal of Accounting and Economics, 
45(2), 181-208.  

Lopes, A. L. M., & Fracolli, L. A. (2008). Revisão sistemática de literatura e metassíntese 
qualitativa: considerações sobre sua aplicação na pesquisa em enfermagem. Texto & 
Contexto-Enfermagem, 17(4), 771-778. 

738



			 VII	Congresso	Internacional	de	Conhecimento	e	Inovação	
														11	e	12	de	setembro	de	2017	–	Foz	do	Iguaçu/PR 
 

 

 

Maguire, H. (2008). Extending the boundaries of IQ: Can collaboration with information 
management improve corporate governance. International Journal of Information 
Quality, 2(1), 16-38. 

 Marekfia, W., Nissen, V., & für Dienstleistungen, F. W. (2012). Anforderungen an ein 
strategisches GRC-Management. In GI-Jahrestagung (pp. 731-745). 

Okereke, C., & McDaniels, D. (2012). To what extent are EU steel companies susceptible to 
competitive loss due to climate policy. Energy Policy, 46, 203-215. 

OMAR, O.; MENEGAZZO, C.; STEFANI, C.; MACEDO, M.; SELL, D. [anti]fragility of 
technological and innovation parks towards extreme events: an assessment and analysis 
model. In: VI Congreso Internacional de Conocimiento e Innovación, 2016, Bogotá. Anais 
do VI Congreso Internacional de Conocimiento e Innovación, 2016. 

OMAR, O.; CUNHA, C. J. C. A.; SELL, D. Sistemas de Gestão de Conhecimento e Gestão 
commercial e de vendas: uma revisão systemática. In: VI Congreso Internacional de 
Conocimiento e Innovación, 2016, Bogotá. Anales del VI Congreso Internacional de 
Conocimiento e Innovación, 2016. 

 Pupke, D. (2008). Compliance and corporate performance: the impact of compliance coordination 
on corporate performance. BoD–Books on Demand. 

Sampaio, R. F., & Mancini, M. C. (2007). Estudos de revisão sistemática: um guia para síntese 
criteriosa da evidência científica. Braz. J. Phys. Ther.(Impr.), 11(1), 83-89. 

Saito, R., & Silveira, A. D. M. D. (2008). Governança corporativa: custos de agência e estrutura de 
propriedade. Revista de Administração de Empresas, 48(2), 79-86. 

Silva, E. R. G. D. (2016). Arquitetura de conhecimento para e-participação. Tese de doutorado, 
EGC – UFSC. 

 Rother, E. T. (2007). Editorial: revisão sistemática x revisão narrativa. Acta Paulista de 
Enfermagem, 20(2), p. v-vi. 

Taleb, N. N. (2012). Antifragile: Things that gain from disorder (Vol. 3). Random House 
Incorporated. 

Wilhelm, M. M., Blome, C., Bhakoo, V., & Paulraj, A. (2016). Sustainability in multi-tier supply 
chains: Understanding the double agency role of the first-tier supplier. Journal of Operations 
Management, 41, 42-60. 

 

739



Nugroho et al.,     16 – 32 MIX: Jurnal Ilmiah Manajemen, Volume VIII, No. 1, Feb 2018 

 

 

16 
ISSN : 2088-1231 

E-ISSN: 2460-5328   

DOI: dx.doi.org/10.22441/mix.2018.v8i1.002 

INVESTMENT DECISION IN THE AGENCY THEORY FRAMEWORK 

Ahmad Cahyo Nugroho,  Muhammad Firdaus,  Trias Andati dan Tony Irawan 

Ministry of Industry, Indonesia
 

Bogor Agricultural University, Indonesia
 

ac.nugroho999@gmail.com, mfirdaus@ipb.ac.id, tonyirawan82@gmail.com  
 

Abstract. This studies aims to observe the development of literature on company 

investment decisions and to decide what research should be conducted further on 

company investment decisions in the theoretical framework of agency theory. The 

methods used were bibliometric network analysis and literature review. This study has 

mapped out the literature on company investment decisions based on agency theory. 

This study shows that the topics on competition research, corporate governance, and 

capital structure are closely related to the company investment decisions in the theory of 

agency, and it is worth investigating. Therefore, it is necessary to develop further 

empirical research related to company investment decisions in the framework related to 

agency theory by analyzing the influences of competition, corporate governance, and 

capital structure comprehensively on invesment decision.   

Keywords: investment decision, bibliometric network analysis, capital structure, 

corporate governance, competition    

Abstrak. Tujuan dari penelitian ini adalah untuk observasi pengembangan literatur pada 

keputusan investasi perusahaan dan dapat menentukan penelitian yang harus dilakukan 

selanjutnya mengenai keputusan investasi perusahaan dalam kerangka teori keagenan. 

Metode yang digunakan kali ini ialah bibliometric network analysis dan kajian literatur. 

Penelitian ini telah memetakan literatur mengenai keputusan investasi perusahaan. 

Kajian ini menunjukan bahwa topik penelitian persaingan, tata kelola perusahaan, dan 

struktur modal berkaitan erat terhadap keputusan investasi perusahaan dalam teori 

keagenan, dan layak untuk di teliti lebih lanjut. Oleh karena itu perlu dikembangkan 

penelitian empiris lebih lanjut terkait keputusan investasi perusahaan dalam kerangka 

terkait teori keagenan dengan menganalisis terkait pengaruh pengaruh persaingan, tata 

kelola perusahaan, dan struktur modal secara komprehensif. 

Kata kunci: keputusan investasi, bibliometric network analysis, struktur modal, tata 

kelola perusahaan, persaingan 

INTRODUCTION 

 

  Decisions making regarding the utilizations of funds owned by a company, 

there are some differences in interests among the managers, employees, shareholder, 

and debtholder; similarly, the same thing happens when a corporate or a company will 

take investment decisions. On the other hand, investment decisions are important for 

the company in maintaining its sustainability and in growing its business. Investment 

decisions are important because they are related to the profitability that the company 

will earn, and this will even give impacts on the company value supported by Karuna 

(2007), Laksmana and Yang (2015), and Akdogu and MacKay (2012) who state that 

investment decisions can maximize the company value.  

  In addition, according to Gilbert and Lieberman (1987), investment would 

reduce the possibility of the competitor to expand, but temporarily it is influential. In 
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the development of studies related investment decisions has a close relationship with 

agency theory. This is because the agency theory is established based on the seven 

basic assumptions of personal interests, goal conflicts, restricted rationality, 

information asymmetry, efficiency excellence, risk aversion, and information as a 

commodity (Eisenhardt 1989). The studies which were concerned with the relationship 

between agency and the company investment decisions include Myers and Majluf 

(1984), Jensen (1986) and Fazzari et al., (1988) who argue that the problem of 

information asymmetry between management and financial institutions and agency 

conflicts between controlling shareholders and minority investors and between 

management and shareholders have been proved to significantly affect company 

investment decisions. Meanwhile, according to Aivazian (2005), agency problems arise 

from the interaction among shareholders, debt-holders, and management. 

  According to Davis et al., (1997), there are various mechanisms of agency 

theory in order to protect the interests of shareholders, minimize agency costs and 

ensure alignment interests. Jesen (1983) outlines two forms of agency theory that have 

been developed, namely, positivist and principal-agent. Positivist researchers have 

emphasized on governance mechanisms, especially in large corporations to identify 

agency issues and governance mechanisms that address agency problems. Eisenhardt 

(1989) states that positivist researchers have focused exclusively on special cases of 

principal-agent relationships between owners and managers of public companies. 

Meanwhile, the principal-agent research approach is a more general approach of agency 

theory where it explores the relationship between two parties such as workers and 

employers; legal consultants and their clients, and buyers and sellers. The principal-

agent flow focuses on the technical and mathematical relationships of the specific 

details of contracts among the principal-agents. In other words, the focus of the 

principal-agent is to determine the optimal contract (Eisenhardt 1989). Positive 

accounting theory (Watts and Zimmerman 1986) proposes three hypotheses i.e. bonus 

plan hypothesis, debt/equity hypothesis, and political cost hypothesis which implicitly 

recognize three agency forms i.e. between owner and management, between creditor 

and management, and between government and management. Therefore, broadly 

speaking, the principal is not only the owner of the company, but it can also be a 

shareholder, creditor, or government. 

  The agency problem was initially explored by Ross (1973), while the detailed 

theoretical exploration of agency theory was first expressed by Jensen and Mecking 

(1976) stating that the manager of a company is the "agent" and the principal is the 

“shareholder”. Jensen and Meckling (1976) describe the agency relationship in agency 

theory that a company is a nexus of contract between the owner of the economic 

resources (principal) and the manager who takes care of the utilization and controls the 

resources. According to Messier et al., (2006), this agency relationship results in two 

problems: (a) the occurrence of information asymmetry, where management generally 

has more information on the actual financial position and the entity operation position 

of the owner; and (b) the occurrence of a conflict of interest due to inequality of goals, 

where management does not always act in the interests of the owner. In an effort to 

overcome or reduce the agency problem, agency cost which will be borne by both 

principal and agent must be provided. In regard to agency issues, corporate governance, 

which is a concept based on agency theory, is expected to serve as a tool to give 

assurance to investors that they will receive return on the funds they have invested. 
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  Previous study showed that the company investment sensitivity on stock prices 

is determined by the extent to which the company has asymmetric information (Chen et 

al., 2007) and problem agency (Jiang et al., 2011). According to Jensen and Meckling 

(1976), asymmetric information makes investment decisions inefficient. The study by 

Guariglia and Yang (2015) documented strong evidence of investment inefficiency 

which was explained through a combination of financing constraints and agency 

problems. Two significant conclusions were emerged from this major finding. On the 

one hand, limited access to capital markets has caused many Chinese companies to be 

under-investment. In addition, weak corporate governance structures lead shareholders 

or managers to overinvest their free cash flow in projects with negative NPV. Shin and 

Kim (2002) also found that corporate investment decisions are influenced by the 

company agency cost, and this was supported by the study conducted by Hirt et al., 

(2010). Based on the literature, it can be seen that the company investment decisions 

have relation closeness to the agency theory because in making investment decisions, 

they are inseparable from the conflicts among the stakeholders described in the agency 

theory. 

Problems. There is limited information on the factors that determine investment 

decisions within the framework of agency theory. In addition, various studies show 

inconsistent results due to inefficient market conditions (Mutlu et al., 2016; Young et 

al., 2008; Bruce et al., 2005; Sundaramurthy and Lewis 2003; Hill 1992), and agency 

theory applies only to the anglo saxon context (Bruce et al., 2005). Hill (1992) who 

considers that in the event of a discrepancy in market conditions ignored by the 

researchers, the paradigm in agency theory should be comprehensively studied. 

In the studies by Mutlu et al., (2016) and Bruce et al., (2005), there was some 

doubt to the application of agency theory on companies that develop in the context of 

non-anglo saxon culture and on companies that are still developing (Young et al., 

2008). In addition, Sundaramurthy and Lewis (2003) state that in an efficient market, 

agency theory will produce inconsistent results. This is in accordance with Hill (1992) 

that states that agency theory works based on the assumption that the market is efficient 

and adjusts for rapid changes. Inconsistent results in agency theory in previous studies 

led to the importance of prior mapping of the obtained literature, which can then be 

further studied. 

Objective. The study aims to see the mapping of literature on research topics related to 

company investment decisions within the framework of agency theory and to find out 

research topics on company investment decisions within the framework of agency 

theory can be further developed. 

 

LITERATURE REVIEW 

 

According Karuna (2007), product market competition of an industry influences 

managerial decisions. One of the managerial decisions is that investment decisions, 

based on Laksmana and Yang (2015) and Alimov (2014) show that competition also 

influences company investment decision. Competition itself is essential for growing a 

business because competition leads to business efficiency (Yi 2014), and Griffith 

(2001) also points out that product market competition plays an important role in 

reducing agency costs. In addition, competition allows companies to optimize the 

performance of their managers toward competitors (Laksmana and Yang 2015). 
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The study by Jiang et al., (2015) found that high investment in high competition 

would increase the value proposition of the company. In addition, the study found a 

positive relationship between product market competition and corporate investment 

using a sample of Chinese manufacturing company in the period of 1999-2010. The 

study by Alimov (2014) also found that key corporate decisions are fundamentally 

influenced by product market competition. Theories and other empirical evidence also 

show that corporate investment decisions are influenced by competitive pressures, and 

competition as a different business cycle affects the amount and stability of the 

company cash flow (Mello and Wang 2012). 

Corporate governance plays an important role in the management of a company 

because it will affect the performance of the company as stated by Byun et al., (2012) 

that internal corporate governance has a positive effect on corporate value, and 

Ammann et al., (2010) also shows that corporate governance will increase the value of 

the company. Similarly, investment decisions cannot be separated from the role of 

corporate governance (Guariglia and Yang 2015). Ammann et al., (2013) indicates that 

corporate governance significantly increases the value of company in non-competitive 

industries only. In addition, the study found that good corporate governance for 

companies in non-competitive industries makes them have more capital expenditures, 

spend less on acquisitions, and tend to diversify. According to Zhou et al., (2016), 

governance of the board of directors has a positive effect on managerial risk taking, 

indicating that board governance will result in higher investment in R & D expenditure 

and lower investment in capital expenditures, not only in the current year but also for 

the following years. 

Giroud and Mueller (2011) found that weak corporate governance in 

competitive industries has lower returns on equity, poorer operating performance, and 

lower corporate value. The researchers also found that weak corporate governance in 

competitive industries is more likely to be targeted by hedge fund activists, suggesting 

that investors are taking action to reduce inefficiency. 

The results of the study by Hu and Liu (2014) show that companies having 

CEOs with more diverse career experiences exhibit less cash flow sensitivity and 

exploit outside funds more, including bank loans and trade credit. Hossain et al., (2000) 

found that the percentage of external directors is positively related to the investment 

opportunities of the company. Bathala and Rao (1995) and Hutchinson (2002) found a 

negative relationship between the proportion of external directors and the company 

growth rate. In contrast, Hossain et al., (2000) found that the percentage of external 

directors is positively related to the investment opportunities of the company. 

Anwar and Sun (2014), Aivazian et al., (2003) examined the impact of financial 

leverage on corporate investment decisions using information in the Canadian public 

companies. The results also show that leverage is negatively related to investment, and 

this negative effect is significantly stronger for companies with low growth 

opportunities compared to those with high growth opportunities.  

Anwar and Sun (2014) argue that an increase in foreign ownership, which refers 

to the level of foreign investment in domestic companies, can affect the leverage of the 

companies. The empirical results show that foreign investment has a negative influence 

and is significant statistically on the leverage of domestic companies in the 

manufacturing sector in China. By subsector, the results show that the impact of foreign 

investment on the leverage of domestic enterprises in China textile industry is negative 
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and significant, and this impact is much stronger than the overall impacts on the 

manufacturing sector. Meanwhile, the impact of foreign investment on leverage of 

domestic enterprises in the subsector of electrical machinery and equipment for the 

manufacturing industry is negative but less than the overall impacts in this type of 

industry. 

 

METHOD 

 

This study used the literature review method on company investment decisions. 

The keyword data, titles and abstracts from 223 literatures obtained from the literature 

search engine were collected, and they were then analyzed using bibliometric network 

analysis. From this analysis, first we obtained some information on overlay 

visualization to see the development of literature obtained, and the next information 

was network visualization used to identify clusters and relationships among the 

research topics. Finally, density visualization was identified to see the density of the 

topics of the literature obtained. The results of bibliometric network analysis serve as a 

reference for a more in-depth literature review of the matters or factors affecting the 

company investment decisions. In the literature review, the selection and classification 

of the literature obtained based on the clusters from the results of the bibliometric 

network analysis was firstly conducted. Furthermore, a review on the research results of 

the study according to the clustering was carried out. Following this, the contradictions 

and differences of research results from the existing literatures were analyzed, and 

finally, the conclusions of the results of the analysis of the existing literature were 

made. 

 

RESULT AND DISCUSSION 

 

Bibliometric Network Analysis  

This analysis viewed the development of the literature on investment decisions 

within the framework of agency theory using bibliometric network analysis of 223 

literatures. The results obtained are as follows. 
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Figure 1. Overlay Visualization 

Based on Figure 1, it can be seen that from the literature obtained, the research 

topics commonly discussed from 2002 to 2004 included the capital structure, leverage, 

debt, and firm value; on the other hand, from 2004 to 2006, the topics included 

information, risk, corporate investment, and R & D expenditure. Furthermore, from 

2006 to 2008, the research topics covered manager, expenditure, agency cost, agency 

problem, and capital investment, and from 2008 to 2010, they covered shareholder, R 

& D investment, growth, product market competition, competition, profitability, 

ownership structure, agency theory, corporate finance, cash holding, firm performance, 

and corporate governance. 

 
Figure 2. Density Visualization 
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Figure 2 shows the density of an item or topic of a study. The higher the number 

of topics around the point and the higher the weight of the topics surround them, the 

closer the point to the red color. Conversely, the smaller the number of items or topics, 

the lower the weight of the topics surround them, the closer the point to the blue color. 

Based on the density and proximity distance of the topics as shown in Figure 2, it can 

be seen that product market competition and competition have a large density and a 

close distance The topics that have a close distance and large density are corporate 

governance, shareholder, manager and agency cost supported by the topics of agency 

problem, cash holding, and corporate finance whose position is next to the location 

with less density. Furthermore, the larger density and close proximity to most research 

topics include expenditure with capital investment, information, and firm value around 

the area; moreover, risk, debt, and leverage with firm performance around them 

followed by growth with R & D investment, R & D expenditure, and corporate 

investment next to the area; lastly, capital investment with profitability, agency theory 

and ownership structure are located around the area. 

 
Figure 3. Network Visualization 

The figure shows that the research themes of investment, competition, corporate 

governance, capital structure, and agency theory have direct and indirect relevance to 

each other. The theme of investment research is shown by the topics on capital 

investment, corporate investment, expenditure, R & D expenditure, R & D investment, 

and expenditure. Moreover, the theme of competition research is shown by the topics 

on product market and competition. Furthermore, the theme of capital structure 

research is shown with the topic of leverage, capital structure, and debt while the theme 

of corporate governance research is shown by research topics on corporate governance, 

ownership structure, manager, and share holder. Also, the theme of agency research is 

shown by agency theory, agency problem, agency cost, and information. 

Based on Figure 3, there are three major clusters, and the first cluster marked by 

red color includes the research topics on capital investment, corporate investment, 

expenditure, R & D expenditure, R & D investment, growth, information, risk, 
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competition, and product market competition grouped into one cluster. The second 

cluster marked by a blue color includes the research topics on agency theory, agency 

problem, agency cost, corporate governance, manager, and cash holding. The third 

cluster in green color covers research topics on corporate finance, capital structure, 

debt, leverage, profitability, and ownership structure. 

When viewed from Figure 3, research with the theme of competition (product 

market competition and competition) is correlated directly with the topics of capital 

structure, risk, and growth. As for the theme of capital structure (leverage, capital 

structure, and debt), it is directly related to the research topics on product market 

competition, profitability, growth, risk, ownership structure, corporate finance, firm 

performance, information, firm value, expenditure, capital investment, expenditure, R 

& D expenditure, manager, agency cost, agency problem, and agency theory. 

Furthermore, the theme of corporate governance research (corporate governance, 

ownership structure, manager, and shareholder) is directly related to the research topics 

on information, expenditure, R & D expenditure, firm performance, risk, leverage, debt, 

capital structure, cash holding, agency cost, agency Problem, and agency theory. 

From the analysis of bibliometric network analysis, it can be concluded that the 

development of literature starts from the themes of capital structure, investment, agency 

theory, competition to corporate governance. The results of the analysis show that there 

are 3 clusters of capital structure, corporate governance, and investment and 

competition. The results of bibliometric network analysis also show the relevance of 

other research topics with investment decisions. Previous research reinforced the results 

of the bibliometric network analysis which show that investment decisions are 

influenced by factors such as competition (Jiang et al., 2015; Griffith 2001; Alimov 

2014; Flammer 2013; Laksmana and Yang 2015; Cheung 2012; Yi 2014; Fresard and 

Valta 2013; Mello and Wang 2012), corporate governance (Guariglia and Yang 2015; 

Francis et al., 2013), and leverage (Anwar and Sun 2014; Aivazian et al., 2003). (3 

point of views or 3 cluster). From the bibliometric network analysis results supported 

by the existing literature, the next stage will be the literature study on company 

investment decisions from the 3 cluster i.e. cluster 1 product market competition, 

cluster 2 corporate governance, and cluster 3 capital structure.  

Cluster 1. Product Market Competition. Laksmana and Yang (2015) contribute to 

the literature by providing evidence of the role of product market competition in 

disciplining management investment decisions. First, the results show that competition 

encourages managers to invest in risky investments. One potential explanation for this 

result is that competition reduces the opportunity for resource shifting for management 

personal benefits. Another explanation is that the power of competition affects 

management to take on more risks for long-term company survival. Second, these 

results indicate that competition makes management more disciplined on cash usage. 

Overall, research results provide support for corporate governance functions from 

product market competition to corporate investments and show that companies in more 

competitive industries take more risks as measured by capital expenditure, R & D 

expenditure, and standard deviations from stock returns than those in less competitive 

industries. 

According to Chen et al., (2014), product market competition can lower equity 

capital cost, indicating that the agency cost competition will become more efficient. Lin 

et al., (2012) state that increased competition of product market will improve efficiency 
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of banking and financing in labor intensive industries. The research by Jiang et al., 

(2015) also shows that there is a positive relationship between competition of product 

market and corporate investment in a country with a strong and predictable economy 

like China.  

On the contrary, Grullon and Michaely (2008) had somewhat a different study 

from other studies i.e. examining the interaction between product market competition 

and manager decisions to distribute cash to shareholders. The study used the 

Herfindahl-Hirschman Index (HHI) from the census of producers as a proxy for product 

market competition and used a sample of large manufacturing companies, and it is 

found that companies in less competitive industries have a significantly lower payout 

ratio than those in more competitive markets. Overall, these findings are consistent 

with the idea that the power of competition encourages managers to be disciplined in 

paying for excess cash and with the idea that dividends are the "outcome" of the 

external factors. Moreover, Baggs and Bettignies (2007) state that competition has a 

direct pressure, significant effect, and a significant institutional effect on managerial 

efficiency. These effects make the company understand the importance of quality 

improvement.  

Cheung (2012) investigated how competition in the product market together 

affected corporate investment and financing behavior during the period of 1996-2008. 

The research explained the role of competition in different market structures. The 

results found that higher market product competition generally resulted in higher 

reduction in investment. However, these results do not apply to concentrated industries 

where competition of product market leads to significant investment expenditure. 

Meanwhile, Yi's (2014) study discusses the impact of product market competition on 

the investment efficiency of the company from both sides. First, in terms of corporate 

governance, product market competition facilitates institutional investors in 

disciplining companies, and this makes investment more efficient. However, if it 

focuses on the production information, product market competition reduces the 

company incentive to acquire information. Companies in a competitive industry receive 

different signals on exact demand which leads to less efficient investment. 

Grosfeld and Tressel (2001) study show that product market competition has a 

positive and significant impact on performance. Finally, product market competition 

and good corporate governance tend to reinforce one another instead of being a 

substitute. Competition has no significant impact on performance for companies with 

bad corporate governance; in contrast, it has significant positive impact on companies 

with good corporate governance.  

In general, with the competition, agency problems and agency costs will 

decrease, and this benefits the company because the competition will improve the 

performance of management and corporate governance. However, there is still 

inconsistency from research on product market competition such as the study by 

Cheung (2012) which shows inconsistency in the influence of competition on 

investment, i.e. if market structure is different, it will have a difference influence on 

investment. Furthermore, Laksmana and Yang (2015) argue that competition makes 

management more disciplined on the use of cash, but they also state that competition 

encourages managers to make risky investment decisions. As it is in the study of Yi 

(2004) which shows that competitive industries are less efficient in corporate 
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investment. In addition, lack of competitive research on investment in the framework of 

agency theory in Indonesia makes this necessary to be further studied.  

Cluster 2. Corporate Governance. The study of Chen et al., (2014) that examined the 

level and type of ownership with the allocation of investment funds found that 

ownership of a company has an important role in determining investment behavior of 

the company. Based on the study by Francis et al., (2013), corporate governance is a 

key determinant of investment sensitivity to internal cash flows; in addition, the level 

of corporate governance has a positive effect on access to funding. The results of this 

study support the argument of agency theory which suggests the existence of incentives 

and monitor costs of managerial actions can lead to friction funding and affect the 

behavior of corporate investments. As it is in the research of Shin and Kim (2002), 

company investment decisions are also influenced by agency costs.  

According to Chen et al., (2015), companies that have more concentrated 

shares/stocks have a drive to conduct over-investment while those with higher stock 

trading proportion, board size of supervisors, and leverage will mitigate over-

investment. For underinvestment firms, their evidence shows that firms with higher 

state-ownership concentration, larger board size of directors or higher proportion of 

outside directors are associated with severer under-investment, while firms with higher 

leverage or higher proportion of tradable shares alleviate under-investment.  

According to Chen et al., (2013), foreign institutional shareholdings make a 

difference in the level of asymmetry information, and problem agency makes a 

difference in investment behavior. The shareholdings will mitigate the problem agency 

and asymmetric information by improving corporate governance and transparent 

financial management. The study by Almeida and Dalmacio (2015) investigated how 

interaction between product market competition and corporate governance improves 

analyst accuracy estimates and reduces estimates of deviations. The study used a 

sample of public companies in Brazil. The results show that competitive industries 

provide incentives to improve the flow of information but not necessarily to improve 

quality. However, good corporate governance improves the financial reporting process, 

and consequently, the quality of analyst estimates becomes more accurate. The main 

evidence of the study is that analysts covering companies in competitive industries with 

strong corporate governance are the most accurate ones. Similarly, according to 

Guadalupe and Gonzalez (2010), competition policy can have an important influence 

on corporate governance.  

The contract structure is influenced by the corporate governance. With the 

involvement of foreign investors in ownership, a better management system will be 

created due to the current knowledge and technologies that enter the company 

(Guariglia and Yang 2015; Chen et al., 2014; Shin and Kim 2002). In addition, 

managerial share ownership mechanisms can improve the performance of the company 

and shareholder values (Jensen and Meckling 1976, Morck et al., 1988; Wright et al., 

1996; Lins 2003; Wei et al., 2005). In the agency theory, the option of the offering of 

the managerial shareholding interestingly encourages managers to improve their 

company performances (Sundaramurthy and Lewis 2003).  

According to Connelly et al., (2017), dividend payout initiation is associated 

with stronger governance (stronger positions of the shareholders and independent 

board). The managerial shareholding by the CEOs has a positive relationship with the 

dividend initiation at companies whose governance is highly strong. The study found 
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that when initiation was due to significantly stronger governance, the governance was 

then related to corporate investment opportunities, while for weaker corporate 

governance, the relationship was not observed.  

Based on Chen et al., (2017), the shareholdings of the government and foreign 

institutions are associated with different levels of asymmetric information and problem 

agencies. The studies found strong evidence that government shareholding have 

undermined the sensitivity of investment opportunities, thus increasing investment 

inefficiency. Conversely, the foreign shareholding has strengthened the sensitivity of 

investment opportunities, thereby increasing investment efficiency. In addition, I found 

that the relationship between foreign ownership and investment efficiency is stronger as 

the government relinquished control and the governance level of the government 

institutions is weaker.  

According to Mykhayliv and Zauner (2017), the majority of shareholders and 

the increase in state share ownership have a negative influence on the company 

investment, such as domestic share ownership and financial institutions whereas the 

insider shareholdings and industry and financial groups do not affect investment.  

Based on the existing literature, it can be concluded that in general, corporate 

governance is influential on company investment decisions; however, there are 

differences in the influences due to the level of competition or the structure of market 

competition that makes the governance different. In addition, the existing corporate 

governance studies still have shortcomings as in the study of Connelly et al., (2017), 

who studied the relationship between weak corporate governance and unobserved 

investment decisions. Moreover, there is still inconsistency in terms of influence of 

share ownership on investment decisions as Mykhayliv and Zauner (2017) state that 

insider shareholdings and industrial and financial groups do not influence investment. It 

is, therefore, necessary to further study the influence of corporate governance on more 

specific investment decisions.  

 

Cluster 3. Capital Structure. According to Firth et al., (2012) in addition to 

shareholder, there are also debt holders who will monitor the company performance 

and business decisions of the company including investment decisions due to the 

leverage. The existence of problem agency in the research by Aivazian (2005) is 

"overinvestment" due to conflict between management and shareholders. Managers 

have a tendency to expand in the company scale only and pay less attention to future 

corporate value after investments; moreover, they even take on poor investment 

projects and reduce shareholder wealth. Management ability to implement the policy is 

limited by the availability of cash flow, and this constraint can be further reduced 

through debt financing. By issuing debt, the company has to pay interest and principals 

that put pressure on management not to allocate funds for poor investment projects. 

Similarly, Anwar and Sun (2014), Aivazian et al. (2003), Guney et al., (2011) in their 

studies state that leverage affects investment decisions.  

In order to prevent over-investment and increase control over corporate 

management, capital structure policy is often used. With the interest cost and creditor 

supervision, the company management will be more careful in investing for the 

company (Anwar and Sun 2014, Guney et al., 2011 Aivazian et al., 2003). Guariglia 

and Yang (2015) argue that the limited access to capital markets causes many Chinese 

companies to be under-investment. In addition, weak corporate governance structure 
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leads shareholder managers or controllers to overinvest their free cash flow in projects 

with negative NPV. 

The findings obtained by Moenadin et al., (2013) indicate that there is a 

significant relationship between selected industrial capital structure and product market 

competition. Similarly, the study by Pandey (2004) shows that there is a relationship 

between capital structure and market forces due to the complex interactions of market 

conditions, agency problems and bankruptcy costs. According to Rathinasamy (2000), 

companies that have more monopoly power use longer-term financing and debt. Based 

on the research by Guney et al., (2011), Chinese companies tend to adjust their 

leverage ratios. There is a relationship between the intensity of competition and the 

leverage ratio, which supports the theory of predation.  

According to Munisi (2017) who studied the determinants of capital structure in 

Sub-Saharan Africa, capital structure is negatively related to profitability and tangible 

assets, supported by pecking-order theory and trade-off theory. The findings show that 

capital structure is positively associated with free cash and corporate growth, consistent 

with agency theory and pecking-order theory.  

Nevertheless, there are also different study results on agency theory in capital 

structure as in Banga et al., (2017) who state that the determination of capital structure 

in the small-medium scaled businesses in India is influenced by the application of 

pecking order theory and trade off theory, but there is no evidence for the application of 

agency theory. Also, Huang et al., (2016) examined the capital structure of the small-

medium scaled businesses in China, and the results show that leverage is influenced by 

executive shareholders and excess cash compensation. However, institutional share 

ownership does not affect leverage level that is more influenced by traditional factors 

such as taxes and operating cash flows.  

Empirical results from Dawar's (2014) research in India show that leverage has 

a negative effect on the financial performance of Indian companies, which contradicts 

the assumption of agency theory as it is generally accepted in developed and 

developing countries. Consequently, agency theory postulate should be viewed with a 

different perspective in India by considering the nature of bond market and dominance 

of state-owned banks in providing loans to the corporate sector.  

Based on the existing literature, it can be concluded that with leverage, there is a 

conflict among shareholders, management and debtholders that can be seen from the 

agency theory. The sub-sectoral differences, foreign share ownership, and market 

structure will affect the company capital structure, and Pecking order theory and trade 

off theory affect the capital structure. On the contrary, the agency theory on capital 

structure is still inconsistent because a number of studies show that the agency theory is 

not found in determining capital structure.  

 

The implication of research development. According to Hill (1992), there are 

paradigms in analyzing agency theory, namely, corporate strategic behavior; principal-

agent contract structure; monitoring and strengthening of principal-agent contracts, and 

evolutionary processes that alter the structure of the principal-agent contract and the 

institutional structure that issues the contract. From the study, it was found that 

differences from market conditions resulted in inconsistent results, and by analyzing 

them from various paradigms, more comprehensive results in the application of agency 

theory can be obtained. Based on the literature review on investment decisions within 

751



Nugroho et al.,     16 – 32 MIX: Jurnal Ilmiah Manajemen, Volume VIII, No. 1, Feb 2018 

 

 

28 
ISSN : 2088-1231 

E-ISSN: 2460-5328   

DOI: dx.doi.org/10.22441/mix.2018.v8i1.002 

the framework of agency theory associated with the topics of product market 

competition research, corporate governance, and capital structure, inconsistent results 

still exist. 

       Therefore, further research is required to provide a more comprehensive 

review related to the company strategic behavior paradigm by using product market 

competition indicators affecting the company environmental conditions (Jiang et al., 

2015; Griffith 2001; Alimov 2014; Flammer 2013; Laksmana and Yang 2015; Cheung 

2012; Yi 2014; Fresard and Valta 2013; Melo and Wang 2012); The principal-agent 

contract structure is indicated by implementation of good corporate governance within 

the company (Guariglia and Yang 2015; Chen et al., 2014; Shin and Kim 2002); and 

the monitoring and strengthening of the principal-agent contract use the capital 

structure policy indicator, and with the existing of the interest cost and debtholders 

supervision, the company management will be more careful in investing the company 

(Anwar and Sun 2014, Guney et al., 2011 Aivazian et al., 2003). From this studies, it is 

expected to provide a study that can provide consistent results in inefficient market 

conditions. 

CONCLUSION 

 

This study has mapped out the existing literature using bibliometric network 

analysis that can show that the development of literature starts from the themes of 

capital structure, investment, agency theory, competition and corporate governance. 

Then the results of the analysis indicate that there is a linkage of topics directly or 

indirectly, and this analysis shows from the existing literature that there are 3 major 

clusters of capital structure, corporate governance, and competition. 

Based on the existing literature review, the research topics of product market 

competition, corporate governance, and capital structure are research topics that have 

closeness relation to company investment decisions within the agency theory 

framework. The previous studies generally stated that product market competition, 

corporate governance and capital structure affect investment decisions taken by the 

company and can be discussed with the agency theory. However, there are still 

deficiencies and inconsistencies in the results of the previous studies, and there is still 

lack of research on the influence of product market competition, corporate governance, 

and capital structure on corporate investment decisions within the framework of the 

agency theory that was thoroughly studied. Therefore, further empirical studies on the 

impact of product market competition, corporate governance, and capital structure on 

investment decisions in comprehensive agency theory are required.  
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Abstract 
Purpose:  This paper conducts a general bibliometric analysis 
review of agency theory in accounting (financial and 
management). The bibliometric analysis offers historical 
information on-trend and performance research. 
Methodology: The study investigated the related literature in 
the agency theory and accounting (financial and management) 
from 1999-2019, obtained from the Scopus database. The 
literature-based documents are on the study of the scientific 
output and distribution of subject categories and journals. 
Keywords of the authors also have focused on determining the 
study hotspots. 
Findings:  The findings of this study show that annual 
production has increased over the period under investigation. 
The Critical Perspective on Account is the leading prolific 
journal and Accounting, Auditing and Accountability is a most 
influential journal. The result also shows that many top 
institutions are from the United Kingdom. Simultaneously, the 
United States of America leads the highest production and 
cited documents of related scientific articles. 
Originality /Value: This study contributes on the awareness 
of using bibliometric analysis study to explore development in 
the scientific field, that is, the use of keywords to extract 
information for research growth in terms of the number of 
production and citations. 
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1.0 Introduction 

Agency theory has gained its prominence in international organisations, academics, 

professional practices, and corporate bodies over the years now. The approach is 

base upon the principal-agent framework. Jensen and Meckling (1976) described 

agency relationship as a contract under which one or more persons (principal) 

engage another person (agent) to perform some services on their behalf, which 

involves delegating some decision-making authority to the agent. An agency 

relationship arises when a provider of funds appoints another to manage his interest. 

Proponents of agency theory believe that there is a tendency for agents, when left 

unmonitored, to engage in self-interest activities to the principal's detriment. The 

agency theory has also related to how the information is for external users 

(stakeholders), especially shareholders in an organisation, and internal users of 

information (management) of financial data like financial reports on a firm's 

performance, budget, and performance evaluation.  

Over the years, several writers have provided a broader array of accounting 

overviews. Some used bibliometric measures to determine the general condition of 

the research field  (Brown, 1996). Several others have also researched various 

essential aspects, like journal rankings (Qu et al., 2009). Moreover, others have 

concentrated on comparing accounting with other related disciplines. Nevertheless, 

none of them gave a full view of the current state of the art, taking into account all the 

modern instruments available to reflect a field with bibliometric indicators 

(Podsakoff et al., 2009). Considering the relevance and expansion of agency theory 

research and following the trend of researchers' concentration, which of interest to 

the masses on the study of the scientific production.  

This paper aims to present a general bibliometric analysis of agency theory 

integrating into accounting (financial and managerial) research over a period from 

1999-2019 with a new approach that combines several tools for representing the 

importance of bibliographic material found in Scopus database. This database is 

usually regarded as the most influential in academic research because it includes 

journals, articles, authors, years, and recognised the highest citation counts. The 
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number of publications, citation count analysis, and the h‐index is currently a 

measure for representing the quality of a set of papers (Hirsch, 2005). It assumed 

that the number of documents indicates total production (TP), and the number of 

total citation (TC) count is the most influential research area. The h-index consider 

the two. Most of the results follow the general understanding of the direction of the 

scientific field analysed from Scopus. This article novelty is to use extant accounting 

literature and bibliometric analysis indicators to present the new trend of academic 

research.  

The study analyses agency theory in accounting from Scopus. Some review papers 

have also focused on financial accounting and management accounting. Still, there is 

little research that analyses agency theory in financial and management accounting 

using bibliometric analysis. Bibliometric analysis is a useful tool evaluating countries, 

institutions, authors, journal authors (Tang et al., 2018). This study aims to achieve 

the following objectives by using bibliometric indicators: 

1. Identify the top 10 trend players in terms of leading journals(production and 

citation), years(production), highly impactful articles, influential authors 

(production and citation), authors in a leading journal(production and 

citation), impactful institutions, country (production and citation) on the 

scientific field in the period under review.  

2. Determine keywords that have drawn the attention of scholars subject area in 

the past, present, future direction. 

According to Curty and Boccato (2005), keywords represent the words of the paper's 

subject under review. The choosing of the keywords used in this research is agency 

theory, financial, management, and accounting from Scopus. 

The significant contributions of the research are the highlights as follows: 

1. The bibliometric study explored recent 10 top development in the scientific 

field, using the bibliometric indicators. It will serve as the starting point for 

academia to research in unexplored areas yet potentially significant. 

2. From this study, researchers can understand the inner structure of conducting 

research using bibliometric indicators to get a broad picture of this area. 
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3. The study will cover bibliometric analysis research growth regarding number 

production and total citation received over the years. 

The study uses a bibliography analysis to answer the research questions set out 

above: reviewing existing literature to recognise main trends and problems, and 

proposing the justification for single-source reference for scholars and organisation 

management interested in bibliometric methods. The idea suggests workflow 

guidelines to carry out bibliometric studies in the future. This study provides a 

statistical survey of published papers and citations for calculating the effect on the 

field. 

Note that the review is not limited to any language; however, English speaking 

countries dominated most on the publications. 

The organisation of this work is as follows: We provide a literature review of agency 

theory and integrating financial accounting, and management; the methodology of 

the study; bibliometric analysis results;  and conclusion. 

2. 0 Literature Overview 

 2.1 Integrating agency theory in accounting 

The Agency theory arose from various authors', but the first author Adams Smith was 

the belief brain behind it in 1776 after which other authors took the inspiration from 

till now. Smith views that an organisation managed by a group of people or an 

individual who is not the real owners of the business, their chance of the business not 

being managed well will surface at the owner's expense. The argument is that the 

manager being an agent might use the company's property for his gain, which may 

bring a problem. Berle and Means (1932) found the research on agency theory, that, 

agent appointed by owners, and the agent might use the firm's property for his ends, 

which will create conflict between the principal and agent. Jensen and Meckling 

(1976), an agency relationship is also a contract between the principal and agent. 

Both parties work for their self-interest that leads to the agency conflict. They 

consider the agreement as a legal binding document between the principal and the 

agent principle uses a monitoring tool to curb the agent's activities with the view to 
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control cost. Ross (1973) identify the agency problem resulting from the decision on 

the compensation from the contract emanated from the firm and society.  

The agency theory is to justify accounting research since the idea of approach 

provides a framework for explaining contractual relationships between a principal 

and an agent (Chi, 1989). In agency theory, an individual is motivated by self-interest, 

which could lead to the agency problem. It is useful to provide an overview of how 

agency theory should integrate into the financial and management accounting, and 

understanding how agency relationships work and the accounting information 

system.  

An Agency theory argued that in a modern company, the distinction between the 

owners and management has led to disputes, where the agent (management) 

acquires more knowledge and thus appears to behave to their advantage, rather than 

to meet the desires of the principal (shareholders) (Berle and Means, 1932). 

Accounting information provides information to interested parties about the 

financial situation and results through a sound accounting system, which produces 

financial accounting reports and firms performance. Therefore, there is the need to 

share information about the company's financial position and performance that 

might be relevant and useful for their decision making through sound accounting 

information system (Brown et al., 2011).  Schoenfeld (2020) examined large-scale 

data set of contracts using block investments from 1996 to 2018 on how the theory 

predict bilateral agreements. Specific contracts which include financial reporting and 

access to information resulted that contract arrangements relating to accounting 

information are significantly associated with information asymmetry measures 

between managers and shareholders. Cunha et al. (2016) investigate the accounting 

information's effect on the Portuguese mayor's re-election. The study considers 

agency theory as a starting point; the result shows that specific accounting 

information influences the re-election of mayors in Portugal, namely the financial 

accounting components. Similarly, Hiebl (2015) explores the various pay attitudes of 

Chief Financial Officers (CFOs) an (agents) which may align with the theory of 

agency. The result shows that CFOs who reports financial accounting to owners 
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expected more power in the owners' hands. This indicates that company owners' 

actions will affect and change the attitude of a company managers. 

Management accounting is part of the accounting system that concerns measurement 

and information within an organisation, seeking to evaluate past decisions and 

improve future decision. Agency theory has been one of the approaches which 

integration has been inclusive in management accounting to incorporate conflict of 

interest, incentives problems and mechanism for adopting incentive package to 

control the agency problems. Such managerial accounting on individual interaction 

within a firm is essential to mitigate the underline agency problem by absorbing it 

into the employment contract.  Brink et al. (2017) examine the effect of financial 

incentive to managers believing that such incentives will cause managers to engage 

on excessive risk-taking that effect the managers pay and another participant, the 

agent. The result indicates that the managers’ incentives package is aligned with the 

organisation's interest to reduce the agency problem. Baiman et al. (2010) examine 

the effect of management accounting potential effects on firm performance on the 

informativeness and incentive performance evaluation. Finding suggests agent is 

paid based on the output of his contract workstation. 

3.0  Methods  

The study used bibliometric analysis as a combination of statistical methods and 

literature (Pritchard, 1969). Bibliometric analysis entails various steps; performance 

analysis (including data extraction, processing, analysis) and science mapping 

(networking and visualisation) (Cobo et al., 2011). The performance analysis seeks to 

assess individual and institution research and publication, whereas science mapping 

intends to show the structure and dynamic forces of science field. Bibliometric 

methods introduce quantitative evenness into the subjective evaluation of literature. 

The process provides evidence of theoretically developed classifications in a review 

paper. The implementation determines the effect frequency of the influence of 

research; the relationship indicators measure the connection between researchers 

and their different fields. The result is an overview of the research effort 

development, evolution, and quality (Ramos-Rodrıguez and Ruız-Navarro, 2004).  
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3.1 Data Extraction  

Data were extracted from the Scopus database as is considered to be one of the 

largest databases, extracting 348 articles in the related scientific field or business-

related field. The team of words' agency theory', 'finance', 'management', and 

'accounting' formed to recover the related documents, even though scholars may 

have used different texts to retrieve the records from search repository from 2010 to 

2019 as at 27/02/2020.  

3.2 Data Analysis 

The current study employs a combination of process among a lot, such as the total 

number of publications, the total number of citation counts and the h-index. Merigo 

et al. (2015) believe three most practical papers that define a group's value are the 

number of publications, citations count and h-index. The publication count has 

received colossal consideration as is classified as a measure that establishes the 

author, institutions and country (Borokhovich et al. 1995). Furthermore, cited 

articles have received more attention than less mentioned articles due to the 

influencing impact on the documents (Culnan, 1986). Again, h-index is modern 

techniques that combine both publications and citation counts under one framework 

(Hirsch, 2005). The bibliometric analysis uses various indicators in related identified 

scientific fields, which considered the database's pattern, such as most frequently 

cited articles, journals, production and cited  (authors, institution and countries), and 

keywords through tables. 

4 Findings and Results 

4.1 Publication trends 

The study is base on 348 articles written on agency theory relating to financial and 

management accounting published between 1999-2019.  Figure 1 shows years of 

publications over the period.  The graph shows that the selected sample of 

publication activities around the scientific field started in 2010 with 17 papers, and 

have increased substantially from 2015 onwards.  The possible reason for constant 

growth for this fact might be that accounting information may serve as a source of 

mediation between shareholders and managers in communicating a company's 

763



Journal of Accounting, Finance and Auditing Studies 7/1 (2021): 56-76 
 

 63 

position and performance. Managers provide a company's accounting situation to 

shareholders might be relevant and useful for decision-making through a sound 

accounting information system, which has become one significant aspect of today's 

agency contract relationship and today's research activities.  

 

 

Figure 1 No. Annual Publications in Agency Theory in Accounting 

4.2 Leading journals 

To identify which academic journal most frequently and impactful is essential in 

advancing scientific discipline in a related topic, as to reflect priority areas for 

scholars discussion and researchers, and to help other practitioners selecting which 

journal is appropriate for contributions to their manuscript. The 10 chosen journals 

including Critical Perspective on Accounting(CPA), Accounting Auditing and 

Accountability(AAA), Academy of Accounting and Finance Studies (AAFS), Australian 

Accounting Business and Finance(AABF), Corporate Ownership and Control(COC), 

European Accounting Review (EAR), Auditing (A), Accounting and Business 

Review(ABR), Accounting Organisation and Society (EAR), Accounting Research(AR),  

as presented in  

Table 1. The top 10 selected sample articles are CPA and AAA are the most published 

journal with 10 and 9, respectively. At the same time, AAFS, AABF and COC journals 
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with eight publications each, are ranked 3rd. The rest of the journals, all but ABR, 

AOS and AR, are rank 5 the least of the sample. 

On the citation, AAA journal,  with 9 papers, has the highest citation count of 1001 

with h-index of 4.37. Subsequently, AR, AOS, CPA, A, have a substantial citation count 

of 671, 503, 472, 320 respectively from the sample. Furthermore, other journals EAR, 

ABR, AAFS and AABF also have notable citation counts. The journal of Auditing 

review among the least production is the flagship journal which has the highest h-

index. It means that researchers consider 4 publications as influential in the scientific 

field. 

Table 1. 10 Leading Journals in Agency Theory in Accounting 

Name Abbreviations Total 
Production 

Total 
Citation 

H-
Index 

Critical Perspective on Accounting CPA 10 472 4.10 

Accounting, Auditing And 
Accountability Journal 

AAA 9 1001 4.37 

Academy of Accounting And 
Financial Studies Journal 

AAFS 8 177 0.79 

Australasian Accounting Business 
And Finance Journal 

AABF 8 113 1.10 

Corporate Ownership And Control COC 8 61 0.11 

European Accounting Review EAR 7 294 2.83 

Auditing A 5 320 2.86 

Accounting And Business Research ABR 4 274 2.54 

Accounting Organisation and Society AOS 4 503 4.26 

Accounting Research AR 4 671 6.71 

4.3 Cited articles 

Table 1 the most 10 cited articles on the scientific topic, group of authors, title, year, 

journal and citation. The most highly cited paper was published in 2012 by Cho, 

Freeman and Patten. The article has received 92 citations and disseminated from the 

leading journal's AAA in  

Table 1. The authors see AAA journal as influential in posting a scientific paper. In the 

same publication year, three are other documents received a considerable influence 

with 28, 27 and 20 as identified. The 2012 articles have dominated about 33.33%. 

Similarly of the top 10 cited articles, 4 publications are in the year 2011 with citation 

52, 46, 43 and 12 from respective journals, take a share of 33.3%. For all the 10 top-
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cited articles, in the years of 2014, the citation is 38, and 2015 is 34, then, the 

percentage received is 8.33% each. 

Table 2 10 cited articles 

Author/s Title Year Journal  Citation 

Cho C.H., 
Freedman M., 
Patten D.M. 

Corporate disclosure of 
environmental capital 
expenditures: A test of alternative 
theories 

2012 Accounting, 
Auditing and 
Accountability 
Journal 

92 

Whittington R. The Practice Turn in organisation 
research: Towards a disciplined 
transdisciplinarity 

2011 Accounting, 
Organisations and 
Society 

52 

Kilfoyle, E., 
Richardson A.J. 

Agency and structure in 
budgeting: Thesis, antithesis and 
synthesis 

2011 Critical 
Perspectives on 
Accounting 

46 

Østergren K., 
Stensaker I. 

Management control without 
budgets: A field study of 'Beyond 
Budgeting' in practice 

2011 European 
Accounting 
Review 

43 

Vosselman E The performativity thesis and its 
critics: Towards a relational 
ontology of management 
accounting 

2014 Accounting and 
Business Research 

38 

Trotman A.J., 
Trotman K.T. 

Internal audit's role in GHG 
emissions and energy reporting: 
Evidence from audit committees, 
senior accountants, and internal 
auditors 

2015 Auditing 34 

Niemi L., 
Kinnunen J., 
Ojala H., Yroberg 
P 

Drivers of voluntary audit in 
Finland: To be or not to be 
audited? 

2012 Accounting and 
Business Research 

28 

Quagli A., 
Avallone F. 

Fair value or cost model? Drivers 
of choice for IAS 40 in the real 
estate industry 

2012 European 
Accounting 
Review 

27 

Hyvönen T., 
Järvinen J., 
Oulasvirta L., 
Pellinen J. 

Contracting out municipal 
accounting: The role of 
institutional entrepreneurship 

2012 Accounting, 
Auditing & 
Accountability 
Journal 

20 

Moore D.R.J. Structuration theory: The 
contribution of Norman 
Macintosh and its application to 
emissions trading 

2011 Critical 
Perspectives on 
Accounting 

12 

4.4 Productive and cite authors 

Table 3, presents the 10 most global productive and cited authors of the scientific 

field statistics, and a considerable h-index over the period. It has also included the 

country and the institution of origin. Considering the total number of papers 

publication, Modell has the highest publications of articles in the related area. Craig 
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and Jack follow the result have 3 publications each on the field. Further observation 

revealed that the remaining authors have 2 publications each over the period.  

On the issue Of citation, it is surprising that Craig with 3 publications is the highest 

cited author and highly indexed factor of 28.  Modell with 1827 citation count follows 

this. Not far behind him are Hussainey and Freeman with citation counts of 1393 and 

1283 respectively. Moreover, Dhliwayo with 2 papers from South Africa had no 

citation and h-index among the top 10 influential authors. 

Out of 10 most productive authors, 4 are from United Kingdom institutions, Modell, 

Craig, Jack and Hussainey. Furthermore, three influential authors affiliated with 

United Kingdom institutions. The top remaining authors are from other institutions 

and countries in the USA, Canada, Malaysia and South Africa. This result is exciting 

because an author from South Africa with 2 papers did not receive either citation or 

h-index. 

Table 3 10 Most Productive and Influential Authors 

Authors Total 
Productions 

Total 
Citation 

H-
Index 

Country Institution 

Modell, S 4 1827 23 United 
Kingdom 

Alliance Manchester 
Business School 

Craig, R 3 2093 28 United 
Kingdom 

Durham University of 
Business School 

Jack, L 3 312 9 United 
Kingdom 

University of 
Portsmouth 

Brivot, M 2 204 8 Canada Universite Laval 
Bussin, 
M.H. R 

2 46 4 South Africa University of 
Johannesburg 

Dhliwayo, 
D. V 

2 0 0 South Africa University of Pretoria 

Freeman, M 2 1283 15 United State 
of America 

Townson University 

Himick, D 2 86 5 Canada University of Ottowa 

Hussainey, 
K 

2 1392 21 United 
Kingdom 

University of 
Portsmouth 

Kallamu, B. 
S 

2 10 1 Malaysia University of Putra 
Malaysia 

4.5 Authors cited journals. 

Table 4 shows lists of 10 most productive and influential authors who have 

contributed papers in the top selected journals on procedure agency theory 

integrating into accounting. The 24 articles from the 10 journals have publications 
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and citations in the related scientific field. The highest productive author has 4 

papers from AAA, EAR, AOS journals and ranked the second-highest cited author. 

However, the highest cited author Craig with 2093 (3apapers), did not have an article 

among the top listed journals. Besides this, Bussin and Dhliwayo also have no 

publications from any of the leading journals. It means that it could be acceptable 

among other journals. The remaining authors have quite a few published papers in 

the journals and citations, which is quite impressive. 

Concerning authors contributed to the top journals, AAA journal contains the highest 

publications of 4 and most cited  

Table 1, followed by EAR and AOS journals with 3 papers each from the top authors. 

The next relevant journals (COC and A R) have 1 article each with their authors 

included in 10 top productive and cited authors. Nevertheless, remaining five 

journals (CPA, AAFS, AABF, A, ABR) have no article from leading authors, meanwhile 

are included in the top sampled journals in  

Table 1. 

Table 4 Productive Authors in the 10 Journals of Agency theory in Accounting 

 TP TC CPA AAA AAFS AABF COC EAR A ABR AOS AR 

Modell, S 4 1827  1  -  1   1  
Craig, R 3 2093 - - - - - - - - - - 
Jack, L 3 312 - 2 - - - - - - - - 
Brivot, M 2 204 - - - - - 1 - - 1 - 
Bussin, M.H.R 2 46 - - - - - - - - - - 
DhliwayO, D.V 2 0 - - - - - - - - - - 
Freeman, M 2 1283 - 1 - - - - - - - - 
Himick, D 2 86 - - - - - 1 - - 1 - 
Hussainey, K 2 1392 - - - - - - - - - 1 
Kallamu, B.S 2 10 - -- - - 1 - - - - - 

4.6 Productive and influential institutions 

Another distinct feature of the bibliometric analysis is the institutions that are 

interested in the publications of the scientific field of research. Table 5 presents a list 

of the institution contributions in the number of publications, citations, and highly 

index. The study shows that the University of Manchester is the most productive 

institution. It has 10 publications,  ranked second highest cited institution with 97, 

and with the highest h-index of 6. After this, Alliance Manchester Business School is 

768



Journal of Accounting, Finance and Auditing Studies 7/1 (2021): 56-76 
 

 68 

the second most productive institution in terms of papers on the scientific field, of his 

9 publications ranked third cited institution with 93 counts, at the same time with 6 

h-index among the top. The University of Texas, the only institution from the USA, 

has 6 publications. Of these publications, it has received 109 citations, the highest 

among the top 10. It means the impacting factor from the articles is higher. The rest 

of the institutions next to it are the University of Utara, Victoria University of 

Melbourne, University de Minho and the University of Portsmouth have 5 papers 

each with corresponding citation and h-index. Tampereen University is among the 

least published institutions with no citation count, and it is probably new in Scopus. 

All the institutions are from the United Kingdom and have 4 out of the 10 top 

institutions. 

Table 5 The Most Productive and Influential Institutions 

Institution Country Total Production  Total Count  H-Index 

University of 
Manchester 

United 
Kingdom 

10 97 6 

Alliance Manchester 
Business School 

United 
Kingdom 

9 93 6 

University of Texas 
Austin 

United State of 
America 

6 109 3 

University Utara 
Malaysia 

Malaysia 5 6 2 

Victoria University of 
Melbourne 

Australia 5 52 5 

Universidade do Minho Portugal 5 16 2 
University of 
Portsmouth 

United 
Kingdom 

5 24 2 

University Sains 
Malaysia 

Malaysia 4 9 2 

University of Essex United 
Kingdom 

4 47 3 

Tampereen Yliopisto Finland 4 0 3 

4.7 Country analysis 

Table 6 presents a total of 10 countries of origin where the publications are studied. 

The objective is to see the volume of production and the most influential country 

because this reflects the importance of a country's contribution to the subjective 

matter. The United States of America(USA), a country with the most product, with 98 

publications, ranked highly impactful state with 1422 citation counts and indexed 19 

in the scientific field, far above the United Kingdom(U K) about 46% in terms of 
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publications, 106% in citations and 46.15% in h-index. Australia (38), China(25) and 

Malaysia(21) ranked chronological as the next in productivity. Other top countries 

among the list Canada and Germany, have 12 papers from each country, representing 

sixth in the line of publication. Same as in the case of France and Indonesia with 11 

articles found as countries with substantial publications. Italy ranked the least 

publisher on the scientific field and is among the rest countries with most impactful 

in the area of study. 

Table 6 The 10 Most Productive Country 

Country Total Production Total Citation H-Index 

United State of 
America 

98 1422 19 

United Kingdom 67 689 13 
Australia 38 343 11 
China 25 111 6 
Malaysia 21 53 4 
Canada 12 97 5 
Germany 12 69 6 
France 11 212 6 
Indonesia 11 6 2 
Italy 10 145 6 

4.8 Keywords used in agency theory in accounting 

Keywords are part of the choice of the authors to represent the content of the article, 

  be as general and ordinary as possible (Curty and Boccato, 2005; Comerio and 

Strozzi, 2019). They provide additional steps to assess the information flow and trace 

any scientific study(Madani and Weber, 2016). The top keywords found from Scopus, 

which have frequently used in 348 articles in accounting agency theory, are 

represented. It shows the number of occurrences authors have utilised in the 

reference. The Agency theory has significant influence in accounting as many have 

frequently related to the scientific field. Accounting also is trendy among the top 

keywords used comparing with the other keywords, except corporate governance. 

Agency theory and accounting have impactful influence over a decision as they 

ranked among the top three in the table. Besides, they have become a novel focus 

with the rising becoming famous for researchers as impressive is increasing in the 

publication from 2015-2019. 
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Table 7 10 Keywords Used 

Keywords Frequency Ranking 

Agency Theory 67 1 
Corporate Governance 49 2 
Accounting 19 3 
Agency 17 4 
Earning Management 15 5 
Firm Performance 15 5 
Accountability 11 6 
Human 11 6 
Institutionary Theory 11 6 
Ownership Structure 9 7 

5.0 Conclusion 

In conclusions, the bibliometric analysis shows various kind of academic research 

that has gone on viral in the subject area of agency theory in accounting. The study 

outcomes were from the Scopus database as it considered as the most productive 

repository. The development from authors, countries, institutions, and publications 

from articles received more attention. It anticipated that future research should 

continue to bring more uncovered areas and conducted research in other disciplines 

to get more empirical evidence for academic development. The study contributes to 

academics and practitioners about the newer method for researching using 

bibliometric analysis tools. 

The growth of the scientific field is receiving consideration substantially. The 

selected sample period started at 17 articles in 2010, and after that, it has 

consistently maintained publication moved to an average of 35 per year during the 

period 2010-2019. The result implies that researchers paid attention to the agency 

theory's impact in accounting though there were ups and downs(Figure 1). 

The development sees that out of 10 most top journals that published an article on 

the scientific field, CPA is the highest production of 10 publications. Besides, AAA is 

the leading influential journal among the top 10 in terms of citation count of 1001. It 

has interdisciplinary combinations, and AR gets the best h-index of 6.71 in the 

research field. These attributes further strengthen each journal's point to receive 

global recognition from academia (see  
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Table 1). Other journals received lower than 5 publications, even though receive 

substantial citation counts above 270-671.  

Focusing on the highly cited article, the highest received 92 citations for the most 

part referenced paper compare with others from AAA journal in 2012. The next 

leading articles that received high cited count happen in 2011 range from 43-52. 

Others received related citations, as shown in ( 

Table 2). 

In terms of the most productive and influential author, the analysis highlighted 

Modell with 4 papers as the most productive author, followed by 2 authors Craig and 

Jack with 3 articles each of the scientific field and 7 least authors with 2 papers each. 

Besides, Craig is the highest cited and highly indexed author among them,  

Table 3. Furthermore, 4 of the top authors are from the United Kingdom and have 

published most highly cited papers in the field. 

Another contributory to the research is top authors in the top identify journals. 

Modell has 3 publications, one each in the following journals AAA, EAR and AOS. 

Craig, highly cited and h-index author and other 3 authors, do not have any 

publications in the top journal in  

Table 4. 

The United Kingdom institutions have shown majority position in the production in 

the field understanding, the agency theory in accounting. The institutions apart from 

Texas Austin 109 cited counts is the second most influential ones shown in Table 5. 

They have 28 publications out of 57 papers in the top 10 institutions. Furthermore, it 

has many of the leading authors.  

The United States is the most dominant country in the scientific field in terms of 

article publication, highly influential nation, and very well indexed on the list. The 

position followed by the United Kingdom with 67 papers ranked second highest 

cited. Its impacting factor is remarkable compared to other countries whose 

contributions in the scientific field are not near them (Table 6). 
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Furthermore, another feature contribution to the scientific field is keywords. It 

emerges that 69 agency theory has been frequently cited and 19 times from 

accounting. It means that the subject is directly related to the subject area (. 

 

 

Table 7). 

This paper's main results are useful for obtaining, based on bibliometric data, a 

general overview of the state -of- the -art research regarding agency theory relation 

in accounting. It also directs future research efforts on innovation adoption by 

offering a broad understanding of using extant literature review and bibliometric 

analysis tools on the current trend of research in different contexts and disciplines. 

However, there are limitations which can offer for future directions. One of the 

study's obstacles was choosing the database. First of all, relevant and quality agency 

theory in accounting research performed beyond indexed journals that not included 

in the study. Second, the sample selection is limited to unique search keywords, and 

entries, although attempts to ensure that all related publications are selected. 

Thirdly, the citations represent the influence level of a paper, author or journal at a 

particular time. The citation count can increase considerably over time, representing 

different numbers and ranks. Finally, this study contains a general overview that can 

help clarify the scientific field of agency theory in accounting. Still, several other 

topics need to be taken into account to get a full picture of the art state. 

Future research into areas using visualisation of co-authorship network of countries 

and institutions, co-citation networks of publications and journals on the scientific 

field proposed. Moreover, studies can expand the scope by considering other types of 

review papers and documents to incorporate more detailed information for the study 

field. Besides, similar studies at future stages should continue to reveal the literature 

review trend on agency theory in accounting and track its continuing credibility and 

development. 
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Chapter 3 

Using Agency Theory to Model Cooperative 
Public Purchasing 

Cliff McCue and Eric Prier 
 

 

INTRODUCTION 

The operational linkages between government organizations, their 
purchasers and their suppliers are now recognized as important 
contributors to the success of government policy and decision-making.  
Although cooperative purchasing has been a topic of study for many 
years (Anderson & Macie, 1996; Goodwyn, 1976; Johnson, 1983; 
Knapp, 1969; Miller, 1937; Saloutos & Hicks, 1951; Taylor, 1953), 
researchers have only recently revisited issues related to cooperative 
public purchasing (CPP) in search of more clarification with respect to its 
theoretical underpinnings (Aylesworth, 2003; Tulip, 1999; Wooten, 
2003). Perhaps due to little theoretical direction and few standards to 
guide practice, there seems to be a lack of conceptual coherence within 
the cooperative purchasing literature to inform us concisely about what 
comprises cooperative procurement and its implications for public 
purchasing. Indeed, John Ramsay and Nigel Caldwell (2004) make a 
strong case that metaphors so often used can lead to misunderstanding 
the nature of interesting phenomenon. It is no different in public 
purchasing, as slight misconceptions about institutional goals and to 
whom one is accountable may in fact have significant organizational 
consequences. To help remedy this situation, this chapter provides a 
long-needed general framework in utilizing agency theory to analyze, 
define, and theoretically model cooperative public purchasing. 

A theory of CPP is needed for at least two reasons.  First, a theory in 
this area can help all stakeholders in public procurement better 
understand the role they play in providing incentives for utilizing 
cooperatives in purchasing decisions. For example, the limited amount 
of extant research indicates that the term itself is conceptually muddled. 
 Without a systematic theory to offer guiding principles for the 
phenomena called cooperative purchasing, the imprecise cognitive 
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images bandied about by practitioners and academics are merely that 
ambiguous notions of purchasing mechanisms that appear to be related 
in some way.  Thus, consistent with the claims of academics that all 
theoretical perspectives have value (O’Toole, 1995; Terry, 1999), 
development of a theory of cooperative purchasing is useful if one wants 
to explain, predict and understand behavior concerning the intent, 
purpose, and actual use of cooperatives in procurement. 

A second reason why theory is needed in this area relates to the first 
point: without a unified model, observers and practitioners alike must 
remain content with various depictions that appear to be cooperative 
purchasing. In fact, the small amount of research in this area is by its 
nature, merely informative. Without axiomatic and generalizable 
principles, practitioners, policymakers, and academia must make 
prescriptive recommendations without understanding the numerous 
potential consequences of engaging in CPP, or whether one model of 
CPP is better than another. This chapter is a first attempt to justify the 
use of specific conceptual terms which can structure these long-needed 
organizing principles, while providing direction to practitioners. 

Given what is known about cooperative public purchasing at this 
critical point, agency theory holds considerable promise in connecting 
empirical observation to a generalizable theory of cooperative 
purchasing.  Besides contributing new ways to approaching old 
problems, agency theory can help explain the purchasing incentives of 
individual purchasers by modeling their underlying motivations and 
clarifying the needs and goals of the stakeholders who support the 
cooperative purchasing process. In turn, this knowledge may be helpful 
in offering fundamental guidance to organizations that wish to transition 
from operational to strategic purchasing. 

The current chapter is broken down into three sections. The first 
section discusses agency theory and its usefulness in modeling CPP, 
and briefly argues the need for conceptual clarity. The second segment 
explicates specific terms, definitions, and concepts that will be used to 
build three models of cooperative public purchasing within the context of 
agency theory. The third and final part discusses the strengths and 
weaknesses of the theory before laying out a research agenda based 
upon the models offered here. 
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AGENCY THEORY 

According to Jensen and Meckling (1976, p. 308), an agency 
relationship is “a contract under which one or more persons (principals) 
engages another person (the agent) to perform some service on their 
behalf which involves delegating some decision-making authority to the 
agent.”1 When executing the tasks within the principal-agent 
relationship, the agent must choose actions that have consequences for 
both the principal and the agent.2 Since these outcomes can be either 
negative or positive for each of the actors, the chosen action of the 
agent affects the welfare of both. The principal-agent relationship is 
often forged because the agent possesses a greater abundance of the 
needed skills, abilities, and/or time to perform the desired activities. 
Inevitably, however, there are several problems for the principal in 
governing the relationship with the agent, the first of which involves 
choosing an appropriate agent.    

Consistent with the tenets of agency theory, the view adopted here 
assumes that agents, purchasing officials, are rational, self-interested 
utility maximizers. However, it is not assumed that these agents behave 
selfishly and do so with guile. In other words, slightly contrary to 
Williamson’s (1985) transaction cost economics framework, although it 
is assumed that people are opportunistic in the sense that they may 
shirk in a self-interested manner by trying to minimize effort if it fulfills 
their needs, it is not assumed that they will willingly misrepresent or lie 
about that effort.  More to the point, it is merely assumed that the 
principal and agent do not share the same levels of information, and as 
such, the agent can opportunistically take advantage of the situation, 
sometimes to the detriment of the principal. This latter situation is 
known as moral hazard and is often the result of asymmetric 
information.3

Asymmetric Information 

Agency theory in economics has long been concerned with the 
issues of control that arise as a result of information asymmetries 
between agents delegated to maximize the welfare of the principals who 
contracted with them (see especially Ross [1973]; Jensen and Meckling 
[1976]). In general, all principal-agent relationships are plagued by 
uncertainty uncertainty not only in the level of an agent’s knowledge, 
skills and abilities, but also in both the way the agent’s action gets 
transformed into the output and whether or not the agent is acting in the 
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principal’s best interest. This uncertainty is the result of the 
advantageous differential in knowledge held by the agent about his or 
her own actions in serving the principal. This difference is information 
asymmetry, and it is a third problem for the principal in governing the 
relationship with the agent.  

Although under normal circumstances both the principal and the 
agent can observe the outcome, it is often the case that the principal 
cannot or does not observe the agent’s specific action, effort, or capacity 
to perform all of which are supposed to obtain the outcome favored by 
the principal.4 However, one must be cognizant that the agent not only 
observes her own action, but also may have knowledge not possessed 
by the principal about other factors that lead to the outcome. This 
information asymmetry describes the inability of the principal to properly 
assess the extent to which the agent chooses an action that coincides 
with the principal’s best interests. As such, there can be little doubt that 
asymmetric information permeates the principal-agent relationship. For 
example, consider the case where a cooperative is used to purchase 
police vehicles. During the vendor selection process, purchasers may 
become aware of information that could potentially bias who would be 
selected in their own organization, such as satisfying local preferences, 
but given the nature of the cooperative, the agents do not divulge this 
information to their principals. The principals, on the other hand, may 
wish that a particular vendor be selected, so they reject the selection 
offered by the cooperative. 

Not only do the actions or inactions of both the agent and principal 
influence the outcome, but also there are random factors, beyond the 
control of either the principal or the agent (which influence the 
outcome). Moreover, there are costs borne by the agent in performing 
the action, and by the principal in providing compensation in addition to 
the costs of monitoring the behavior of the agent. As such, these tools of 
agency theory are an appropriate lens by which to model cooperative 
public purchasing for at least three reasons.  First, the nomenclature 
developed here can apply to both public and private cooperatives in a 
way that makes comparison easier between organizations in the two 
sectors, especially in identifying motivational similarities and 
differences.  

Second but just as important, it is easy to see how there is a chain of 
agency relationships in cooperatives that may impact the nature of 
purchasing.5   For example, procurement officials typically are employed 
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by each of the organizations who wish to cooperate, even while the 
cooperative association itself may or may not have a separate purchaser 
for the collective enterprise.  Depending upon the rules, procedures, and 
by-laws of the cooperative agreements, there may be differential 
incentives for purchasers at various levels to utilize cooperatives that 
may not be apparent without the aid of agency theory.  

Since CPP can be thought of as a chain of agency relationships 
similar to the contractual relations found within the economic firm, 
valuable questions arise as to the best way to organize the stakeholder 
relationships in public procurement. Ronald Coase (1937) was the first 
to reformulate the notion of the firm in orthodox economic theory from 
that conceived as a “black box” that transforms inputs (resources) into 
outputs (production). Instead, he conceived it as the neoclassical 
economics perspective of a system of relationships which directs 
production. This implies that a firm is more efficient at aligning 
resources with outputs than is the market. As Harold Demsetz (1983, p. 
377) observes, “it is a mistake to confuse the firm of economic theory 
with its real world namesake. The chief mission of neoclassical 
economics is to understand how the price system coordinates the use of 
resources, not the inner workings of real firms.” Similar to Coasian 
economics, procurement can be arranged through the market and 
regulated by the price mechanism with all of its attendant hidden costs 
to the procurement official, or the exchange transactions of procurement 
can be vertically integrated and ordered through the firm in a hierarchy 
where purchasing is integrated with the needs for the same products by 
other principals (and as we shall see, their agents). 

This theoretical difference between market and hierarchy is not 
completely esoteric because the issues surrounding why exchanges take 
place in a market or under a firm is similar to discerning why 
procurement officials choose to cooperatively buy.  Clearly it is not 
costless to find a good cooperative to use, and it is important to 
understand what benefits accrue to procurement officials and their 
principals to explain why they take on the additional costs associated 
with utilizing CPP. Thus agency theory can expose the motivations of 
stakeholders in public procurement.  

As mentioned previously, agency theory and its embedded theory of 
incentives generally assumes that actions and efforts are normally 
unverifiable, while outcomes are generally known and confirmable (Dixit, 
2002, p. 713). In terms of CPP, the effort of the procurement official is 
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verified only when the outcome (the purchase) is obtained. However, it 
will be shown that the action, as opposed to the outcome, may not be 
readily distinguished by the stakeholders. Consider that although the 
procurement official might believe that the actual purchase is an 
“outcome,” the purchase is merely considered an “action” from the 
viewpoint of the stakeholder for whom the purchase was made. In other 
words, the level of analysis is important in determining what behavior is 
an “action” as opposed to an “outcome.” 

The third reason why agency theory is a fruitful method for modeling 
cooperative public purchasing is that it helps to identify the various 
incentives of the stakeholders. By clarifying the opportunities and 
constraints they face, hope is engendered that efficiency, effectiveness, 
and accountability will be increased.  

LEVELS OF ANALYSIS 

Models are simple approximations of a given phenomenon, and 
when examining and modeling public purchasing cooperatives, the level 
of analysis is extremely important in determining the conceptual 
attributes of interest.  For example, cooperatives can be defined on at 
least four levels. At one level, the independent government entities 
engaged in cooperative purchasing would be the focus.  These entities 
are termed public cooperative affiliates (PCA), and they comprise the 
members of the cooperative.  At this organizational level, it is assumed 
that government entities require purchasing departments and 
organizational personnel to coordinate their purchasing activities in a 
way that is relevant to each PCA participating in the cooperative. At this 
level of analysis, the government itself is the principal that relies on both 
the purchasing departments and the purchasing officials who are the 
focus of the next level.  

At another level, even the individual purchasers within those 
government agencies could be the effective unit of analysis.  In this way 
of thinking, the public purchasers would be interdependent actors who 
are asymmetrically informed about the costs, benefits, and management 
of the cooperative enterprise, and it may be that they each have 
different motivations for utilizing cooperative purchasing.  This suggests 
that purchasing officials might shirk their responsibilities to citizens, 
government, or their own purchasing department by diminishing effort or 
transferring effort to the cooperative. Moreover, some might be 
prohibited from exploiting CPP or directed to utilize a particular 
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cooperative organization for its purchasing needs, while others may 
have discretion in deciding if and when a cooperative is used.  Still 
others may join a cooperative for some types of purchases and not for 
others. 

At a more holistic level, the cooperative as a whole can be modeled 
as the unit of analysis. This would consist of the cooperative enterprise, 
the PCAs, and the organizational charter or the legal covenants 
governing cooperative public purchasing.  These latter elements of the 
model are referred to as the cooperative public purchasing agreements 
(CPPAs), and at a minimum they should delineate four elements of the 
cooperative including: identifying who does the negotiating and buying 
(e.g., hereafter called the mechanism of purchasing); formalizing the 
organizational and institutional contours of the cooperative enterprise; 
specifying the dues paid by the PCAs for maintaining the CPPA; and 
outlining the relationship of the public cooperative affiliates to each 
other.  Consequently, even though cooperatives are composed of 
bureaucratic organizations and individuals, this view sees the 
cooperative as a corporate body where the cooperative interacts intra-
organizationally and with other entities in its environment. In other 
words, the entire cooperative integrates the agreements outlining the 
complete relationship of component members (PCAs) to the cooperative 
enterprise and its organization (if there is one).   

In this attempt to model cooperative public purchasing at this level, 
what becomes important is not only understanding the interdependency 
among participating PCA members, but also determining CPPA 
organizational responsiveness, transparency, and alignment of goals 
with member PCAs by ascertaining the negotiation and purchasing 
procedures for the CPPA. Finally, one could model and define 
cooperative public purchasing in terms of the social system whereby 
citizens, businesses, governments, and all potential vendors and 
suppliers could be mapped into a supply line, network, or web that 
focuses on modeling how the cooperative interacts with these and other 
societal stakeholders. At this level, there are numerous layers of agency 
and common agency. 

THE MODELS 

A simple principal-agent theory of cooperative public purchasing is a 
powerful tool to view cooperative purchasing arrangements because it 
can be used to study purchasing process outcomes, stakeholder 
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behavior, information dissemination, decision-making, and 
accountability in cooperative arrangements.  According to the underlying 
theory of the models, the principal is a stakeholder that retains a person 
or organization to undertake a specific task and serve a particular 
functional role within cooperative public purchasing.  In turn, the person 
or organization delegated to manage these responsibilities on behalf of 
the principal is the agent. 

Although operationally, practitioners and theoreticians are most 
interested in the mechanism by which goods and services are purchased 
and the relationship of the affiliates (PCAs) to one another, there may be 
other considerations.  For example, they might also want to know about 
how title passes from supplier to purchaser, the scope of purchases by 
the cooperative agreement (i.e., single-purpose or multi-purpose), the 
determination of the sharing of expenses, contracting issues such as the 
procedures for negotiating purchases, and questions about ownership of 
the cooperative (if there is ownership). However, for the sake of 
parsimony, two cooperative purchasing dimensions which appear to be 
basic elements of all cooperatives are discussed herein, and they are 
the mechanism of purchasing the actual goods and services, and the 
relationship of the affiliates (PCAs) to each other. If the mechanism of 
purchasing is located in an organ external of the cooperative itself, is it 
for-profit or non-profit? These are some issues to be explored.6

At its most elemental level, the model of public purchasing in 
representative democracies is depicted in Figure 1, suggesting a very 
simple model of a principal-agent hierarchy for purchasers in the public 
sector.  It is assumed that government exists for the benefits of its 
citizens and thus is the agent of the people, the beginning and original 
principals.  Moreover, it indicates that various government entities fulfill 
their own purchasing needs by utilizing their respective purchasing 
departments.7 Thus, the departments become agents of the government 
entity, and the government entity is an agent of the citizens. However, 
there is a third level of agency depicted in this chain of agency, and it 
consists of the purchasing department employees (labeled purchaser) 
who become direct agents of their respective departments and indirect 
agents of both the government entities and of citizens. 

One might quibble that this model of public purchasing may appear 
to be too reductionistic, but it is useful by suggesting at least three 
significant characteristics of public purchasing.  First, it is obvious that 
even a denuded representation like that shown in Figure 1 reveals 
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several layers of agency that are not readily apparent from casual 
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observation.  However, it is obvious that there is a chain of agency where 
at any given node of agency relation, there are multiple principals for 
whom the agent has a fiducial responsibility. In turn, this suggests that 
purchasing decisions may be more complex than generally recognized in 
the literature. A second reason this theory is important is that it 
illustrates the ambiguous nature of common agency in the public sector. 
No matter if it is conceived as delegated or intrinsic, when public 
purchasing decisions are made, the purchasing agent takes on fiduciary 
responsibilities of multiple and perhaps conflicting principals. 

In Figure 1, consider who and what comprise the group called 
citizens. If it is assumed that they are domestic providers, this group 
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would also include the vendors and suppliers themselves with whom the 
purchasers at the bottom are contracting.  Given that there are social 
goals beyond mere economics that are thought to be important when 
procuring public goods and services, the murkiness with which the 
public purchasing role can be viewed is considerable. Take, for instance, 
a common situation where a local government has a preference policy to 
buy locally whenever feasible. When this happens, it is difficult for the 
public to gauge the objectives and success of the purchase, because 
buying locally may pressure procurement costs upward, which might 
mitigate the goal of lowest cost, best value, or other efficiency goals. As 
a result, issues of public control and accountability emerge, especially 
when government agencies are pursuing multiple missions and there is 
a fuzziness surrounding public objectives (Dewatripont, Jewitt & Tirole, 
1999).  

Undeterred by the problems of common agency, economists have 
modeled organized interests as the principal and government as the 
agent (Grossman & Helpman, 1996, p. 753), and it is often supposed 
that interest groups or private corporations can asymmetrically bias 
public policy in their direction (Becker, 1983; Faith, Leavens & Tollison, 
1982; Lohmann, 1998).  But just as citizens do not universally agree on 
many goals, various governments can also have competing goals with 
one another.  For example, the state legislature may have the immediate 
goal of lower taxes while some localities under its jurisdiction may want 
additional goods and services, yet they may be restricted by state 
regulation from taxing to provide for them.  Nonetheless, although the 
people living in these cities are citizens of those municipalities, they are 
also citizens of the state.  Assuming that these city-dwellers want the 
increase in services, the problem of common agency for a purchasing 
official becomes one of deciding which goal is more important – an often 
non-obvious choice. 

The theory further suggests that whether or not these entities are of 
the same government (e.g., agencies within the same government) or 
represent different governments, the figure leaves open the potential 
that government entities may or may not have similar goals. 
Consequently, the agency relationships modeled here suggest that 
governments, if not outright competitive, could be at cross-purposes so 
that there may be times when cooperative public purchasing is not 
mutually advantageous.  An example is when the U.S. General Services 
Administration (GSA) will restrict the availability of goods and services 
from the supply schedule if, when left open to be used by other entities, 
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the use of the schedule results in lower supply or higher prices for the 
U.S. government. In other words, if the federal government is adversely 
affected by other entities procuring material through its supply schedule, 
the available supply schedule will be shrunk by the federal government 
to capture the savings under the schedule. In summary, Figure 1 makes 
clear that for any purchasing decision, the multiple layers of principals 
and agents make organizational responsiveness and maintaining 
transparency difficult.  

Before offering some specific models of cooperative public 
purchasing, there are other issues suggested by the simple model in 
Figure 1, because there are fundamental questions concerning how one 
should model the economics associated with public procurement 
(Demsetz, 1971; Telser, 1969; also see Lloyd [2000] on symptoms and 
treatments of contracting pathologies).  For example, although it may be 
a major factor in obtaining cooperative public purchasing agreements, 
attempting to control and reduce production costs may be less 
important than the demand schedules or policy preferences of citizens.   

In other words, it is often unknown how marginal price costs 
associated with publicly procured goods and services might impact the 
amount of purchased materials, and hence, the costs paid by public 
purchasers for those goods and services obtained through cooperative 
agreements. It may be that public pressures for a particular course of 
action requiring large purchase orders may override the rational cost-
benefit calculus of the decision. Yet due to the fog of agency layers, it is 
difficult to either reward or punish this type of behavior. Consequently, 
based upon how one models cooperative public purchasing, seemingly 
innocuous decisions may take on added import.  Consider the case 
when bidders and buyers’ cooperatives are competing. Since they must 
estimate demand because the true demand is often unknown, this can 
lead to economic inefficiencies.  However when one models public 
purchasing as if market or individual demand is known with certainty, it 
is not difficult to arrive at an economically efficient solution.  These two 
circumstances have direct consequences for cooperative public 
purchasing. 

Again, take the case of the GSA. If so many entities are using the 
federal schedule, the implication is that there is purchasing certainty 
and thus economic efficiency.  Yet if entities can opt out on individual 
purchases in an a la carte manner, inefficiencies are introduced due to 
demand uncertainty.  What is more, it may be that the benefits of 
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entering into a cooperative agreement may be asymmetrically 
distributed across not only the PCAs themselves, but also across their 
constituents, and this might include some potential suppliers.  Thus, this 
should be but one element of the contractual obligations of the PCAs, 
and it should be precisely outlined in the agreement. 

Indeed this realization is consistent with a U.S. Government 
Accounting Office (GAO, 1997) report which found that the effect of 
cooperative purchasing on industry providers and small businesses is 
likely to vary, and as the reinventing government movement advances, 
the problems of estimation are likely to become more complex.  
Moreover, geographic proximity of the cooperative public purchaser to 
the goods and service providers surely asymmetrically impacts the 
bottom line of the providers.  Thus, the economies of transport costs are 
differentially enjoyed unless the cooperative agreement distributes the 
costs equally among the member affiliates.  This helps to explain why a 
PCA may want to buy locally and in the GSA example mentioned above, 
why uncertainty and thus inefficiencies are introduced into cooperative 
public purchasing. 

In terms of CPP, when one more clearly models and thus 
understands the principal-agent relationships associated with the PCAs, 
policymakers can more efficiently pursue clarified goals which are likely 
to result in significant savings of assets, resources, time and effort.  
Identifying rival providers, rival bidders, and potential non-rival partners 
can lead to cooperative agreements that make sense for all parties, 
while helping to fortify public purchasing. Thus, the models offered here 
will clarify relationships among institutions and individuals involved in 
cooperative public purchasing. 

Buyer Model 

Figure 2 specifies a principal-agent model of cooperative public 
purchasing labeled the Buyer model.  Under this system, the PCAs 
choose to promulgate a cooperative public purchasing agreement 
(labeled CPPA) which specifies that an administrative bureaucratic organ 
(labeled CPPA Enterprise) will be created to carry out the mandates of 
the CPPA.  Charged with fulfilling this role, the CPPA enterprise itself 
hires individuals (labeled purchaser) to negotiate purchases and 
contracts for the membership.  One example of the Buyer model is the 
Educational and Institutional Cooperative Service, Inc., which is a non-
profit buying cooperative owned by more than 1,500 member-PCAs.8

789



Chapter 3: USING AGENCY THEORY TO MODEL COOPERATIVE PUBLIC PURCHASING 57  
 

FIGURE 2 
Buyer Model of Cooperative Public Purchasing 
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There are several characteristics worthy of discussion in this simple 
Buyer model.  First, even after excluding the citizens and the purchasing 
departments within the PCAs themselves, which adds additional layers 
of agency, the configuration readily shows the chain of agency just at the 
cooperative level.  For example, the member-PCAs that coalesce around 
the CPPA utilize the enterprise as its agent, which in turn utilizes another 
agent (the purchaser).  Thus, the purchaser becomes an indirect agent 
two steps removed from the original principals in the model! In this 
circumstance, issues of citizen accountability and control arise because 
the ultimate goal that is supposed to be served by the purchaser may be 
convoluted and recast as it moves through the chain. Under these 
conditions, the agent is the purchaser of the cooperative, and the 
principals are the various participants in the cooperative typically a 
public purchasing agent from one government. 

A second quality of the Buyer pattern of public purchasing has to do 
with the relationship between PCA’s.  The dotted line represents the 
possibility of a vertical public purchasing agreement, which describes 
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the relationship of the affiliates to each other.9 Vertical public 
purchasing agreements are the legal covenants governing cooperative 
public purchasing where at least some of the members to the 
agreements (PCAs) are hierarchically ordered. This means that one PCA 
possesses the ability to limit another PCA from participation. An example 
is an agreement between a state and its localities such as that shown 
here.  In this case, the state can compel local governments under its 
jurisdiction to purchase from the CPPA entity, and thus can dictate to the 
locality PCAs what it may and may not purchase. Under these 
circumstances, the muddle of common agency is amplified to further 
diminish transparency and accountability. 

However, vertical agreements are different from horizontal public 
purchasing agreements.  The latter CPPAs describe the legal covenants 
for member PCAs that are the same type of legal entities or when 
member PCAs have the same legal status.  Examples include a CPPA 
with PCAs composed of states without their localities, or a CPPA with 
both states and the national government comprising the PCAs.  This 
means that since each PCA has equal legal stature, the likelihood of 
coercive enjoinment is diminished. Thus, in vertical CPPAs, one or more 
members to the agreement have a subsidiary legal status inferior to 
other members and may be forced to join against their will.  In Figure 2, 
this is depicted by the locality PCA being inferior to the state PCA. 

So what does this demonstrate?  Focusing on just the vertical 
relationship, the Buyer model implies that the dictatorial aspect of 
vertical public purchasing agreements may harbor the potential for 
distortion of purchases carried out by subservient PCAs.  Consider that 
because cities and counties often wish to secure local suppliers to help 
in carrying out policies related to economic development, minority 
preferences, and economic efficiencies, a mandate to partake in a 
vertical public purchasing agreement might have the effect of distorting 
local purchasing contracts, especially toward larger suppliers usually 
found at a higher governmental level.  Although there might be economic 
gains captured through economies of scale, the distortion of these other 
local goals may be unwanted and in fact might produce significant 
unintended consequences that remain invisible or negligible at the 
higher level. Thus, the Buyer model can help determine rivals, 
subsidiaries, and mutual partners. However, as Figure 3 will show, it is 
not the only theoretical paradigm of cooperative public purchasing. 

FIGURE 3 
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Piggyback Model of Cooperative Public Purchasing 
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Piggyback Model 

A second option for government entities to engage in CPP is to 
procure through an existing public cooperative affiliate (PCA) that has 
the means or expertise to buy in bulk and will then negotiate contracts 
for the other PCAs who are parties to the same agreement.  This 
relationship is depicted in Figure 3.  Prominent examples of this are 
when localities utilize interlocal agreements or when states use the U.S. 
federal GSA schedule.10  The GSA schedule is an internal buying organ of 
the federal government for its departments and agencies.  The GSA also 
allows states, localities, tribes and other entities to use its purchasing 
schedule.  In this way, a public cooperative affiliate is used by other 
parties to the cooperative purchasing agreement when they use a 
piggyback approach to obtain goods and services.  

There are three important details in the Piggyback model depicted in 
Figure 3.  The first refers to the lack of a CPPA enterprise like that found 
in the Buyer model.  This means that the cooperative public purchasing 
agreement has no separate administrative organization outside of the 
member PCAs. A second point about the Piggyback model centers on the 
relationship between the national PCA and the other PCA members.  
Notice that the linkage between the national PCA and the CPPA is bi-
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directional.  This suggests the possibility that the national PCA might 
simultaneously be both a principal for the CPPA (as a member) and an 
agent of the CPPA (as a buyer). In turn, this may imply that the incentives 
of the principals and agents in this model may be exhaustively aligned.  
Outside the scope of this chapter, such a possibility is a clarion call for 
future research in this area. 

A third point to make about the Piggyback approach concerns the 
possibility that other PCAs could buy piggybacked depending upon the 
commodity or service being purchased.  Consider the feasibility that 
although Figure 3 indicates that the national PCA is the only purchaser, 
there is the potential for conceiving of a meta-Piggyback model where 
each PCA brings unique commodity or service technocratic expertise to 
the group, which results in economies of scale such as those found in 
electrical cooperatives.  Thus, the simultaneity depicted between the 
national PCA and the CPPA shown here might apply to other PCAs as 
well.  This leads to the final model of cooperative public purchasing. 

Broker Model 

Agency theory prompts consideration of the hypothetical case when 
a cooperative agreement exploits an organization external of the CPPA 
structure to make purchases for the membership.  Like the Buyer and 
Piggyback models depicted in Figures 2 and 3, a Broker agreement 
(shown in Figure 4) can also have PCAs that are vertically or horizontally 
ranked as denoted by the dotted line from the state PCA to the local 
PCA.  However, the layers of agency make clear that the organ directly 
charged with purchasing for the group is outside the direct control of the 
CPPA and its enterprise, and this may introduce principal-agent 
pathologies such as moral hazard and higher information asymmetries 
that may be lower in the Buyer or Piggyback paradigms. 

Leaving the issue of pathologies aside for the moment, the Broker model 
appears to imply a potential for issues which might emanate from the 
contractual flow of goods and services, issues of ownership, and how 
the purchaser obtains title of the goods and services.   

Dependent upon the role of the Broker in these activities, the 
consequences could be momentous.  For example, if the Broker takes 
title first and acts as an agent of the PCAs, in a very real sense, the 
Broker acts as an indirect agent by selling to the PCAs.  
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FIGURE 4 
Broker Model of Cooperative Public Purchasing 
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In contrast, under a framework of direct agency, the PCAs who are 
not the Broker contract directly with the supplier, but on the basis of 
prices, specifications, and terms negotiated by the Broker.  This means 
that the PCAs contract with, and take title directly from, the supply 
source. Under these circumstances, the Broker merely acts as a buying 
agent for parties to the cooperative agreements and to cover its costs, 
may obtain a commission for its services which might cover the staff and 
operations budget of the Broker and the outlays associated with the 
cooperative public purchasing agreement (CPPA) and its enterprise.11

Although these considerations may also be present in the Buyer and 
Piggyback models, the Broker system highlights the options available 
and their potential consequences for adopting one method of 
purchasing over another. The Broker model also highlights other issues. 
For example, it is not self-evident why a government entity would join a 
CPPA that utilizes a Broker.  Perhaps the answer may be that the CPPA 
can provide other benefits to its affiliates beyond lowest price (e.g., 
expediency, political neutrality, and networking).  Indeed, even a private 
for-profit Broker may be a powerful organization, which through 
experience, can leverage the purchasing power of its customer CPPAs.  
Moreover, it is the private Broker that nurtures vendor relationships, 
provides expertise, streamlines the bidding and purchasing process, and 
probably provides a single contract to its customers.  If these obligations 
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were to be carried out under Buyer or Piggyback conditions, the purpose 
of the CPPA (networking) may in fact be mitigated.  For these and other 
reasons, CPPAs that utilize a Broker can be justified on defensible 
grounds, but only when there is a clear goal that is being met.  That goal 
can be delineated by agency theory. 

Indeed, there appears to be an example of the Broker model in 
Novation, LLC., which is a supply services company to the health care 
industry based in Irving, Texas.  Novation has more than 2,400 
“members” that include, among others, an alliance of not-for-profit 
hospitals and academic health centers. Another example of this model 
might be U.S. Communities. U.S. Communities bills itself as a 
“Purchasing Alliance” that is a nonprofit public benefit corporation 
whose sponsors include various associations and extra-governmental 
organizations like the National Institute of Governmental Purchasing, 
National Association of Counties, the National League of Cities, and the 
United States Conference of Mayors. As a broker, U.S. Communities acts 
as an agent for the particular state and local governments purchasing 
through the alliance, yet the state and local governments have no direct 
impact on how things are purchased through the alliance. 

DEFINITION OF COOPERATIVE PUBLIC PURCHASING 

Having reviewed the three agency models depicted in Figures 2 
through 4, one may be left wondering, what exactly is a public 
cooperative?  Do the PCAs, the CPPA, the CPPA enterprise, the Broker, 
the purchaser, or all of these together comprise a public purchasing 
cooperative arena? Can one or more elements be excluded while still 
remaining true to the concept of a public purchasing cooperative 
arrangement?  Conceptually, Figures 2, 3 and 4 offer some insight to 
answer these questions by specifying the chain of agency linkages from 
PCAs to the final purchaser for the CPPA.  It is clear from the three 
models that in general, the common elements of all public purchasing 
cooperatives are the PCAs and the CPPA, but the departures between 
the models lead to the following comprehensive definition of a public 
purchasing cooperative:  

a public purchasing cooperative consists of a collaborative 
agreement between two or more governmental entities that 
funnel organizational and monetary resources into a purchasing 
syndicate which guides, regulates, and sanctions the conduct of 
the cooperative purchasing agent.  Membership may be 
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voluntary or compulsory based upon the horizontal or vertical 
relationship of the affiliates.   

To many this may be seen as merely re-describing examples of 
public cooperatives, especially in Figures 2 through 4.  However, this is 
not the case for a very substantial reason. 

Consider that knowledge is generated either through inductive or 
deductive processes.  Because of this, some readers may validly believe 
that the term “cooperative public purchasing” should be clearly 
conceptualized early in any research endeavor, but that would be 
committing what has been claimed from the outset, namely, both 
observation and theory should drive the understanding of cooperative 
public purchasing.  To rely only on observation is to remain normatively 
prescriptive without rational or logical justification.  Thus, agency theory 
is the metaphorical glue that holds together the elements of cooperative 
purchasing by offering a framework for analysis, interpretation, and 
definitional clarification. 

DISCUSSION 

Each of the models, especially Figure 1, treats some elements as 
“black boxes,” (e.g., government entities are comprised of the 
purchasing departments and staffed by procurement officials). Using 
both inductive and deductive means, this chapter identifies crucial 
concepts and how they relate by presenting three models of cooperative 
public purchasing.  Agency theory provides a framework to model the 
stakeholders in the cooperative public purchasing process, as well as 
introducing key terms that can be used by practitioners and academics 
alike. It is hoped that the models outlined here will lay the groundwork 
for future theoretical and practical work which might lead to a greater 
understanding of incentives for potential gains and hazards of engaging 
in specific types of cooperative public purchasing arrangements.  As a 
result, cost-benefit analyses will be enhanced, leading to more effective 
long-range strategic planning by purchasers. 

Developing a theory in cooperative public purchasing is important for 
several reasons. The theory elaborated here conceives of purchasing in 
a new and different way which can explain some counterintuitive 
incentives faced by public purchasing stakeholders.  Because of this, 
theory can help to predict the behavior of stakeholders in terms that 
make rational assessment easier. In turn, this will clarify the needs and 
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goals of government entities in a way that encourages governments and 
other public organizations to design and adopt the most beneficial types 
of cooperative agreements given their economic and political needs in 
procurement.  Obviously, this leads to a research agenda which seeks to 
untangle under what circumstances the models outlined here are useful. 

One of the most surprising findings of this study was the realization 
that there is a chain of agency involved in any public purchase.  The 
existence of these layers of agency might explain why public purchasers 
often feel pulled in different directions by trying to serve multiple 
masters.  Unlike purchasers found in the private sector, public 
purchasers face a myriad of divided loyalties based upon the presence 
of both immediate and extended principals whose goals are often in 
conflict.  Sensing that they have divided loyalties, they feel caught 
between competing demands for their time and efforts, yet they do not 
fully understand their predicament nor do they have a solution to this 
malaise. One should remember that in the private sector, there is one 
over-riding goal, and that is to maximize profit.  However, in the public 
sphere, no such fundamental objective is clear in every case.  To take 
but one example, “good government” can mean many different things to 
different principals, and to a great extent, the ambiguity of how to 
operationalize “good government” in public purchasing remains elusive. 
 This chapter presents a theory that brings about a greater awareness of 
this situation so that purchasers might become more efficient in serving 
their stakeholders in and out of government. 

Applying agency theory to CPP allows one to see the potential for 
adverse selection in several areas. Returning to Figure 1, due to 
informational asymmetries, there can be the wrong candidates elected 
to public office due to the rational ignorance of voters and the superficial 
campaign techniques so prevalent today (Prier, 2003). In turn, they may 
advocate the wrong procurement policies. It may be that procurement 
officials with the wrong sets of skills to knowledgeably engage in CPP 
populate purchasing divisions. If they have the right skill sets, they may 
be utilizing the wrong CPP for the objectives of their principals. All of 
these instances flow from an understanding of adverse selection 
embedded in agency theory. 

Agency theory may also hold promise for modeling 
intergovernmental contracting, which is the leveraging of assets by 
cooperating with public agencies to provide goods and services to 
constituent end-users.  Because a fee is paid by one government to 
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another for the provision of services, it might be considered a form of 
cooperative purchasing (possibly a Piggyback).  If this is the case, what 
are the advantages and traps of thinking about intergovernmental 
contracting as a cooperative agreement?  Furthermore, what are the 
legal and ethical implications for structuring a cooperative agreement in 
this way? 

There are other questions evoked by this study.  What are the 
motivations for joining cooperative public purchasing agreements?  Is it 
merely economies of scale, or is it the opportunities to network or 
streamline administrative functions? Is there an impact on individual 
member affiliates if the agreement allows members to choose goods 
and services a lá carte?  Furthermore, are specific cooperative 
agreements better for some entities than others, or is the choice of 
appropriate agreements contingent upon individual circumstances?  
Indeed, what characterizes a good cooperative, and under what 
circumstances are various cooperative models functionally appropriate? 
 In practice, are principal-agent pathologies endemic to one model and 
not others? If one believes that cooperative arrangements should follow 
many of the principles suggested by both the International Association of 
Cooperatives and the National Business Cooperative Association, there 
are potential violations of these principles in practice. They may be 
justified, because there may be reasons for exceptions.  For example, 
although cooperative enterprises are believed to require ownership by 
independent and autonomous members with membership being open 
and voluntary, vertical relationships among PCAs may purposefully 
violate these expectations depending on the goals of each PCA. 

The schema presented here presses organizations to decipher their 
immediate and long-term goals.  Consider that at this juncture, it is 
unclear whether joining a cooperative serves an operational or strategic 
function or both, and without a substantive rule to judge the validity of 
any of these assertions, one cannot identify the differences between 
behaviors that are operational or strategic. This chapter is a first step in 
that direction. 

It should be remembered that testable hypotheses are needed to 
determine if purchasers’ decisions are aligned with policymakers’ 
desires, and without a theory on which to base the propositions, 
practitioners and academics are left to random claims of descriptive 
tendencies.  Whether or not the theory and models offered here are 
valuable is left to the reader to decide.  However, they are proffered with 
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the strong conviction that to continue the trend toward cooperative 
purchasing without theoretical direction is tantamount to making 
purchasing decisions based on blind faith. 
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NOTES 

1. The discussion here relies heavily on the review articles by Kiser 
(1999) and Petersen (1993). 

2. Although the literature has devoted substantial effort in 
understanding transaction cost economics (see Williamson [1985]), 
the focus in the present analysis remains concentrated on the 
principal-agent perspective (e.g., Milgrom and Roberts 1992, esp. 
Chs. 5-6). 

3. Moral hazard refers to the principal’s increased risk of suffering 
negative consequences resulting from problematical behavior of the 
agent. It is present because the agent may benefit from the outcome 
or will not suffer the adverse consequences of her own behavior. 

4. Although the principal may be able to observe the agent’s action in 
some circumstances, the observation typically requires costly 
monitoring. Monitoring might obtain information on the agent’s 
ability, carefulness, laziness, reliability, and trustworthiness, to name 
a few characteristics. 

5. For some organizational pathologies in the purchasing supply chain, 
see Mishra, Heide, and Cort (1998). 

6. Note that purchasing associations themselves can form a separate 
organization for cooperative purchasing.  For example, educational 
cooperatives and political units such as county education offices 
have formed and are now member PCAs in the Association of 
Educational Purchasing Agencies. It is organized through a 
Memorandum of Understanding between all participating states. 

7. The node defined as the purchasing department could also be the 
agency allowed to purchase in a decentralized structure, but for the 
purpose of exposition, the analysis is simplified. 
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8. Although there are numerous examples of this and other CPPAs 
around the world, the current analysis uses the U.S. to simplify the 
discussion. For other examples in the U.K., see Gershon (2004). 

9. For clarification purposes, only the vertical possibility is portrayed in 
all figures presented here. 

10. The GSA is actually a vertical agreement because all of the parties 
(PCAs) to the agreement are not between the same caste of legal 
entities.  In other words, because the GSA allows both localities and 
their states, and because the state PCA has the unilateral ability to 
create and abolish the locality PCA, this is a vertical CPPA. 

11. This would be analogous to outsourcing the purchasing function. 

12. See Prier (2003) for an extended critique of divided loyalties. 

13. For example, a state may require a locality to join and use a 
particular CPPA in order to get best price.  In this case, other local 
considerations are trumped by the requirement. 
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Organisation Theory: The Principal-Agent 
Perspective

Jan-Erik Lane

Abstract- Today much relevant questions concern Who get 
what, when and how?, due to the incredible rise in the 
remuneration of the economic, cultural and political elites in 
the large organisations around the world. A suitable 
conceptual framework for the analysis of the fundamental 
question, namely Cui Bono?, is the principal-agent approach 
from recent advances in game theory. The skyrocketing of the 
salaries and bonuses of CEO:s in the private sector and the 
spreading out of corrupt practices in the public sector forces 
the social science to ask the quid pro quo question about the 
relationship between the remuneration of agents and their 
delivery of outputs to the principal. It is truly fruitful for the 
understanding of political organisation in whatever form it 
takes. Politics everywhere is about contracting, introducing a 
web of contracts between principal and agents. The shape of 
these contracts determines the real constitution of a country.
Keywords: organisation theory, incentives, contracting, 
considerations in contracts, quid pro quo, cui bono, 
asymmetric information, simple contracts – complex 
organisation, political organisation: demos versus 
politicians and officials.

I. Introduction

Looking at relations between actors as 
contractual links between principals and agents has 
proved insightful with regard to understanding 
employment/sharecropping in agriculture, the work of 
attorneys, the doctor-patient relationship or investor-
broker interaction as well as the entire business of 
insurance. Yet, there has been great reluctance to apply 
the principal-agent model to politics, because the key 
concepts do not seem to capture the essence of politics 
in well-ordered societies, namely to safeguard the 
national interest or common good of citizens. 

Human beings have developed great skills in 
organizing activities so that an ever increasing output of

Author: An independent scholar, professor at three universities.
e-mail: janeklane@googlemail.com

goods and services is possible. Thus, organisations of 
various kinds play a major role in social life every day. 
Organisation theory and management studies have 
contributed lots of studies with numerous insights into 
the operations of organisations, market based as well as 
non-market organisations. This intense research has 
resulted in a number of theoretical approaches. These 
frameworks underline a variety of factors in or aspects of 
organisations: e.g. planning, strategy, internal 
organisation – external relations, hierarchy, division of 
labour, bounded rationality and institutionalisation. 

The aim of this paper is to raise the question 
CUI BONO? in relation to organisations. It is hardly an 
exaggeration to say that organization theory and 
management approaches have been much concerned 
with efficiency, meaning the successfulness of the 
organization. Also the big branch of organization studies 
that deny the possibility of efficiency is occupied with 
the same perspective: outputs, outcomes, resources, 
strategy, leadership, etc., although underlining the 
relevance of so-called garbage can patterns of 
organization and management. The quest for efficiency 
of organizations in both classical management theories 
and public administration approaches and its rejection 
in the bounded rationality perspective upon 
organizations, launched by H. Simon and J. March, has 
resulted in an intense debate about the nature of 
organizations and the limits of management. But neither 
of these two theoretical perspectives entails much for 
the crucial question about organisations, namely: Cui 
bono? Even the most radical approach to organisation, 
denying completely the relevance of concepts like 
effectiveness and productivity to understand real life 
management, preferring to talk about organised 
foolishness, myths and institutional legacies (Olsen, 
2010: Brunsson, 1985), does not touch the fundamental 
Quid pro quo questions in organisations: Who gains?

Interestingly, the rational choice approach in the 
social sciences has been accused of being linked 
logically with the efficiency focus. If people are summed 
to act so as to maximise their goals in a rational manner, 
then arguable they would do the same when managing 
organisations. However, the entailment does not hold. 
The management of an organisation involves collective 
decision-making among a group of people – the 
managers. Each of them may pursue their goals 
according to the requirements of individual rationality, 
yet when combined these individual decisions may lead 

he principal-agent model offers yet another 
framework for analysing the organisation of human 
activities(Ross, 1973; Grossman and Hart, 

1983;Sappington, 1991;White, 1992; Ackere, 1993; 
Althaus, 1997). Its strength is that it underlines incentives 
more than rules as in many organisation approaches. 
The focus is upon the web of contracts that link people 
together in an organisation, analysing them with the 
newly developed concepts of in the economic theory of 
information (Bircher and Butler, 2007).

T
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to suboptimal decision-making and even chaos or 
foolishness.

The quid pro quo question in relation to 
organisations leads to the emphasis upon contracting, 
asking the following: What have people agreed upon to? 
Against what pay? With what effort? How are the outputs 
to be measured? And what is involved in the evaluation 
of performance: firing, bonus, new contract, etc? The 
content of any contract is its consideration, meaning the 
expectations that the parties bring to the agreement. 
The organisation is a WEB of contracting and 
management is the handling of these contracts, from 
the beginning – ex ante – to its fulfilment – ex post.

Studying organisations as webs of contracts 
and their management, the principal-agent framework 
from recent advances in game theory appears most 
promising. Thus, we ask:

1. Why it is easy to organise lots of taxi services in a 
huge capital like Yangon?

2. How come the remuneration of CEO:s is out of 
hand?

3. How can politicians become superrich?

a) The Stylised Principal-Agent Model
According to Rasmusen (2006), the principal-

agent model includes a principal searching to maximise 
the value of some output(s) V by means of contracting 
with a set of agents, remunerating them for their efforts 
in producing the output. The payment of the agents 
derives from the value of the output of the agents, 
meaning that the principal-agent contract must involve 
considerations covering the ex ante to the ex post
stages. With a considerable time lap between the 
making of the contract and the fulfilment and its 
evaluation, problems of asymmetric information and 
transaction costs arise (Rao, 2002).

The principal-agent framework has enjoyed far 
reaching success in modelling interaction between 
persons where one works for the other. This interaction 
is to be found in many settings, such as agriculture, 
health care, insurance and client-lawyer (Ross, 1973; 
Rees, 1985: Laffont and Martimort, 2002). As a matter of 
fact, the principal-agent problematic is inherent in any 
employment relationship where one person works for 
another, who pays this person by means of the value of 
the output. Whenever people contract with others about 
getting something done, there arise the typical principal-
agent questions:
1. What is the quid pro quo between the principal and 

the agent – the contractual considerations?
2. How can the principal check the agent with regard 

to their agreement – the monitoring problem?
3. Who benefits the most from the interaction between 

principal and agent – who takes the surplus?
These questions concerning principal-agent 

interacting arise whenever there is a long-term 
interaction between two groups of people, involving the 

delivery of an output against remuneration as well as a 
time span between the making of the contract and the 
ending of the relationship with the final delivery of the 
output, Let us apply this conceptual framework to three 
kinds of organisation in order to demonstrate that it 
illuminates the pattern of interaction.

II. Taxi Services in Yangon: The 
Principal on Top

Powerful forms of connecting people may result 
from very simple contracts between principals and 
agents, like in sharecropping. They may last long and 
need not even be formalised in written agreements. 
They may involve hundreds of people working as agents 
for one single principal, owning the assets involved in 
the production of services.

a) Taxi Organisation:
1. Principal: Owner of the cars, with goal to maximise 

profits from taxi services;
2. Agents: Renting the car for 12 $ a day with a 

guarantee of 300 $ for damages as first down 
payment. All running costs are born by the agent 
and the car is checked in detail at every round of 
contracting period.

Outcome: The principal, who is risk avert, provides the 
car but the agent has to pay all repairs, either with the 
down payment or additionally through a loan from the 
principal. The agent will drive the care as long as he/she 
can raise every day > 12 $ plus the running costs and 
the repair costs. This contract is attractive for people 
whose reservation salary is very low or zero. It is also 
incentive compatible, as the driver gains more by being 
active. This organisation tends to be stable. Since 
unemployment is high in Yangon, the remuneration of 
agents can be kept as low as possible, securing a nice 
profit to the principal, who bears little risk.

III. The Joint-Stock Organisation: 
Agents on Top

Besides the trillions of daily on-spot contracts in 
the markets, there occur several forms of principal-agent 
contracting, introducing organisation into social life. A 
simple principal-agent contracting was described 
above, but there are others forms than one to one, like 
one to many, many to one and many to many. In the 
private sector, firm organisation varies from small 
partnerships to giant enterprises with more than one 
hundred thousand employees. It is all based upon 
contracting between principals and agents, which is why 
law and lawyers loom so large, i.e. private law.

a) Firm Organisation:
1. Principal: Owners of the shares: a few big owners 

plus an ocean of small owners with the goal of 
maximising the value of their holdings of stock;
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Outcome: The owners will need lots of monitoring to find 
out what is going on and whether the CEO:s make an 
effort. Thus, they wish to list the firm on the bourse, 
harbouring instantaneous evaluation. The risk of the 
owners is the occurrence of asymmetric information, 
both ex ante (adverse selection)and ex post (moral 
hazard). This organisation tends to be unstable, as the 
CEO:s manage to use various strategies to push up 
their remuneration almost to the level of looting.

The instability in the firm organisation shows up 
in the constantly increasing remuneration packages of 
the CEO:s, where the spread to other employees have 
multiplied several times during the last 50 years. This is 
true of both the fixed salary and the yearly bonuses, 
which tend to be paid more or less automatically. It has 
happened that bonuses become permanent 
remuneration whatever the result of the firm is.

Neither economic decision theory nor 
management theory has any clear explanation of the 
tendency of the CEO:s to prevail to significantly in the 
firm organisation. The only credible explanation is that 
shareholders are easily manipulated by the CEO:s due 
to the enormous asymmetric information plus the large
room for the CEO’s to enter collusion by making 
coalitions with board members, like first and foremost 
the chairman of the board of the company. As effort is 
not observable and costly to enforce, shareowners 
chose to believe in the story of the CEO, often until it is 
too late.

There is no remedy to this advantage of the 
agent. Making the CEO part owner of the firm has been 
proposed but the future price of his stock options tends 
to be set extremely low. A radical solution is that the big 
owners become the CEO:s, but this is only feasible for 
some firms, like e.g. HM.

The remuneration of CEO:s could skyrocket 
when various forms of commissions are added to the 
salary, for instance when company activities are sold or 
bought. The remuneration of the CEO of NOKIA before it 
was sold to MICROSOFT is an excellent example. Firms 
that are owned by consumers themselves, like COOP, 
are exceptionally vulnerable to the claims of CEO:s, 
when excessive.

It is an often debated fact that the total 
remunerations of agents has gone up astronomically 
over the last decades in the firm organisation, resulting 
in rapidly increasing inequality in both Western societies 

and Eastern or South East Asia. The basic reason is 
hardly a shortage of CEO:s or a dramatic increase in 
management skills, but simply the instability inherent in 
the principal-agent interaction in firm organisation due to 
asymmetric information. When the CEO:s are hired, 
there is the adverse selection problem of failing to 
recognize pretending and when they have been hired,
there is the moral hazard problem of shirking. The 
shareholders are so afraid of these two major difficulties 
in firm management that they are prepared to throw 
almost any amount on money upon them. It has 
happened that the CEO:s capture almost all the profits 
of a joint-stock company in the form of bonuses: It 
would be better for its shareholders to sell this company 
(Husqvarna) to these CEO:s! Public joint-stock 
companies with the state as the owner are run with the 
same principal-agent interaction: the CEO agents on 
top. The process of incorporation all of Europe has 
resulted in huge increases in their remuneration, like 
Swedish Vattenfall.

IV. The Remuneration of Politicians

Political science teaching often starts with the 
observation that roughly 50 per cent of all existing 
countries today have a democratic regime of some sort 
while the rest of the countries either are authoritarian 
regimes or so-called failed states, i.e. countries in 
anarchy. This distinction between democracy and non-
democracy has been a very central research topic since 
after the Second World War, especially as the number of 
democracies has increased during the last decades.  A 
large number of factors have been examines, 
exogenous as well as endogenous ones, like the 
economy, social structure, ethnicity, religion, openness, 
historical legacies, etc.

A completely different way of approaching this 
research issue in the social sciences, economics and 
politics is to start from the quid pro quo question. In 
non-democracies, the remuneration of politicians tends 
to be much higher than in democracies. And in failed 
states, the predicament of anarchy opens up for the 
looting strategy, which may pay off handsomely for 
rebels, jihadists and drug traffickers. In kingdoms or 
sultanates, the existence of patrimonial authority implies 
that imperium and dominium, public authority and 
private ownership are fused. Thus, e.g. the Saudi family 
is the owner of the oil riches of the country. Moreover, 
the sultan of Oman Qaboos bin Said Al Said receives all 
state revenues as his, thereafter writing checks to the 
public budget, as signs of generosity.

In authoritarian one-party states, the political 
leadership forms a most wealthy click, like in the 
Khanates and China. Why start a transition to 
democracy when so much of wealth is at stake for the 
economic fortunes of the rulers? In his detailed enquiry 
in the fate of African states after the coming of 

Agents: The CEO:s, who are risk avert, receiving a 
fixed salary plus yearly bonus, decided usually at 
discretion. The CEO can be fired at any moment but 
receives a so-called golden handshake. He/she 
employs the other employees on standard wage 
contracts – internal organisation – or on the basis of 
outsourcing. All the agents are paid by means of the 
market sales of the output of the firm, where the 
CEO:s maximise their remuneration in total.

2.
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b) Political organisation:
Principal: demos, citizenry, electorate, population
Agents: politicians, parties, legislators, judges, 
Ombudsman, bureaucrats, officials, agencies, boards, 
etc.

Incentives: What drives the agents? And do they really 
improve for the principal?

The state is a much more complicated 
organisation than the firm. It likewise involves lots of 
laws and regulations, i.e. public law. Perhaps this is why 
the principal-agent approach has not been applied 
systematically? In any case, one needs to ponder on 
how the interaction is to be modelled with the variety of 
players. Principal-agent interaction in constitutional 
democracies is very different from that of non-
democracies. A number of models have been launched: 
Barro, 1973; Ferejohn, 1986;  Weingast, 1989; Rao, 2002;
Besley 2006; Helland and Sörensen, 2009.Yet, the central 
question is the following: How do constitutional 
democracies reduce the upper hand situation of political 
agents in non-democracies?

V. Constitutional Political Organising

The following assumptions appear the most 
likely to be adequate for modelling principal-agent 
games in a constitutional democracy:

1. The principal of the democratic state is the demos, 
or the electorate – body politic;

2. The set of political agents covers three groups: 
governments and its bureaucracy, the legislators 
and the judiciary – trias politica;

3. Politicians offer the voters alternative policy 
packages about how the state may improve upon 
society, or total value  V;

4. The remuneration of the political agents are 
separated from the resources of the fiscus, the state 
coffers;

5. The remuneration of politicians is fixed, including 
pensions, in order to avoid the appropriation of the 
fiscus;

However, we need a few more maxims:

6. The principal will only be able to control the set of 
political agents when they are set in competition 
with each other;

7. Political competition is as vital to democratic politics 
as firm competition is to the market;

8. Political competition favour the interests of the 
demos, pitting the three branches of constitutional 
government against each other;

9. Political entry in competition must be open so that 
the authoritarian politicians cannot exercise political 
monopoly;

10. The judiciary operates on the principles of due 
process of law, to be found in either Common Law 
or Civil Law.

In order to tame the political agents and 
diminish their advantages, the principal has supported 
the evolution of distinct institutional mechanisms that 
restrain the political agents: viz. rule of law and the 
political market place. The hope is that the actions and 
decisions of politicians will enhance societal value, like 
for instance affluence and wealth.

VI. Remuneration and Value in 
Principal-Action Games

It is an axiom in the principal-agent model that 
the agents are paid from the value of the output they 
deliver for the principal, who is the residual claimant. 
The principal wants to maximise that value, but he/she 
must present the agents with an incentive compatible 
contract, paying more for higher effort. As there is no 
guarantee that higher effort will actually be forthcoming 
or succeed in baking a bigger cake, principal-agent 
contracting is replete with failure, which could leave the 
principal pay all the value to the agent – the case of 
looting. In the worst case scenario, the principal pays for 
high effort but the agents employs the strategies of 
pretending and shirking to deliver a meagre output, 
resulting in a loss to the principal, as the value of the 
output does not cover the remuneration of the agents.

This is, of course, the fundamental quid pro quo
problematic in all forms of contracting, private or public. 
In the organisation of taxi services above, the contract 
favour the principal, pushing the risk upon the agents. In 
firm organisation, it is the other way around. What about 
politics?

The state and political leadership concern an 
entire country, or nation, Thus, the value of the output of 
the political agents is their contribution to the total value 
in society, or the GDP. Moreover, the political agents are 
paid through taxes and charges upon the GDP. What is 

These maxims of constitutional democracy 
seem enough to introduce the distinction between the 
public and the private, which was so confused in all 
forms of oriental despotism, as well as solve the 
appropriation problem in politics and public 
administration, as Max Weber conceived it (Weber, 

1978). The modern bureaucracy and its superior 
performance to patrimonial administration is only 
feasible when officials are paid predictably, meaning 
that they are little incentive to appropriate the recourses 
of Bureaux or engage in looting in society.

independence from the Europeans, British historian 
Meredith documents an almost incredible list of rulers 
who enriched themselves through embezzlement. No 
wonder that many of them attempted to stay on as long
as possible, even for 2-3 decades! The political agents 
will try to capture as much as possible of the value V of 
the game, i.e. the country GDP, unless hindered by 
competing agents or guardians like courts or the 
Ombudsman (Public Protector).
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the logic of the quid pro quo requirement, the 
consideration of the public contracts?

The most profound answer to this question is to 
be found in the theory of public finance, focussing upon 
the allocation to society of so-called public or semi-
public goods (Musgrave and Musgrave, 1980). A 
country has a strong need for goods and services that 
are non-rival or non-excludable as well as joint in supply. 
As the market cannot supply these, only the public 
sector or the state can be relied upon. Market failure is 
the reason of the state.

Public or semi-public goods include law and 
order, peace and war, infrastructure, common pools, 
etc. In order to provide these services, political 
communities – governments at various levels – contract 
with a set of political agent to deliver them. What will be 
their remuneration for their achievements?

1. Patrimonialism: From the point of view of human 
known history, patrimonialism is the most frequently 
occurring structure of political leadership, at least 
until 1900. The remuneration of the political tends to 
go very high, at the same as there is constant 
struggle among contenders to the patrimonial 
assets. To stabilise the rulership, political leaders 
engages in huge aggrandizement project, which 
both deliver public goods and underlines their own 
position. When the subjugation of the principal, the 
population, becomes too excessive, spontaneous 
uproars follow, It takes a long for patrimonialism to 
accept the distinction between crown and realm –
the so-called “King’s Two bodies” (Kantoriwicz, 
1957).At the core of all forms of patrimonialism 
whether in Europe, Americas, Africa or Asia is the 
consideration: How can the principal call upon the 
agents to deliver goods and services that further 
their interests, when opposition is met with arbitrary 
arrest, detentions and incarcerations?

country at risk. They may also be so cruel as to 
destroy society when threatened in power, like 
Mengistu in Ethiopia or Pol Pot in Cambodia. The 
authoritarian set of agents cannot accept any 
challenge from outsiders and does not hesitate to 
employ torture, sudden disappearances and 
assassinations to remove challengers or critiques.

3. The Constitutional democracy: To keep 
remuneration of political agents within reasonable 
bounds, the quid pro quo problem is here solved by 
very strict rules about the public budget -
transparency. And to hinder that political elites 
replace their commitment to the welfare of the 
country with their own goals, there is detailed 
specification of rules of election and re-election –
political markets. However, the direct and indirect 
costs of the politicians have certainly gone up in the 
last decade. Moreover, the costs of party operations 
keep escalating, creating a big grey zone where 
corruption may be suspected.

In the political markets, the costs of election 
may be extremely high in some countries. This is the 
problem of campaign fundsand its quid pro quo. Two 
questions: Can they be used as remuneration for the 
politicians? Do they involve a tacit contract to the effect 
that the politician (political party) is supposed to deliver 
outputs that favour the contributors (Peltzman, 1998)? 
The financing of the campaign expenses of political 
parties and individual politicians constitutes a grey zone 
between legality and corruption.

VII. Conclusion

The principal-agent approach, developed in the 
economics of information and the game theory of 
successive moves in contracting (Rasmusen, 2006) may 
be employed to create a parsimonious theory of political 
organisation. It covers the essential aspects of 
principals versus agents, agent remuneration against 
the value of output to the principal, the monitoring of 
performance and conduct of political accountability as 
well as asymmetric information and its consequences 
for deception and manipulation.
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CONDITIONAL ANALYSIS AND A PRINCIPAL-AGENT PROBLEM

JULIO BACKHOFF 1 AND ULRICH HORST 2

Abstract. We analyze conditional optimization problems arising in discrete time Principal-Agent prob-
lems of delegated portfolio optimization with linear contracts. Applying tools from Conditional Analysis

we show that some results known in the literature for very specific instances of the problem carry over to
translation invariant and time-consistent utility functions in very general probabilistic settings. However,
we find that optimal contracts must in general make use of derivatives for compensation.

Keywords: Principal-Agent problem, conditional analysis, portfolio delegation, variational utilities.
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1. Introduction

In this article we analyze conditional optimization problems arising in the dynamic Principal-Agent (PA)

Problem of delegated portfolio management. In these models, which belong to the class of contracting

problems under moral hazard, an investor (the Principal) outsources her portfolio selection to a manager

(the Agent) whose investment decisions the investor cannot or does not want to monitor.

Moral hazard problems have been first studied in [17, 18] in static environments and in [24, 23] in dy-

namic ones. In recent years, such problems have received renewed attention in the economics and financial

mathematics literature. The seminal contribution [22] analyzed dynamic moral hazard problems in con-

tinuous time in which the output is a diffusion process with drift determined by the Agent’s effort. The

optimal contract, based on the Agent’s continuation value as a state variable, was computed using so-

phisticated stochastic control and PDE methods. Using similar tools, [3] studied a PA model in which a

risk-neutral Agent with limited liability must exert unobservable effort to reduce the likelihood of large

but infrequent losses. In [25] a Stochastic Maximum Principle was applied to dynamic PA models to find

first order conditions for optimality. In the most general case the Stochastic Maximum Principle leads to

the characterization of optimal contracts through a system of fully coupled Forward-Backward Stochastic

Differential Equations for which no general existence theory exists. These equations can typically only be

solved explicitly when the analysis is confined to models driven by Brownian motion, specific preferences -

typically linear, expected exponential or power utility functions - and information is symmetric, i.e. both

parties observe the driving Brownian motion. We refer to the monograph [11] for a systematic survey of

the mathematical literature on dynamic PA models and to [10] for a recent model of portfolio delegation

under incomplete information which leads to even more complex dynamics.

Our work is motivated by that of Ou-Yang in [20] - which was in a sense generalized in [6] - where

a delegated portfolio management problem in continuous time was analyzed. In his model, the Agent

1 Vienna University of Technology, Institute of Statistics and Mathematical Methods in Economics,
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CONDITIONAL ANALYSIS AND A PRINCIPAL-AGENT PROBLEM 2

observes prices (a geometric brownian motion) while the Principal observes prices and the fluctuations

in wealth resulting from the Agent’s investment strategy; investment decisions are unobservable to the

Principal and known only to the Agent. Under the assumption of exponential utilities the contracting

problem was solved by means of a HJB approach, finding that the optimal contract is of the form “cash

plus a convex combination of the generated wealth and a benchmark portfolio”; derivatives are not part

of the optimal contract.

Our goal is to clarify the mathematical structure of the optimal contracting problem and to analyze under

which conditions on the Principal’s and Agent’s preferences the main structure-of-equilibrium-contract

results in [20] carry over to more general probabilistic settings. To this end, we consider a portfolio

delegation model in discrete time, retain the assumptions on the contract space and information structure

but allow for rather general utility functions and price dynamics. Our main assumptions on preferences

are time-consistency and translation invariance; such preferences have been extensively studied in the

mathematical finance literature; see [1, 2, 8, 9, 15]. With our choice of preferences we prove that the

problem of dynamic contract design can be reduced to a series of one-period conditional optimization

problems of risk-sharing type under constraints and optimal contracts can be computed by backwards

induction. To do so, we employ the usual approach of viewing the Agent’s continuation utility at any

point in time as the Principal’s decision variable, with the Principal’s decisions being restricted by an

incentive compatibility constraint. To the best of our knowledge this argument was first put forward in

[24] and later in [23].

Our approach of reducing the dynamic contracting problem to a series of conditional one-period problems

is similar to the one employed in [8] where a model of equilibrium pricing in incomplete markets was

analyzed. The optimization therein is simpler, though, as the exchange of risk takes place through linear

subspaces spanned by the tradable assets which is not the case in our model. Our optimization problems

can be viewed as conditional extensions of the ones analyzed in e.g. [1, 5, 8] where the exchange of risk takes

place through (conditional) Lp spaces. Conditional analysis - see e.g. [15, 14, 7] - provides a framework

to tackle conditional optimization problems, at the same time avoiding technical measurable selection

arguments.

Our conditional one-period optimization problems are not convex a-priori, due to incentive compatibility

constraints. However, with our choice of contracts the Principal’s and Agent’s problems can be merged

into unconstrained ones, which if solvable yield an optimal contract. In economic terms, the reduction

to unconstrained problems means that the first-best solution is implementable under moral hazard if it

exists: the contract that one obtains is the same that one would obtain if the Principal and Agent had

the same information and had to share the gains and losses from trading between themselves so as to

maximize aggregate utility.

The intuition is that in computing an optimal contract the Principal computes the Agent’s optimal actions

as function of stock prices. This resolves the asymmetry of information and leads eventually to our main

result that the optimal contract - if it exists - is of the form “cash plus a convex combination of the

generated wealth and a benchmark portfolio plus a path-dependent derivative on the stock price process”.

In particular, under an optimal contract the Principal fully surrenders to the Agent the wealth generated

by trading in exchange for a benchmark portfolio plus a (generally non-replicable) derivative.

As in [20] the benchmark portfolio is related to the optimal (at-equilibrium) effort of the Agent. Unlike

in [20] derivatives are generally part of optimal compensation schemes. Derivatives are not needed in

Markovian models under a predictable representation property (PRP)1. The latter includes a discrete-time

version of the model in [20] as well as many of the standard dynamic risk sharing problems under symmetric

1Loosely speaking the predictable representation property states that uncertainty is spanned by finitely many random

factors.
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information as special cases. It is only in this (restricted) setting that we can prove in Proposition 4.8 that

the structure-of-contracts results in [20] carry over to more general preferences as long as the Agent’s and

the Principal’s preferences originate from a common base preference functional (e.g. exponential utilities).

The main challenge is then to solve the unconstrained optimization problems. The approach we follow

is to prove that the set of potential optimizers is bounded in a suitable sense. In the greatest generality

we work in the conditional version of L1 spaces and with conditional utility functions enjoying a certain

sequential upper-semicontinuity on balls, which in particular yields a variational representation of the

preference functionals in the spirit of [13, 16, 19]. The transit from boundedness to optimality uses a form

of the usual Komlos argument. With this we fully solve in Theorem 2.21 the PA problem for a class of

Optimized Certainty Equivalent (OCE) utilities including Average Value at Risk, and bounded prices.

In a Markovian framework under PRP our static conditional problems reduce to deterministic ones in

Euclidean spaces. For such setting we find for general OCEs the optimal contract by the Lagrange

multiplier method. Under PRP the solution to our contracting problem can also be obtained in terms of

the solution to a coupled system of backward stochastic difference equations. As in [8] the benefit of having

a discrete model is that such systems can be solved by backwards induction, whereas the continuous-

time equivalent is usually intractable. This, and the fact that continuous-time models are unlikely to

yield additional insights into the structure of optimal contracts over discrete-time models, motivates our

discrete-time framework.

The remainder of this paper is structured as follows. In Section 2 we introduce the modeling framework

including the preferences and the contract space. We show how the dynamic problem reduces to a sequence

of static ones and present our main results along with examples (OCEs) for which these results can be

applied. In Section 3 we prove general attainability results for the Agent’s and Principal’s problem. In

Section 4 we specialize our analysis assuming Markovianity and PRP, which allows us to obtain the optimal

contracts explicitly. In Appendix A we survey existing and prove new conditional analysis results which

we need throughout this work. Appendices B and C prove results on OCEs and one of the main results

of this paper, respectively.

Notation. We take the convention that vectors are regarded as column ones. The transpose of a vector x

is denoted x′ and unless necessary to do otherwise the inner product of two vectors x, y is denoted xy. As

usual, (·)+ and (·)− denotes taking positive and negative parts.

2. The model and main results

We consider a discrete time model with time grid {0, 1, ..., T} for some deterministic terminal time T < ∞.

Uncertainty is modelled by a probability space (Ω,F ,P). The probability space carries an N -dimensional,

strictly positive, discounted stock price process P = {Pt} whose filtration we denote by F = {Ft}. We

assume throughout that E[Pt+1|Ft] is finite2. We put ∆Pt+1 := Pt+1−Pt and ∆P̃t+1 := diag(Pt)
−1∆Pt+1,

where diag(·) denotes the diagonal matrix associated with the vector in its argument. The same notation

applies for other processes different than P . We write P0:t to denote the path of the price process from

time 0 to t. For a σ-algebra G we denote by L0(G) the set of real-valued G-measurable functions. L0(G)
and L0(G) denote the set of G-measurable functions taking values in R ∪ {−∞}, respectively R ∪ {+∞}.

2.1. Effort levels and wealth dynamics.

At each time t ∈ T := {0, 1, ..., T − 1} the Agent (he) chooses an N-dimensional Ft-measurable random

variable At that we call effort level, in line with the Principal-Agent literature. For the delegated portfolio

2All equalities and inequalities are to be understood in the P-a.s. sense.
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optimization application we have in mind the vector At stands for the dollar amount invested in each asset.

The cost associated with choosing At is given by ct(At). We make the following standing assumption:

Assumption 2.1. The cost functions ct(·) : RN → R are strictly convex for each t ∈ T.

Effort levels are known only to the Agent. The wealth at time t ∈ T associated with a sequence of effort

levels A = {At} is given by3:

(1) WA
t = W0 +∆WA

1 + · · ·+∆WA
t = W0 +

∑

s<t

As∆P̃s+1.

The Principal (she) observes progressively stock prices and wealth levels and offers the Agent a contract

based on her available information. Following [20] a contract will consist of a linear combination of a

payment contingent on the evolution of the price process and a reward depending linearly on the wealth

increments. This includes replicable derivatives on the terminal wealth.

2.2. Preferences.

Payments are evaluated according to a family of time-consistent and translation invariant utility func-

tions. To connect with the existing literature we first define our preference functionals on spaces of almost

surely finite random variables (“general framework”). Subsequently, we introduce an additional conditional

integrability and continuity condition (“conditional L1 framework”) from which we infer a variational rep-

resentation of our preference functionals. While time-consistency and translation invariance allows us to

reduce the dynamic contracting problem to a series of conditional one-step ones, the variational repre-

sentation allows us to state sufficient conditions under which the Principal’s and the Agent’s conditional

optimal one-step payments and actions exist at any time.

2.2.1. General framework. To introduce our preference functionals we denote by FA, for a given choice

of effort level A, the filtration generated by the pair of processes (P,WA). For the Agent the filtrations

F and FA coincide; for the Principal they differ unless she knows the Agent’s actions4. The respective

preferences are then encoded by a family of utility functionals:

(2) Ua
t : L0(FT ) → L0(Ft) and Up

t : L0(FA
T ) → L0(FA

t ) (t ∈ T).

We use the notation Ua and Up when referring to the Agent’s and Principal’s preferences. For a filtration

{Gt} and a family U := {Ut} of utility functionals Ut : L
0(GT ) 7→ L0(Gt) we say that U is:

• normalized if Ut(0) = 0,

• proper if there exists X ′ ∈ L0(GT ) s.t. Ut(X
′) > −∞ and Ut(X) < ∞ for all X ∈ L0(GT )

• monotone if Ut(X) ≥ Ut(Y ) whenever X,Y ∈ L0(GT ) and X ≥ Y

• Ft-conditionally concave if Ut(λX+(1−λ)Y ) ≥ λUt(X)+(1−λ)Ut(Y ) whenever λ ∈ L0(Gt)∩[0, 1]
and X,Y ∈ L0(GT ),

• Ft-translation invariant if Ut(X + Y ) = Ut(X) + Y whenever X ∈ L0(GT ) and Y ∈ L0(Gt),

• time consistent if Ut+1(X) ≥ Ut+1(Y ) implies Ut(X) ≥ Ut(Y ),

for all t ∈ T. We shall refer to these axioms as the usual conditions/assumptions and denote by

dom(Ut) := {X ∈ L0(GT ) : Ut(X) ∈ L0(Gt)},

3For simplicity we assume zero interest rate
4The fact that the Principal observes price and wealth dynamics does not necessarily mean that she can observe directly

Agent’s decisions. For optimal contracts the Principal will indeed know Agent’s decisions as function of prices. This is not

true “off equilibrium”, though. Hence we need to distinguish Agent’s and Principal’s information at this point.
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the domain of Ut. For a detailed discussion of the usual conditions along with their implications for utility

optimization and equilibrium pricing we refer to [8] and references therein. For instance, it is well-known

that they imply the tower property, stating that Ut(X) = Ut(Ut+1(X)) whenever X ∈ dom(Ut+1), as well

as the local property, stating that 1AUt(X) = 1AUt(Y ) whenever X,Y ∈ L0(GT ), A ∈ Gt and 1AX = 1AY .

We assume throughout that Ua
t and Up

t satisfy the usual conditions w.r.t. the respective filtrations. They

are satisfied for a wide class of preferences as illustrated by the following examples.

Example 2.2 (Entropic utilites). Given a constant γ > 0 the entropic family given by

Ut(X) = −1

γ
logE [exp (−γX) |Gt] ,

evidently satisfies the usual conditions.

Example 2.3 (Pasting). Starting from one-step utilities defined for bounded random variables, a family

satisfying the usual conditions can be built over L0 as follows [8, Example 2]. For each t, let Ũt :

L∞(Gt+1) → L∞(Gt) be a normalized and Gt−translation invariant functional, for which the extensions

(3) X 7→ lim
n→+∞

lim
m→−∞

Ũt([X ∧ n] ∨m),

again denoted Ũt, are well defined between L(Gt+1) and L(Gt). It is not difficult to see that the pasting

Ut(X) := Ũt ◦ Ũt+1 ◦ · · · ◦ ŨT (X) forms a time consistent and translation invariant family.

Example 2.4 (Optimized Certainty Equivalents). Consider Ht(·) a convex, closed and increasing

function satisfying H∗
t (1) := sups[s−Ht(s)] = 0, and define the one-step functionals

Ũt : X ∈ L∞(Gt+1) 7→ ess sup
s∈R

{s− E[Ht(s−X)|Gt]},

which are then normalized, translation-invariant and monotone. Such a family is called Optimized Cer-

tainty Equivalent (OCE) in the literature; see [2]. The entropic utility of Example 2.2 corresponds to

H(l) = γ−1 exp(γl − 1). Lemma B.1 shows that if 1 ∈ int(dom(H∗
t )) and Ht is bounded from below, the

extensions (3) are well-defined. Hence we obtain a family satisfying the usual conditions by pasting; see

Remark B.2 as well. This fills a minor gap in [8].

Example 2.5 (Tail-value-at-risk utility). By Lemma B.1, a family satisfying all the requirements of

Example 2.4 is given by the so-called Tail-value-at-risk (TVAR) utilities, defined for each λ ∈ (0, 1) by

(4) Ũt(X) = ess sup
s

{

s− λ−1
E([s−X]+|Gt)

}

.

TVAR (or Average-Value-at-Risk) was characterized in [21] and later extensively analyzed in the mathe-

matical finance literature. The representation (4) is more convenient for us than the equivalent:

Ũt(X) = − 1

λ

∫ 1

1−λ
V@Rα(−X|Gt)dα.

2.2.2. Conditional L1 framework. We are now going to introduce additional conditional integrability and

continuity conditions on our preference functionals (we refer to Appendix A for more details). We define

for two sigma-algebras G ⊂ G̃ the conditional L1 space

L1
G(G̃) :=

{

Z ∈ L0(G̃) : E[|Z||G] ∈ L0(G)
}

.

For p < ∞ the Lp variant thereof is evident and we remark that L1
G(G̃) = L0(G)L1(G̃) as sets. Call also

L∞
G (G̃) := {Z ∈ L0(G̃) : |Z| ≤ Y, for some Y ∈ L0(G)}.

The following continuity property can be viewed as a Fatou property in our conditional framework.
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Definition 2.6. For p ∈ [1,∞) a functional U : Lp
G(G̃) → L0(G) is called L0−Lp upper semicontinuous if

for each sequence {Xn}n bounded in Lp
G(G̃) (i.e. supn E[|Xn|p|G] ∈ L0(G)) such that Xn → X a.s. it holds

that lim supU(Xn) ≤ U(X). We use this terminology even if U is defined in a larger set than Lp
G(G̃).

We state now a standing assumption on the preferences.

Assumption 2.7. Let U stand for Ua or Up and G for F or FA, respectively. Then U satisfies the usual

conditions with respect to G. Moreover, Ut is L0 − L1 upper semicontinuous for each t and

{X− : X ∈ dom(Ut)} ⊂ L1
Gt
(GT ).

The following representation result is an immediate consequence of Proposition A.9. It will be used below

to prove that the Agent’s one-step optimization problems have a solution.

Proposition 2.8. Under Assumption 2.7 the following variational representations hold:

Up
t (X) = ess inf

Z∈WA
t

{

E[ZX|FA
t ] + αp

t (Z)
}

for X ∈ L1
FA

t
(FA

t+1),(5)

Ua
t (X) = ess inf

Z∈Wt

{E[ZX|Ft] + αa
t (Z)} for X ∈ L1

Ft
(Ft+1),(6)

where

αp
t : L

∞
FA

t
(FA

t+1) → L
0
(FA

t ) αa
t : L∞

Ft
(Ft+1) → L

0
(Ft),

are the respective conjugates of the utility functionals Up
t and Ua

t , and

WA
t :=

{

Z ∈ L∞
FA

t
(FA

t+1) : Z ≥ 0,E[Z|FA
t ] = 1

}

Wt :=
{

Z ∈ L∞
Ft
(Ft+1) : Z ≥ 0,E[Z|Ft] = 1

}

.

The next example shows that entropic families and pastings of many OCE, such as the TVAR families,

fulfilll Assumption 2.7 along with the usual conditions. These are hence the canonical utilities to which

our main results in Section 2.4 apply.

Example 2.9. The entropic families of Example 2.2 clearly fulfilll Assumptions 2.7. In Lemma B.1 we

prove that the TVAR families of Example 2.5, and more generally the OCE families of Example 2.4

for which 1 ∈ int(dom(H∗
t )) and Ht is bounded from below, fulfilll Assumptions 2.7 after pasting. In

Remark 4.5 we will justify that if the Predictable Representation Property holds, then any OCE satisfies

Assumption 2.7.

The variational representation of preferences yields a convenient way to define preference functionals that

satisfy Assumption 2.7 by specifying families of “conditionally acceptable models” for both parties.

Example 2.10. For a filtration {Gt} let At ⊂ L∞
Gt
(Gt+1) be a convex set (of conditionally acceptable

models) and let χAt be the associated convex indicator function. Then, the preference functional defined

by

Ut(X) := ess inf
Z∈Wt

{E[ZX|Gt]− χAt(X)}

satisfies Assumption 2.7 after pasting where Wt :=
{

Z ∈ L∞
Gt
(Gt+1) : Z ≥ 0,E[Z|Gt] = 1

}

2.3. Contracts and optimal actions.

The simplest contracts the Principal may offer the Agent consist of a fixed FT -measurable (lump-sum)

payment Θ, which we may interpret as a financial derivative contingent only on the path of the price

process, plus a constant β times WA
T . Such contracts (or more exactly, menus of payments) take the form:

S̄ =
{

A 7→ S̄(A) := Θ(P0:T ) + βWA
T

}

.
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Because the Principal observes the wealth and price processes progressively, we shall actually consider a

wider family of contracts of the form:

S =

{

A 7→ S(A) := Θ(P0:T ) +
∑

t<T

βt∆WA
t+1

}

,

where βt ∈ L0(FA
t ) and Θ is as before, which make better use of her available information. This contract

space is rather large and contains replicable path-dependent derivatives on the wealth process. However,

as in [20], we shall find that an optimal incentive-compatible contract is indeed of the form S̄. This is a

consequence of our implicit modeling assumption that the Principal does not seek to infer anything about

A from observing P and WA, which we may justify as it being too expensive or time-consuming for the

Principal.

We will conveniently refer to a contract as S, (Θ, β) or (Θ, {βt}) depending on the context and denote

by R ∈ R the Agent’s reservation utility, i.e. the least utility the Agent demands in order to commit to a

contract

Definition 2.11. A contract (Θ, {βt}) is individually rational if the optimal utility the Agent can obtain

at time 0 from it is at least R.

In the sequel we show how to obtain recursive representations of the Agent’s and the Principal’s utilities

and how to reduce the problem of optimal dynamic contract design to a sequence of static problems.

2.3.1. Agent’s problem. Let us assume that the Agent chooses an effort level A when presented with a

contract S(·). His total cost of effort is then C(A) :=
∑T−1

t=0 ct(At) and his utility seen from time t is

Ua
t (S(A)− C(A)). Using translation invariance we compute:

Ua
t

(

S(A)−
∑

t

ct(At)

)

= Ua
t



Θ(P0:T ) +
∑

s≥t

{

βs∆WA
s+1 − cs+1(As+1)

}





− ct(At) +
∑

s<t

{

βs∆WA
s+1 − cs(As)

}

.(7)

This shows that the Agent’s optimization problem of finding the best effort level A given a contract S(·)
reduces to the following recursion (we omit for simplicity the dependence of H in S):

HT = Θ(P0:T )

Ht = ess sup
A∈L0(Ft)N

{

Ua
t

(

Ht+1 + βtA∆P̃t+1

)

− ct(A)
}

.
(8)

Remark 2.12. The preceding analysis shows that Ht has the interpretation of being the maximal utility

the Agent can get, from time t onwards. Since adding an Ft−measurable term to Θ translates additively

into Ht and preserves optimality of effort levels, we see that the individual rationality condition binds

(H0 = R) for any contract that is optimal for the Principal.

Definition 2.13. A contract (Θ, {βt}) is called incentive-compatible if the essential suprema in (8) are

attained for each t ∈ T.

2.3.2. Principal’s problem. The Principal’s problem is to design an optimal incentive compatible and

individually rational contract. To that end, suppose again that the Agent has chosen A when presented

818



CONDITIONAL ANALYSIS AND A PRINCIPAL-AGENT PROBLEM 8

with a contract S(·), and that the Principal knows this. Her utility seen from time t is then:

Up
t

(

WA
T −Θ−

∑

s<T

βs∆WA
s+1

)

= WA
0 −Ht +

∑

s<t

(1− βs)As∆P̃s+1 + Up
t





∑

s≥t

[

(1− βs)As∆P̃s+1 −∆Hs+1

]



 ,

where the identity Θ = Ht +
∑

s≥t∆Hs+1 and translation invariance was used. If we denote by ht(A, β)

her utility from future income, then time consistency along with translation invariance yields:

ht(A, β) := Up
t





∑

s≥t

[

(1− βs)As∆P̃s+1 −∆Hs+1

]





= Ua
t

(

Ht+1 + βtAt∆P̃t+1

)

− ct(At) + Up
t

(

ht+1(A, β) + (1− βt)At∆P̃t+1 −Ht+1

)

.

(9)

Performing the change of variables

(10) Γt+1 := βtAt∆P̃t+1 +Ht+1 ∈ L0(Ft+1),

and writing ht(A,Γ) instead of ht(A, β) we arrive at:

(11) ht(A,Γ) = Ua
t (Γt+1)− ct(At) + Up

t

(

ht+1(A,Γ) +At∆P̃t+1 − Γt+1

)

.

If (Θ, {βt}) is incentive compatible, then unique optimal effort levels for the Agent exist, due to our

concavity assumptions on his utility and cost function. For every time t ∈ T we may thus construct the

random variable Γt+1, and At will attain the essential supremum:

ess sup
a

[

Ua
t

(

Γt+1 + βt[a−At]∆P̃t+1

)

− ct(a)
]

.

We say that ({A}, {Γ}) is incentive-compatible whenever for every t this At attains this supremum. In

terms of the set

Ct(β) :=

{

(A,Γ) ∈ [L0(Ft)]
N × L0(Ft+1) s.t. for every Ā ∈ [L0(Ft)]

N :

Ua
t (Γ)− ct(A) ≥ Ua

t

(

Γ + β[Ā−A]∆P̃t+1

)

− ct(Ā)

}

,

incentive compatibility amounts to (At,Γt+1) ∈ Ct(βt) for every t ∈ T. In particular, we can introduce

the following recursion for the Principal’s future optimal wealth:

hT = 0,

ht = ess sup
(β,A,Γ)

(A,Γ)∈Ct(β)

Ua
t (Γ)− ct(A) + Up

t

(

ht+1 +A∆P̃t+1 − Γ
)

.(12)

Remark 2.14. We arrived at the well-known result that in constructing an optimal contract the Principal

should consider the Agent’s continuation utility as a decision variable of hers. This also resolves the issue

of information asymmetry: assuming that the Principal knows the mappings At as functions of {Ps}s≤t

for each t implies that all the random variables in (9) and (11) become price-adapted.5 If optimal efforts

are not unique, then one has to specify which effort levels {At} (the Principal recommends) the Agent

implements in order to carry out the above recursion. This is why in the PA literature one often calls such

effort levels recommended effort levels and the triple (Θ, {βt}, {At}) incentive compatible.

5We emphasize, again, that this is a consequence of the assumption that the Principal is not trying to learn/infer something

from the Agent’s actions.
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2.4. Main results.

In this section we summarize the main results of our paper. We start with the following theorem that

makes our formal derivations of the Agent’s and Principal’s optimal wealth precise. It states that if the

Principal’s and the Agent’s conditional one-step optimization problems have solutions, then the dynamic

contracting problem has a solution that can be obtained out of these. The proof is given in Appendix C.

Theorem 2.15. Assume that the recursions (8) and (12) admit a solution with the essential suprema

attained at each time t. Then the Principal’s optimal utility at time t = 0 equals W0 −R + h0. Further,

calling (βt, At,Γt+1)t∈T the maximizers attaining h in (12), and defining

Θ = Θ(P0:T ) :=
∑

0≤t<T

[Γt+1 − Ua
t (Γt+1) + ct(At)] ,

the contract

S =
{

Ā 7→ R+Θ(P0:T ) +
∑

βt

[

∆W Ā
t+1−At∆P̃t+1

]}

,

is optimal for the Principal, among those satisfying incentive compatibility and individual rationality

constraints. The associated optimal effort for the Agent is A and his optimal wealth will be R.

We now define an auxiliary unconstrained version of the optimization problem in (12), and prove that if

such a problem is well-posed, it yields a at time t a solution to the original one-step problem, and the

corresponding βt = 1 is optimal. This opens the way to our main result, Theorem 2.21. The technical

importance of this is that we may dispense with the non-convex sets Ct, making the incentive-compatibility

constraint much more tractable. Economically, this indicates that the first-best solution is optimal if it

exists: at any point in time t ∈ T both parties share the “aggregate endowment” given by the Principal’s

utility from future income ht+1 plus gains from trading A∆P̃t+1 so as to maximize aggregate utility.

Proposition 2.16. Assume that the following problem is finite and attainable:

(13) Σ := ess sup
(A,Γ)∈[L0(Ft)]N×L0(Ft+1)

Ua
t (Γ)− ct(A) + Up

t

(

ht+1 +A∆P̃t+1 − Γ
)

.

Then any maximizer
(

Â, Γ̂
)

belongs to the set Ct(1) and therefore

Σ = ess sup
(β,A,Γ)

(A,Γ)∈Ct(β)

Ua
t (Γ)− ct(A) + Up

t

(

ht+1 +A∆P̃t+1 − Γ
)

.

Proof. Let (Â, Γ̂) be a maximizer for (13). For arbitrary A, define Γ = Γ̂ + (A− Â)∆P̃ . Plugging in that

(Â, Γ̂) is better than (A,Γ) for (13), we see that the terms involving Up cancel out and so:

(14) Ua
t (Γ̂)− ct(Â) ≥ Ua

t (Γ̂ + (A− Â)∆P̃ )− ct(A).

This means that
(

Â, Γ̂
)

∈ Ct(1) so the values of the constrained and unconstrained problems coincide. �

Remark 2.17. The previous proof crucially relies on the fact that contracts are linear in wealth increments.

Indeed by varying Γ̂ in directions of the form (A − Â)∆P̃ and by linearity of contracts the term in the

objective function involving Principal’s utility cancel out, making it possible to compare the values of

Agent’s utilities.

In Section 3 we shall, therefore, turn our attention to the question of attainability of the unconstrained

problem. For the reader’s convenience we state in this section our main results therein and show how

they apply to specific classes of examples. The proof of the following result is given in Section 3.2. The

technical conditions will be easily satisfied by the utility functionals listed in Example 2.9.
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Theorem 2.18. Suppose at time t ∈ T that

Kp
t := ess sup

Z∈Wt∩[1−ǫ,1+ǫ]
αp
t (Z) ∈ L0(Ft) and Ka

t := ess sup
Z∈Wt∩[1−ǫ,1+ǫ]

αa
t (Z) ∈ L0(Ft),

for some ǫ ∈ L0(Ft) ∩ (0, 1]. Then, if ht+1 ∈ dom(Up
t ) and lim

|a|→∞

ct(a)
|a| = +∞, the random variable Σ

defined in (13) belongs to L0(Ft), satisfies

Σ = ess sup
(A,Γ)∈[L0(Ft)]N×L1

Ft
(Ft+1)

Ua
t (Γ)− ct(A) + Up

t

(

ht+1 +A∆P̃t+1 − Γ
)

,

and the essential supremum is attained. In particular βt = 1 is optimal at time t ∈ T.

It is well-known that if the utility functionals originate from a common base functional, more explicit

treatments of equilibrium/risk-sharing problems become available (as in [1, 5, 8]). In the same spirit

we have the following result, stating that in that case the Principal and the Agent share the “aggregate

endowment” according to their risk attitudes. The proof is given in Section 3.2.

Theorem 2.19 (Base Preferences). Suppose that there exists non-negative numbers γa, γp and base

preference functionals {Ut} such that

U l
t(·) :=

1

γl
Ut

(

γl·
)

(l = a, p).

Further assume that
γaγp

γa + γp
ht+1 ∈ dom(Ut) and lim

|a|→∞

ct(a)

|a| = +∞.

Then Principal’s one-step problem (at time t) has as solution:

β = 1 and Γ∗ =
γp

γa + γp
(ht+1 +A∗∆P̃t+1),

for the optimal action A∗ of the Agent, which attains:

ess sup
A

{

−ct(A) +
γa + γp

γaγp
Ut

(

{γaγp}[ht+1 +A∆P̃t+1]

γa + γp

)}

.

In light of Theorem 2.15, the two previous results yield a solution to the dynamic problem, as explained

in the following proposition.

Proposition 2.20. If the assumptions of Theorem 2.18 or Theorem 2.19 hold for every t ∈ T, then the

respective one-step problems have a solution and glueing them together yields a solution for the respective

dynamic problems, whereby βt = 1 for every t ∈ T is optimal.

The proof of the preceding proposition is obvious. In applying this result, several technical conditions

need be checked a-posteriori. As shown by the following theorem, these conditions are satisfied a-priori

for entropic and TVAR families and for OCE utilities (Example 2.9) under mild conditions. The proof is

given in Appendix B.

Theorem 2.21. Suppose that prices are bounded (0 < p− ≤ P i
t ≤ p+ a.s.) and that both Ua and Up are

constructed by pasting of optimized certainty equivalent functionals:

X ∈ L1
Ft
(Ft+1) 7→ Ua

t (X) = ess sup
s∈R

{s − E[Ha
t (s−X)|Ft]}

X ∈ L1
FA

t
(FA

t+1) 7→ Up
t (X) = ess sup

s∈R
{s− E[Hp

t (s−X)|FA
t ]},

for which the following conditions hold for each t:
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• 1 ∈ int(dom(Ha
t )) ∩ int(dom(Hp

t )),

• Ha
t and Hp

t are lower-bounded.

Finally assume that lim|a|→∞
ct(a)
|a| = ∞ for every t. Then our dynamic Principal-Agent problem has a

solution whereby the Agent keeps the output wealth and the Principal is given a possibly path-dependent

derivative.

Remark 2.22. In conjunction with Theorem 2.15, the previous result yields the economic interpretation we

referred to in the introduction: the optimal contract is of the form “cash plus a path-dependent derivative

on the stock price process plus performance w.r.t. a benchmark portfolio”. As the derivative may not be

replicable, this shows that the structure in [20, Theorem 1] need not hold.

A family of examples where we can provide explicitly the form of an optimal contract, recovering the

results of [20] in the continuous case is given in Section 4.1 below. It requires additional notation, though,

so we postpone the statement of the result to Section 4.

Remark 2.23. For simplicity and ease of exposition we took zero interest rates and ct = ct(At). The case

with non-null interest rates and/or c(A,W ) =
∑

t[ct(At) + γtWt−1] can be solved exactly in the same

way, the only difference being that βt will not be constant (but remains deterministic) anymore. The

qualitative structure of contracts and their interpretation remain the same however.

3. General attainability results

We prove in this section the attainability of the Agent’s and Principal’s one-step problems, and conse-

quently, for the dynamic problem.

3.1. Agent’s Problem.

We start with an abstract conditional optimization problem of which the Agent’s one-step optimization

problems are special cases. For a given pair of random variables (X,β) ∈ L0(Ft+1)× L0(Ft), let

G(t,X, β) := ess sup
A∈L0(Ft)N

{

−ct(A) + Ua
t

(

X + βA∆P̃t+1

)}

=: ess sup
A∈L0(Ft)N

gt(A).
(15)

Under the usual conditions gt is Ft−concave, and hence stable (see Definition A.4). The key to the above

optimization problem is to reduce it to an L0(Ft)−bounded set.

Lemma 3.1. Under the following condition, the essential supremum in (15) is attained:

X ∈ dom(Ua
t ) and lim

|a|→∞

ct(a)

|a| = +∞.

Proof. We intend to apply Theorem A.6. Evidently

ess sup
A∈[L0(F)]N

gt(A) = ess sup
A∈Λ

gt(A),

where Λ = {A : gt(A) ≥ gt(0)}. The set Λ is L0−convex, contains the origin and is σ−stable. That Λ is

sequentially closed is an application of Proposition A.9.

For A ∈ [L0(Ft)]
N not identically null we use the variational representation of Ua established in Proposition

2.8 to bound:

gt(nA) = Ua
t (X + nβA∆P̃ )− ct(nA)

≤ K + E[ZX+|Ft] + nE[βZA∆P̃ |Ft]− ct(nA),
(16)
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where Z ∈ Wt. Using that A, β are Ft-measurable and Cauchy-Schwarz applied pointwise, we bound from

above the sum of the last two terms in (16) on the set where A does not vanish by:

n|A||β||E[Z∆P̃ |Ft]| − ct(nA) ≤ n|A|
[

|β||E[Z∆P̃ |Ft]| −
ct(nA)

n|A|

]

.

Since Z ∈ L∞
Ft
(Ft+1) and |E[∆P̃ |Ft]| is a.s. finite by assumption, we see that the majorizing term tends

to −∞ on a non-negligible set as n → ∞ and so does gt(nA). Since gt(0) = Ua
t (X) − ct(0) > −∞ by

assumption, we get a contradiction, and so Theorem A.3 shows that Λ is L0(Ft)-bounded. Hence Theorem

A.6 applies to ess supA∈Λ gt(A), since the mapping A 7→ gt(A) is L0-upper semicontinuous by Proposition

A.9. This establishes attainability. �

The following is an immediate corollary of the previous lemma.

Corollary 3.2. Assume that Ht+1 ∈ dom(Ua
t ) and lim

|a|→∞

ct(a)
|a| = +∞. Then the one-step conditional

optimization problem of the Agent at time t, as in (8), is attained.

3.2. Principal’s Problem.

In this section we prove Theorem 2.18, which sharpens Proposition 2.16. The Principal’s problem at time

t consists in maximizing

Vt(A,Γ) := Ua
t (Γ)− ct(A) + Up

t

(

ht+1 +A∆P̃t+1 − Γ
)

.

Recall from Remark 2.14 that the Principal’s preference functionals Up
t may and will be considered as

mappings from L0(FT ) to L0(Ft), satisfying the usual assumptions w.r.t. F .

Proof of Theorem 2.18. Let us introduce the set

S := {(A,Γ) ∈ L0(Ft)
N ×Q : V (A,Γ) ≥ V (0, 0)},

where Q :=
{

Γ ∈ L1
Ft
(Ft+1) : E[Γ|Ft] = 0

}

. In maximizing V , i.e. in computing Σ, we may assume that

Γ ∈ L1
Ft
(Ft+1), since for candidate optima, Γ and −Γ must be in the domains of Ua and Up respectively,

and by assumption this yields Γ−,Γ+ ∈ L1
Ft
(Ft+1). We may thus further assume that (A,Γ) belong to S,

since Ft-measurable components of Γ cancel out in V , i.e.

Σ = ess sup
(A,Γ)∈S

V (A,Γ).

In a first step, we will show that the set

SA := {A ∈ L0(Ft)
N : there exists Γ ∈ Q such that (A,Γ) ∈ S}

is L0(Ft)−bounded. To this end, we first notice that V (0, 0) = −c(0) + Up
t (ht+1) ∈ L0(Ft). Taking

Z̃ ∈ dom(αp) ∩ dom(αa) ∩W ∩ L0(Ft)

(e.g. Z̃ = 1) and using the variational representation of the preference functionals, we get:

Ua
t (Γ) ≤ αa(Z̃) + Z̃E[Γ|Ft]

Up
t (h+A∆P̃ − Γ) ≤ αp(Z̃) + Z̃E[h|Ft]− Z̃E[Γ|Ft] + Z̃E[A∆P̃t+1|Ft].

For Γ ∈ Q the term E[Γ|Ft] vanishes and hence

V (0, 0) ≤ αp(Z̃) + αa(Z̃) + Z̃E[h|Ft] + |A||Z̃E[∆P̃t+1|Ft]| − c(A).

Since SA is σ-stable, we can use Lemma A.5 to conclude. Indeed, if SA were not L0(Ft)-bounded, then

there exists a non-negligible set Ω̃ and a sequence {An} ⊂ SA such that |An| ≥ n on Ω̃. Similar arguments
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as in the proof of Lemma 3.1 would establish V (0, 0) = −∞ on a non-negligible set, contradicting our

hypotheses. Thus SA must be L0(Ft)-bounded.

Next, we prove that the set

SΓ := {Γ ∈ Q : there exists A ∈ L0(Ft)
N such that (A,Γ) ∈ S}

is bounded in L1
Ft
(FT ). Let us chose ǫ ∈ L0(Ft) ∩ (0, 1] as in the statement of this theorem, fix Γ ∈ SΓ

and define

Za := 1 + ǫ[1Γ≤0 − P(Γ ≤ 0|Ft)] ∈ L∞(FT ) ∩ [1− ǫ, 1 + ǫ]

Zp := 1 + ǫ[1Γ>0 − P(Γ > 0|Ft)] ∈ L∞(FT ) ∩ [1− ǫ, 1 + ǫ]

Since Γ ∈ Q we see that

E[ZaΓ|Ft] = −ǫE[(Γ)−|Ft] and E[ZpΓ|Ft] = ǫE[(Γ)+|Ft].

Moreover, E[Za|Ft] = E[Zp|Ft] = 1, implying that Za,p ∈ Wt and thus αp(Zp) ≤ Kp and αa(Za) ≤ Ka.

We hence obtain that

Ua(Γ) ≤ −ǫE[(Γ)−|Ft] +Ka,

Up(h+A∆P̃ − Γ) ≤ E[Zp(h+A∆P̃ )|Ft]− ǫE[Γ+|Ft] +Kp

≤ 2E[|h||Ft] + 2|A|E[|∆P̃ ||Ft]− ǫE[Γ+|Ft] +Kp

≤ N − ǫE[Γ+|Ft],

for some N ∈ L0(Ft) where the latter inequality follows by assumption and the fact that the effort levels

had already been proven to be L0(Ft)-bounded. Therefore for (A,Γ) ∈ S we have

V (0, 0) ≤ V (A,Γ) ≤ N +Ka − ǫE[(Γ)−|Ft]− ǫE[Γ+|Ft]− ct(A) ≤ K̃ − ǫE[|Γ||Ft],

for some K̃ ∈ L0(Ft). This implies that SΓ is bounded in L1
Ft
(FT ) since ǫ > 0 a.s.

Next, we notice that there exists a sequence (An,Γn) ∈ S such that V (An,Γn) ↑ Σ since S is directed

upwards. Indeed, if V (Ai,Γi) ≥ V (0, 0) for i = 1, 2 and if we define ξ = {V (A1,Γ1) ≥ V (A2,Γ2)} and

(A,Γ) = (A1,Γ1)1ξ + (A2,Γ2)1ξc, then

V (A,Γ) = max{V (A1,Γ1), V (A2,Γ2)} ≥ V (0, 0),

thanks to the terms in V being Ft−stable and ξ ∈ Ft. By virtue of SA being L0(Ft)-bounded, we can

apply the usual Komlos lemma (or Lemma A.7) to the positive and negative parts of each component of

the sequence {An}n in an iterative, nested way, i.e. taking convex combinations of convex combinations

and so forth. On the other hand, the L1
Ft
(FT )-boundedness of SΓ implies that the technical condition in

Lemma A.7 holds for the positive and negative parts of the sequence {Γn}n, by Jensen’s inequality, so we

can again take convex combinations of convex combinations. All in all we have found a sequence of non-

negative real numbers {λn
i } with

∑

i≥n λ
n
i = 1, and random variables Γ∗ ∈ L0(Ft+1) and A∗ ∈ L0(Ft)

N

such that Γ̃n =
∑

i≥n λ
n
i Γi → Γ∗ and Ãn =

∑

i≥n λ
n
i Ai → A∗ a.s. (for each component). Also (Ãn, Γ̃n) ∈ S

by convexity. Moreover,

Σ = lim
n

V (An,Γn) = lim
n

∑

i≥n

λn
i V (Ai,Γi) ≤ lim sup

n
V (Ãn, Γ̃n),

since (a.s.) convergent sequences of real numbers remain converging under convex combinations of its tails

and V is concave.

The cost-term in V is u.s.c. and since SΓ is L1
Ft
(FT )-bounded we get for the Ua term in V that

lim supn U
a
(

Γ̃n

)

≤ Ua(Γ∗). Finally, for the Up term in V , we obtain from the last assertion in Propo-

sition A.9 that lim supn U
p
(

ht+1 + Ãn∆P̃t+1 − Γ̃n

)

≤ Up(ht+1 + A∗∆P̃t+1 − Γ∗). We thus get that
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Σ ≤ V (A∗,Γ∗) and hence we have equality. This shows that Σ < ∞ since the preference functionals are

proper. Finally, by Proposition 2.16 we conclude that β = 1 is optimal and Principal’s one-step problem

is attained. ✷

We proceed now to the proof of Theorem 2.19.

Proof of Theorem 2.19. Let us first fix an effort level A and put x := h + A∆P̃t+1 and γ̂ := γaγp

γa+γp .

Concavity of the preference functional yields:

ess sup
Γ

{Ua
t (Γ) + Up

t (x− Γ)} = ess sup
Γ

1

γ̂

{

γ̂

γa
Ut(γ

aΓ) +
γ̂

γp
Ut(γ

p[x− Γ])

}

≤ 1

γ̂
Ut(γ̂x).

On the other hand, taking Γ∗ = γp

γa+γpx it follows that 1
γaUt(γ

aΓ∗)+ 1
γpUt(γ

p[x−Γ∗]) = 1
γ̂Ut(γ̂x). Therefore

this Γ∗ attains the essential supremum above. Thus the Principal’s problem reduces to:

(17) ess sup
Γ

{

−ct(A) +
1

γ̂
Ut

(

γ̂[ht+1 +A∆P̃t+1]
)

}

.

If this problem is attained at A∗, then the previous argument shows that Γ∗ = γp

γa+γp (ht+1 +A∗∆P̃t+1) is

optimal. The problem (17) is of the same form as that analyzed in Lemma 3.1, simply replacing Ua by
1
γ̂Ut(γ̂·), calling X = h and taking β = 1. In particular, we obtain existence of an optimizer A∗. Because

the one-step unconstrained problem is attained, Proposition 2.16 shows that taking β = 1, A∗ and Γ∗ at

time t yields an optimal one-step decision. ✷

Remark 3.3. In this article we chose to work in the biggest conditional (loc. convex) space of Lp-type,

this is, the conditional L1 space. The reason is twofold. On the one hand, had we worked with smaller

subspaces, we would have had in principle more tools at hand to prove the attainability of Principal’s

one-step problems. However, we chose not to limit the scope of utility functionals a priori, in terms of

their domains, for which the theory would be applicable to. On the other hand, even acknowledging the

fact that our L0 − L1 upper semicontinuity requirement is not a mild one, the alternative would have

been to impose from the outset some sort of “sup-compactness” of our functionals (more precisely, of their

convolutions) or again to work with smaller spaces than conditional L1; ideally conditionally reflexive

ones. It seems to us that our simple sequential (and rather point-wise) L0 − L1 upper semicontinuity has

the advantage of being a more tractable and less technical requirement than the other, very valid ones.

4. Optimal contracting under predictable representation

Up to now our probability space and price process were rather general. In this section we add more

structure to the problem in order to obtain more explicit solutions. In particular we fix a volatility matrix

σ ∈ R
N,d with linearly independent rows (d ≥ N), assume that the flow of information is generated by

a d-dimensional process w̄ = (w1, ..., wd) whose evolution is observed by both parties and that the price

dynamics follows:

(18) ∆Pt+1 = diag(Pt) [µ+ σ∆w̄t+1]

Moreover, we shall work under the following “Predictable Representation Property” and assume that our

utility functionals satisfy a Markov condition.

Assumption 4.1. The Predictable Representation Property (PRP) holds: for some D ∈ N ∪ {0} there

exists processes wd+1, ..., wD adapted to the filtration {Ft} generated by the process w̄ such that the

extended process w = (w̄1, ..., w̄d, wd+1, ..., wD) has uncorrelated increments which are independent from

the past, have zero mean, non-trivial finite second moments, and

(19) L0(Ft+1) =
{

x+ Z∆wt+1 : x ∈ L0(Ft), Z ∈ [L0(Ft)]
D
}

.
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We stress that if initially the d-dimensional w̄ process driving the price had not enjoyed the PRP, then

Assumption 4.1 simply says that we can complete the former process in such a way that the enlarged

process does enjoy the PRP, without changing the informational structure of the model. The following

example clarifies our PRP assumption.

Example 4.2 (Bernoulli Walk). Consider in R
d, d independent Bernoulli walks w1, . . . , wd on the time grid

{0, h, 2h, . . . , T} starting at 0, such that P(∆wi
t =

√
h) = P(∆wi

t = −
√
h) = 1

2 . They do not necessarily

fulfilll (19), unless d = 1. Yet it is well-known that for D = 2d − 1, there exists an adapted family

wd+1, · · · , wD of likewise distributed random walks, such that the whole extended family w1, . . . , wD has

increments uncorrelated to each other and independent from the past, and such that (19) holds.

We further restrict ourselves to preference functionals which satisfy the following Markov Property.

Assumption 4.3. The generators gl (l=a,p) defined by

Z ∈ [L0(Ft)]
D 7→ glt(Z) := U l

t(Z∆wt+1),

are Markovian in the sense that ga, gp map R
D to R.

If a preference functional U satisfies the usual conditions and the PRP holds, then all the relevant in-

formation of Ut is summarized by its generator. Clearly gt inherits from Ut being null at the origin

and concave. In the case that P may only take a finite number of values, and by the “local property,”

1Z(·)=zgt(Z)(·) = 1Z(·)=zgt(z)(·).

Example 4.4. For optimized certainty equivalents, the generator g(x) := Ut(x∆wt) = sups{s−E(H(s−
x∆wt))} clearly satisfies the markovianity assumption under the PRP.

Remark 4.5. Under Assumption 4.1 one could re-write the Agent’s and Principal’s recursions as Backward

Stochastic Difference Equation in a direct way. In doing so we would replace Γ by γ∆w everywhere in

Principal’s problem, this having major advantages as by-product. First, one may drop the L0 −L1 upper

semicontinuity assumption and simply work with the variational representations of the utility functionals.

Indeed, by (26) of Proposition A.9 this would imply L0 upper semicontinuity of V (as in Principal’s one

step unconstrained problems) in the variables (A, γ), which is all we need. As a consequence, the results

of the previous section extend to e.g. every optimized certainty equivalent utility in the PRP case. We

spare the reader the repetitive work of proving the above points, and instead proceed to a more explicit

characterization of optimal contracts.

From the substitution Γt+1−E[Γt+1|Ft+1] = γ∆wt+1 for some γ ∈ [L0(Ft)]
D valid by the PRP assumption,

we may call a tuple (A, β, γ) without danger of confusion a contract (we shall always work with these

variables under the PRP). Principal’s recursion (12) and the incentive compatibility set Ct(β) may then

be re-defined in terms of such tuple in an obvious way.

Remark 4.6. From equation (12) it becomes apparent that under the PRP and Markovianity Assumptions

ht becomes a real number for all t. Indeed, everything in the one-step optimization problems (the g’s and

c’s) is non-random when evaluated at non-random inputs, from which it suffices to consider (A, β, γ) ∈
R
N × R × R

D and maximize point-wise. This of course shows that in this case if there is an optimal

contract, then the optimizer (A, β, γ) is non-random.

4.1. Computing optimal contract and necessary optimality conditions.

Starting from the original formulation (12), we tackle the attainability issue without resorting immediately

to the unconstrained variant. We will thus see that in fact solving this unconstrained problem is not only

sufficient but necessary in a sense. Furthermore, in our present framework we will be able to write
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down explicitly the optimal contract. We first derive the First Order Conditions (FOC) for Agent’s and

Principal’s one-step problems:

Lemma 4.7. Assume that gpt is once and gat , ct are twice continuously differentiable, for t ∈ T. Then:

(20) (A, γ) ∈ Ct(β) if and only if βµ−∇ct(A) + βσ∇gat (γ) = 0.

Moreover, given an optimal contract {(At, βt, γt)} for the Principal, and supposing for every time t ∈ T

that the implied one-step contracts form a regular point for the corresponding constraints appearing in

the r.h.s. of (20) -this is, the matrices
[

µ + σ∇gat (γt) | βtσ∇2gat (γt) | − ∇2ct(At)
]

∈ R
N×(1+D+N) have

full range- there exists Lagrange multipliers λt ∈ R
N s.t. the following systems admit a solution:

0 = [βtµ−∇ct(At)] + βtσ∇gat (γt)(21)

0 = [µ−∇ct(At)] + σ∇gp(σ′At − γt)−∇2ct(At)λt(22)

0 = ∇gat (γt)−∇gpt (σ
′At − γt) + βt∇2gat (γt)σ

′λt(23)

0 = λt[µ + σ∇gat (γt)].(24)

Proof. We omit the time index for simplicity. The identity (20) follows by differentiation and noticing

that the optimization problem in Ct(β) is concave in the A variable. It is also easy to see that the matrix
[

µ+ σ∇ga(γ) | βσ∇2ga(γ) | − ∇2c(A)
]

∈ R
N×(N+d+1)

has as rows the gradients of the components of βµ−∇ct(A) + βσ∇gat (γ). By e.g. [4, Chapter 3] we thus

have the existence of a Lagrange multiplier λ. Forming the Lagrangian

L = [Aµ − ct(A)] + gat (γ) + gpt (A · σ − γ) + λ · {[βµ−∇ct(A)] + βσ∇ga (γ)}
and taking the partial derivatives w.r.t. λ,A, γ, β yields the desired system. �

Dropping the time index again, notice that multiplying (21) by λ yields λ∇c(A) = 0. Thus multiplying

(23) by λ′σ, (22) by λ, adding them up and then multiplying by β yields:

βλ′[βσ∇2ga(γ)σ′ −∇2c(A)]λ = 0.

Therefore, as soon as one searches for a β > 0 and either c or ga are respectively strictly convex or concave,

then necessarily λ = 0. This shows that a reasonable optimal solution to the problem must necessarily

solve also the “unconstrained” problem with FOC:

0 = [βµ−∇ct(A)] + βσ∇ga(γ)

0 = [µ−∇ct(A)] + σ∇gp(σ′A− γ)

0 = ∇ga(γ)−∇gp(σ′A− γ).

We knew from previous sections, in greater generality, that solving the unconstrained problem is sufficient

to construct a solution to the original constrained one. Hence these last equations show that, in the

present context at least, passing through the unconstrained formulation is actually also necessary, at least

for contracts with β > 0.

Subtracting the second from the first equation above and then using the third one, we get:

(β − 1)[µ + σ∇ga(γ)] = 0.

Thus either β = 1 is optimal, or µ + σ∇ga(γ) = 0. This last case can be called degenerate, since under

it we derive from (21) that it is optimal for the Agent to exercise minimum effort: ∇c(A) = 0. Since

necessary conditions give a larger set of potential optimal points than the actual set of optima, we are

inclined to say that this degenerate case is suboptimal.
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4.2. Base preferences. We close this section with an analysis of the benchmark case where both parties’

preferences originate from a common base preference functional: U l(·) = 1
γlU(γl·) for l = a, p. In terms of

generators, this means that gl(·) = 1
γl g(γ

l·). We assume that ∇g is injective. Then (A∗, γ∗, β∗) satisfies

the system in Lemma 4.7, with λ = 0, where A∗ solves

(25) 0 = [µ−∇ct(A
∗)] + σ∇g

[

γaγp

γa + γp
σ′A∗

]

,

and γ∗ = γp

γa+γpσ′A∗ and β∗ = 1.

The final part of the following proposition shows to what extend the structure of optimal contracts in [20,

Theorem 1] can be recovered.

Proposition 4.8. Under the Markovianity and PRP Assumptions, the optimal contract (interpreted as

a mapping between strategies to payments) is of the form of:

A 7→ S̄(A) = κ+
∑

γ∗t∆wt+1 + [WA
T − W̃T ],

where WA
T = W0 +

∑

At∆P̃t+1, W̃ = WA∗
, and κ ∈ R. Here A∗ and γ∗ (both vector/scalar valued

deterministic processes) are the optimal ones for the Principal. Moreover, if the utilities stem from a

common base functional, then we can write the optimal contract as:

A 7→ S̄(A) = κ̄+
γp

γp + γa
WA

T +
γa

γp + γa
[WA

T − W̃T ],

having the form of cash plus a convex combination of the wealth generated by the Agent and the perfor-

mance (gains/losses) obtained w.r.t. a benchmark portfolio, as in [20, Theorem 1].

Proof. By Theorem 2.15 we get:

Θ = R+
∑

[

γ∗t∆wt+1 + ct(A
∗
t )−A∗

t∆P̃t+1 − gat (γ
∗
t )
]

= κ+
∑

γ∗t∆wt+1 − W̃T ,

where we used that γ∗ and A∗ are optimal (Lemma 4.7), that β = 1 is optimal, that κ := R+
∑

c(A∗
t )−

gat (Z
a
t + σ′A∗

t ) is a constant, thanks to Assumption 4.3, and the fact that A∗
t and γ∗t are deterministic

(Remark 4.6). Again by Theorem 2.15 this shows that the contract A 7→ κ +
∑

γ∗t∆w + WA
T − W̃T is

optimal. If further the utility functionals are a re-scaling of one another, we know that γ∗t = γp

γp+γaσ′A∗
t .

Plugging in this into the previous expression for the optimal contract, we conclude. �

Example 4.9 (1d-Bernoulli Setting, Entropic Utility). Suppose Agent’s and Principal’s utility functions

are respectively

Ua
t (X) = − 1

γa
log
(

E
[

e−γaX |Ft

])

and Up
t (X) = − 1

γp
log
(

E
[

e−γpX |Ft

])

,

with γa, γp > 0, and that Agent’s cost function is c(a) = ha2

2 . Assume also a one dimensional market

driven by a simple Bernoulli-walk setting (that is N = d = 1: one asset, one source of randomness);

see example 4.2. We first observe that gt(x) = − log
(

e
√

hx+e−
√
hx

2

)

= −log ◦ cosh(
√
hx), from which

∇gt(x) = −
√
h tanh(

√
hx). From here, and manipulating (25), we get that the optimal action A∗

t at time

t is the solution to the equation:

− γaγp

γa + γp

√
hσA∗

t =
1

2
log

(

σ
√
h+A∗

th− µ

σ
√
h−A∗

th+ µ

)

.
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5. Conclusion

The present article clarifies the structure of optimal linear contracts in dynamic models of portfolio delega-

tion when both parties’ preferences satisfy translation invariance, time consistency and certain regularity

conditions. We have shown how the problem of dynamic contracting can be reduced to a recursive sequence

of one-period conditional optimization problems. Using conditional analysis techniques we established gen-

eral attainability results for the Agent and Principal problems and derived the representation of optimal

contracts found in [20] under a Markov-PRP assumption and for base preferences and general costs. Sev-

eral questions are still open. First, the restriction to linear contracts is undesirable. Unfortunately, our

method does in no obvious way carry over to non-linear contracts. Second, in the PRP framework we

assumed that the Principal observes the driving process w̄. Although this assumption seems common in

the literature, it would be more natural to assume that the Principal observes the price increments only.

This would add an additional adverse selection component to our model, if one interprets the Agent’s

additional information as his type, and hence leading to very complex optimization problems. Finally, it

would be interesting to analyze portfolio delegation models under limited liability. If one restricts oneself

a-priori to a particular class of pay-off profiles such as call options, then our methods can probably still

be used to establish existence of optimal contracts (within the pre-specified class). It is an open questions

how to analyze models of limited liability without any such a-priori restriction.

Appendix A. Conditional Analysis

This appendix recalls conditional analysis results needed to analyze our dynamic contracting problem. We

also establish new results which are key to our PA problem. For a detailed discussion of finite dimensional

conditional analysis we refer to [7] and references therein; for a thorough treatment of conditional analysis

on Lp spaces we refer to [15].

A.1. Finite dimensional conditional analysis. On a given probability space (Ω,F ,P) we denote by

L and L0 the sets of all, respectively all a.s. finite random variables. We apply almost-sure identification

and ordering on this sets and put L := {X ∈ L : X > −∞} and L := {X ∈ L : X < ∞} and denote

by N(F) the set of variables in L0 which take values in N. We fix N ∈ N and view E := [L0(F)]N as a

finite-dimensional topological L0(F)-module over the ring L0(F). On E we define the conditional norm

‖X‖ = (XX)
1

2 (notice that this is a random variable), where the product is the euclidean one.

Definition A.1. A set C ⊂ E is called:

• stable if 1AX + 1AcY ∈ C, for every X,Y ∈ C, A ∈ F
• σ−stable if

∑

n∈N 1AnXn ∈ C, for every sequence (Xn) ⊂ C and partition (An) ⊂ F of Ω

• L0−convex if λX + (1− λ)Y ∈ C, for every X,Y ∈ C and λ ∈ L0 with values in [0, 1]

• sequentially closed if it contains all the limits of its a.s. converging sequences.

• L0−bounded if ess supX∈C ‖X‖ ∈ L0.

A stable and sequentially closed set is σ−stable. We define for M ∈ N(F) and (Xn) ⊂ E the element

XM =
∑

n∈N 1M=nXn ∈ E and notice that if the former sequence belongs to a σ−stable set, then the

latter does so too. The following result is a generalization of the classical Bolzano-Weierstrass Theorem.

Lemma A.2. Let (Xn) ⊂ E be L0−bounded. Then there exists X ∈ E and a sequence (Nn) ∈ N(F)

such that Nn+1 > Nn and X = limn→∞XNn a.s. Also, if (xn) ⊂ L0 is such that x := lim supxn ∈ L0,

then there exists a sequence (Nn) ∈ N(F) such that Nn+1 > Nn and x = limn→∞ xNn a.s.
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Proof. For the first statement refer to [7, Theorem 3.8]. For the second, define N0 = 0 and Nn = min{m >

Nn−1 : xm ≥ x− 1/n}. Then Nn ∈ N(F) and Nn+1 > Nn, from which Nn ≥ n follows. Now, notice that

supm≥n xm ≥ supm≥Nn
xm ≥ xNn ≥ x− 1/n a.s., from which x = limn→∞ xNn a.s. �

As in the euclidean case, convexity opens the way to a necessary and sufficient characterization of bound-

edness (see [7, Theorem 3.13]):

Theorem A.3. Let C be a sequentially closed L0−convex subset of E which contains 0. Then C is

L0−bounded if and only if for any X ∈ C\{0} there exists a k ∈ N such that kX /∈ C.

Let us now introduce the notions of continuity, convexity and stability of functions defined on subsets of

E and taking values in a set of random variables.

Definition A.4. Let C ⊂ E. A function f : C → L is called:

• L0−lower semicontinuous at X ∈ C if f(X) ≤ lim inf f(Xn) for every sequence (Xn) ⊂ C with

a.s. limit X.

• L0−continuous at X ∈ C if f(X) = lim f(Xn) whenever (Xn) ⊂ C has a.s. limit X.

• L0−convex if f(λX + (1 − λ)Y ) ≤ λf(X) + (1 − λ)f(Y ), for every X,Y ∈ C and λ ∈ L0 with

values in [0, 1]

• stable if f(1AX + 1AcY ) = 1Af(X) + 1Acf(Y ), for every X,Y ∈ C, A ∈ F .

For the last two items it is assumed that C is L0−convex, respectively, stable. Strict L0−convexity is

defined in terms of a strict inequality. Finally f is called (upper/lower semi)continuous on C if it is so

on every point of C. If f is continuous and stable over a σ−stable and sequentially closed set, then it

satisfies the stability property for countable partitions too. If f is L0−convex or L0−concave, then it is

local (meaning 1Af(X) = 1Af(Y ) whenever 1AX = 1AY ), which in itself directly implies that it also

satisfies the stability property for countable partitions.

The following result is implied by the proof of [7, Theorem 4.13], since all the authors really use is

σ−stability of the set under consideration (which is implied by their stronger assumptions). We give a

self-contained proof here.

Lemma A.5. If a non-empty set C ⊂ E is σ−stable and is not L0−bounded, then there is a set Ω̃ with

P(Ω̃) > 0 and a sequence {Xn} ⊂ C such that, for every n ∈ N, |Xn| ≥ n over Ω̃

Proof. We define Un := {B ∈ F : ∃X ∈ C, |X| ≥ n on B}, which is non-empty since C is unbounded,

introduce the family of decreasing sets An :=

{

ess sup
B∈Un

1B = 1

}

and put A :=
⋂

nAn. Assuming that

P(A) = 0, or equivalently that P (∪nA
c
n) = 1, then for every X ∈ C:

|X| =
∣

∣

∣

∣

∣

∑

n

X1{Ac
n∩An−1}

∣

∣

∣

∣

∣

≤
∑

n

|X|1{Ac
n∩An−1} ≤

∑

n

n1{Ac
n∩An−1} ∈ L0(F).

Since X ∈ C was arbitrary, this implies that C is L0(F)−bounded. Therefore P(A) > 0 must hold. By

definition of ess sup we have that there exist {Bl,n}l ∈ Un such that ess sup
B∈Un

1B = supl 1Bl,n a.s. This

implies An =
⋃

l B
l,n a.s. Taking X l,n such that |X l,n| ≥ n on Bl,n, and fixing an X∗ ∈ C arbitrary, let us

define:

X(n) := X∗
1{(⋃l B

l,n)c} +
∑

l

X l,n
1{Bl,n∩(∪m<lBm,n)c} +X0,n

1B0,n ,

which belongs to C thanks to σ−stability. Clearly

|X(n)| ≥ n1{⋃l B
l,n} + |X∗|1{(⋃l B

l,n)c},
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and therefore a.s. |1AX
(n)| ≥ n1A. Thus we have that |X(n)| ≥ n on A for every n. �

The following conditional optimization theorem is used to prove attainability of the Agent Problem. For

a proof we refer to [7, Theorem 4.4].

Theorem A.6. Let C be a sequentially closed and stable subset of E and f : C → L be a L0−lower

semicontinuous, stable function. Assume there exists an X0 ∈ C such that the set {X ∈ C : f(X) ≤
f(X0)} is L0−bounded. Then there exists an X̂ ∈ C such that

f
(

X̂
)

= ess inf
X∈C

f(X).

If f and C are L0−convex then the “argmin” set is also L0−convex, and if in addition f is strictly

L0−convex then X̂ is the sole (a.s.) optimizer.

We finally adapt a Komlos-type lemma (as in [12, Lemma A1.1]) for conditionally bounded random

variables, which we use to prove our general attainability result (Theorem 2.18). We thank a referee for

hinting at the proof we give now.

Lemma A.7. Let {ξn}n be [0,+∞)-valued random variables defined on a common probability space

(Ω,G,P), take F a sub-sigma algebra and assume that the set C := conv{ξn : n ∈ N} satisfies the

following conditional boundedness condition:

∀ǫ ∈ L0
+(F),∃a ∈ L0(F) such that ∀h ∈ C,P(h ≥ a|F) ≤ ǫ.

Then there exists a [0,+∞)-valued random variable X and a sequence {xn}, where xn belongs to the

convex hull of {ξn, ξn+1, . . . } such that xn → X almost surely.

Proof. By [12, Lemma A1.1] it suffices to show that C is bounded in probability. By assumption, we have

that pn := ess suph∈C P(h ≥ n|F) → 0, as n → ∞ and P−a.s. Since also pn ∈ [0, 1] a.s. we conclude by

dominated convergence that E [pn] → 0, which of course is stronger than suph∈C P[h ≥ n] → 0, so we

conclude. �

A.2. Conditional analysis on Lp. Let F be a sub sigma-algebra of G. For every p ∈ [1,+∞] we define:

||X||p =

{

E[|X|p|F ] if p ∈ [1,+∞)

ess inf{Y ∈ L0
+(F) s.t. Y ≥ |X|} if p = +∞.

This is well defined for every X ∈ L0(G). We further define the conditional Lp-space

Lp
F (G) := {X ∈ L0(G) st. ||X||p ∈ L0(F)}.

It is shown in [15] that Lp
F (G) is a topological L0(F)−module over the topological ring L0(F), and || · ||p

is an L0(F)−norm inducing the module topology on Lp
F (G).

A function U : Lp
F (G) → L0 is called:

• L0(F)−concave: if U(λX + (1− λ)X ′) ≥ λU(X) + (1− λ)U(X ′) for every λ ∈ L0(F) ∩ [0, 1] and

every X,X ′ ∈ Lp
F (G)

• proper: if ∃X ∈ Lp
F (G) such that U(X) > −∞ and ∀X ′ ∈ Lp

F (G) it holds U(X) < ∞
• Lp

F (G)-upper semicontinuous: if for every net {Xα} ⊂ Lp
F (G) converging to some X in conditional

norm, it holds that ess infβ ess supα≥β U(Xα) ≤ U(X)

• monotone: if U(X) ≥ U(X ′) whenever X ≥ X ′

• translation invariant: if U(X + Y ) = U(X) + Y for every X ∈ Lp
F (G) and Y ∈ L0(F)

The following representation result re-phrases [15, Corollary 3.14]:

831



CONDITIONAL ANALYSIS AND A PRINCIPAL-AGENT PROBLEM 21

Theorem A.8. Let p ∈ [1,∞) and U : Lp
F (G) → L0(F) satisfy the above conditions. Let q be the Hölder

conjugate of p and define

W := {Z ∈ Lq
F (G) : Z ≥ 0,E[Z|F ] = 1}, α(Z) := ess sup

X∈Lp
F (G)

{U(X) − E[ZX|F ]}.

Then U satisfies the following variational representation:

U(X) = ess inf
Z∈W

{E[ZX|F ] + α(Z)}.

In the next Proposition we prove that Lp
F (G)−upper semicontinuity is a consequence of L0 − Lp upper

semicontinuity (see Definition 2.6). This of course implies Proposition 2.8.

Proposition A.9. Let U : Lp
F (G) → L0(F) be L0−Lp upper semicontinuous. Then U is also Lp

F (G)−upper

semicontinuous. Furthermore, if U is also proper, monotone, translation invariant and L0(F)-concave, then

U admits a variational representation and for any N ∈ N and ∆ ∈ [Lp
F (G)]N the functional

(26) A ∈ [L0(F)]N 7→ U(A∆)

is L0-upper semicontinuous in the sense of Definition A.4.Under the same hypotheses, if An ∈ [L0(F)]N →
A a.s. and {Γn}n is Lp

F (G)-bounded such that Γn → Γ a.s. then

lim sup
n

U(An∆+ Γn) ≤ U(A∆+ Γ)

Proof. For the first part, by [14, Lemma 3.10], it is enough to prove that the sets Kk := {X ∈ Lp
F (G) :

U(X) ≥ k} are conditionally closed for every k ∈ L0(F). We will prove that their complements are

conditionally open. To this end we fix such a k and and assume to the contrary that (Kk)
c is not open.

We thus take X such that U(X) < k on a non-negligible set and such that for every N ∈ N(F) we have

that Kk ∩B(X, 1/N) 6= ∅, where B(X, 1/N) = {Z : E(|Z−X|p|F) ≤ 1/N}. This means that we can find,

for every N ∈ N(F), an element XN ∈ B(X, 1/N) such that U(XN ) ≥ k a.s. A straightforward adaptation

of Markov’s inequality yields

P(|XN −X| ≥ ǫ|F) ≤ E(|XN −X|p|F)

ǫp

for every ǫ ∈ L0(F)++. From this we may find for every natural number n an element Mn ∈ N(F) such

that:

• for every N ∈ N(F) st. N ≥ Mn it holds that P(|XN −X| ≥ 1/n|F) ≤ 1/n2 a.s.

• for every n: Mn+1 > Mn a.s.

Now, we will use a “Borel-Cantelli Lemma”-type reasoning in order to prove that the sequence {XMn}
converges almost surely to X. First notice that for a fixed l ∈ N:

∑

n∈N

P(|XMn −X| ≥ 1/l|F) ≤
∑

n≤l

P(|XMn −X| ≥ 1/l|F) +
∑

n>l

P(|XMn −X| ≥ 1/n|F),

and since the last term is bounded above by
∑

n>l 1/n
2, the original sum belongs to L0(F) (and so is a.s.

finite). Define now i.o. {|XM· −X| ≥ 1/l} :=
⋂

m∈N

⋃

n≥m {|XMn −X| ≥ 1/l}. Then:

P (i.o. {|XM· −X| ≥ 1/l} |F) ≤ P





⋃

n≥m

{|XMn −X| ≥ 1/l}|F



 ≤
∑

n≥m

P(|XMn −X| ≥ 1/l|F),

and so the left-hand side does not depend on m whereas the right one tends a.s. to 0 as m increases. This

shows that P (i.o. {|XM· −X| ≥ 1/l} |F) = 0 a.s. Taking expectations, P (i.o. {|XM· −X| ≥ 1/l}) = 0.

Since this holds for every l, we conclude that indeed {XMn} converges almost surely to X.
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Finally we have by the L0 − Lp upper semicontinuity assumption that k ≤ lim supn U(XMn) ≤ U(X) a.s.

since by definition XMn ∈ B(X, 1), but also U(X) < k on a non-negligible set, which is a contradiction.

This completes the proof of the first statement.

By Theorem A.8 and the first claim we know that U has a variational representation. That A 7→ U(A∆)

is L0-upper semicontinuous is a consequence of the last claim in the proposition (taking Γn = 0). So to

establish the last claim and finish the proof, is suffices to compute

E [|An∆+Γn|p|F ]1/p ≤ C sup
i=1,...,N

|Ai
n|E [|∆|p|F ]1/p + E [|Γn|p|F ]1/p ,

and observe that the r.h.s. is bounded from above by some r.v. in L0(F), by conditional Lp-boundedness

of the Γn and since the (components of) the An converge a.s. All in all {An∆+ Γn}n is Lp
F (G)-bounded

and converges a.s. to A∆+ Γ, so we conclude by the L0 − Lp upper semicontinuity assumption. �

Appendix B. Optimized certainty equivalents and Proof of Theorem 2.21

We start with a number of technical results for the examples in Section 2.2.

Lemma B.1. The following hold.

(i) The extensions in (3) are well defined for TVAR and, more generally, for optimized certainty

equivalent families for which both 1 ∈ ∩tint(dom(H∗
t )) and every Ht is bounded from below

(equivalently 0 ∈ dom(H∗
t )).

(ii) Take F = Ft, G = Ft+1 for t fixed. For any γ > 0 and λ ∈ (0, 1), the entropic functional

X ∈ L1
F (G) 7→ −1

γ
log (E(exp(−γX)|F)) ,

as well as the Tail-value-at-risk functional

X ∈ L1
F (G) 7→ ess sup

s

{

s− λ−1
E([s−X]+|F)

}

,

are L0 −L1 u.s.c. More generally, optimized certainty equivalents for which 1 ∈ int(dom(H∗)) are

L0 − L1 u.s.c.

(iii) The TVAR family and, more generally, OCE families for which 1 ∈ ∩tint(dom(H∗
t )) and every Ht

is bounded from below, all satisfy Assumption 2.7 after pasting.

Proof. For TVAR we have H(l) = λ−1[l]+ and H∗(x) = Ψ[0,λ−1](x), the convex indicator of [0, λ−1]. In

particular, 1 ∈ int(dom(H∗)) and H is lower bounded. In the following we work with abstract OCEs for

which the latter conditions hold.

i) It suffices to show that the extensions defined by (3) produce a functional which never attains the

value +∞. Let U stand for any OCE (associated to H) satisfying the stated properties and let X

be a r.v. not attaining +∞. For 1 + ǫ ∈ int(dom(H∗)) we define

N ǫ :=

∞
∑

n=1

n1P(X≤n|F)>[1+ǫ]−1, P(X≤n−1|F)≤[1+ǫ]−1 = inf{n ∈ N : P(X ≤ n|F) > [1 + ǫ]−1},

which is then finite and belongs to N(F). Inspired by [8, Proof of (12)] we introduce a partition

A0 := {P(X ≤ N ǫ|F) > 0} and An := {P(X ≤ N ǫ + n|F) > 0, P(X ≤ N ǫ + n − 1|F) = 0} for

n ≥ 1, so we define

ξ =
∑

n≥0

1An

1X≤Nǫ+n

P(X ≤ N ǫ + n|F)
.
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It is then easy to see that E[ξ|F ] = 1 and that ξ ∈ [0, 1+ǫ], so that a.s. ξ ∈ dom(H∗). We conclude

that

U(X ∧ k) = ess sup
s

{s− E[H(s−X ∧ k)]}

≤ ess sup
s

{s− sE[ξ|F ] + E[ξ(X ∧ k) +H∗(ξ)|F ]}

≤ E[ξX|F ] + E[H∗(ξ)|F ] ≤
∑

n≥0

1An [N
ǫ + n] + E[H∗(ξ)|F ] < +∞,

where finiteness comes from the fact that H∗ must send [0, 1 + ǫ] into a bounded set. Hence

limk→+∞U(X ∧ k) < +∞ and we conclude.

ii) Let us take Xn bounded in L1
F (G) such that Xn → X a.s. For any C ∈ L0(F) we want to show

that if ess sups {s− E(H(s−Xn)|F)} ≥ C then also ess sups {s− E(H(s−X)|F)} ≥ C. Indeed,

let us first take sn ∈ L0(F) such that

sn − E(H(sn −Xn)|F) ≥ C − n−1.

Because H is convex, lower-semicontinuous and proper, we have that H(sn − E(Xn|F)) ≥ R[sn −
E(Xn|F)]−H∗(R) for each R, and so in particular

sn[1−R] ≥ C − n−1 −H∗(R)−RE(Xn|F),

for every R ∈ dom(H∗). If we were able to find R ∈ dom(H∗) ∩ (1,∞) then for such element we

would have

sn ≤ C − n−1 −H∗(R)−RE(Xn|F)

1−R
.

Similarly, if r ∈ dom(H∗) ∩ (−∞, 1) existed then we would get

sn ≥ C − n−1 −H∗(r)− rE(Xn|F)

1− r
.

Altogether, we could conclude that the quantities sn are L0(F)-bounded, since the random vari-

ables Xn were bounded in L1
F (G). By Lemma A.2 we could find Nn ∈ N(F) increasing to +∞

such that sNn → s̄ a.s. for some s̄ ∈ L0(F), and obviously XNn → X a.s. still. By locality we

would have that

sNn − E(H(sNn −XNn)|F) ≥ C −Nn
−1.

Taking lim supn, using the fact that H is bounded below by an affine function and conditional

Fatou’s Lemma, we may obtain

s̄− E(H(s̄−X)|F) ≥ C.

This readily implies what we wanted to prove. To conclude, observe that the conditions dom(H∗)∩
(1,∞) 6= ∅ and dom(H∗) ∩ (−∞, 1) 6= ∅ are together equivalent to 1 ∈ int(dom(H∗)) in our case,

since 1 ∈ dom(H∗) by definition and H∗ is convex.

iii) Upper semincontinuity has already been dealt with. Under the stated conditions pasting is also

already justified, so it only remains to show the condition on the domain of Ut. If X ∈ dom(Ut),

then there must be some s ∈ R such that E[H(s−X)|Ft] < ∞. But as H is bounded from below,

this implies E[H(s +X−)|Ft] < ∞, and by the normalization property on H (implying H(l) ≥ l)

we get in turn E[X−|Ft] < ∞ as desired.

�

Remark B.2. The reason we had to prove [8, Proof of (12)] anew in the first part of the preceding proof, is

that we want to include the case where dom(H∗) 6= [0,∞), in order to cover e.g. the TVAR family. This

creates the difficulty of finding a ξ satisfying simultaneously E[ξ|F ] = 1, ξ ∈ [0, 1 + ǫ] and E[ξX|F ] < ∞.
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Remark B.3. In case Ua
t arises as an optimized certainty equivalent (see example 2.4), we know by Lemma

B.1 and Proposition A.9 that it has a variational representation. Notice then by Young inequality that

αt(Z) ≤ ess sup
X

ess sup
s

{s− E[Ht(s−X)|Ft]− E[ZX|F ]} ≤ E[H∗
t (Z)|Ft],

whenever Z ∈ L∞
Ft
(Ft+1) is s.t. E[Z|Ft] = 1. In [8] and [9] it is proved that under given conditions there is

equality above (for Z ∈ Wt). In any case we see that the conditions in Theorem 2.18 on Ka,p are satisfied

if these utility functionals are such that 1 ∈ int(dom(H∗
t )); indeed, we may just take ǫ > 0 such that

[1− ǫ, 1 + ǫ] ⊂ dom(H∗
t ).

Equipped with the previous result, we provide the proof of our general existence of optimal contracts.

Proof of Theorem 2.21. We may assume F = FA. Under the given condition on the H’s, the condition

on the K’s (see Theorem 2.18) is satisfied, thanks to Remark B.3. By Proposition 2.20 it remains to show

that ht+1 ∈ dom(Up
t ) for each t.

Either using Young’s inequality or invoking Remark B.3, we know that Ua
t (X), Up

t (X) ≤ E[X|Ft]. From

this we see

Vt(A,Γ) ≤ −c(A) +AE[∆P̃ |Ft] + E[ht+1|Ft]

≤ −
(

ct(A)

|A| − 2p+
p−

)

|A|+ E[ht+1|Ft]

≤ Kt + E[ht+1|Ft],

where we used that |∆P̃t+1| = |diag(Pt)
−1∆Pt+1| ≤ 2p+

p−
and the existence of Kt ∈ R is a consequence of

the growth of ct and its continuity. From here we get by definition that ht ≤ Kt + E[ht+1|Ft] and since

hT = 0 by backwards inductions follows that hpt+1 ≤ L for some constant L and all t. Monotonicity of the

Up’s mean that ht+1 ∈ dom(Up
t ). ✷

Appendix C. Proof of Theorem 2.15

First we turn our attention to the Agent’s recursion. Let ā be a generic sequence of efforts. From equation

(7), we see that defining

Ht(āt, . . . , āT−1) := Ua
t



Θ(P0:T ) +
∑

s≥t

{

βs∆W ā
s+1 − cs+1(ās+1)

}



− ct(āt),

we get the recursion

HT (āt, . . . , āT−1) = Θ(P0:T ),

Ht(āt, . . . , āT−1) = Ua
t

(

Ht+1(āt+1, . . . , āT−1) + βtāt∆P̃t+1

)

− ct(āt).

Then, in terms of Ht := ess supat,...,aT−1
Ht(at, . . . , aT−1), we get:

Ht(āt, . . . , āT−1) ≤ −c(āt) + Ua
t

(

ess sup
at+1,...,aT−1

Ht+1(at+1, . . . , aT−1) + βtāt∆P̃t+1

)

.

This yields that Ht ≤ ess supat

{

−c(at) + Ua
t

(

Ht+1 + βtat∆P̃t+1

)}

. For t = T − 1 this is an equality and

by assumption the value HT−1 is attained at some âT−1. Suppose now that equality holds in the previous
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equation for t+ 1, . . . , T − 1, and Ht+1 was attained say at (ât+1, . . . , âT−1). This implies that:

Ht ≤ ess sup
at

{

−c(at) + Ua
t

(

Ht+1(ât+1, . . . , âT−1) + βtat∆P̃t+1

)}

≤ ess sup
at,...,aT−1

{

−c(at) + Ua
t

(

Ht+1(at+1, . . . , aT−1) + βtat∆P̃t+1

)}

= ess sup
At,...,AT−1

Ht(At, . . . , AT−1) =: Ht.

So indeed at time t also Ht = ess supat

{

−c(at) + Ua
t

(

Ht+1 + βtat∆P̃t+1

)}

holds and by assumption the

last term is attained at some ât, from which Ht is attained at (ât, . . . , âT−1). This closes the inductive

step, and therefore the desired recursion holds.

Now we will establish rigorously recursion (11) (equivalently (9)). To this end we denote by β = (βt)t
a generic decision variable for the Principal and a = (at)t where at ∈ L0(Ft)

N , a corresponding optimal

effort for the Agent. Let

N :=
∑

s≥t+1

[

(1− βs)as∆P̃s+1 −∆Hs+1

]

.

Then using the just proven expression for Ht (i.e. (8)), and setting Γ = βtat∆P̃t+1 +Ht+1, we get:

Up
t





∑

s≥t

[

(1− βs)as∆P̃s+1 −∆Hs+1

]



 =Up
t

(

(1− βt)at∆P̃t+1 −Ht+1 − ct(at) +N

+ Ua
t

(

Ht+1 + βtat∆P̃t+1

))

,

=Up
t

(

at∆P̃t+1 − Γ + Ua
t (Γ)− ct(at) +N

)

,

=Ua
t (Γ)− ct(at) + Up

t

(

at∆P̃t+1 − Γ +N
)

.

And now, applying time-consistency and translation invariance in the last term above we get:

Up
t





∑

s≥t

[

(1− βs)as∆P̃s+1 −∆Hs+1

]



 = Ua
t (Γ)− ct(at) + Up

t

(

at∆P̃t+1 − Γ + Up
t+1

(N)
)

.

Therefore calling ht+1(a,Γ) = Up
t+1(N), we obtain recursion (11). That is to say, if (a,Γ) does not satisfy

this recursion, they will not be chosen by the Principal. In the same way we conclude for (a, β) and

recursion (9). With these recursions for ht(·) already established, we can proceed to prove (12) the same

way we proved the recursion for H. First recall that actually ht(a,Γ) is a short-hand for ht((as,Γs+1)s≥t).

From this and (11) we have:

ht((ās, Γ̄s+1)s≥t) ≤ Up
t

(

ess sup
A,Γ

ht+1(A,Γ) + āt∆P̃t+1 − Γ̄t+1

)

+ Ua
t (Γ̄t+1)− ct(āt).

This yields

ht ≤ ess sup
(at,Γt+1)∈Ct(βt)

Up
t

(

ht+1 + at∆P̃t+1 − Γt+1

)

+ Ua
t (Γt+1)− ct(at).

For t = T −1 this is an equality (we defined hT = 0) and by assumption the value hT−1 is attained. Using

induction, similarly as how we did it for H, we get that (12) holds.

The validity of the change of variables βtat∆P̃t+1 + Ht+1 → Γt+1 and the introduction of C(β) as a

constraint inducing incentive compatibility are now obvious. This means that h represents the future

wealth prospects of the Principal. Hence at time t = 0 we obtain a solution for the whole Principal’s

problem, proving as well that Principal’s optimal wealth is W0 −R+ h0.
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We proceed now to prove that a solution to Principal’s recursion delivers indeed an optimal (dynamic)
contract, and that the Agent behaves as predicted. Call (βt, At,Γt+1)t the optimal quantities attaining h
in (12). Define Θ and the contract S as in the statement of the present theorem. Then:

Ua
T−1

(

Θ+ βT−1aT−1∆P̃T

)

− cT−1(aT−1) =
∑

0≤t<T−1

[

Γt+1 − βtAt∆P̃t+1 − Ua
t (Γt+1) + ct(At)

]

R+ [cT−1(AT−1)− cT−1(aT−1)]− Ua
T−1(ΓT )

+ Ua
T−1

(

ΓT − βT−1AT−1∆P̃T + βT−1aT−1∆P̃T

)

.

By definition of C(β) the sum of the last terms is smaller or equal than 0, and exactly zero when aT−1 =
AT−1. Therefore

ess sup
aT−1

{

Ua
T−1

(

Θ+ βT−1aT−1∆P̃T

)

− cT−1(aT−1)
}

=R+
∑

0≤t<T−1

[Γt+1 − βtAt∆P̃t+1 + ct(At)− Ua
t (Γt+1)].

This shows that at time T − 1 the Agent chooses AT−1 when presented with (Θ, β). If we define HT = Θ,

we are thus entitled to call HT the value (left hand side or right one) in the above equality. By using

backwards induction, as we have often done and hence omit, we have proven that the contract S (defined

from (Θ, β)) is optimal for the Principal and incentive compatible (notice that automatically H0 = R),

and the Agent indeed chooses A under this contract. ✷
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Measuring the Agency Cost of Debt 

ANTONIO S. MELLO and JOHN E. PARSONS* 

ABSTRACT 

We adapt a contingent claims model of the firm to reflect the incentive effects of the 
capital structure and thereby to measure the agency costs of debt. An underlying 
model of the firm and the stochastic features of its product market are analyzed and 
an optimal operating policy is chosen. We identify the change in operating policy 
created by leverage and value this change. The model determines the value of the 
firm and its associated liabilities incorporating the agency consequences of debt. 

THE OPTIMAL CAPITAL STRUCTURE for a firm is now widely regarded to be 
determined by a broad range of factors including a mix of tax effects, the 
various agency problems associated with different securities, and the various 
costs of issuing securities, including the costs created by adverse selection. 
While the existence of a theoretical optimum has been demonstrated in a 
variety of papers, a less explored area has been the construction of detailed 
models that enable us to measure each of the relevant factors for a particular 
company and thereby to determine the actual optimal mix for that firm. This 
gap in our understanding is particularly glaring in the case of agency costs. 
In order to allow a careful modelling of strategic relations, the parameters of 
most agency models are either so simplified that it is impossible to associate 
them with measurable parameters of a real world case, or else the models 
simply abstract from certain critical factors-such as a robust measure of 
price risk-that must be incorporated into any real application. For example, 
although we now understand that sinking funds, dividend restrictions, and 
other bond covenants help to resolve the conflict of interest between bond- 
holders and equity, we do not yet have much in the way of models with which 
to determine the optimal parameters of these very covenants. 

Contingent claims models can provide a consistent framework for multi- 
period valuation that properly accounts for risk, but they usually abstract 
from the agency factors entering capital structure decisions. When using a 
contingent claims model to value a firm's securities it is common to take the 
value of the firm itself as governed by an exogenously defined stochastic 
process. The value of the firm's securities are then derived from this underly- 
ing value, and, as Merton (1974) points out in his paper on the pricing of 
risky debt, the Modigliani-Miller theorem obtains so that the value of the 
firm is independent of the value and the type of debt. 

In order to apply the contingent claims techniques to a setting in which 
agency problems are central, some adaptation is necessary. In this paper we 

* Mello is from The Banco de Portugal and Parsons is from Baruch College, C.U.N.Y. 
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make the value of the firm an endogenous function of (1) an underlying 
stochastic variable describing the firm's product market and of (2) the man- 
agement's choice of operating and investment decisions. The management 
maximizes the value of the equity claim as valued using a traditional 
contingent claims model, and this in turn determines the actual realized 
stochastic process that will describe the value of the firm and its debt. 
Different assumed financial structures will induce different operating strate- 
gies and therefore different realized stochastic processes for the value of the 
firm. The divergence of the chosen operating policy away from the first best 
operating policy gives rise to an agency cost of debt, and we are able to use 
the contingent claims model to precisely measure this cost and to identify 
how it varies with the underlying parameters of the model and with the 
relative profitability of the firm. 

Earlier work on this type of problem includes Brennan and Schwartz 
(1984) and Fischer, Heinkel, and Zechner (1989). The former authors analyze 
the equity owners' optimal reinvestment and external financing policy over 
time given constraints imposed by pre-existing bond covenants. The latter 
consider the equity owners' optimal recapitalization policy in light of transac- 
tion costs and the tax benefits of debt, and they are able to then prescribe 
optimal ex ante call values to be included in the debt contract as it is 
originally written. 

In this paper we focus on a specific production problem and analyze how 
the existence of debt directly changes the equity owners' choice of an operat- 
ing policy for the business. The Brennan and Schwartz (1985) contingent 
claims model for valuing a mine is extended to incorporate the financial 
structure and to recognize the effects of the agency problems. An interesting 
benefit of using their model is that we are able to identify precisely the 
changes in the operating policy of the mine that are induced by the outstand- 
ing debt and thereby to directly relate the agency costs of debt with clearly 
suboptimal decisions in real production. The agency problems that arise are 
the underinvestment problem identified by Myers (1977), as well as the costs 
of bankruptcy. Our model measures these costs and thereby compares the tax 
benefits of debt with the agency costs of debt. 

In Section I we extend the standard contingent claims model of the firm to 
incorporate the incentive effects of leverage on the firm's choice of operating 
policy. In Section II we apply this model to the task of measuring the agency 
costs. In Section III we present some numerical results and perform some 
analysis. We conclude in Section IV. 

I. A Contingent Claims Valuation of a Mine in the Presence of 
Agency Costs 

Brennan and Schwartz (1985) analyze a firm that owns a mine with a 
commodity inventory, Q. When the mine is open the commodity is extracted 
at a constant annual rate, q, and at a constant real average annual cost, a. 
When the mine is closed a constant real annual maintenance cost, m, is 
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incurred. Corporate taxes are paid at rate T on net income, and it is assumed 
that full offsets are allowed. At any point in time the mine can be closed at a 
real cost k1 and reopened at a real cost k2. The mine can also be costlessly 
abandoned. 

Several crucial assumptions are made on the stochastic structure of the 
commodity price. First, the real spot price of the commodity, s, is determined 
in a competitive market and follows the exogenous process 

ds = ,usdt + o-sdz, (1) 

where dz is the increment to a standard Gauss-Wiener process; o-, the 
instantaneous standard deviation of the spot price, is assumed to be known 
and constant; and u is the instantaneous drift in the real price. Second, it is 
assumed that there is a traded futures contract on the commodity. Then, 
following Ross (1978), if the convenience yield on the commodity is a constant 
proportion of the spot price, K(s) = Ks, and if there exists a known constant 
real interest rate, r, the real price of a futures contract maturing in t periods 
is given by f(s, t) = se(rK)t. 

The market value of the mine, v v(s, Q; j, 4), is a function of the current 
commodity price, s, of the inventory, Q, of whether the mine is currently 
closed or open, j = 1, 2, and of the optimal operating policy, +. An operating 
policy is described by three functions defining three critical commodity prices: 
so(Q), the price, for a given inventory level, at which the mine is abandoned if 
it is already closed, sl(Q), the price for a given inventory level, at which the 
mine is closed if it was previously open, and s2(Q), the price, for a given 
inventory level, at which the mine is opened if it was previously closed, 

= (SO, Sl, S2). Throughout the remainder of the paper we suppress the 
argument Q, and write each of these functions simply as si, i = 0, 1, 2. The 
extraction rate for an open mine is assumed constant at q. Applying Ito's 
lemma of stochastic calculus the instantaneous change in the value of the 
mine is given by dv = vsds + vQdQ 1/2vss(ds)2. The cash flow from the 
mine is [q(s - a)(j - 1) - m(2 - j)](1 - T). Using an arbitrage argument 
similar to Black and Scholes (1973) the differential equation governing the 
value of the closed mine is written 

1/2u 2S2Vss(s Q; 1) + (r- K)svS(s, Q; 1) - m(l - 
T) 

- rv(s, Q; 1) = 0, (2) 

and the value of the open mine is written 

1/2f2s2vss(s, Q;2) + (r- K)svS(s,Q;2) - qvQ(s, Q;2) 

+ q( s-a)( 1-T)-rv(s, Q; 2) =O. (3) 

Associated with this pair of equations are four boundary conditions: 

v(s, 0; j) = 0, (4) 

v(sO, Q; 1) =0, (5) 

v(sl, Q; 2) = max{v(sl, Q; 1) -k1(l- T), }, (6) 

v(s2, Q; 1) = v(s2, Q;2) - k2(1 - r). (7) 
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The first best operating policy OF-i ma S, sFB) is characterized by the 
following first order conditions, 

vs(soB, Q; 1) = 0, (8) 

Vs(SFB, Q; 1) if v(sFB, Q; 1) -k1l(1 - r) > 0 

vssBQ; 2) 
= \ if v(s FB ,Q; 1) - kl(l - r) < 0, (9) 

Vs(SFB, Q; 1) = Vs5 ; )*(0 

solving equations (2) and (3) subject to boundary conditions (4)-(10), we 
derive simultaneously the first best value of the mine and the first best 
operating policy, vFB and 4FB. 

If the firm is financed in part with debt, then the first best solution will not 
generally be chosen by managers acting in the interest of equity holders 
because the debt creates agency problems in the operation of the mine. The 
actual value of the firm will be determined by the operating policy chosen to 
maximize the value of the levered equity, the second best operating policy. To 
correctly value the firm and its associated liabilities we incorporate the effect 
of leverage into the Brennan and Schwartz (1985) model's derivation of the 
optimal operating policy. 

We assume that the mine is financed in part with a bond described by a 
time path of the outstanding principal balance P(t) and by a constant 
continuous coupon rate c. The interest payments on the bond, cP(t), are tax 
deductible. We assume that there will be some point in time, T, such that 
Vt ? T, P(t) = 0, and we will call this the final maturity date of the bond. 
This covers a large range of possible debt structures. For example, a bond 
with constant amortization would satisfy the condition that Vt < T, Pt + 
cP = 8. A bond with a balloon payment at maturity can be approximated by a 
bond with zero principal payments until close to maturity, Vt < T - 8, 

Pt = 0 and with continuous and quickly increasing principal payments as 
maturity approaches, t > T - 8 then Pt - oo as t -* T. If T is much larger 
than the life of the mine, then this bond is comparable to a perpetuity.' When 
the assumed bond structure is very complicated it may have the appearance 
of a debt policy rather than of a single instrument. Our model values the firm 
given any assumed structure or policy. However, we do not allow the struc- 
ture to be costlessly altered ex post to avoid bankruptcy. We solve for the 
optimal debt policy ex ante. 

Before going back to revalue the levered mine it is necessary to value the 
equity since it is this value that will be maximized in choosing the firm's 
actual operating policy. The market value of the equity, e e(s, Q, t; j, n'), is 
a function of the current commodity price, s, of the inventory, Q, of the 
current time period, t, of whether the mine is currently closed or open, 
j = 1,2, and of the modified operating policy, ('. The modified operating 

1 For other payment structures that can be solved using the methodology of this paper see 
Mello and Parsons (1991). 
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policy acknowledges the right of the equity owners to default on the bond and 
is described by three functions defining three critical commodity prices: 
sd(Q, t) is the price, for any given inventory at time t, at which the equity 
owners default, while sl(Q, t) and s2(Q, t) are, as before, the prices, for any 
given inventory at time t, at which the mine is closed or opened, respectively, 
4W = (Sd, sl, S2). Once again, we generally suppress the arguments Q and t, 
and write each of these functions simply as si, i = d, 1, 2. Upon default the 
firm is sold at its then current value, v(s, Q, t; j) and these proceeds go to the 
bondholders. This possibility of default, of course, gives the equity owners a 
compound call option on the value of the mine. Consequently the value of the 
equity is time dependent and hence path dependent. Again, applying Ito's 
lemma, the instantaneous change in the value of the equity is given by 
de = escds + eQdQ + etdt +?/2ess(ds)2. The cash flow from the equity is 
[q(s - a)(j - 1) - m(2 -j)](1 - T) + Pt - (1 - T)cP(t). The last two terms 
are the principal payment and the after tax interest payment on the bond. 
Then the differential equation governing the value of the equity when the 
mine is closed is: 

1/2 r2s2e s(s Q, t; 1) + (r- K)ses(s, Q, t; 1) + et(s, Q, t; 1) 

- m(l - ) + Pt -(1 - )cP(t) -re(s, Q, t; l) = O, (11) 

and when the mine is open is: 

l/2jr2s-2ess(s, Q, t; s) + (r- K)ses(s, Q, t;2) -qeQ(s, Q, t;2) 

+ et(s, Q, t; 2) + q(s - a)(1 - T) + Pt - (1 - T)cP(t) 

-re(s, Q, t; 2) = 0. (12) 

Associated with this pair of equations are also four boundary conditions: 

e(s,O,t;j)= 0, (13) 

e(sd, Q, t; l) = 0, (14) 

e(sl,Q,t;2) = max{e(sl,Q,t;1) - k1(1 - T), (15) 

e(s2,Q,t;1) = e(s2,Q,t;,2) -k2(1 - (16) 

The equity owner's optimal operating policy, b'p = (s p, s p, s2p) is charac- 
terized by the following first order conditions: 

e8(spI, Q, t; 1) = 0, (17) 

e PI Q, t 2) ,es(slI, Q, t; 1) if 
e(s1 1Q, t; 1) -kl(l - 

T) 
> 0 (18) 

s(si ~ ~ 0 if e(s7, Q, t;1) - kl(1 - T) < 0, (8 

es(sp, Q, t; 1) = es(sP, Q, t;2), (19) 

The value of equity, ep , and the optimal operating policy, b'p = (sp, sf, sIP), 
are derived simultaneously as the solution to the two differential equations 
(11) and (12) using boundary conditions (13)-(19). 
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To determine the value of the levered firm it is necessary to solve the pair 
of differential equations: 

l/2jr2s2vs(s, Q, t; 1) + (r- K)svS(s, Q, t; 1) + vt(s, Q, t; 1) 

-m(l - 7) + TcP(t) - rv(s, Q, t; 1) = 0, (20) 
and 

1/2f-2s2vss(s, Q, t;2) + (r- K)svS(s,Q, t;2) - qvQ(s, Q, t;2) 

+ vt(s,Q, t;2) + q(s - a)(1 - T) + TcP(t) - rv(s, Q, t;2) = 0. (21) 

along with boundary conditions based upon the operating policy that is 
optimal for the equity owners: 

v(s,0,t;j) =0, (22) 

v(s, Q, t; j) = vFB(s, Q; j), Vt T (23) 

v(sP, Q, t; 1) = avFB(sp, Q; 1), (24) 

v(sfP, Q, t; 2) = max(v(sp, Q, t; 1) - kl(l - T)0}, (25) 

V(S2P Q, t; 1) = V(SP, Q, t; 2) - k2(1 - T)* (26) 

The value for the levered mine calculated using this system of equation is 
denoted vP. 

Boundary condition (24) requires some comment. Upon default the firm is 
put to the bondholder. The case in which the firm is subsequently operated 
according to the first best operating policy is equivalent to setting a = 1. 
Another more general case incorporates the possibilities that either (1) there 
are costs of financial distress associated with bankruptcy, or (2) the bond- 
holder cannot operate the firm and must reorganize it with a similar 
debt/equity structure-thereby reproducing the agency problem. This case is 
described by letting a E [0, 1). The parameter a measures the significance of 
the costs of financial distress, and as a approaches zero these agency costs 
increase. 

The value for the outstanding bond is the difference between the total 
value of the mine and the value of the equity: 

bp = vp -e P. (27) 

To illustrate the model we calculated values for vp, ep , and b P for a 
hypothetical example with input parameter listed in Table I. To our knowl- 
edge there is no closed-form solution to these various systems of equations. It 
is, however, possible to solve this system of equations using numerical 
methods as we have done for the hypothetical mine. The input parameters for 
our example are given in Table I. The critical commodity prices characteriz- 
ing the equity owners' optimal operating policy at the initial inventory and at 
t = 0, sP(Q, t), sp(Q, t), and sp(Q, t), are displayed in Table II and con- 
trasted with the critical commodity prices characterizing the first best operat- 
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Table I 

Data for the Hypothetical Mining Firm 

Total inventory in the ground: Q = 150 million pounds 
Annual real production for an open mine: q = 10 million pounds 
Average real production costs: a = $0.50/pound 
Maintenance costs for a closed mine: m = $0.0/year 
Closing and opening costs: k= k2 = $2 million 
Real interest rate: r = 2% annually 
Commodity price variance: a2 = 8% annually 
Convenience yield: K = 1.5% annually 
Corporate income tax rate: = 34% 

Table II 

The Levered Firm's Choice of an Operating Policy 

The Bond Contract 
par value $5.24 million 
coupon rate 2% 
annual debt service $0.4 million 
final maturity date 15 years 

Factor of firm's first best value at bankruptcy: a = 0 

Critical Commodity Pricesa First Best Equity Owner's Optimal 
($/pound) Operating Policy Operating Policy 

abandonment/default sFB = 0.00 Sp = 0.40 
closing sFB = 0.59 sP = 0.54 
opening sFB = 0.84 sP = 0.79 

a All values for the critical commodity prices in the optimal operating policies 
are calculated at the initial inventory given in Table I, 150 million pounds, and 
at t = 0. 

ing policy at the initial inventory, s FB(Q), sFB(Q), and s[FB(Q). The values for 
the levered firm, vP, levered equity, ep, and for the bond, bP, are displayed in 
Table III. 

II. Measuring the Agency Cost of Debt 

It is important to note that in general the operating policy chosen to 
maximize the value of the equity claim will not be identical with the first best 
operating policy, (s, sP1, siP) 0 (s B, sFB, sFB).2 Without any agency costs of 
debt the value of the levered firm would be the first best value of the firm 
plus the interest tax shield of debt. Each added unit of debt increases the 
value of the firm by the value of its associated interest tax shields. The 
presence of agency costs modifies this. At first, with no debt outstanding, a 

More accurately, VQ > 0, t < T, (sp(Q, t), s P(Q, t), sP(Q, t)) # (sFB(Q), sFB(Q), S2FB(Q)). 
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Table III 
The Value of the Levered Firm and Its Liabilities 

The Bond Contract 
par value $5.24 million 
coupon rate 2% 
annual debt service $0.4 million 
final maturity date 15 years 

Factor of firm's first best value at bankruptcy: a = 0 

Firm Value Equity Value Bond Value 

Commodity vP(s, Q, t; j) eP(s, Q, t; j) bp(s, Q, t; j) 
Price (closed) (open) (closed) (open) (closed) (open) 

s j=1 j=2 j=1 j=2 j=1 j=2 

0.05 0 0 0 
0.10 0 0 0 
0.15 0 0 0 
0.20 0 0 0 
0.25 0 0 0 
0.30 0 0 0 
0.35 0 0 0 
0.40 0 0 0 
0.45 2.71 0.32 2.39 
0.50 5.80 1.84 3.97 
0.55 8.80 6.90 4.14 3.45 4.66 3.46 
0.60 12.08 10.79 7.01 6.83 5.07 3.96 
0.65 15.44 15.26 10.30 10.69 5.14 4.57 
0.70 19.15 19.58 13.93 14.81 5.22 4.73 
0.75 23.03 24.07 17.97 19.08 5.16 4.99 
0.80 28.52 23.44 5.09 
0.85 32.99 27.84 5.15 
0.90 37.46 32.28 5.18 
0.95 41.92 36.72 5.20 
1.00 46.40 41.18 5.22 

marginal increase in debt has the same effect as before, increasing the value 
of the firm above the first best value by the size of the interest tax shields. As 
the size of debt increases, however, the marginal agency costs grow so that 
for large values of debt the total agency costs may far outweigh the total tax 
shields making the value of the levered firm less than the first best. 

Our objective is to directly measure the agency costs associated with a 
particular financial structure. To do so we need to separate the effect of the 
tax shield for any outstanding bond: we define -j as the value of the interest 
tax shield earned by the firm operated according to the policy O'. The value of 
the interest tax shield is the solution to the following pair of differential 
equations: 

/2 s2 q(s, Q, t;1) + (r - K)s7)8(s,Q,t;1) + -qt(s,Q,t;1) 

+ TcP(t) - r-j(s, Q, t; 1) = 0, (28) 
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and, 

I/ 2 2s2ss(s,Q,t;2) + (r - K)S-qs(s,Q,t;2) - q-qQ(s,Q,t;2) 

+ qt(s, Q, t;2) + rcP(t) - r-q(s, Q, t;2) = 0. (29) 

along with the boundary conditions: 

rq(s,0,t;j) = 0, (30) 

rq(s,Q,t; j) = 0, Vt 2 T (31) 

rq(sj, Q, t; 1) = 0, (32) 

-q(sp,Q,t;2) = -q(sp,Q,t;1), (33) 

-q(sp,Q,t;1) = -q(sp,Q,t;2). (34) 

The agency costs of the debt P(t) can then be defined as 

ip (s, Q, t; j) vF(s, Q; j) - [vp(s, Q, t; j) - 71 (s, Q, t; j)]. (35) 

This is a precise measure of the value lost when the equity owners, because of 
the outstanding debt, change the operating policy from the first best. 

Since the operating policy chosen to maximize the value of the equity is not 
the first best operating policy, the value of the levered firm is less than the 
first best value of the firm plus the interest tax shields, vP < vFB + r'p, the 
difference being the agency cost of debt. In Table IV the values for vP are 
compared against the values for vFB for the sample parameters described 
above, and the interest tax shields, qpe, and the agency costs of debt, fr p, are 
calculated. 

The total agency costs reported in the tables are the consequence of three 
different changes in the firm's operating policy. First, the abandonment 
decision and its consequences is a straightforward example of the deadweight 
costs of financial distress that have been much discussed in the literature 
(see. Shapiro and Titman (1986)). Second, the shareholders change the firm's 
policy for when to close the mine, s1P < sFB, keeping it open longer than is 
Pareto optimal in the face of a falling commodity price. By spending the 
money to close the mine the firm saves on operating costs and preserves the 
limited inventory until the price rises again. However, the shareholders will 
bear the full expense of closure and do not enjoy the full benefits. They 
gamble that the commodity price may rise again without having fallen too 
far. In this case they will have avoided paying out of their own pockets the 
fixed cost of closure and then once again the fixed cost of reopening the mine. 
Third, the shareholders are also changing the firm's policy for when to reopen 
the mine, sP < s FB opening it sooner than is Pareto optimal in the face of a 
rising commodity price. The shareholders have an interest in extracting the 
inventory as quickly as possible, since in the event of a future price decline 
they may have to put to the debtholders whatever remains of the inventory. 
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vFB(s, 

Q, 
t; 
j) 

vp(s, 

Q, 
t; 
j) 

P(s, 

Q, 
t; 
j) 

1 

P- 

vFB 
+ 

- 

vP 

qP/vFB 

Price 

(closed) 

(open) 

(closed) 

(open) 

(closed) 

(open) 

(closed) 

(open) 

(closed) 

(open) 

s 

j=1 

j=2 

j=1 

j=2 

j=1 

j=2 

j=1 

j=2 

j=1 

j=2 

0.05 

0.00 

0 

0 

0.00 

100 

0.10 

0.05 

0 

0 

0.05 

100 

0.15 

0.25 

0 

0 

0.25 

100 

0.20 

0.69 

0 

0 

0.69 

100 

0.25 

1.39 

0 

0 

1.39 

100 

0.30 

2.36 

0 

0 

2.36 

100 

0.35 

3.60 

0 

0 

3.60 

100 

0.40 

5.11 

0 

0 

5.11 

100 

0.45 

6.90 

2.71 

0.136 

4.33 

62.7 

0.50 

8.97 

5.80 

0.212 

3.38 

37.6 

0.55 

11.31 

8.80 

6.90 

0.244 

0.244 

2.75 

3.33 

24.3 

33.3 

0.60 

13.94 

12.67 

12.08 

10.79 

0.257 

0.257 

2.12 

2.13 

15.2 

16.8 

0.65 

16.86 

16.14 

15.44 

15.26 

0.262 

0.261 

1.68 

-1.14 

10.0 

7.1 

0.70 

20.07 

20.04 

19.15 

19.58 

0.264 

0.264 

1.18 

0.73 

5.9 

3.6 

0.75 

23.59 

24.18 

23.03 

24.07 

0.266 

0.265 

0.82 

0.38 

3.5 

1.6 

0.80 

27.40 

28.47 

28.52 

0.266 

0.46 

0.22 

1.7 

0.8 

0.85 

32.84 

32.99 

0.266 

0.12 

0.4 

0.90 

37.26 

37.46 

0.266 

0.07 

0.2 

0.95 

41.70 

41.92 

0.266 

0.05 

0.1 

1.00 

46.15 

46.40 

0.266 

0.02 

0.0 
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III. Results 

How significant are the agency costs of debt? Suppose that the current 
price of the commodity is $0.80/pound. An open mine would have annual 
revenues at this price of $8 million, annual costs of $5 million, and a net cash 
flow after tax of $1.98 million. If the firm operating an open mine has 
outstanding a bond with 15-year maturity and constant annual debt service 
payments of $0.4 million we can see from Table III that its present value is 
$28.52 million. The bond would have a market value of $5.09 million, that is 
less than 18% of the firm value, a very low debt-to-value ratio. Moreover, the 
firm's current annual cash flow is five times its annual debt obligation. 
Clearly the probability of bankruptcy appears very small, and many would 
imagine that the agency costs of the debt should be correspondingly minis- 
cule. From Table IV we read that the agency costs of this quantity of debt are 
$0.22 million, or eight-tenths of a percent of firm value. In terms of the 
amount of debt sold, however, these agency costs are close to 4.3%, a very 
large value. This should be compared to other costs such as underwriting fees 
and administrative expenses which are usually 1.3% of the value of a debt 
offering according to Mikkelson and Partch (1986). 

As mentioned earlier, this total agency cost is a combination of various 
factors-the suboptimal opening and closure policies and the dead weight 
cost of bankruptcy. To disentangle these causes and to explore the signifi- 
cance of the pure operational factors we reparameterize our model setting 
a = 1 so that there are absolutely no dead weight costs associated with 
bankruptcy: the bondholders receive the first best value of the firm. The 
results for this case are displayed in Table V. When, as before, the current 
price of the commodity is $0.80/pound the firm operating an open mine and 
with outstanding a bond with 15-year maturity and constant annual debt 
service payments of $0.4 million has a present value of $28.64 million. Not 
shown in the table, the bond would have a market value of $5.20 million, 
again close to 18% of the firm value. The agency costs of debt in this case are 
$0.10 million, about one half of the total agency costs from the previous 
example. The agency costs of debt amount to three-tenths of a percent of firm 
value or almost 2% of the value of debt sold. 

Agency costs of this magnitude would certainly be an important determi- 
nant of the firm's capital structure decision even though the firm appears far 
from bankrupt. Table VI contains results also displayed in Figures 1 and 2. 
In Figure 1 we graph the levered firm's value as a function of its debt-to-value 
ratio. When the commodity price is $0.65/pound and the mine is open the 
first best value of the firm is $16.141 million. An outstanding 15-year bond 
with a 2% coupon and constant annual debt service payments totalling $0.01 
million offers tax shields worth $0.007 million. The agency costs are $0.005 
million and the value of the levered firm is $16.143 million. The bond is 
valued at $0.228 million giving a debt-to-value ratio of less than 2%. Higher 
debt loads only lower the value of the firm since the marginal tax shields are 
less than the marginal agency costs of debt. When the commodity price is 
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Table 
V 

The 

Agency 

Cost 
of 

Debt 

When 

Bankruptcy 
is 

Costless 

The 

Bond 

Contract 

par 

value 

$5.24 

million 

coupon 

rate 

2% 

annual 

debt 

service 

$0.4 

million 

final 

maturity 

date 

15 

years 

Factor 
of 

firm's 

first 

best 

value 
at 

bankruptcy: 

a 
= 
1 

First 

Best 

Levered 

Agency 

Costs 

Firm 

Value 

Firm 

Value 

Tax 

Shields 

Absolute 

Value 

% 
of 

First 

Best 

v 

FB(s, 
Q, 
t; 
1) 

vP(s,Q, 
t; 
j) 

1P(S, 

Q, 
t; 
j) 

p 
= 

FB 
+ 

- 

vpF 
P/V 

Commodity 
Price 

(closed) 

(open) 

(closed) 

(open) 

(closed) 

(open) 

(closed) 

(open) 

(closed) 

(open) 

s 

j=1 

j=2 

j=1 

j=2 

j=1 

j=2 

j=1 

j=2 

j=1 

j=2 

0.05 

0.00 

a 

0.10 

0.05 

- 

0.15 

0.25 

- 

0.20 

0.69 

- 

0.25 

1.39 

- 

0.30 

2.36 

- 

0.35 

3.60 

- 

0.40 

5.11 

- 

0.45 

6.90 

6.58 

0.136 

0.45 

6.6 

0.50 

8.97 

8.35 

0.212 

0.82 

9.2 

0.55 

11.31 

10.47 

8.60 

0.244 

0.244 

1.08 

1.63 

9.5 

16.3 

0.60 

13.94 

12.67 

13.13 

12.11 

0.257 

0.257 

1.07 

0.81 

7.7 

6.4 

0.65 

16.86 

16.14 

16.19 

15.86 

0.262 

0.261 

0.93 

0.55 

5.5 

3.4 

0.70 

20.07 

20.04 

19.60 

20.03 

0.264 

0.264 

0.73 

0.27 

3.6 

1.4 

0.75 

23.59 

24.18 

23.28 

24.26 

0.266 

0.265 

0.75 

0.19 

2.4 

0.8 

0.80 

27.40 

28.47 

28.64 

0.266 

0.10 

0.3 

0.85 

32.84 

33.06 

0.266 

0.05 

0.2 

0.90 

37.26 

37.50 

0.266 

0.03 

0.1 

0.95 

41.70 

41.95 

0.266 

0.02 

0.0 

1.00 

46.15 

46.41 

0.266 

0.01 

0.0 

a 

No 

values 

are 

shown 

for 
a 

levered 

firm 

when 

the 

commodity 

price 
is 

less 

than 

$0.45/pound. 
If 

the 

price 

declines 
to 

$0.40/pound, 

then 

the 

levered 

firm 

defaults. 

At 

this 

point 

the 

firm 
is 

reorganized 

and 
its 

value 

becomes 

the 

first 

best. 
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Table VI 

The Optimal Quantity of Debt 

The Bond Contract 
coupon rate 2% 
final maturity date 15 years 

Factor of firm's first best value at bankruptcy: a = 0 

Panel A: Initial Commodity Price, s = $0.65/pound 

Fixed Annual bond Payment First Best Levered 
Principal + Interest Firm Value Tax Shields Agency Costs Firm Value 

[P(t) - P(t + 1)] + cP(t) vFB(s, Q, t; 2) qp(s, Q, t; 2) f P(s, Q, t; 2) vp(s, Q, t; 2) 

0.000 16.141 0.000 0 16.141 
0.005 0.003 0.001 16.143 
0.010 0.007 0.005 16.143 
0.015 0.010 0.013 16.138 
0.020 0.013 0.024 16.130 
0.025 0.017 0.030 16.128 
0.030 0.020 0.035 16.126 
0.035 0.023 0.041 16.123 
0.040 0.027 0.074 16.094 
0.045 0.030 0.081 16.090 
0.050 0.033 0.107 16.067 

0.1 0.067 Q.395 15.813 
0.2 0.133 0.787 15.487 
0.3 0.197 1.142 15.196 
0.4 0.261 1.144 15.258 
0.5 0.322 1.470 14.993 
0.6 0.378 1.466 15.053 
0.7 0.432 2.012 14.561 
0.8 0.486 2.046 14.581 
0.9 0.487 2.494 14.134 
1.0 0.503 3.038 13.606 

Panel B: Initial Commodity Price, s = $1.00/pound 

Fixed Annual Bond Payment First Best Levered 
Principal + Interest Firm Value Tax Shields Agency Costs Firm Value 

[P(t) - P(t + 1)] + cP(t) vFB(s, Q, t; 2) P(s, Q, t; j) f P(s, Q, t; 2) vp(s, Q, t; 2) 

0.0 46.152 0.000 0 46.152 
0.5 0.333 0.036 46.449 
1.0 0.660 0.146 46.691 
1.5 0.974 0.442 46.685 
2.0 1.243 1.686 45.709 
2.5 1.462 2.698 44.916 
3.0 1.610 6.697 29.690 
3.5 1.615 10.497 30.237 
4.0 1.381 20.849 23.224 
4.5 1.063 27.867 18.249 
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firm VP 
value 

Maximum vP = $16.143 m. 

VFB = $16.141 m. 

2% 50% bP/vP, 

debt to value ratio 
Figure 1. The effect of debt on the value of the firm. The value of a levered firm owning a 

mine with parameters specified in Table I. The current commodity price is $0.65/pound. The 
bond outstanding has a maturity of 15 years and a coupon rate of 2%. As the constant annual 
debt service payments are increased the debt-to-value ratio increases. The value of the levered 
firm initially increases due to the marginal benefits of interest tax shields. As the debt-to-value 
ratio further increases the marginal agency costs rise and the value of the firm begins to fall. 

higher, $1.00/pound, the marginal agency costs are lower. This can be seen 
in Figure 2 where the optimal debt-to-value ratio is much higher. The first 
best value of the firm is $46.152 million. The interest tax shields associated 
with a 15-year 2% bond with annual debt service payments of $1.0 million 
raises the firm value to $46.691 million. The tax shields are valued at $0.66 
million and agency costs equal to $0.146 million. The debt to value ratio is 
now just under 28%. Higher debt ratios lower the value of the firm overall. 

It is interesting to explore the consequences of varying the structure of the 
debt on the total agency costs and the value of the firm. A popular rule of 
thumb is to match the maturity structure of the firm's liabilities to the 
maturity structure of its assets. In the case at hand, this rule of thumb would 
suggest that a constantly amortized bond matching the constant extraction 
rate of the mine and with a maturity matching the life of the inventory of the 
mine should be optimal. However, this is not necessarily correct. The matu- 
rity structure of the assets is very complicated, and ultimately depends upon 
the stochastic nature of the commodity price and the operating options 
available to the firm. These in turn depend upon the capital structure of the 
firm and the operating policy it induces. To highlight the simultaneity we 
contrast the results of two numerical examples. 
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firm v P 
value 

Maximum vP = $46.691 m. - 

VFB = $46.152 m.4 / 

I . ~~~~~> 
0% 28% 50% bP/vP, 

debt to value ratio 
Figure 2. The effect of debt on the value of the firm at a higher current commodity 

price, s = $1.00 / pound. The value of a levered firm owning a mine with parameters specified 
in Table I. The bond outstanding has a maturity of 15 years and a coupon rate of 2%. As the 
constant annual debt service payments are increased the debt-to-value ratio increases. The value 
of the levered firm initially increases due to the marginal benefits of interest tax shields. As the 
debt-to-value ratio further increases the marginal agency costs rise and the value of the firm 
begins to fall. 

Consider first the possibility of lengthening the time to maturity on the 
bond while keeping the present value of the bond constant. In Panel A of 
Table VII we show this comparison. At an initial commodity price of 
$0.45/pound and a firm with an outstanding bond with annual debt service 
payments totalling $0.5 million for 5 years faces a high probability of 
bankruptcy. The levered firm has a value of $1.602 million-compared to a 
first best value of $6.9 million. The market value of the bond is $1.374 
million, a discount of 42% from par value. It is possible to design a bond with 
longer maturity, lower total debt service, and with an approximately equiva- 
lent market value: 15 years, $0.047 annually, and current market value 
$1.390. If this longer maturity bond is substituted or exchanged for the 
shorter maturity bond, then the value of the firm rises by over $5 million or 
more than three times. While the tax shields on the two bonds are almost 
equal, the longer maturity bond has significantly lower agency costs, the 
difference being the difference in firm value of $5 million. The shorter 
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Table VII 

The Effect of Maturity Length on Agency Cost 

Panel A: Initial Commodity Price, s = $0.45/pound 

Final 
Maturity Annual Bond Levered Firm Value Bond Value Tax Shields Agency Costs 

Date Payments vp(s, Q, t; 1) bP(s, Q, t; 1) P(s, Q, t; 1) fP(s, Q, t; 1) 

5 years 0.5 1.602 1.374 0.30 5.598 
15 years 0.047 6.836 1.390 0.31 0.374 

Panel B: Initial Commodity Price, s = $0.65/pound 

Final 
Maturity Annual Bond Levered Firm Bond Value Tax Shields Agency Costs 

Date Payments vp(s, Q, t; 1) bP(s, Q, t; 1) np(s, Q, t; 1) fP(s, Q, t; 1) 

5 years 1.75 15.209 8.212 0.164 1.095 
15 years 0.95 13.581 8.207 0.478 3.037 

maturity bond with its attendant high nominal debt service requirements 
puts the firm in imminent danger of bankruptcy. The equity holders' call 
option on the firm is way out of the money, and they are unlikely to want to 
continue to pay the debt service and maintenance costs in order to maintain 
their option. Only a very quick rise in prices will keep the firm out of costly 
bankruptcy. The longer maturity bond has lower debt service and an effec- 
tively longer time to maturity on the equity holders' call option. There is an 
attendant greater probability that their option will finish in the money, and 
consequently a lower probability of costly bankruptcy. 

Extending the maturity of the bond and lowering the debt service pay- 
ments does not always increase the value of the firm. When the firm is far 
from bankruptcy the owners will pay off the short-term bond and quickly 
return to a first best operating policy. In the meantime, if the term of the 
bond is short, then the total variance in price is relatively small, and the firm 
is likely to continue open, never making a suboptimal closing decision. If the 
maturity of the bond is lengthened, the firm will operate levered for a longer 
period of time, and the total variance in the price during this term is 
correspondingly greater. The firm is more likely to hit the close and open 
trigger prices repeatedly. While the firm is levered it will be opening and 
closing according to less than first best policy, lowering the value of the firm. 
The increased time to maturity also increases the possibility that the price 
will fall far enough to induce costly bankruptcy. A shorter maturity bond 
forces the equity holders to make the exercise decision relatively quickly 
when their option is in the money, and hence avoids this costly bankruptcy 
choice. This case is demonstrated in Panel B of Table VII. At an initial 
commodity price of $0.65/pound, and with an outstanding bond-paying an- 
nual debt service of $0.95 million for 15 years, the firm has a value $13.581 
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million. The bond has a market value of $8.207 million. The maturity of the 
bond could be shortened to 5 years with annual debt service payments 
totalling $1.75 million, and its value would be approximately the same at 
$8.212. The value of the firm would rise to $15.209 million because the 
agency costs would have fallen by nearly $2 million. 

IV. Conclusion 

In this paper we have shown how to adapt a contingent claims model of the 
firm to reflect the incentive effects of the capital structure and thereby to 
measure the agency costs of debt. An important feature of our model is the 
existence of an underlying analysis of the firm and the stochastic features of 
its product market. We solve directly for the operating policy that is optimal 
for the equity owners and compare this with the first best operating policy. 
Our measure of the agency costs of debt is directly related to this underlying 
change in the use of the productive assets. The model determines the value of 
the firm and its associated liabilities incorporating the agency consequences 
of debt as well as the tax benefits. 

Extending the agency literature to incorporate contingent claims tech- 
niques enables us to make a more refined use of the insights developed in 
that literature. The contingent claims technique yields a measure of agency 
costs that is robust to variations in the underlying parameters including the 
stochastic variable determining the firm's value. This measure can then be 
used to compare different capital structures and to analyze the agency effects 
under different circumstances facing the firm. We have already illustrated in 
this paper how the model can be used to compare the size of the agency costs 
associated with alternative maturity lengths of comparable debt instruments, 
depending upon the price of the firm's product. We also believe that this 
model can be extended to analyze debt contracts of fundamentally different 
design. 
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Bank; Penerbit: PT Adler Manurung Press, Agustus 2003. 
(Sebagai Penulis Ketiga) 
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33. Metode Penelitian: Keuangan, Investasi dan Akuntansi 
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Pomparannnya: “Mulak Ma Ogung tu Sakke Na; Jakarta: PT 
Adler Manurung Press, September 2016 

46. Cadangan Devisa dan Kurs Valuta Asing; Buku Kompas, 
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Manurung, Benny Hutahayan dan Jenry Cardo Manurung. 

48. Manajemen Aset dan Liabilitas, PT Adler Manurung Press, 
Juni 2017 

49. Model dan Estimasi dalam Riset Manajemen dan 
Keuangan; PT Adler Manurung Press, Juli 2019. 

50. Enterprise Risk Management, PT Adler Manurung Press, 
Jakarta, Februari 2020. 

51. Bank Business Performance, PT Adler Manurung Press, 
Nopember 2020, Penulis Pertama dari 4 Penulis (Benny 
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