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#### Abstract

In laser material processing, a variety of parameters like pulse fluence, total dose, step size, and pulse-to-pulse overlap are used to define and compare laser processes. Of these parameters, the pulse-to-pulse overlap can be the hardest to access as it is not implemented directly but instead depends on the spot diameter, its shape, and the respective scanning path that is used to cover the surface. This article shows that existing calculation routes overestimate the actual overlap by up to $21 \%$. A novel calculation route is developed that greatly facilitates the determination of the pulse overlap and thereby the average number of laser pulses that interact with a given point on the surface. This approach makes it possible to achieve more reliable and comparable laser processes, which in return leads to better control of the procedure as the effect of individual parameters on a given output can be determined with greater precision.


## 1. Introduction

The overlapping of circular laser spots plays a crucial role in laser surface functionalization where homogeneous surface coverage is required. ${ }^{[1-6]}$ Other techniques like cutting, welding, and 3D manufacturing using pulsed lasers also require the scanning of surfaces and consequently, the overlap of multiple laser spots. This is generally achieved by overlapping multiple uniaxial scan lines consisting of individual spots with a defined line-to-line distance, the so-called hatching distance, until the desired surface is covered. The total pulse-to-pulse overlap resulting from the overlaps in both scan directions marks one of the most important parameters in laser processing as it describes the average number of pulses that interact with a given point on the surface. Together with the pulse fluence, the total overlap is generally altered systematically to perform parameter
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screenings to characterize and optimize processes. Consequently, it is crucial that the overlap is calculated and reported correctly to ensure flawless experiments and comparability. However, as the pulse overlap depends strongly on the spot shape and the employed scanning routine, its calculation can be challenging. ${ }^{[7-15]}$

The impact of the applied scanning routine on the quality of a resulting surface is especially evident in the case of direct laser interference patterning (DLIP). This is because this technique produces an interference-based periodic pattern within the individual scan lines. ${ }^{[16]}$ If the hatching distance $(\Delta y)$ between these scan lines is too large the surface modulation caused by the Gaussian profile of the laser beam can cause a superimposed periodicity as shown in Figure 1.

To avoid periodic surface modulation, the hatching distance is usually reduced until the outer regions of each scan line overlap sufficiently to form a homogeneous surface. The pulse-to-pulse overlap (OL) thereby defines the number of pulses $n_{x}$ interacting with a given point in the surface and is generally calculated using Equation (1), where $\Delta x$ refers to the step size within the scan line according to Figure 1 and $D$ refers to the respective spot diameter.

$$
\begin{equation*}
\mathrm{OL}=\left(1-\frac{\Delta x}{D}\right) \times 100=\left(1-1 / n_{x}\right) \times 100 \tag{1}
\end{equation*}
$$

However, as this equation only considers the overlap within a single scan line (given by $\Delta x$ ) and not the overlap of separate lines (given by $\Delta y$ ) there is an intrinsic error that leads to an underestimation of the overlap. This effect is relatively small if the overlap in the $x$-direction is significantly greater than the one in the $y$-direction, but it becomes significant if the overlap between lines is increased. ${ }^{[1,4,17]}$

Additionally, if the overlap in the $y$-direction is increased the overlap in the $x$-direction must be decreased respectively to keep the overall overlap constant. This, however, leads to the second cause of the error as Equation (1) can only be used for rectangular spots or as an approximation for circular spots with step sizes that are relatively small compared to the spot radius $r$. For bigger step sizes the overlap of two circular spots is instead described more accurately by Equation (2). ${ }^{[18,19]}$ While Equation (2) can be used to calculate the overlap within one scan line for a given step size $\Delta x$, it also does not consider the overlap of different


Figure 1. Schematic surface scan in which the hatching distance $\Delta y$ is too large resulting in a periodical surface modulation in addition to the desired interference pattern.
scan lines and most importantly, cannot be solved for $\Delta x$. Therefore, Equation (2) cannot be used to calculate the step sizes that are required to achieve the desired overlap. Especially, if the $y$-direction is considered as well approximating Equation (2) and solving the approximation for $\Delta x$ is unfeasible.
$\mathrm{OL}=\frac{2 \times r^{2} \times \cos ^{-1}\left(\frac{\Delta x}{2 r}\right)-\frac{\Delta x}{2} \times \sqrt{4 \times r^{2}-\Delta x^{2}}}{\pi \times r^{2}} \times 100$

The following section describes a calculation route that aims to avoid the described errors and makes it possible to calculate the spot overlap for a wide variety of spot profiles. This further makes it possible to calculate the spot overlap and accumulated fluence on a processed area even if the hatching distance is reduced. This generally leads to a more even surface coverage and a more homogenous intensity distribution. The approach is then verified in two experiments for which titanium was chosen as reference material. Titanium was chosen because it is widely used in applications that require precise surface treatments like aerospace and biomedicine and because of its use in additive manufacturing that also requires defined scanning routines. ${ }^{[20-23]}$ For those reasons, a significant amount of research on laser processing of this material has already been conducted and reported. Comparing these results can, however, oftentimes be challenging as many publications miss crucial details, like the used spot diameter, when describing the experimental setup or do not clearly describe how a stated overlap was calculated. If the overlap is calculated, it is generally done using Equation (1) which comes with the aforementioned intrinsic errors as it assumes rectangular spots and does not consider the overlap between scan lines. ${ }^{[24-32]}$ With that in mind, this work proposes a relatively simple and straightforward calculation route that could, when implemented widely, greatly improve the comparability and reproducibility of experiments across various fields of research and facilitate the transfer to industry.

## 2. Results and Discussion

The following section presents a detailed derivation that leads to a set of equations that can be used to determine crucial process parameters such as pulse overlap, accumulated fluence, or the required step sizes needed to achieve the desired number of laser pulses per point in the surface. The model is then validated using ultra short pulsed DLIP on titanium surfaces.

### 2.1. Formalism Development

To start the calculation a rectangular reference surface $A_{\text {ref }}$ with
$A_{\text {ref }}=x_{\text {ref }} \times \gamma_{\text {ref }}$
can be assumed. With given pulse distances $\Delta x$ and $\Delta y$ the total number of pulses $n_{\text {ref }}$ applied to this reference area is defined by Equation (4).
$n_{\text {ref }}=\frac{x_{\text {ref }}}{\Delta x} \times \frac{\gamma_{\text {ref }}}{\Delta y}$
The accumulated fluence $F_{\text {acc }}$ on the reference surface is then given by the single pulse energy $E_{\text {Pulse }}$, the number of pulses and the reference area according to Equation (5).
$F_{\mathrm{acc}}=\frac{E_{\text {Pulse }} \times n_{\mathrm{ref}}}{A_{\mathrm{ref}}}$
Equation (5) can then be combined with Equation (4) to eliminate the reference values and achieve Equation (6).
$F_{\mathrm{acc}}=\frac{E_{\text {Pulse }}}{\Delta x \times \Delta y}$
It is important to note that Equation (6) does not rely on the spot area or shape and can therefore be used without requiring the complex calculation of overlap areas as in Equation (2).

The total number of pulses $n_{\text {acc }}$ by which the accumulated fluence is applied on a given point of the surface can be calculated with Equation (7) and is then used to calculate the averaged pulse overlap (OL) via Equation (8).
$n_{\text {acc }}=\frac{F_{\text {acc }}}{F_{\text {Pulse }}}=\frac{F_{\text {acc }} \times A_{\text {Spot }}}{E_{\text {Pulse }}}$
$\mathrm{OL}(\%)=\left(1-1 / n_{\text {acc }}\right) \times 100$
In contrast to Equation (2), this set of equations can easily be solved for $\Delta x$ meaning that the necessary pulse distance required to achieve the desired overlap can be calculated. This greatly facilitates parameter screenings that aim to systematically vary the pulse overlap.

An example of the calculation of process parameters using these equations is given in the experimental section. As can be seen from Equation (7), the area of a single laser spot $A_{\text {spot }}$ is required for the last calculation step. While for Gaussian beam profiles, this value can be easily determined mathematically, in the case of more complex beam profiles it is recommended to first observe the effective spot diameter with the desired pulse fluence on the surface. Apart from the spot area, the transversal
beam profile is not considered any further as the objective of the scanning routine is to achieve homogenous surface coverage and thereby even out the intensity distribution. Therefore, only the average values are considered.

### 2.2. Experimental Validation

The approach derived in Section 2.1 was validated in two separate experiments. This was done using the USP-DLIP setup described in Ref. [2] employing a titanium-sapphire femtosecond laser with a pulse duration of 100 fs and a repetition rate of 1 kHz . This setup ensures that heat accumulation within a scan line and between different scan lines is neglectable as it can be assumed that the material reaches equilibrium before the next pulse arrives. The periodicity of the applied interference pattern was fixed to $3 \mu \mathrm{~m}$. Further details on the patterning method and the setup used are given in the experimental section.

### 2.2.1. Validation of a Model Surface

To cover a surface with a defined average number of pulses per point ( $n_{\text {acc }}$ ), the required step sizes in the $x$-and $\gamma$-directions need to be calculated, respectively. The following section illustrates the shortcomings of state-of-the-art approaches to do so and investigates the newly developed model.

A scan with an average surface coverage of one pulse per point on the surface was performed. In case of spherical spots, where a surface coverage without gaps is not possible, this task requires
some spot overlap. This way, if the surface area without any laser interaction is equal to the area with two interactions, each point on the surface experiences an average of one interaction. The average pulse number of one pulse per point was chosen due to the simplicity of evaluation of the resulting surfaces (Figure 2) and because this example shows that the widely established approach of employing Equation (1) to calculate the fluence fails to consider the free spaces between non-rectangular spots. Instead, if Equation (1) is applied to the same problem, the result would be a step size equal to the beam diameter resulting in a surface with no overlap but significant unirradiated areas.

In contrast to Equation (1), Equation (2) considers the circular shape of the spot. However, it cannot be solved for $\Delta x$ and the necessity to consider the second scan direction and the respective overlap in $\Delta y$ makes numeric solutions unfeasible. Additionally, deviations from the circular shape would easily result in errors while the newly developed method only requires the spot area regardless of shape.

To verify that the proposed calculation route can determine the step sizes in the $x$ - and $\gamma$-directions, the surface depicted in Figure 2a was produced. The spot diameter was $79 \mu \mathrm{~m}$ resulting in step sizes in the $x$ - and $y$-directions of $70 \mu \mathrm{~m}$. While the step sizes in the $x$ - and $y$-directions do not need to be equal, the calculation was adapted to meet this condition. The detailed calculation is given in the experimental section.
The produced surface is depicted in Figure 2a and appears to be close to the ideal arrangement of spots in Figure 2d. To determine the surface fractions that interacted with 0,1 , or 2 pulses


Figure 2. a) Laser scanning microscope picture of the produced surface with a spot diameter of $79 \mu \mathrm{~m}$ and a desired step size of $70 \mu \mathrm{~m}$ in the $x$ - and $y$-directions. b) Segmentation of image a) to determine the surface fractions that experienced one (light gray), two (dark gray) or zero (white) laser interactions. c) Approximating a) with circles to determine the idealized surface area fractions. d) Ideal grid for step sizes of $70 \mu \mathrm{~m}$.
the image was segmented manually as shown in Figure 2b. Additionally, circles were fitted to the spots in (a) to determine idealized surface fractions for the real surface.

The images (b) to (d) were analyzed via image analysis to obtain the regions of the surface that interacted with 0 , 1 , or 2 pulses. This was done by employing a grayscale threshold, where the bright areas represent 0 interactions, the gray areas 1 interaction, and the dark areas 2 interactions. The results are given in Table 1.

It becomes evident that the results for the ideal grid meet the expectation that the area affected by two pulses is equal to that affected by 0 pulses, resulting in an average of one interaction per point on the surface as was the premise of the calculation. The results for the idealized surface are close to this result. However, the inaccuracy of the sample stage led to a distortion of the theoretical grid and thereby to a deviation from the theoretical values.

Interestingly, the real surface shows a strong increase in the area subjected to two pulses that cannot be explained by the given model. To explain this result, it must be considered that the patterned regions show a lower ablation threshold than the polished surface as a result of an increased surface roughness, oxidation, and damage accumulation. ${ }^{[2,33,34]}$ This results in an increase in the effective spot diameter in the overlap areas as shown in Figure 3, as the outer regions of the beam profile that did not

Table 1. Surface coverage of the real surface (Figure 2b), its idealized approximation (c), and of the ideal grid (d).

|  | 0 Pulses | 1 Pulse | 2 Pulses |
| :--- | :---: | :---: | :---: |
| Real Surface | $7.93 \%$ | $75.96 \%$ | $16.11 \%$ |
| Idealized Surface | $8.96 \%$ | $83.02 \%$ | $8.02 \%$ |
| Ideal Grid | $9.20 \%$ | $81.60 \%$ | $9.20 \%$ |



Figure 3. Detailed view of one of the spots from Figure 2a. The black circles indicate the spot diameter on the polished surface ( $d_{1}=79 \mu \mathrm{~m}$ ) that was used for the calculations. The red circles indicate the increased effective spot diameter $\left(d_{2}=85.2 \mu \mathrm{~m}\right)$ within the patterned regions. This increase in effective spot diameter causes an additional two-pulse overlap (dark regions between red circles) that is not accounted for in the model.
cause ablation on the polished areas can interact significantly with the already patterned areas. This leads to additional twopulse areas. While the model only expects the overlap between the black circles showing the formerly measured spot diameter of $79 \mu \mathrm{~m}$, the apparent spot diameter on the patterned surfaces increases to around $85.2 \mu \mathrm{~m}$, and additional two-pulse areas between the red circles are produced. When calculating the expected overlap of circles with a diameter of $85.2 \mu \mathrm{~m}$ using Equation (2) and the used step size of $70 \mu \mathrm{~m}$ the resulting $17.6 \%$ are relatively close to the measured two-pulse area in the real surface ( $16.11 \%$ ). This demonstrates that a correct assessment of the effective spot area is crucial to calculate relevant process parameters. ${ }^{[33-36]}$

To assess how strongly this additional absorption influences the obtained results, multiple surfaces were produced and systematically analyzed in the next section.

### 2.2.2. Validation of the Model for Fully Patterned Surfaces

To evaluate the processing parameters on fully patterned surfaces, an exemplary study was carried out, observing the pattern depth of a DLIP line pattern with $3 \mu \mathrm{~m}$ periodicity and its dependence upon the pulse fluence $F_{\text {Pulse }}$, the number of pulses per point $n_{\text {acc }}$, and the step size in $\gamma$ direction $\Delta y$. The evaluated factors and the results including the standard deviation of the nine measurements taken per parameter combination are given in Table 2. It is expected that $\Delta y$ has no effect on the pattern depth, as the step size in the $y$-direction is balanced with a respectively calculated step size in the $x$-direction to keep $n_{\text {acc }}$ on the desired level. Two exemplary surfaces are shown in Figure 4.

The data from Table 2 was evaluated using the software "Minitab 19" (Minitab GmbH) to produce the Pareto chart shown in Figure 4. This chart shows to what extent the different input parameters influence the output parameter, i.e., the pattern depth. As expected, the pulse fluence and the number of pulses per point have the strongest influence on the resulting pattern depth. Their interaction also shows a strong effect meaning that the two parameters do not influence the result independently but show a strong synergy. The step size in the $\gamma$-direction and its interactions with the other parameters shows only a minor effect

Table 2. Experimental design to investigate the three parameters $F_{\text {Pulse }}, n_{\text {acc }}$, and $\Delta y$ with two levels each. $\Delta x$ was determined using the model above. The spot diameter was $70 \mu \mathrm{~m}$. $\sigma$ refers to the standard deviation of the measured pattern depths.

| $F_{\text {Pulse }}\left[J \mathrm{~cm}^{-2}\right]$ | $n_{\text {acc }}-$ | $\Delta y[\mu \mathrm{~m}]$ | $\Delta x[\mu \mathrm{~m}]$ | Pattern Depth $[\mu \mathrm{m}]$ | $\sigma[\mu \mathrm{m}]$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 0.5 | 10 | 6 | 64 | 451.56 | 27.46 |
| 0.5 | 10 | 24 | 16 | 479.89 | 30.29 |
| 0.5 | 20 | 6 | 32 | 800.56 | 21.43 |
| 0.5 | 20 | 24 | 8 | 801.67 | 55.91 |
| 1 | 10 | 6 | 64 | 884.44 | 77.38 |
| 1 | 10 | 24 | 16 | 1070.44 | 50.42 |
| 1 | 20 | 6 | 32 | 1804.56 | 141.82 |
| 1 | 20 | 24 | 8 | 1849.56 | 97.71 |



Figure 4. a) Exemplary surface with $F_{\text {Pulse }}=0.5 \mathrm{Jcm}^{-2}, n_{\mathrm{acc}}=10$, and $\Delta y=6 \mu \mathrm{~m}$. The profile scan has a scale from 0 to $1.5 \mu \mathrm{~m}$. b) Exemplary surface with $F_{\text {Pulse }}=1 \mathrm{Jcm}^{-2}, n_{\text {acc }}=20$ and $\Delta y=24 \mu \mathrm{~m}$. The profile scan has a scale from 0 to $4 \mu \mathrm{~m}$. c) The Pareto chart for the given data set shows that the pulse fluence and the number of pulses have a strong effect on the resulting pattern depth. The interaction between those two factors also influences the depth strongly. The weakest effects are associated with $\Delta y$ meaning that this factor has very little influence on the resulting depth.
that is, however, not below the significance threshold of 1.98 . This remaining effect of $\Delta \gamma$ likely originated from the discrepancy between the observed spot diameter on a polished surface and the effective spot diameter within the pattern that was observed in Section 2.2.1.

It should be noted that using Equation (1) to calculate the overlap in the $x$ - and $\gamma$-direction for the patterns in Table 2 would result in an overestimation of the actual overlap by over $21 \%$. This observation underlines the importance of the correct calculation route to systematically assess the effect of the laser parameters on the resulting surface. Equation (2) gives correct results for circular spots but is restricted in its applicability as it cannot be solved for $\Delta x$ meaning it cannot be used to calculate the step sizes required to achieve the desired pulse number. In research, a discrepancy between the calculated and the true parameters can have major effects as the main objective of most parameter screenings lies in finding the ideal combination of pulse fluence and overlap that is required to achieve the desired effect. If these values are not calculated or reported correctly other research groups are not able to produce comparable surfaces without repeating the parameter screening themselves. Perhaps more
importantly, errors in the parameter calculation can lead to major difficulties when the laser process is transferred to the industrial application as these transfers generally aim to translate the ideal laser parameters found in the lab to an industrial scale setup that generally employs vastly different input parameters like pulse power, spot size, and frequency. It is therefore crucial that parameters like overlap, pulse fluence, and accumulated fluence are calculated and reported as precisely as possible.

## 3. Concluding Remarks

The calculation route developed in this contribution allows the straightforward calculation of the spot overlap and the accumulated fluence on an irradiated material's surface with higher precision than established methods. This is especially true for complex scanning paths or non-Gaussian beam profiles as the average number of pulses on a given point of the surface is calculated using only the step sizes and the spot area. This makes it possible to evaluate the influence of single process parameters with greater precision and to compare surfaces that were produced with different parameters or setups. Having access to
the exact process parameters that resulted in a given structure also makes it possible to develop more precise models and make sound predictions for their respective properties. As stated earlier, the alternative of using established methods to calculate the overlap in the $x$-and $y$-direction can lead to an error of over $21 \%$ in the estimation of the overlap and consequently, the total accumulated fluence on the surface.

The main challenge of the technique lies in the determination of the effective spot size, a requirement for the determination of the pulse fluence. This is because the reference spots on a polished surface, which are generally used to determine the spot size, show a smaller diameter than the spots within the patterned surface, where the material usually shows a lower ablation threshold as a result of oxidation, roughening and damage accumulation. This problem is shared with established calculation routines as they too need to determine the effective spot diameter prior to the patterning.

Future works could employ a scan with bigger step sizes like the scan with one pulse per point conducted in this work to determine the spot diameter within a patterned surface experimentally. Alternatively, a focus on the precise laser-material interaction of the system could enable researchers to quantify the reduction of the ablation threshold caused by the patterning. This way the effective spot size within the patterned area could be accessed even for higher pulse numbers.

## 4. Experimental Section

Material Preparation: Titanium samples were cut out of a sheet (HMW Hanauer GmbH; 99.995 wt.\%) using wire-cut electrical discharge machining (EDM).

The samples were prepared with the following steps: 1) Heat treatment in vacuum ( $\approx 10^{-5} \mathrm{mbar}$ ) at $700^{\circ} \mathrm{C}$ for 10 min . (heating/cooling rate: $1^{\circ} \mathrm{C} \mathrm{min}^{-1}$ ). The main purpose of this treatment was to remove surface contaminations and potential thermal influences on the sample edges caused by the EDM. 2) Grinding: The samples were grinded using SiC grinding discs (\#600-200 s; \#1200-600 s) 3) OPS polishing: OPS + 2\% $\mathrm{H}_{2} \mathrm{O}_{2}(30 \% \mathrm{w} / \mathrm{v})+2 \% \mathrm{NH}_{3}(25 \% \mathrm{v} / \mathrm{v})$ for 8 min .4$)$ Etching in Beraha I stock solution for 45 s . This step is used to remove the deformation layer that forms on the Ti surface during the previous steps. 5) OPS polishing identical to three.

The resulting surfaces were cleaned in an ethanol ultrasonic bath for 10 min immediately after the polishing as well as immediately before and after the laser processing.

Laser Processing: The laser patterning was conducted using a Titanium-Sapphire laser with a centered wavelength of 800 nm , a pulse duration of 100 fs , and a repetition rate of up to 1 kHz . Ultrashort pulsed direct laser interference patterning was used to produce a line pattern with a periodicity of $3 \mu \mathrm{~m}$ within the individual laser spots. To achieve this, the main beam is split into two coherent sub-beams that are then brought to interference on the sample surface to create a periodical, line-shaped interference pattern. This pattern is then transferred to the material surface through a combination of direct ablation and thermal processes. Further details on the technique and the setup used can be found in Müller et al. ${ }^{[3]}$ In contrast to a related work, ${ }^{[10]}$ the setup uses a mask to reduce the beam diameter of the Gaussian beam from 8 to 3 mm . This way an approximate top hat profile is achieved.

The set of equations given in Section 2 was fed into an Excel spreadsheet and used to calculate the required structuring parameters. To illustrate this, the calculation process to produce the surface depicted in Figure 2a is given below.

## Given parameters:

Spot Diameter: $D=79 \mu \mathrm{~m}$.
Desired number of pulses per point: $n_{\text {acc }}=1$.
Laser Power: $P=26.7 \mathrm{~mW}$.
Expected losses in the DLIP system, here: $L=10 \%$.
Laser repetition rate: $f=250 \mathrm{~Hz}$.
Additional condition: $\Delta x=\Delta y$.

Generally, this condition is not required. Instead, one of the step sizes can be chosen freely but should generally be a multiple of the DLIP periodicity in the respective direction.
$E_{\text {Pulse }}=\frac{P \times(1-L)}{f}=96.12 \mu \mathrm{~J}$
$F_{\text {Pulse }}=\frac{E_{\text {Pulse }}}{A_{\text {Spot }}}=1.96 \mu \mathrm{Jcm}^{-2}$
$F_{\text {Pulse }}=\frac{E_{\text {Pulse }}}{\Delta x \times \Delta y}=\frac{E_{\text {Pulse }}}{\Delta x^{2}}$
$\Delta x=\Delta y=\sqrt{\frac{E_{\text {Pulse }}}{F_{\text {Pulse }}}}=70 \mu \mathrm{~m}$
Surface Analysis: An OLS4100 confocal laser scanning microscope was used to determine the respective spot diameters and surface profiles. Image segmentation was then performed using the software "Amira" (version 5.3.1). For the simplified images (Figure $2 b, c$ ) the image analysis was performed with the software "Gimp".

The analysis of the experimental design (Section 2.2.2) was performed using the software Minitab 19 (Version 2020.1).
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