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ABSTRACT 

Over the last decade, research has focused on machine learning and data mining to 

develop frameworks that can improve data analysis and output performance; to build 

accurate decision support systems that benefit from real-life datasets. This leads to the 

field of clinical data analysis, which has attracted a significant amount of interest in the 

computing, information systems, and medical fields. To create and develop models by 

machine learning algorithms, there is a need for a particular type of data for the existing 

algorithms to build an efficient model. Clinical datasets pose several issues that can affect 

the classification of the dataset: missing values, high dimensionality, and class imbalance. 

In order to build a framework for mining the data, it is necessary first to preprocess data, 

by eliminating patients’ records that have too many missing values, imputing missing 

values, addressing high dimensionality, and classifying the data for decision support.  

This thesis investigates a real clinical dataset to solve their challenges. Autoencoder is 

employed as a tool that can compress data mining methodology, by extracting features 

and classifying data in one model. The first step in data mining methodology is to impute 

missing values, so several imputation methods are analysed and employed. Then high 

dimensionality is demonstrated and used to discard irrelevant and redundant features, in 

order to improve prediction accuracy and reduce computational complexity. Class 

imbalance is manipulated to investigate the effect on feature selection algorithms and 

classification algorithms.  

The first stage of analysis is to investigate the role of the missing values. Results found 

that techniques based on class separation will outperform other techniques in predictive 

ability. The next stage is to investigate the high dimensionality and a class imbalance. 

However it was found a small set of features that can improve the classification 

performance, the balancing class does not affect the performance as much as imbalance 

class.  
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𝜎𝑖𝑗
2  Variance of each variable. 

𝑛 Number of dataset attributes. 

𝑁 Number of samples. 
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𝑓𝑖 Feature 𝑖; 𝑖 = 1,2, … 𝑛 
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𝑆 Subsets 
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  Introduction 

1.1 Background 

A huge volume of data has been collected over many years from patients in hospitals and 

clinics (Li et al, 2005). The availability of such large datasets should allow for the 

development of decision support systems, which will improve efficiency in healthcare. 

These systems are often developed by extracting knowledge through the manipulation of 

data and its analysis. Decision support systems can be used not only to increase the 

efficiency in providing health care but also to improve  and design personalised care 

through the development of predictive models (Moore, 2015). Such systems have to 

produce both consistent and accurate results, and this is done through the use of a 

systematic methodology which aims to reduce inconsistencies while increasing both the 

efficiency of computation and the accuracy of prediction. This has a number of stages 

including cleaning of data where data corruptions are identified and removed, and the 

identification of the relationships in order to identify the predictive model.  

Data mining is an analysis process that analyses large quantities of data to identify 

patterns by finding correlations between variables (Batra et al, 2013; Hand et al, 2001; 

Potamias & Moustakis, 2001). This is done through the use of a variety of analytical tools, 

such as statistical and machine learning tools. Although statistical tools are simple and 

have less computational complexity, these tools are unable to manipulate all kinds of data 

without some prior knowledge about the data distributions and its characteristics. In 

contrast, machine learning tools are not simple to use but require no a priori knowledge 

of the data (its distributions or its characteristics) and act like black boxes. Machine 

learning tools are used in data mining to obtain information from a large dataset by 

learning the system. Machine learning algorithms can be supervised or unsupervised 

learning. In supervised learning, the training sets with the input and outputs are presented, 

then the goal is to map inputs to outputs by applying some rules. In unsupervised learning, 
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the labels (or outputs) are not known to the algorithm, and learning is done by the 

exploration of the data, and groups of patterns are extracted from it. 

There are many frameworks for mining data that are available e.g CRISP-DM (Chapman 

et al, 2000), SEMMA (Cerrito, 2006) etc. These have been modified for clinical 

applications, resulting in both new frameworks and workflows (Potamias & Moustakis, 

2001). These frameworks need to be comprehensive and able to deal with real datasets, 

which often contain missing values (both random and systematic), badly distributed and 

unbalanced. Thus the frameworks and workflows have to deal with datasets which pose 

challenges in obtaining outcomes. As a result, most frameworks consist of four or more 

interlocking stages (see Chapter 2) and these often consist of (a) pre-processing stage (b) 

reduction of dimensions, (c) extraction of knowledge and (d) development. In the first 

stage where data is pre-processed the dataset is analysed for defects and missing values. 

This stage plays a crucial role in improving a framework’s performance and achieving 

accurate prediction. Then a model is developed to find the relationships and to select 

important attributes which reduce the dimensions. From the relations between data, 

knowledge will be extracted. The last step is to develop the model after evaluation, i.e. 

the testing of the designed model. These steps support the framework model to classify 

or cluster data in an effective manner.  

Clinical data often poses a number of challenges such as missing values, high 

dimensionality, and class imbalance. Whatever the framework that is used, the data 

mining strategies must overcome these challenges seamlessly and predict class labels 

more accurately. With a framework, there are many techniques which can be used at each 

stage, in order to address these challenges. The key aspect here is that as the stages are 

interlocked, methods are used in different stages.  Missing values can be addressed by 

removing data points, imputing missing values through the use of means, or employing 

machine learning models. Removing data points that have missing values leads to loss of 
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information within the data. The use of means to impute missing values is often not 

reliable (see chapter 3), as it introduces a bias in the data. Dimensionality reduction is 

performed to handle high dimensionality, by reducing the number of features in order to 

reduce computational complexity and make the dataset more understandable. Care should 

be taken, that in the process of reducing the dimensions, structural relationships within 

the data are not destroyed; that means no important features or data points will be deleted. 

Feature extraction and feature selection are two methods of dimensionality reduction. 

Feature extraction extracts significant features by finding derived values that are 

informative and not redundant, while feature selection, using a relevance metric, 

eliminates redundant and irrelevant features and keeps relevant features.          

Classification and clustering can be used to evaluate the framework and to predict the 

class label. Classification uses supervised learning to classify data, whereas clustering is 

essentially an unsupervised process. There are many classification and clustering 

techniques used to build a model, such as neural networks and various variations of 

networked learning systems. More recently, there has been an interest in Deep Machine 

Learning (DML) methodologies. These provide a mechanism to extract more information 

from the data. Often these do not need a reduction in dimensions before learning, as they 

extract the relevant dimensions whilst producing the correct relationships. Thus, it is 

feasible that such learning paradigms will reduce the number of steps within a 

methodology. An example of this is autoencoder (see chapter 6).      

1.2 Motivation and Scope 

The wealth of electronic data available has made it difficult to collect, analyse and mining 

data from Electronic Health Records (EHRs). This makes it challenging for clinicians to 

capture a patient’s entire clinical history. Analysis of large datasets is required to build an 

effective diagnosis strategy (Tripoliti et al, 2017). There are various possible solutions to 



4 
 

increase healthcare quality by the development of electronic medical records (EMR), 

computer-based physician order entry (CPOE), and clinical decision support system 

(CDSS) (Rajiv Wadhwa et al, 2008). Various frameworks exist to analyse and design 

models for disease management and diagnosis (Cleland, 1999).  

Chronic heart failure is the most important issue in the medical field; it is the leading 

cause of death all over the world in the past decade (Shouman et al, 2012). The prevalence 

of death caused by heart disease is reported by the American Heart Association. The 

report mentions that in 190 countries, 17.3 million patients per year die of heart disease, 

by 2030 the number will increase to 23.6 million (Sharma et al, 2016).  

The data mining methods are discovering relationships using mining tools to obtain a new 

knowledge from the quantity of data. Data mining assists clinicians in both decision 

support systems and in creating a framework for medical diagnosis, for example in 

detecting a particular disease through a small number of features. Thus healthcare can be 

fitted to the specific needs of patients with the following set of aims:  

 To develop predictive models that will help in the planning of care. 

 Improve treatments by discovering new knowledge and useful information.  

The effective use of data mining methods for rapid clinical decision making requires the 

availability of high-quality clinical data (Lu & Su, 2010). In this thesis, the data is 

obtained from a cardiology clinic at the Hull Royal Infirmary Hospital (see next section 

1.2.1). This data has a number of issues which create a problem for developing prediction 

algorithms and applicable classification. Therefore the motivation for the thesis is to 

develop a methodology for mining clinical data using an autoencoder model; also to 

investigate the clinical data challenges to improve the performance of classification 

algorithms.  
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1.2.1 Research dataset 

Hull LifeLab is a large information-rich clinical dataset consisting of patients with 

possible heart failure referred to a cardiology outpatient clinic. The dataset is from a clinic 

which served a community of about 550,000 people in Kingston-Upon-Hull and East 

Riding of Yorkshire between 2000 and 2012. All referred patients were invited to 

participate in the study and 98% gave informed consent for their information to be 

retained and used for research purposes (Moore, 2015). Consenting patients received a 

comprehensive clinical assessment and those found to have heart failure were followed 

up with further outpatient assessments at regular intervals (typically every 4-6 months). 

The dataset is composed of 463 continuous and categorical variables and 2,032 patient 

records including quality of life. This thesis considers 61 important variables associated 

with blood chemistry. The reason for considering blood chemistry is that the other 

variables are either well understood or are essentially categorical, whose values are 

subjective and dependent on the interpretation of the patients’ record by either the nurse 

or a clinician (Cleland et al, 2016). These additional variables are also prone to having 

missing data greater than 20%. 

The reasons that there are missing values in the dataset are missing data and outliers 

during data recording or entry due to incorrect measures and mixed variable types 

(Weitschek et al, 2013). In addition, in cases where clinical data are collected as part of a 

clinical trial, the medical report pro forma allows certain variables to be left blank. This 

is usually due to the ailment being treated or perhaps the patient may not wish to disclose 

certain information, such as whether he or she is a smoker (Zhang et al, 2012). 

 Of the dataset, 1944 patient records were analysed, as the remainder had variables where 

more than 20% of values were missing (Acuna & Rodriguez, 2004). These 1944 patient 

records were collected at four different time points: 3, 6, 12 and 18 months. After 18 

months, 1459 patients had no record of death and had attended an outpatient clinic and 
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were therefore classed as alive. The remainder were classed as dead (485) as there was a 

record of death present for each one of those patients. The classes will be referred to as 

the alive and dead classes in the following chapters. 

The Hull LifeLab is a confidential dataset, which is being constantly updated. More 

details about the variables and their characteristics can be found in appendices I and II.  

1.2.2 Clinical data challenges 

As discussed earlier, real datasets have some challenges that need to be addressed before 

analysis. The challenges are missing values, high dimensionality, and class imbalance.  

- Missing values 

   Missing values come from the different systematic ways that the clinical data are 

collected, and the transfer of data between systems; they constitute an important issue 

in medical data mining (Rahman & Davis, 2013). Missing values are categorised into 

three types: (a) missing completely at random (MCAR) (b) missing at random (MAR), 

and (c) missing not at random (MNAR); more details are given in Chapter 2.  

Several strategies can be used to impute missing values: (a) removing the record, (b) 

mean/median, (c) imputation. Removing records that have missing values causes loss 

of the structure of the dataset and reduces the number of records, which may in 

consequence be insufficient to analyse data accurately. Finding the mean and median is 

a simple method, but takes no account of the consistency and the structure of the data. 

Imputation methods are based on data mining techniques, for example Most Common 

Imputation (MCI), and Concept Most Common Imputation (CMCI), K-nearest 

neighbour imputation (KNNI) (Batista & Monard, 2002), SVMI (Mallinson & 

Gammerman, 2003), Expectation Maximization imputation (EMI) (Barzi & Woodward, 

2004), and K-mean imputation (Li et al, 2004).  

- High dimensionality  
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Another challenge of clinical data is its high dimensionality. Clinical datasets often 

present too many features. Some features are redundant and irrelevant, whereas others 

are relevant. Dimensionality reduction will reduce computation complexity, and affect 

the achievement of data mining tools. High dimensionality must be addressed in the pre-

processing phase of knowledge discovery so that features of low relevance  are not sent 

to the  learning process. Dimensions can be reduced by selecting features or by 

extracting features. Feature selection is a mechanism that eliminates irrelevant and 

redundant features. Feature extraction is a mechanism that reduces the number of 

features by identifying informative features, for example, principal component analysis 

(PCA) (Li et al, 2006), and independent component analysis (ICA) (Hoyer & Hyvärinen, 

2000). Feature selection is categorized into three types: (a) ranking methods, by sorting 

the features adopted in the algorithm used, for example ReliefF (Guyon & Elisseeff, 

2003), or chi-square  (Zheng et al, 2004), (b) the Wrapper method, by evaluation of the 

feature during the learning algorithm (Cohen & Hirsh, 1994), and (c) the embedded 

method, by employing a classification algorithm (Zhang et al, 2015).  

- Class imbalance 

Clinical datasets often suffer from class imbalance. In a binary class, the class imbalance 

is that the number of data points of one class is greater than the other. The majority class 

is the class with the larger number of samples, whereas the minority class is the class 

with fewer samples, see Table 1-1 for the thesis dataset, which shows a class imbalance. 

The learning algorithm maps inputs to desired output; if there is an imbalance between 

samples for each class; then the minority class will get less chance to be trained. Thus 

the result of performance will be affected (Menardi & Torelli, 2014). Resampling is a 

simple strategy to deal with class imbalance, by increasing the minority sample or 

decreasing the majority sample, known as over-sampling and under-sampling, 

respectively (Cao et al, 2016). 
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Table 1-1: The Hull-Life-Lab Dataset Distribution of the Classes 

 

 

 

 

 

 

- Classification 

The last step of knowledge discovery is classification, the result of which controls the 

decision support. Methods of classification of clinical data are affected by the above 

challenges. The models designed to classify data suppose that the data is complete has 

a low number of features and is balanced. The framework for mining real-life data 

should anticipate data with difficulties, by pre-processing of this data to be acceptable 

to the classification method used. Numerous classification methods can be used to 

evaluate the performance of the learning process, for example, random forest (RF), 

J48/C4.5, neural network and REPTree. A classification method can be evaluated and 

the results compared by criteria measures using a confusion matrix. 

1.3 Research Questions 

There is a wide range of research issues which are addressed in this thesis. These can 

be summarised at a high level as the following set of overarching questions: 

1- How can pre-processing improve the outcomes of clinical data mining? 

2- What combinations of techniques are useful for imputing missing value, 

selecting features, and classification? 

3- Can we employ an efficient method which reduces the number of data mining 

steps? 

The key objective of the thesis is to find out a suitable approach that can be used to 

improve the prediction of clinical data classification; so that this can be used in 

No. of features 61 

No. of samples 1944 

Target output Mortality 

Class Alive Dead 

Frequency 1459 485 
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decision support systems. The dataset used in this work is the Heart failure dataset 

provided by Hull York Medical School (HYMS). This data contains a set of issues 

such as missing values, high dimensionality, class imbalance and non-normal 

distribution.  Data mining tools face challenges while working with data having these 

problems. This issue has not gone unnoticed, researchers have tried to solve these 

issues in this kind of dataset. Even though many researchers have worked on heart 

failure data, very few have reported about the dataset problems, and they did not solve 

all the problems of this data. The quality of data is the main criterion for designing an 

efficient decision support system. In this research, the clinical data issues are taken 

into consideration and found. As well, the methods used have been justified to by 

addressing all limitations of these methods and discussing how to improve these 

methods to enhance the outcomes of the prediction models. We used autoencoder to 

extract features that are most relevant to build a framework for classify data. This 

model can be used to decrease the data mining steps without loss of accuracy. The 

autoencoder method as a deep learning model has not previously been used for clinical 

datasets.   

1.4 Aim and Objectives  

The problem to be solved in this thesis is a clinical dataset, where we can employ data 

mining methodology. The aim is to investigate the issues in the clinical dataset and to 

implement machine learning techniques to solve these problems. Specifically, the 

main goal of this thesis is to define the data mining process and reduce the steps of 

the data mining methodologies by employing an autoencoder model, along with 

investigating the challenges of clinical data described in the previous section, 

including missing values, high dimensionality, and class imbalance. Three major 

steps are needed to solve the challenges of the clinical data, which form the key 

objectives of the thesis: 
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1- Investigating the missing values problem, by studying this issue and imputing the 

missing values using different imputation techniques. 

2- Investigating feature selection methods to reduce high dimensionality by using 

data mining tools. Thus involves  

a. Finding the significant features from the heart failure dataset, which are 

the relevant features.    

b. Analysing the effect of class imbalance on classification performance and 

the output feature selection methods. 

3- Developing and evaluating an autoencoder model to compress the data mining 

methodology by extracting features and classifying the heart failure dataset. 

The main contribution of this thesis is improving the prediction performance for the heart 

failure dataset classification. Thus, we increase the accuracy of classification of data that 

has missing data 78% to more than 85% for the imputed dataset. Similarly, the accuracy 

of prediction has been increased to more than 88% using a small number of features rather 

than using all features of the dataset. Although the most techniques used are not novel 

and have been used before; our study analysis has been explaining the reasons for 

algorithms techniques that work better than others. As well as, interlinked between 

methods used for imputations and the methods used for feature selection and class 

imbalanced.   

1.5 Thesis Structure 

In Chapter 2 data mining methodologies are discussed. These methodologies set a well-

structured framework in order to answer the questions posed above. The first stage is pre-

processing, which can solve and impute missing values. Then, dimensionality is reduced 

by eliminating redundant and irrelevant features using feature selection or feature 
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extracting. Next, classification methods used to evaluate the model. This methodology 

has high computational complexity and would be compressed to reduce the complexity.  

Having fixed the methodology and workflow, in Chapter 3, the various imputation 

methods are discussed. Missing values pose a crucial issue for using data mining 

algorithms and affect their performance, as imputation is the first step of data mining. 

Missing values affect the feature selection and extraction, since features with missing 

values may be not nominated because there is not enough information.  

In later chapters, issues around selection of features (dimension reduction) (Chapter 4), 

Class Imbalance (Chapter 5) are discussed in detail. The focus in these chapters is not 

only on the overall performance but also issues around the complexity of the methods. 

This then leads to Chapter 6 where, based on the results from the previous chapters, an 

autoencoder is designed. The results are then compared with the other methodologies in 

terms of performance as well as computational complexity.  
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 Literature Review on Clinical Data Mining 

2.1 Introduction 

Data mining plays a crucial role nowadays in analysing and testing real-life datasets 

(Kausar et al, 2016; Sharma et al, 2016). Clinical data is an example of interesting real 

data due to the importance of this data to improve decision support systems in the medical 

field. However, to achieve the aim of implementing data mining algorithms, the data have 

to be prepared and edited to overcome some shortcomings such as missing data, high 

dimensionality, and class imbalance. 

Several methodologies are used in data mining such as CRISP (Europe, 2017) and 

SEMMA (SAS-Institute, 2017), which are stages used to develop a framework for mining 

a large data volume. The methodologies start by understanding and pre-processing the 

dataset before manipulating the data to obtain knowledge. Pre-processing data starts with 

cleaning the dataset by deleting the data points that have too many missing values. Then 

missing values are imputed by implementing a suitable technique. One of the most 

appropriate techniques is imputation by calculating missing values through machine 

learning tools. The imputed dataset will be ready to extract latent information from raw 

data by dimensionality reduction. Features can be reduced by using a feature selection 

technique that selects the most relevant features and eliminates other features, which will 

reduce the complexity and identify the significant features. Classification is one of the 

most important processes in data mining, which helps to build decision support systems 

and prediction systems. Although these methodologies have many steps, we will follow 

the CRISP methodology in the thesis, and then reduce these steps using a neural network 

model.  

An autoencoder is a neural network in which the outputs are almost equal to the inputs, 

where there is more than one hidden layer between the input and output layers. It is a deep 

architecture for transfer learning and other tasks. In addition, autoencoder can learn more 



13 
 

complicated relations between visible and hidden units. This model can be used to 

compress the data mining stages, by extracting features and classifying data in one model. 

This chapter discusses data mining methodologies, and the stages of obtaining the 

knowledge that helps in decision making. Also it explores data mining tools that can be 

implemented on clinical data to impute missing values and reduce dimensionality, and 

the classification techniques used to classify the dataset. Then the chapter will 

demonstrate neural network models, and how such a model can be employed on a clinical 

dataset.  

2.2 Knowledge Discovery and Data Mining 

Knowledge Discovery in Database (KDD) is a process for obtaining knowledge from a 

large dataset,  by following an arranged sequence of steps (Poultney et al, 2006). The 

derived knowledge must represent in some respect the  interpreted data and their relations 

(Ma et al, 2015). KDD describes the mechanism that can be applied to the result of data 

mining (Lobur et al, 2011). Thus, data mining is used to generate effective information 

acquisition by using different kinds of algorithms implemented on  datasets (Hinton et al, 

2006; Lobur et al, 2011). The knowledge discovery process includes data warehousing, 

cleaning, pre-processing and transformation; whereas data mining includes model 

selection, evaluation, and interpretation; for example, data mining classifies data and 

identifies patterns. Knowledge discovery refers to the comprehensive process of 

discovering useful knowledge, while data mining is the use of tools in particular steps in 

this process to extract information (Lobur et al, 2008). To define knowledge from pattern 

extraction, the KDD process steps involve understanding the domain and data, data 

preparation and association (Lavrač, 1999).  

An easy approach would be to collect the data and run clustering, classification, model 

identification or evaluation algorithms (Poolsawad et al, 2014b). However, a dataset is 
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not easy to use before pre-processing steps, because data often come with problems like 

a large number of variables, missing values, and class imbalance. Thus, extracting 

information will not give satisfactory results. Clinical data is an example of the data that 

have problems that affect the use of data mining tools and their output (Balakrishnan et 

al, 2008). Thus, the challenges faced in mining the clinical data require a pre-processing 

stage for data mining algorithms to addres the data issues.  

The first step in knowledge discovery is the selection of relevant prior knowledge to 

specify the application domain and goals of the application, as illustrated in figure 2-1. 

Next, the target data are selected and filtered by data cleaning. After that is a step called 

data reduction, which entails finding useful features using feature selection or extraction. 

The next step is to choose the mining algorithms such as decision trees, Support Vector 

Machine (SVM), Neural Network, etc. The mining algorithm is implemented to search 

for interesting patterns. Finally, the result is analysed by transformation, visualisation, or 

removing redundancy.  
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Figure 2-1 KDD, key steps in an iterative and interactive process 
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There are various approaches in data mining to generate information from the dataset, 

including classification, clustering, and regression (Bellazzi & Zupan, 2008). 

Classification is used when the output is presented with the input data, known as 

supervised learning. Clustering is a learning process, where there is no output data 

present, and the data are organised into similar groups; this is known as unsupervised 

learning. Regression is a supervised learning, but the outputs are not discrete, but 

continuous. Description and prediction are the two tasks of data mining (Bellazzi & 

Zupan, 2008). Description aims to find human-interpretable patterns and associations, 

after considering the data as a whole, whilst prediction seeks to predict some outcome of 

interest.  Currently, a major aim of data mining is to discover association among variables 

that may be useful in future decision support (Mullins et al, 2006). 

2.2.1 Data mining methodologies. 

The knowledge discovery process involves interactive and iterative steps with many 

decisions made by the user (Fayyad et al, 1996), as  shown in figure 2-1. Data mining 

methodologies can be categorized into the following:  

2.2.1.1  CRISP-DM  

CRoss Industry Standard Process for Data Mining (CRISP-DM) is widely used as a data 

mining model. As we see in figure 2-2, the model consists of six phases: Business 

Understanding, Data Understanding, Data Preparation, Modelling, Evaluation, and 

Development (Chapman et al, 2000). CRISP is a process defining the model in data 

mining to provide a framework for carrying out projects, independent of the industry 

sector and the technology used (Wirth & Hipp, 2000). The model aims to make large data 

mining projects less costly, more reliable, more repeatable, more manageable, and faster. 
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Figure 2-2 CRISP-DM Methodology 

CRISP-DM consists of four levels: phases, generic tasks, specialised tasks, and process 

instances (Catley et al, 2009). At the top level, there are a small number of phases, each 

of which consists of several tasks in the second level. The second level is called generic 

because it is intended to be general enough to cover all possible data mining situations. 

To cover both the whole process of data mining and all possible applications, the generic 

tasks are designed to be as complete and stable as possible. The model’s stability means 

it may be valid for yet unforeseen developments, like new modelling techniques. The 

specialized tasks in the third level describe the actions in the generic tasks to be carried 

out in specific situations. For example, at the second level, there is a generic task called 

build model.  Build a response model in the third level is a task which contains specific 

activities for the problem and the data mining tools (Catley et al, 2009). 

 A specific sequence of discrete steps represents the description of phases and tasks. In 

practice, many of the tasks can be performed in a different order; for example, it may be 

necessary to backtrack to the previous task or repeat certain actions. Through the data 
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mining process, CRISP-DM will not possess all the possible routes because it would 

require an overly complex model with low expected benefits. The fourth level, the process 

instance, is where the actions, decisions, and results of an actual data mining engagement 

are recorded. The process instances are organised according to the tasks defined at the 

higher levels , but they represent what actually happened in a particular engagement, 

rather than what happens in general (Rahman & Davis, 2013). CRISP is widely used to 

solve clinical data mining problems. 

2.2.1.2 SEMMA  

Derived from the statistical analysis software institute (Matignon, 2007), SEMMA consists 

of five steps, as shown in figure 2-3.  

a) Sample: the process starts with data sampling, i.e. selecting the data set for modelling. 

b) Explore: discovering and anticipating the relationships between variables.  

c) Modify: the methods to select, create and transform variables, in preparation for data 

modelling. 

d) Model: depending on prepared variables, applying various modelling (Data Mining) 

techniques to create models that can provide the desired outcome. 

e) Assess: To show the reliability and usefulness of the model, it should be evaluated.  

In the sample step, the dataset is taken and portioned into training, validation, and test 

sets of samples. The dataset is visualized statistically and graphically in the explore step, 

to explore distributions, correlations, etc. Then the data is transformed in the modify step, 

to change the data for the suitable model, if possible, or deal with missing values. Next, 

comes the fitting of the dataset into the machine learning technique, for example when 

using neural network or decision trees. Eventually, in the assessment step, the data is 

partitioned into alternative sets to validate the model and to estimate the data mining 

process. 
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Figure 2-3 SEMMA Methodology (Original from SAS Institute) 

The SEMMA process provides an easy to understand process, allowing adequate 

development and maintenance of data mining projects. In contrast to the CRISP-DM 

process, SEMMA also allows the user to return to previous steps in the process and focus 

mostly on the application to exploratory statistical and visualization-based data mining 

techniques  (Bellazzi & Zupan, 2008). 

2.2.2 Medical data mining 

 The increase of use of information and computer technology have led to an increase in 

the volume and complexity of data (Lobur et al, 2011). Patient records used in 

management and other medical information are stored electronically as medical data or 

hospital information systems; European Institute for Electronic Health Records 

(EuroRec) is an example of patients’ records. This search has an interest in using the 

clinical data to develop frameworks and models which can improve healthcare. The field 

of data mining and management of clinical datasets has attracted interest in several 
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disciplines. Discovery of knowledge from the raw data is the goal of data mining 

techniques, and medical data offers a promise to identify clinical data patterns (Friedlin 

et al, 2011; Tsumoto, 2000). The SEMMA and CRISP-DM frameworks have been used 

for such clinical data prediction for clustering and classification (Jilani et al, 2016). 

Clinical data mining entails extracting implicit and potential information from raw 

clinical data to benefit the decision support system and hence to improve healthcare 

systems (Esfandiari et al, 2014). Healthcare delivery benefits from the technologies used 

in the medical field (Masci et al, 2011). Moreover, the development of data mining for 

health monitoring systems has forced the provision of proactive decisions (Sow et al, 

2013). Nowadays, there is an active interest in the advancement of diagnosis systems, 

which use clinical data to assist in recognition of diseases and tracking patients’ 

conditions (Lin & Haug, 2008).  

Data mining has been used in the medical domain for diagnosis and treatment analysis; it 

brings a set of tools that can be applied to clinical data to discover underlying patterns 

and support healthcare professionals (Lu et al, 2016). After pre-processing data, the data 

is further prepared for sequential patterns mining. The final step for mining data is 

evaluation; this is done by using evaluation approaches such as classification, clustering, 

and regression. Lokeswari & Jacob (Lokeswari & Jacob, 2015) propose a model that 

would enable mining meaningful medical information to be mined from a community 

dataset; they implement various parallel classification algorithms; decision trees, K-NN, 

and Naïve Bayesian classifiers. The model works by classifying data using the three 

techniques then the outputs are given as input to a “Bagging” algorithm which can 

improve the accuracy of the parallel classifier. The accuracy is evaluated using specificity 

and sensitivity metrics. Sharma and his colleagues (Sharma et al, 2016) provide a survey 

on heart and cancer disease. The study reviews the existing research to find out significant 

knowledge in this field and summaries of different approaches used in diagnosing disease, 
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in addition to discussing the tools available for processing and classification of data. They 

conclude that the selection of data mining approaches is not the same for all; it truly 

depends on the dataset type.  

The Seattle Heart failure model (SHFM) is an example of a model for diagnosing heart 

failure (Levy et al, 2006). The model is designed to predict survival years in heart failure 

patients using Prospective Randomized Amlodipine Survival Evaluation (PRAISE1) 

(Pfeffer & Skali, 2013).  It was developed primarily from clinical trial databases and the 

benefit of interventions extrapolated from published data. The SHFM was derived by 

retrospectively investigating predictors of survival among 1,125 patients in PRAISE1 

(NYHA 3B-4, EF<30%, ACEI, diuretics, 403 deaths). This program uses data from six 

research studies on heart failure to calculate an individual patient's probability of survival 

with heart failure and the potential benefit of various medical and surgical treatments. It 

is intended for use by medical professionals who are trained in the treatment of heart 

conditions, to help inform decisions on treatment, and counsel the patient. A stepwise 

Cox proportional hazard model is used to develop a multivariate risk model, which 

identified age, gender, ischemic ethology, NYHA, ejection fraction, systolic blood 

pressure, K-sparing diuretic use, statin use, allopurinol use, haemoglobin, % lymphocyte 

count, uric acid, sodium, cholesterol, and diuretic dose/kg as significant predictors of 

survival. SHFM provides an accurate estimate of 1-, 2-, and 3-year survival with the use 

of easily obtained clinical, pharmacological, device, and laboratory characteristics 

(Washington, 2012). The researchers conclude that amlodipine would reduce the rate of 

death from all causes in heart failure patients with the same symptoms. The model is a 

well-validated prediction model of all-cause mortality in patients with heart failure, but 

its relationship with generic health status measures has not been evaluated (Li et al, 

2013). It may also be used to assess relative risk and changes over time, but when 

assessing the absolute percentage of event-free survival, the overestimation of event-free 
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survival should be accounted for (Sartipy et al, 20014). The SHFM requires simple 

variables necessary to calculate risk and incorporates heart failure medications and 

devices. Addition of peak oxygen consumption to the model in 1,240 ambulatory heart 

failure patients increased the ROC from 0.758 to 0.766.22 When annual mortality is 

>20% the risk of pump failure death exceeds the risk of sudden death. 

 Patients at Risk of Re-hospitalisation (PARR-30) is another application for identifying 

inpatients at risk of re-admission within 30 days of discharge. The dataset is collected 

from hospitals in the UK within 30 days of discharge using information that can either be 

obtained from hospital information systems or from the patients. The results show that 

positive predictive value (the percentage of inpatients identified as high risk who were 

subsequently readmitted within 30 days) was 59.2%; also the area under the curve was 

0.70%. The existing PARR tools that were first developed in 2005 are designed to identify 

patients who may be at risk of re-admission within a year, but they use data that may not 

be available while the patient is still in hospital (Nuffieldtrust, 2012). Predictive 

models need to be updated from time to time to reflect changes in clinical practice, and 

in epidemiology, demographics and clinical coding.  

Another study on chronic heart failure is that of Shelton et al (Shelton et al, 2010), who 

investigate the effect of atrial fibrillation and its relationship with heart failure. A survey 

used a heart failure dataset to investigate current data mining techniques that discover 

knowledge from data, to compare prediction performance and decision tree outcomes 

(Soni et al, 2011). Classification of heart failure patients into four classes has been 

proposed in Saqlain et al (Saqlain et al, 2016), using data mining tools.  

Using the PARR1 algorithm requires data on admitting diagnoses; however, obtaining 

diagnostic information on patients prior to discharge can be problematic with some 

hospitals and is likely to rely on the use of an admitting diagnosis field which many 
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consider less reliable than discharge data entered by medical records staff (Billings et al, 

2006). 

2.2.3 Data mining techniques 

As the volume  of information becomes larger, more extensive data mining techniques 

have appeared (IBM, 2012).  The techniques could be used for classification, clustering, 

association, prediction, and pattern recognition, as shown in figure 2-4. 

 

Figure 2-4 Types of Data Mining Techniques 

Classification is a process where the learning function in the training data has to map the 

input instances into one of the predefined classes (Olson & Delen, 2008). The class is a 

specialised target represented by the value of a particular feature in the dataset  (Aggarwal 

& Zhai, 2012). For example in clinical data, each record may be tagged by a particular 

class label that represents the mortality of the patients; thus the goal is to predict the 

patient class label.  

Clustering is an automatic technique that takes the dataset as input and groups the data 

points into clusters. This is unsupervised learning that works without a class label (Olson 
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& Delen, 2008). It is an optimisation problem, where the variables represent the 

membership of data points, and the objective function maximises mathematical 

quantification of group similarity (Aggarwal & Zhai, 2012). An example of clustering is 

to determine patients that are similar to one another in the context of a variety of variables.  

The association technique is used to predict patterns depending on the relationship 

between particular items in a data and other items in the same transaction. For example, 

the data matrix corresponds to an item in each column and association finds the relation 

between variables and the class or between the variables themselves. 

In prediction, the analysis discovers the relationship between the independent and 

dependent variables. For example, in linear distributions, if the line is distributed in a 

stable trend, the next target value could be predicted for the requested data. Pattern 

recognition techniques search for similar patterns in the data transaction over a dataset; 

the patterns can help to find the relationships among data. They are generally categorised 

corresponding to the learning technique used to generate the output value. 

2.3  Missing Values and Imputation Techniques 

   Missing values come from the different systematic ways that the clinical data are 

collected, and the transfer of data between systems; they constitute an important issue 

in medical data mining (Rahman & Davis, 2013). Missing values are categorised into 

three types, (a) missing completely at random (MCAR) (b) missing at random (MAR), 

and (c) missing not at random (MNAR). MCAR refers to a variable that has missing 

values that do not affect the data in other variables, this missing data is independent of 

other variables and of itself, so the value of a record does not depend on any other 

variable, even itself. MAR is present when the variable is independent of other variables 

but not itself, for example when a variable is left empty because it is affected by another 
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variable value. MNAR refers to a variable that is related to other variables, so many 

variables are not filled because such a variable is left blank. 

Missing values or missing data occur when no information is available for some data 

points in the database. Missing values are often present in real data (Engels & Diehr, 

2003) since as  Carmona et al (Carmona et al, 2012) note, the collected data in real-life 

applications are not perfect. The data could be missing for a variety of reasons, like 

manual data entry procedures, and equipment errors. The existence of missing values in 

data mining produces several negative effects in the knowledge extraction process, such 

as (a) loss of efficiency, (b) difficulty in managing and analysing data, and (c) bias 

resulting from differences between missing and complete data (Carmona et al, 2012). 

Data mining algorithms are designed for quality data (Blake & Mangiameli, 2011). A 

number of techniques for data analysis have been developed in recent years. However, 

most of them do not deal sufficiently with missing values (Lobato et al, 2015). 

Methods used to impute missing values are ignoring, single imputation, and multiple 

imputations. If the occurrence of the missing data is completely at random, we can simply 

remove it because it does not affect other data (Jing, 2012). Case deletion or ignoring 

missing data means eliminating all records from the dataset that have at least one missing 

value (Carmona et al, 2012). Removing missing data will lose some data which could be 

important for the learning process. Also, the distribution of data will change, while 

imputation can restore the maximum amount of information without losing any data (Jing, 

2012).  

2.3.1 Single imputation:  

A variety of single imputation methods exist, they include: 

 Concept Most Common (CMC): in this method, the missing value is imputed in 

respect of class value by the most common value in the attribute for symbolic 

http://click.thesaurus.com/click/nn1ov4?clkpage=the&clksite=thes&clkld=380:1&clkdest=http%3A%2F%2Fwww.thesaurus.com%2Fbrowse%2Fadequately&clkmseg=59
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attributes; missing values of numerical attributes are imputed by the most common 

value. The concept refers to a set of all cases with the same outcome (Grzymala-

Busse et al, 2005). 

 Mean/Mode: missing values are imputed by computing the mean of the numeric data, 

or the mode value for discrete data. This method assumes that the data are MCAR, 

which is not true in most biological data (Rahman et al, 2014). The mean cannot be 

computed for dependent variables and will be affected by other values. 

 K-Nearest Neighbour Imputation (KNNI): this algorithm is instance-based. Every 

time a missing value is found in a current instance, by calculating the distances for 

each data point, KNN can impute the missing value by the nearest data point value.  

KNNI can predict both quantitative (the mean among the KNN) and qualitative 

attributes (the most repeated value among the KNN). The main deficiency of the 

KNNI approach is that the algorithm searches through all the data and this is repeated 

each time to find nearest distances, which is very slow and is a limitation for large 

datasets (Batista & Monard, 2003). This limitation is critical for KDD since we have 

a massive dataset. 

 Model-based methods: a model is designed to learn from complete data, and then the 

missing values are imputed based on the prior knowledge. Based on using 

classification learning for nominal attributes, and regression for continuing attribute, 

the model can then impute missing values for the rest of data (Rahman et al, 2014). 

 Expectation Maximisation (EM): a statistical method based on maximum likelihood. 

EM consists of an E-step and an M-step The E-step calculates the conditional 

expectation of the parameter on missing data. The M-step estimates the parameters 

by maximising the complete data likelihood (Jing, 2012). EM is commonly used in 

data clustering and machine learning. According to Little & Rubin (Little & Rubin, 
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1989), in incomplete data problems, it is a general iterative algorithm for maximum 

likelihood estimation (Yuan, 2010).  

The treatment of missing data is a very widespread broad statistical problem and one 

should consider that there is no universal imputation method performing best in every 

situation (Schmitt et al, 2015). We will use most of the single imputation methods 

investigate the best methods. The methods used will be differentiated by applying 

different scenario.  

2.3.2 Multiple imputations MI: 

Missing values can be imputed by finding more than one imputed value by different 

methods, then filling the missing value with the least estimation error (Ghoneim et al, 

2011; Su et al, 2011b).  MI appears to be the most attractive method for handling missing 

data (Allison, 2000), The basic idea is given by Rubin (Rubin, 1987): 

 Use an appropriate model to impute missing values that incorporate random 

variation. 

 Do this M times (usually 3-5 times), producing M complete sets. 

o Perform the desired analysis on each dataset using standard complete-data 

methods. 

o Average the values of the parameter estimate across the M samples to produce 

a single-point estimate. 

o Calculate the standard errors, by averaging the squared standard errors of M-

estimates, then calculating the variance of the M parameter estimates across 

samples, and combining the two quantities. 

o Develop a Multivariate normal (MVN) model, which considers that the 

variables are continuous and normally distributed. 

Multiple imputations make the model more complex, so we will not use this technique in 

this research.  
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2.3.3 Machine learning (ML) 

It is possible to impute missing values based on machine learning algorithms (Farhangfar 

et al, 2008). Unlike statistical methods, ML algorithms generate a data model from 

incomplete data, then the model is used to perform classification that imputes the missing 

data (Farhangfar et al, 2007). Decision trees, probabilistic, and rule-based methods are 

some examples of ML algorithms used to impute missing data. Evolution of the 

imputation method simply applies a classification technique for the imputed data, then 

evaluates the method outcomes based on accuracy, sensitivity, and specificity.  

2.4  High Dimensionality 

 The task of data mining is to extract information and knowledge for a large dataset. Data 

pre-processing is required to prepare the data for data mining and machine learning to 

increase the predictive accuracy (Selvakuberan et al, 2011). Often high dimensionality 

data cause problems for the learning algorithms in terms of efficiency and effectiveness. 

Thus it is important in mining medical data to manipulate the high dimensionality  and 

data preparation, then to use data for other applications (Cios & Moore, 2002). Usually, 

clinical datasets are highly dimensional in nature, as large quantities of information about 

patients and their clinical history are accumulated (Balakrishnan et al, 2008). 

Dimensionality reduction is used for reducing the number of features to those that are 

more relevant for further analysis (Joshi & Machchhar, 2014). Therefore the reduction 

will reduce the dataset size, while maintaining much of the variance of the larger dataset 

without dropping the critical features. This also decreases computational complexity and 

makes it easier to use real-life datasets. A variety of models have been developed to obtain 

optimal extraction of patterns, including artificial intelligence and machine learning 

models (Abraham et al, 2007). 

The goals of dimensionality reduction algorithms are (Gonen, 2013): 

1) Improve prediction performance by removing redundant and inherent noise. 
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2) Explore data by getting low dimensional visualisations. 

3) Reduce computational complexity. 

With the input variables { 𝑥1, … 𝑥𝑛}   = 𝑋 ∈ 𝜒 , and the response variable 𝑦, then the 

objective of dimensionality reduction is to find a subset {𝑥1, … 𝑥𝑚} =  �̂� ⊆  𝑋 where 𝑛 >

𝑚, with minimal dimensions 𝑑 that satisfy a particular criterion (Fewzee & Karray, 2012).  

Two different approaches for dimensionality reduction are available: supervised and 

unsupervised. The supervised approach is when some discriminant analysis uses class 

information, and in unsupervised approaches, data samples are not accompanied by labels 

(Joshi & Machchhar, 2014). Examples of supervised approach methods are linear 

discriminant analysis (LDA), and autoencoder neural network.  Unsupervised methods 

include principal component analysis (PCA), independent component analysis (ICA), 

single value decomposition (SVD), and kernel principal component analysis (KPCA). 

2.4.1 Feature selection 

Feature selection is important in clinical data because it determines the features that can 

diagnose the disease. Thus, a minimum number of features could determine patients’ care 

activity  (Gürbüz & Kılıç, 2011). A raw clinical dataset could provide useful knowledge 

for effective decision making, and data mining searches for the relationships and patterns 

of this kind of data. These datasets usually have a high dimensionality of variables, with 

irrelevant and redundant features. Feature selection is used to handle the above issues, 

and also can reduce the amount of data needed for learning, increasing the constructed 

models’ precision, and improving algorithm predictive accuracy (Balakrishnan et al, 

2008).  By reducing the number of clinical data features, this may reduce the number of 

measures made or enhance classification accuracy, hence reducing false negatives  

(Balakrishnan et al, 2008). Much research in data mining has focused on improving 

classification accuracy by applying feature selection methods (Abraham et al, 2007).  
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Feature selection could be used to speed up the process of learning, since using limited 

features will simplify the representation of patterns and decrease the complexity of the 

classifiers. The performance of a classifier depends on the relationship between the 

sample size, the number of features, and the classifier complexity. To obtain good 

classification accuracy, the number of training samples must increase as the number of 

features increases (Guyon & Elisseeff, 2003). The prediction accuracy of the classifier in 

data mining is improved by applying feature selection techniques, since not all features 

used in descriptive data are important for all problems. 

Feature selection methods: 

1. Ranking methods, these are simple methods where only the best features are 

selected by measuring the relevance to the concept variable. They are categorized 

into 

 Univariate techniques: individual features are evaluated independently. The 

best  𝑚 features that obtain the best accuracy will be selected. These methods 

are computationally simple, and sometimes fail if there are dependencies 

between features. Examples of univariate techniques are chi-square, 

information gain, and correlation. These methods use a calculation measure 

between each feature and the concept variable, then select the best features that 

can improve the classification performance. 

 Multivariate techniques take into account the relations between features, using 

different approaches to measure the correlation between features and the class. 

An example is ReliefF.  

 Subset features selection; these methods  do not rank features depending on 

their measurements, but select the subset that obtains a high improvement, for 

example, correlation-based feature selection (Cfs) and consistency. These 

methods operate either by increasing or decreasing the number of features, 
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depending on the starting point. They may start with the empty set then add 

features one after the other to the evaluated set, or start with the full set and 

delete features from the set until the best subset is attained. The approaches 

used are backward and forward, sequential forward selection (SFS) and 

sequential backwards selection (SBS) (Uzer et al, 2013).  

2. Wrapper method: in this method the evaluation of features uses a training algorithm 

to find the relevant subset of features to attained the best subset (Cohen & Hirsh, 

1994). Thus the algorithm acts as a wrapper around the classifier, which selects 

subsets that best classify the dataset. Then the cross-validation will evaluate the 

learning scheme. This method has high computational complexity because it is 

necessary to train the classifier for each selected subset (Zhang et al, 2015). The 

heuristic search has space size 2𝑛 for 𝑛 features.  

3. Embedded methods: in this technique, the feature selection is performed in the 

learning process. Therefore, the method employs a classification algorithm, then it 

will search for variables by adopting the structure of the classifier (Maldonado et al., 

2011). For example, it can use support vector machine (SVM) as a classifier method 

to find the best features depending on the technique of SVM learning.  

Feature selection is computationally complex since it needs many iterations to select a 

proper group of features. Also, this method needs to be evaluated each time features are 

selected.  

2.4.2 Feature extraction 

Feature extraction refers to the most outstanding information that can be used for data 

representation, classification, and visualisation. It involves building a deep hierarchy of 

features within unsupervised modelling (Rifai et al, 2011). Each level learns the 

representation, to become better than the one above. Principal component analysis (PCA) 

is a widely used technique for feature extraction to solve linear problems. As it is a linear 
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method, it can work with linear data only; it works with a structured and steady dataset 

(Choi et al, 2014). Using PCA, patterns are detected in the data and on the basis of these 

patterns, similarities and dissimilarities in the data are identified (Sun & Du, 2006). PCA 

helps in detecting patterns in the data that cannot be represented and analysed graphically. 

ICA is an unsupervised dimensionality reduction technique; with high computational 

complexity, that relates to data independence (Bashiri & Geranmayeh, 2011). The 

disadvantage of LDA is the lack of sample data per class, so the classification 

performance is decreased due to the generalisation of decisions for arbitrary data with 

noise regularisation (Zhu et al, 2009). Sang Jeen et al (Sang Jeen et al, 2003)  compare 

between PCA and autoencoder neural network mechanisms for feature extraction to 

reduce the dimensionality of optical emission spectroscopy data. The results show that 

neural networks have more agreement with low errors between model predictions and 

measured data. Feature extraction is more efficient than feature selection because it has 

one iteration to extract the features, so a less computation and fewer steps are needed. 

2.5  Pattern Recognition 

 Maintaining clinical datasets is an essential task to provide quality services in the 

healthcare industry (Assawamakin et al, 2013). The automatic medical analysis is an 

important application of pattern recognition. Pattern recognition is defined as the 

classification of data based on knowledge already achieved or on statistical information 

extracted from the patterns (Rutkowski et al, 2014). In the last decades, pattern 

recognition has attracted more interest from researchers in computer vision and machine 

learning (Chellappa, 2016; Karczmarek et al, 2017). It accurately detects objects when 

the system is efficient (Ahmad et al, 2011). The main computational steps of pattern 

recognition are (a) feature weights and calculation, (b) feature extraction or selection, and 

(c) classification (Caesarendra et al, 2015). 
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The motivations for development of pattern recognition techniques are (Khodaskar & 

Ladhake, 2014):  

(a) It is an important part of the artificial intelligence field, which tries to give human 

intelligence to a machine.  

(b) In real life problems, it can provide high quality, intelligent analysis, and 

classification of measurements,  

(c) Data mining and knowledge discovery benefit from frameworks developed by 

pattern recognition techniques. 

Data mining techniques applied to clinical datasets discover relationships and patterns 

that are helpful in studying the progression and management of diseases (Prather et al, 

1997).  

 

2.5.1 Patterns Measures 

Distance measure: 

The variation between pattern representations will be calculated to measure the distance. 

Similar patterns have minimum distances. One metric example is the Minkowski 

measure, which is the distance between two data points in the form; 

 

𝑑𝑚(𝑥, 𝑦) = (∑|𝑥𝑘 − 𝑦𝑘|𝑚

𝑛

𝑘=1

)

1
𝑚

 

  

(2.1) 

The Euclidean distance is an example of distance measure, where 𝑚 = 2; 

 

𝑑(𝑥, 𝑦) = √∑(𝑥𝑖 −  𝑦𝑖)
2

  (2.2) 

This metric should have the following properties (Wang et al, 2005), 
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1. Positive reflexivity  𝑑(𝑥, 𝑦) ≥ 0 

2. Symmetry    𝑑(𝑥, 𝑦) = 𝑑(𝑦, 𝑥) 

3. Triangular inequality   𝑑(𝑥, 𝑦) ≤ 𝑑(𝑥, 𝑧) + 𝑑(𝑧, 𝑦) 

Weighted distance measure: 

For more precision when calculating the distance, a weight can be added to their values. 

The metric of weighted distance is of the form (Murty & Devi, 2011), 

 
𝑑(𝑥, 𝑦) = ∑(𝑤𝑘 × (𝑥𝑘 − 𝑦𝑘)𝑚)

1
𝑚  

 (2.3) 

Size of Patterns  

The size of a pattern measured by the features being considered.   

2.6  Classification 

There are two steps to classify data, firstly, building a model that describes a 

predetermined class of dataset; secondly, the using the model data for training. Prediction 

is viewed as the construction and use of a model to evaluate the class of an unlabelled 

sample (Han & Kamber, 2011). The pre-processing steps help the classification or 

prediction process to improve accuracy, efficiency, and scalability (Han & Kamber, 

2011). According to Han and Kamber the three pre-processing steps are: 

1- Data cleaning: to remove the data with many missing values.  

2- Treatment of missing values: this step will help reduce confusion during learning. 

3- Relevance analysis: this step is known as feature selection, which eliminates 

features that are irrelevant or redundant.  
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Evaluation of Classifiers: the type of research and the target of the framework can 

determine the evaluation process for the classifier. Thus the evaluation is categorized into 

(Daskalaki et al, 2006; Margineantu & Dietterich, 2000)  

 Prediction accuracy: To classify unknown patterns correctly, is the main aim of the 

classifier. The accuracy is measured by the percentage of a number of data points that 

are correctly classified for the test dataset.  

  Speed or computation cost: the time spent to create the classifier for learning the 

dataset is a design time, then the time spent by using the designed classifier to classify 

a pattern is the computational time.  

 Space required; is the space of the training set; if the dataset is huge, it could be 

reduced by dimensionality reduction or divided into portions. 

 Interpretability:  has easy it is to understand how the classifier chooses the class of 

patterns. 

Methods of validation: classifiers need data for training and data for validation. Data 

validation methods can be categorized into (Murty & Devi, 2011)  

 Holdout method: it divides the dataset into two sets one for training and one for 

testing; typically two-thirds are used for training. 

 Random sub-sampling: different training and validation subsets are generated each 

time. Then the accuracy will be calculated by, 

 

𝐴𝑐𝑐 =
1

𝑘
 ∑ 𝐴𝑐𝑐𝑖

𝑘

𝑖=1

  (2.4) 

where 𝑘 is the number of times to select the subsets, and the accuracy is calculated by 

the number of correctly classified data points from all data points. 

 Cross-validation: each pattern is used the same number of times for training and 

testing. In 𝑘-fold cross-validation, the data is divided into 𝑘 equal subsets. During 
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each run, one subset is used for testing and the rest of the subsets are used for training. 

To ensure the quality of the model, a cross-validation method is used to estimate the 

error rate of classifiers. In cross-validation, the dataset is partitioned randomly into 𝑁 

samples and evaluations are run for 𝑁 iterations. At each iteration, 𝑁 − 1 samples are 

selected for training and the final sample is used to evaluate the accuracy of the 

classifier. 

 Bootstrap procedure:  selects a pattern randomly from the dataset without eliminating 

it, then selects another and so on. This is repeated 𝑛 times to select 𝑁 patterns. 

Cross-validation will be used in this research where the data will be split into 70 per cent 

for training and 30 per cent for testing.  

2.6.1 Classification methods 

1- The decision tree (DT); decision trees use a tree-graph to make predictions by 

decisions. Knowledge is extracted and represented in the form of classification IF-

THEN rules. One rule is created for each path, from the root to a leaf node. Building 

a decision tree starts by selecting a feature as the root and then extending the tree for 

all possible features to reach the class label, and so on, as shown in figure 2-5. The 

aim of decision tree learning is to create a model that predicts the value of a target 

variable based on several input variables; it reaches the goal by determining a most 

likely strategy (Ravichandran et al, 2012).  
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Figure 2-5 Example to Building a Decision Tree 

 

2- Random Forest (RF); is a way to combine information across an ensemble, by a 

strategy of divide-and-conquer to generate many decision trees for the training set. For 

𝑘 classifiers in the ensemble there are decision trees for classifying a new element into 

one of 𝑚 possible outcome groups. At each node, an individual decision tree 

determines the split on the basis of a smaller, random selection of attributes, and not 

from the set of all attributes, see figure 2-6. Each tree in the forest of trees then votes 

on the classification of a new item, and the most popular class is returned as the 

ensemble solution (Ledolter, 2013). The attributes of RF are that it works efficiently 

on large datasets, and it provides more consistent accuracy than other algorithms. Also, 

if we have missing values, this method estimates missing data and maintains the 

accuracy rate (Pal & Mather, 2003). Moreover, RF provides an estimate of important 

attributes in the classification (Ham et al, 2005). However, the weaknesses of RF 



37 
 

approach are the computation time cost, and the complex interpretability or difficulty 

of gaing insight.  

 

 

 

 

 

 

 

 

 

 

 

3- J48 is a simplified version of a C4.5 decision tree, which is  a development of the 

ID3 algorithm (Ravichandran et al, 2012). C4.5 is a divide-and-conquer technique 

for growing trees from the set 𝑁 of cases by the following steps (Quinlan, 1996);  

(a) The tree for 𝑁 is a leaf for the most frequent class; if 𝑁 has stopping criteria, then 

the reason for stopping is when 𝑁 has cases for this class. 

(b) Partitioning 𝑁 into subsets 𝑁1,𝑁2, …𝑁𝑘 for 𝑇 test with outcomes 𝑇1,𝑇2… 𝑇𝑘. 

(c) The tree has evaluated for a subtree 𝑇𝑖 that is constructed by the same procedure 

as the case 𝑁𝑖. 

Therefore, J48 splits the data into ranges based on the attribute values for items that are 

identified in the training sample (Devasena, 2015). Given a set 𝑇 of total instances the 

following steps are used to construct the tree structure (Gupta et al, 2012):                 

Step 1: If all the instances in 𝑇 belong to the same group class, or 𝑇 has fewer instances 

than the tree, then the tree is represented as a leaf labelled with the same class.  

 Step 2: If step 1 does not occur; then a test is selected based on a single class. This test 

is considered as a root node for the tree with one branch for each outcome of the test 

Figure 2-6 Example of Random Forest 
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according to the result of each respective case, and the same may be applied in a 

recursive way to each subnode.  

Step 3: For every attribute information gain is calculated and ranked using two heuristic 

criteria (Kaur & Chhabra, 2014),  

The J4.8 algorithm is fastest to train, it generally, gives good results although less so 

than random forest and its output is human readable. For the missing values, J48 

eliminates missing values in the dataset while building a decision tree.  

4- REPTree (Reduced Error Pruning Tree) is a fast decision tree learner. It builds a 

decision tree using information gain and prunes it using reduced-error pruning. At the 

beginning of the model preparation, it sorts the values of numeric attributes once (Han 

et al, 2011)(Han et al, 2011)(Han et al, 2011)(Han et al, 2011)(Han et al, 2011)(Han 

et al, 2011)(Han et al, 2011)(Han et al, 2011)(Han et al, 2011)(Han et al, 2011)(Han 

et al, 2011)(Han et al, 2011)(Han et al, 2011)(Han et al, 2011)(Han et al, 2011)(Han 

et al, 2011)(Han et al, 2011)(Han et al, 2011)(Han et al, 2011). The method creates 

multiple trees in many iterations, then selects the representative, which is the best tree. 

Pruning uses mean square error for the prediction (Kalmegh, 2015). 

5- Naïve Bayesian Classification is a simple technique used for classifying from a subset 

of attributes and is a consistently performing probabilistic model. Data classification 

based on Naïve Bayes is the task of predicting the class of an instance from a set of 

attributes and describing the instance; it considers that all the variables are 

conditionally independent given the class (Domingos & Pazzani, 1997). Naive 

Bayesian provides a useful perspective for understanding and evaluating many 

learning algorithms. It calculates explicit probabilities for hypotheses, and it is robust 

to noise in input data. There are many uses of Bayesian classification, such as text 
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classification, spam filtering, and online applications. Naïve Bayesian probability is 

given by: 

 𝑃(𝑐|𝑓) =
𝑃(𝑓𝑥|𝑐)𝑃(𝑐)/𝑃(𝑥)

𝑃(𝑓)
   (2.5) 

where 𝑐 is the class, 𝑓 is the predictor variable, 𝑃(𝑐|𝑓) is the posterior probability of 

class 𝑐 given feature 𝑓 , 𝑃(𝑐 ) a prior probability of the class, 𝑃(𝑓|𝑐) is the probability 

of the variable given class also known as likelihood, and 𝑃(𝑓) is the prior probability of 

the variable. The algorithm starts by calculating probability for the likelihood table, then 

applies the Naïve Bayesian equation to find the posterior probability for the classes. 

Thus the prediction outcome is the highest posterior probability.   

6- K-nearest neighbours (K-NN) is a classification technique that stores all available 

cases and classifies new cases based on a similarity measure, for example, distance 

functions.  For the 𝑁 training vector, K-NN identifies the 𝑘 nearest neighbour of the 

vector 𝐶 whose class we want to estimate, regardless of label. For example, if we want 

to predict vector 𝐶 in a binary class sample, where 𝑘 = 3, then the algorithm will 

calculate the distance for the three nearest neighbour vectors to 𝐶, as explained in 

figure 2-7. Next the algorithm will predict 𝐶 to the class label that has maximum 

nearest labels, which is class A in our example. The main drawback of this algorithm 

is the complexity of search for large dataset, because it will search the nearest 

neighbour for each sample.  

 

Figure 2-7 KNN algorithm example 

http://www.saedsayad.com/k_nearest_neighbors.htm
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7- Support vector machine (SVM); it is a supervised learning algorithm for linear 

classification and regression. The samples are represented by points in space. The 

model is built to identify and categorize these points into two groups for binary 

classification. These two categories have to be separated by a hyperplane (or margin), 

and each time the gap between categories has to be as wide as possible (Tong & Koller, 

2001). The hyperplane is defined by 

 𝑔(�⃗�) = �⃗⃗⃗�𝑇�⃗� + 𝑏   (2.6) 

where �⃗� is the input vector, �⃗⃗⃗�𝑇is the weight of the vector, and 𝑏 is the bias. The data 

are separated depending on the value of threshold,  

 
�⃗� =  {

𝑐𝑙𝑎𝑠𝑠 𝐴,         𝑔(�⃗�) ≥ 1

𝑐𝑙𝑎𝑠𝑠 𝐵,         𝑔(�⃗�) ≤ −1
  

(2.7) 

The margin is calculated by 

 𝑧 =  
|𝑔(�⃗�)|

‖�⃗⃗⃗�‖
 =  

1

‖�⃗⃗⃗�‖
 

(2.8) 

Hence, the total margin is computed by  

 
𝑧 =  ∑  

|𝑔(�⃗�)|

‖�⃗⃗⃗�‖
 

(2.9) 

Minimizing ‖�⃗⃗⃗�‖ will maximize the gap between classes. 

As we can see in figure 2-8, the algorithm first finds a hyperplane between two classes 

and then increases the gap to improve the outcome accuracy. Although in most cases, 

there is more than one hyper-plane that correctly separates classes, the method 

searches for the maximum margin between classes. 
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Figure 2-8 SVM algorithm example 

The comparison between the classification methds is shown in table 2-2. 

Table 2-1 Classification methods pros and cons 

Classification 

method 

Advantages Disadvantages 

DT  Ability of selecting the most 

discriminatory feature 

comprehensibility so that 

can be used in Rule 

Generation problems. 

 Data classification without 

much calculation, dealing 

with noisy or incomplete 

data, handling both 

continuous and discrete data 

(it is necessary to choose the 

proper algorithm) 

 

 A drawback of using 

decision trees is that the 

outcomes of decisions, 

subsequent decisions and 

payoffs may be based 

primarily on expectations.  

 The high classification error 

rate while training set is 

small in comparison with the 

number of classes.  

RF  It is one of the most accurate 

learning algorithms 

available. 

 It runs efficiently on large 

databases. 

 It gives estimates of what 

variables are important in 

the classification 

 

 Random forests have been 

observed to overfit for some 

datasets with noisy 

classification/regression 

tasks. 

 Biased in favour of 

categorical variables with 

more levels 

J48  Easy to interpret and 

explain. 

 Easily handles feature 

interactions and is non-

parametric, so it is not 

necessary to worry about 

outliers or whether the data 

is linearly separable.  

 Has the highest sensitivity of 

all the other algorithms 

(Endo et al, 2008). 
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RepTree  Reliable tools for real-time 

quality monitoring tasks 

under both network and 

human impairments (Yang 

et al, 2015). 

 Fast learning regression tree 

which is suitable for 

classifying numerical values 

(Namratha et al, 2013). 

 Tree is unstable even for 

small changes in input data.  

 Large tree models are 

difficult to analyse 

(Namratha et al, 2013). 

Naïve 

Baysian 
 Tremendously appealing 

because of its simplicity, 

elegance, and robustness.  

 Light to train: no 
complicated 
optimisation required. 

 Easily updateable if new 
training data is 
received. 

 

 Assumes that the effect of an 

attribute value on a given 

class is independent of the 

values of the other attributes. 

This assumption is called 

class conditional 

independence.  

 It is made to simplify the 

computations involved. 

Knn  Robust on noisy training 

data (especially if we use 

Inverse Square of weighted 

distance as the “distance”). 

 Effective if the training data 

is large. 

 Need to determine value of 

parameter K (number of 

nearest neighbours). 

 Computing cost is quite high 

because we need to compute 

distance of each query 

instance for all training 

samples. 

SVM  By introducing the kernel, 

SVMs gain flexibility in the 

choice of the form of the 

threshold separation. 

 Since the kernel implicitly 

contains a non-linear 

transformation, no 

assumptions about the 

functional form of the 

transformation (Auria & 

Moro, 2008). 

 Generally black boxes, it is 

not possible to read the 

acquired knowledge in a 

comprehensible way. 

 The lack of transparency in 

results. Since the dimensions 

might be very high, SVM 

might not be able to show the 

company’s score as a 

parametric function based on 

financial ratios nor any other 

functional form 

(Karamizadeh et al, 2014). 

 

2.7 Machine Learning Process  

Machine learning (ML) refers to the question whether computers might be made to learn. 

This field, along with Artificial Intelligence (AI), is probably the most significant 

progress in the last decade (Kononenko & Kukar, 2007). Alpaydin in (Alpaydin, 2014) 

defines machine learning as programming a computer to optimise a performance criterion 
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by implementing example data or a training model. From the above, machine learning 

consists of two steps: first, training, which needs efficient algorithms to store and process 

the massive amount of data and to solve the optimisation problem. Secondly, the 

representation and algorithmic solution for inference need to be efficient. The ML 

objective is to minimise the model error through training data (Baker, 2014). These days 

machine learning is a cornerstone of many computing fields. The popularity of ML comes 

from the powerful new optimisation techniques, and the appearance of effective and user-

friendly implementation tools (Kononenko & Kukar, 2007).  

2.7.1 Machine learning models 

The most popular techniques are:  

1- Linear regression, a machine learning model for expressing the dependence of a 

response variable on several explanatory variables (Friedman et al, 2001). 𝛽0 and 𝛽𝑗  

are unknown coefficients and 𝑋𝑗  is the explanatory variable to predict a real value 

𝑌 for the input vector 𝑋𝑇 = (𝑋1, 𝑋2, … 𝑋𝑝). Where 𝑝 is the number of features, the  

linear regression has the form: 

 𝑓(𝑥) =  𝛽0 + ∑ 𝑋𝑗𝛽𝑗
𝑝
𝑗=1    (2.10) 

2- Multi-layer perceptron (MLP): it is a feedforward neural network, consisting of three 

layers, an input layer, a hidden layer, and an output layer (Wei, 2005). The hidden 

layer plays a filtering and synthesis role for the input, while the output presents the 

final response (Fusco et al, 2015). The output of one hidden neuron is: 

 𝑧𝑗 = 𝑔(∑ 𝑤𝑖,𝑗𝑥𝑖)𝑑
𝑖=0    (2.11) 

where 𝑑 is the input neuron, 𝑥 is a hidden neuron, 𝑔 is a transfer function, and 𝑤𝑖,𝑗 is 

the weight from the input neuron 𝑖 to the hidden neuron 𝑗, 𝑥𝑖  is the 𝑖th input and 𝑥0 is 

a bias which equals 1. 
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Artificial Neural Network (ANN) is a multi-layer perceptron; its self-adaptability, 

self-organization, and error tolerance make it suitable for nonlinear simulation. One 

of the most widely used is the back-propagation (BP) neural network. The BP 

consists of the input layer, one or more hidden layers, and an output layer. The 

network’s response best matches the desired response by a training process to adjust 

the connection weights in the network (Li et al, 2014).  

MLP is a technique that could be used for unsupervised learning by reducing the 

dimensionality. 

2.7.2 Training methods 

Machine learning processes consist of training, validation and testing subsets  

(Suthaharan, 2016). The attributes of machine learning employ the labelled set for 

estimating the dataset; also improving and resembling. Then, the second part of the 

dataset is used for testing; the algorithm tests some data to validate the effectiveness of 

the model. The training phase is an iteration process to ensure the model will obtain the 

best outcomes with minimum error. The training phase of machine learning is categorised 

into supervised learning and unsupervised learning 

a- Supervised Learning 

Parametrization and optimisation are the two main objectives; the response variables are 

used to define and differentiate these objectives (Suthaharan, 2016).  If the response 

variable is continuous then the parametrization objective is defined as regression; on the 

other hand, it is defined as a classification if the response variable is discrete. The 

supervised learning algorithm is initiated and applied according to these main steps (Kile 

& Uhlen, 2012): 

1. Analyse 𝑛𝑡 operating states, and determine the response 𝑦 for each, to generate a 

training data. 

2. Predict �̂�𝑖  for an input 𝑥𝑖 , by train a supervised model, as 
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 �̂�𝑖 = 𝑓(𝑥𝑖) (2.12) 

3. Predict the response of the remaining operating states 𝑥𝑖  , where 𝑖 = 𝑛𝑡 +

1,  𝑛𝑡 + 2, …. 

In reliability evaluation, the response 𝑦 is a classification label, e.g. Dead vs. Alive, or 

Success vs. Fail (Pindoriya et al, 2011). Examples of supervised learning techniques are 

logistic regression and decision trees, while for a complex problem, more advanced 

algorithms like neural networks can be used (Kile & Uhlen, 2012).  

b- Unsupervised learning 

Unsupervised learning is based on the idea that there are underlying classes that are 

hidden within a dataset. The objective of a process is to identify a model that can partition 

the data into subgroups or multiple clusters (Asheibi et al, 2009). The general points of 

unsupervised learning are as follows (Kile & Uhlen, 2012): 

1- Input dataset, and represent as data points. 

2- Form 𝑛  clusters of similar data points. 

3- Find the centre of each cluster, i.e. the data points closest to the centre. 

4- Evaluate the reliability indices of each data point closest to the centre. 

The main disadvantage of unsupervised learning is that only heuristic arguments can be 

used, as opposed supervised learning, due to the absence of objective criteria for verifying 

the results. K-mean , spectral, and self-organizing clustering are the most popular 

clustering algorithms (Kile & Uhlen, 2012). Self-organizing maps are a suitable tool for 

high dimensional data. The algorithm is based on the principle that the distance between 

samples in the same cluster will be significantly less than the distance between samples 

in different clusters (Sapkal et al, 2007).  

A supervised learning technique will be used in this research, where the class label is 

defined. We will investigate many machine learning techniques to find the best methods 
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that could be used for the heart failure dataset. Also, we will employ different evaluation 

techniques such as RF, Reptree, and J48 to compare between the outputs for these 

methods.  

2.8 Neural Networks 

A neural network is a collection of interlinked elements that are structured into layers and 

can be represented as a network of connections of neurones (Andreou et al, 2002). Neural 

networks consist of an input layer which takes in the input, a hidden layer and an output 

layer (Ojala, 2012). Each interlink corresponds to a numerical value called weight. The 

weight gets updated according to the problem being solved (Andreou et al, 2002). Each 

node in the hidden layer has 𝑛-inputs (𝑋1,  𝑋2  … . , 𝑋𝑛) and a bias, figure 2-9. 

 

 

 

 

 

 

 

The neurons are a summing container for the input neurons;  then mapping forward the 

link for the layer ahead under a certain condition, see figure 2-10.  There are different 

types of neural network architectures: feedforward, recurrent, and topological maps   

(Alkhasawneh & Hargraves, 2014).  

Figure 2-9 Single neuron architecture 
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Figure 2-10 Model of a Single Neuron, see (Haykin [2009]) 

The neuron output is calculated by, 

𝑣𝑘 =  ∑ 𝑤𝑘𝑥(𝑖, 𝑗) +  𝑏𝑘   (2.13) 

where 𝑤 is the weight of 𝑘-neurons, 𝑥(𝑖, 𝑗) the input value from matrix dataset for row 𝑖 

and column 𝑗, and 𝑏 is the bias. The 𝑘th processing element consists of 𝑝 input values 𝑥𝑝, 

each value multiplied by synaptic weights 𝑤𝑘𝑝, the summation over 𝑗 for all values 

resulting in an output 𝑣𝑘. The output then becomes input to the activation function 𝜑𝑘, 

which generates the output 𝑦𝑘, for the processing elements.  

𝑦𝑘 =  𝜑𝑘 . 𝑣𝑘 (2.14) 

There are different types of activation function, such as sigmoid or 𝑡𝑎𝑛ℎ (tangent). The 

sigmoid function is defined by a logistic, where output ranges between [0, 1]. The 𝑡𝑎𝑛ℎ 

is a rescaling of the logistic and its output range is [-1, 1]. The following are the equations 

for the sigmoid and 𝑡𝑎𝑛ℎ functions respectively, 

 𝑓(𝑥) =  
1

1+𝑒−𝑥   (2.15) 

 𝑓(𝑥) = tanh(𝑥) =  
2

1+𝑒−2𝑥 − 1   (2.16) 

The sigmoid is sometimes preferred, for a number of reasons; its likely analytic 

tractability means it is more interpretable than the derivative of the 𝑡𝑎𝑛ℎ function. For a 
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linear mapping, the linear activation functions are used in an autoencoder network like 

PCA. 

2.8.1  Autoencoder Neural Network 

An autoencoder is a feedforward neural network with one or more hidden layers, whose 

objective is to reconstruct the input data at the output layer (Hinton et al, 1997). The size 

of the output layer is the main difference between an autoencoder and traditional neural 

network; in an autoencoder, the size of the output layer is always the same as the size of 

the input layer (Tan & Eswaran, 2008). In contrast, the size of the deepest hidden layer is 

often smaller than the sizes of the input and output layers. As shown in figure 2-11, the 

autoencoder network consists of two components, namely “encoder” and “decoder”.  The 

encoder network transforms the high dimensional input data into a low-dimensional code, 

and the “decoder” network attempts to reconstruct the original high-dimensional data 

from the low-dimensional code.  

 

 

Figure 2-11 The Architecture of Autoencoder with One Hidden Layer 

 

The networks can be trained by minimising the mean squared error (MSE) between the 

original and the reconstructed data. The required gradient is easily obtained by using the 
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chain rule to backpropagate the error derivatives first through the decoder network and 

then through the encoder network (Hinton & Salakhutdinov, 2006).                      

2.8.2 Feedforward backpropagation learning process 

 Backpropagation is the abbreviation for “backwards propagation of errors”. Knowledge 

is acquired by the neural networks learning process. Knowledge is stored by the neuron 

weights 𝑤𝑘𝑝 Data is continuously iterated and these weights updated to make predictions 

(Alkhasawneh & Hargraves, 2014). Backpropagation is a supervised learning method in 

which the desired output for the given input must be known (Tan & Eswaran, 2009). In 

the backpropagation method, the activation function used in the neurons must be 

differentiable, since it is an implementation of the Delta rule. The Delta rule is a special 

case of the more general backpropagation algorithm. It is a gradient descent learning rule 

for updating the weights of the inputs to artificial neurons in a single layer neural network.  

The output ( �̂� ) of a neuron is compared with the desired output (𝑥) to derive the sum 

squared error. Connection weights of the nodes are adjusted according to the weight 

changes. For the output layer, the change in weight is given by Thompson et al 

(Thompson et al, 2002): 

 ∆𝑤𝑖𝑗 =  𝜂(𝑥𝑙 −  �̂�𝑙)𝑓′(𝑛𝑒𝑡𝑙)𝑧𝑗 (2.17) 

where 𝞰 is the learning rate. For the hidden layer, the change of weight is derived 

from (Thompson et al, 2002): 

 
∆𝑤𝑖𝑗 = 𝜂(∑(𝑥𝑙 − �̂�𝑙)𝑓′(𝑛𝑒𝑡𝑙)𝑤𝑗𝑙)𝑓′(𝑛𝑒𝑡𝑙) 𝑧𝑗  

𝑛

𝑙=0

 (2.18) 

The new weight is updated according to the Delta rule, 

 𝑤𝑛𝑒𝑤 = 𝑤𝑐𝑢𝑟𝑒𝑛𝑡 + ∆𝑤 (2.19) 
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2.8.3 Conjugate Gradient Backpropagation 

Simply, this is like the backpropagation but this approach speeds up the training process 

compared to the traditional backpropagation with momentum (Tan & Eswaran, 2008). 

The line search function of the conjugate is used to locate the minimum point in the error 

function. The first search direction is the negative of the gradient of the performance. In 

the succeeding iterations, the search direction is computed according to the formula: 

 𝑝𝑘 = −𝑔𝑘 + 𝛽𝑘𝑝𝑘−1   (2.20) 

 where 𝑔𝑘 is the new gradient and 𝑃𝑘−1  is the previous search direction. The parameter 

𝛽𝑘 can be computed in different ways, such as 

 
𝛽𝑘 =

∆𝑔𝑘−1
𝑇  𝑔𝑘

𝑔𝑘−1 𝑔𝑘−1 
   

(2.21) 

This is a gradient by the inner product of the previous change divided by the norm 

squared of the previous gradient. 

2.8.4 Stacked autoencoder 

 An autoencoder with multiple hidden layers makes it difficult to optimise the weights. 

Training multilayer networks are implemented in phases as explained in Bengio et al 

(Bengio et al, 2007). During the first phase, the autoencoder is assumed to have three 

layers, namely, the input layer  𝑥, the output layer 𝑦, and a hidden layer ℎ1 , as shown in 

figure 2-12. Then the network is expanded by adding more hidden layers as in figure 2-

13. 

 

 

 

 
Figure 2-12  Deep Learning, One hidden layer 
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The weights 𝑊1 and 𝑊′1 are trained using conjugate gradient backpropagation. The 

separate one-hidden-layer network consisting of the input layer ℎ1, output layer ℎ′1 and 

hidden layer ℎ2 is trained individually before being stacked onto the existing autoencoder. 

The bias and input to the hidden layer ℎ1 is 𝑧1, 𝑧2, … 𝑧𝑚  where  

 𝑧𝑗 = 𝑓(𝑛𝑒𝑡𝑗); 𝑗 ≠ 0; 𝑚 < 𝑛   (2.22) 

However, the size and the value of input and output layers are the same; the output layer 

ℎ′1 is equal to the input layer ℎ1. Hidden layer ℎ2 is a new hidden layer added onto the 

autoencoder. The weights of 𝑊2 and 𝑊′2 can be trained by using backpropagation. After 

the training of the separate one-hidden-layer network is completed, all the weights of the 

autoencoder are fine-tuned to cover a global minimum (Larochelle et al, 2007). 

2.8.5 Restricted Boltzmann Machine (RBM) 

 It is a learning algorithm that allows optimal weights to be learnt from experience; the 

algorithm discovers important features that represent regularities of the training data 

(Salakhutdinov et al, 2007). The problem of the Boltzmann machine is that the learning 

stops working correctly when the machine is scaled up to non-trivial problems.  

Despite the fact that learning is impractical, the General Boltzmann machine is quite 

efficient when the architecture is made conditional such that connections among input 

Figure 2-13  Deep Learning, Three hidden layer 
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units, as well as among hidden units are not allowed. The hidden units are independent, 

with only visible vector. Thus the learning is efficient to approximate the gradient descent 

in quantity called “contrastive divergence”, and works well in practice (Hinton, 2002). 

After the multilayer autoencoder is created, conjugate gradient backpropagation can be 

used to fine-tune the weights of autoencoders provided the initial weights and biases are 

close to the optimum solution. All the weights of the multilayer autoencoder can be fine-

tuned in a single phase provided the weights are pre-trained with RBM (Tan & Eswaran, 

2009). 

2.8.6 Stacked RBM 

It is an architecture that constitutes a stack of RBMs. After learning one hidden layer, 

the output of hidden units is used as the input for training the next RBM. The new RBM 

is stacked onto the previous RBM after training independently, as illustrated in figure 

2-13. By repeating this process, a multilayer autoencoder can be created. The 

autoencoder created in this way has a smaller size hidden layer, which leads to 

dimensionality reduction. After stacking, conjugate gradient backpropagation is applied 

to fine-tune the overall weights. This process is repeated for stacking more hidden layers 

(Tan & Eswaran, 2009). It is proved that additional hidden layers improve the 

performance of the autoencoder, provided the number of hidden neurons per layer does 

not decrease, and the weights are initialized correctly. 

2.9  Summary 

This chapter provided a general background of data mining tools and their methodologies. 

CRISP-DM and SEMMA frameworks make data mining more effective and efficient for 

clinical data mining. The frameworks follow the intuitive stages shown in figure 2-1. 

However, what is different is the relationship between the three stages, which are often 

tailored for the application and nature of data. In contrast, there are two key challenges 
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involved in data mining steps: 1) agreeing on a data preparation method such as a data 

cleaning or pre-processing technique so that data mining methods are successfully 

implemented and 2) agreeing on a predictive model to predict future outcomes. In spite 

of this, the main goal of the frameworks consists of a particular course of action, to 

understand, evaluate and compare data which are mainly intended to achieve a result. 

There are many data mining tools used to analyze and classify datasets in different 

computation techniques. The outcomes are not just related to the method used but depend 

on the dataset itself and the preparation of data before classification. The challenges of 

real datasets, as discussed in chapter 1, need such tools to deal with these problems.  

Data mining consists of a sequence of four steps: (a) pre-processing, (b) modelling, (c) 

prediction, and (d) evaluation. However these steps can be reduced; autoencoder is a 

model that classifies data after feature extraction so that this model can do two stages in 

one possible framework. 

The next chapter will explore the pre-processing stage in mining data, by cleaning data 

and imputing missing values. Various imputation techniques will be employed to impute 

the missing values and these techniques will be evaluated in different classification 

methods. 
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  Effect of Imputation on Classification 

 

3.1 Introduction 

As discussed in Chapter 2, a data mining methodology starts with the pre-processing of 

the data (see figure 2-1). This stage includes the exploration of data, and its preparation 

looks at the characteristics of the dataset and a decision is made as to what records and 

variables need to be deleted, and how missing values are imputed. Data exploration allows 

for the gathering of information about the data itself. This would include the total number 

of variables, the number of records, and the percentages of missing values. Once this has 

been carried out, the next step is to start the process of imputing missing data, and on 

occasion determining the level of noise (or presence of spurious data). In clinical datasets, 

missing values are often present for many reasons, as discussed in the literature review 

(see section 2.3).  

Missing values pose an important computational challenge, as these values do not enable 

development of algorithms for predicting the outcome or decision. Ignoring them is not 

an option; what can be done is to either eliminate the records with missing values, 

eliminate variables with a large percentage of missing values, or impute them. Thus a 

general rule of thumb is employed to remove records or variables. Where there is more 

than 30% missing, these records or variables are discarded.  

In this chapter, a representative set of imputation methods that could be used is 

investigated. These methods range from using the mean/median of the data to using 

machine learning techniques for imputation. In this chapter, we will evaluate the 

performance of different imputation methods, and consider how the incomplete data 

affect the computation complexity for classification. 
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3.2 Missing values imputation 

There are a variety of strategies to impute missing values. Some of these are: 

(a) Listwise deletion strategy: here data points that contain more than a certain 

percentage of missing values will be removed.  

(b) Remove variables that have more than 30% of values missing. Methods that 

discard variables or records are simple and easy, because they just delete data 

points with too many missing values.    

(c)  The mean strategy involves filling the missing values by the mean of the data for 

the same feature. The mean method imposes a bias on the data and is not 

compatible with other features such as class feature.  

(d) Imputation of missing values by using machine learning techniques. The 

advantages of are to keep the data almost the same size, maintain the structure of 

the dataset and avoid bias. Imputation methods are varied and use different 

techniques. Some methods use the information within a variable to impute the 

missing values. Such methods often use the mean, median or most common value. 

These allow for the values to be replaced in different ways. The other alternative 

is to use machine learning techniques to determine the value which is missing. 

Some methods estimate the features data when calculating the missing values, for 

example, most common and expectation maximization. Other methods estimate 

the data points in the dataset, for example, K-mean and K-NN. Further, there are 

methods that impute missing values while paying attention to separation of classes 

for example SVM and CMC. In the research dataset, the missing values are 

distributed randomly. Hence, the records have variations in missing values, and 

also, the features have variation in missing values that appear in each attribute.  

As discussed in the previous chapter the data mining methodology has a number of stages. 

One of these stages is a pre-processing; which includes preparing data and imputing 
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missing values. Imputing missing values has three steps, as shown in figure 3-1: removal 

of data with too many missing values, then imputation of the rest of the incomplete data, 

and finally, evaluating the imputation results.  

 

 

 

 

 

 

 

 

 

 

 

 

 

We will use six methods to impute missing values in this thesis. These methods cover all 

the different techniques used for imputation; they include feature based techniques, data 

point based techniques, and class-based techniques. The six methods are discussed in turn 

below: 

3.2.1 Most Common Imputation (MCI) 

This method works simply by finding the most common data points that occur in the 

feature to fill the missing value; this is when the data are symbolic. For numerical 

attributes, the missing values are filled by the most common of all values in the attribute 

(Grzymala-Busse et al, 2005). Therefore, all missing cases in one attribute will be filled 

by the same value. The drawback of this approach is that it can alter the distribution of 

Original 

Dataset 1- Data removal 

Discard cases with too much missing 

data 

Incomplete 

datasets 

2- Imputation 

Imputed 

datasets 3- Evaluation Metrics 

Figure 3-1 Process of Imputation of Missing Values in a Dataset 
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the data by overestimating the most frequent value, which often leads to improper 

interpretation (Su et al, 2011a). In addition, mean imputation distorts relationships 

between attributes by dragging estimates of the correlation toward zero (Pigott, 2001) . 

3.2.2 Concept Most Common Imputation (CMCI) 

The method is similar to the most common imputation, but it divides the data points into 

classes and finds the most common for each class (Kaiser, 2014). Thus in this approach, 

the algorithm replaces the missing value with the most common value that occurs in the 

attribute and for the same class label (Grzymala-Busse et al, 2005). Therefore, the missing 

values are filled by the most common value in an attribute for the same concept. This 

enhancement of most common imputation gives this method more power because most 

values of patients’ records for the same class label could be similar. For example, if the 

most common value for the feature (Sodium) is 130 mmol/L, in MCI this value will be 

filled with any missing values in this feature, but in CMC it will find MC for the class 

Alive, which is, for example, 135, and MC for the class Dead, which is, for example 128, 

so if the missing values from the class Alive it will be filled by 135, otherwise by 128 

mmol/L.  

3.2.3 Expectation maximisation imputation (EM) 

EM is an iterative procedure involving two steps, Expectation (E-step) and Maximization 

(M-step), adopting maximum likelihood estimates for analysing complete data (Dodge & 

Zoppe, 2004). The step uses the known attribute-value to estimate the parameters such as 

mean and covariance in the model for the data source (Karmaker & Kwek, 2005). Then 

for the repeated E-step, the M-step maximises the likelihood function to fill in the missing 

value (Kumdee et al, 2008). Thus, based on the unknown values, the E-step finds the 

distribution of the missing value, along with the current estimates of the parameter. Next, 

the M-step uses expected values to fill the missing values (Lin, 2010). The expected value 
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of 𝑥 given the measurement 𝑦 and based upon the current estimate of the parameter is 

computed using the current estimate of the parameter and the observed data; 

 𝑥𝑖
[𝑘+1]

= 𝐸[𝑥𝑖|𝑦𝑖; 𝑝[𝑘]]     (3.1) 

where 𝑥𝑖  is the data to be estimated, and 𝑦𝑖  is the observed data, 𝑝 is the parameter such 

as mean (𝜇) and covariance (𝑐𝑜𝑣). New values of  𝜇 𝑎𝑛𝑑 𝑐𝑜𝑣 will be obtained using the 

E-step, then the M-step applies 𝑙𝑜𝑔 likelihood to maximize the estimated parameters. This 

will be repeated until the iteration converges or (𝜇𝑘+1,  𝑐𝑜𝑣𝑘+1) = (𝜇𝑘 ,  𝑐𝑜𝑣𝑘) .  

3.2.4 K-Nearest Neighbour Imputation (KNNI) 

The method uses a metric to calculate the nearest neighbours between data points. The 

measure most commonly used is the Euclidian distance (Huang et al, 2015), which is the 

metric space between two points in Cartesian coordinates. The formula is 

  𝐸(𝑎, 𝑏) =  √∑ (𝑥𝑎𝑖 − 𝑦𝑏𝑖)2𝑛
𝑖=1       (3.2) 

where 𝐷(𝑎, 𝑏)  =  𝐷(𝑏, 𝑎) a distance between two data points 𝑎 and 𝑏, and 𝑖 ∈ 𝐷 is the 

feature number in the set of features 𝐷. In missing value problems K-NN will divide the 

sample space into 𝑘-clusters; each cluster has nearest neighbour data points. The method 

then calculates the mean of the cluster to make a centre point to update the learning 

procedure and to decrease the error of classification as much as possible.  There are two 

approaches to fill the missing values with the neighbour data point (Jonsson & Wohlin, 

2004). The first approach is where there are no missing neighbours to the missing case, 

which allows the complete cases to be neighbours. In the second approach, the neighbours 

could be incomplete or complete cases. 

The advantages of the KNN  model are: (a) it can treat both numeric and categorical 

values, (b) accessibility to deal with multiple missing values, (c) no consideration of the 

correlations of the data (Jonsson & Wohlin, 2004; Song et al, 2008). However, K-NN 
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also has a drawback that this algorithm searches through all the dataset and updates the 

centre value while looking for the most similar instances, so it is a slow model, which is 

critical in the analysis of large datasets (Batista & Monard, 2003). 

3.2.5 K-mean imputation    

The dataset is divided into 𝑘 groups based on similarity of objects and then missing value 

are filled by the mean of the group they belong to. The similarity depends on the distance 

scale between the centre of the 𝑘 cluster and the objects (Li et al, 2004). This method 

finds the mean for a random 𝑘 cluster; the distance between objects and cluster centroid 

is calculated with the help of Euclidean distance (Shankar et al, 2016). With 𝑘-mean, is 

the dataset 𝐷 of data points 𝑥𝑖 is divided into subsets 𝑆1,𝑆2,…𝑆𝑘, by following these four 

steps: 

Step 1: select “𝑘” instances randomly, from set stand for centre point. 

Step 2: assign each data point to its closest chosen centre point. 

Step 3: update the cluster centre. 

Step 4: recalculate the positions of 𝑘-centroid. 

The minimisation expression is calculated by the following equation  

 

𝐽(𝑥, 𝑚) =  𝑎𝑟𝑔 min
𝑠

∑ ∑(𝑑(𝑥𝑖 , 𝑚𝑗))2

𝑘

𝑗=1

𝑛

𝑖=1

 

    

(3.3) 

 

Let 𝑆𝑗 = {𝑥𝑖 , 𝑖 ∈ {1,2, . . , 𝑛}: 𝑑(𝑥𝑖, 𝑚𝑗 ≤ 𝑑(𝑥𝑖, 𝑚𝑟), 𝑟 = 1,2, … , 𝑘} 

𝑆𝑗 is called the 𝑗th cluster and 𝑚𝑗 is called its centroid. The disadvantage of this method 

is the need for determining the number of clusters, 𝐾, before analysis. Also the mean is 

not robust to outliers, so data far from the centroid may shift the centroid away from the 

real one. 
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3.2.6 Support Vector Machine (SVM) imputation 

Although the SVM algorithm is used for classification by recognising patterns and 

analysis of data, it can be used to impute missing values. Adopting the chosen kernel, 

SVM defines the boundary between classes by selecting a set of support vectors 

(Sivapriya et al, 2012). As illustrated in figure 3-2, the algorithm aims to separate between 

the two classes by a margin and expand the gap as much as it can. The best line can divide 

the two classes and then classify instances based on which side of the line they appear. 

The value of the variable imputed then becomes a target value and avoids the original 

classification. However, the training algorithm is slow and requires many complex 

computation processes (Liu & Liu, 2010).   

 

Figure 3-2 Support Vector Machine. 

 

3.3 Experiments and Results 

3.3.1 Chronic Heart Failure Dataset 

The dataset called LifeLab used in this study is a dataset collected from patients with 

chronic heart failure; there are 1944 patients, each with up to 60 clinical variables 

(Cleland et al, 2016). There are many missing values in the research dataset, and most 
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imputation methods cannot work properly when the record has too many missing values. 

The missing values in the thesis dataset range from 0 to 20 per cent for the features, as 

shown in the appendix I. Only three features have no missing values. They are “Age”, 

“MR-proANP”, and “CT-proAVP”. All the other 57 variables have missing values in from 

13 to 396 samples. The features that have the most missing values are “Ferritin”, 

“LVEDD (cm)”, and LVEDD (High)” with 393, 380, and 396 missing, respectively. 

There are missing values for patients’ records ranging from 0 to 60 per cent. We will 

exclude all instances with more than 15 per cent to 60 per cent missing values; this 

excludes 194 records, which amount to 10 per cent of data. when these records are 

eliminated from the dataset, the number of patients’ records is decreased from 1944 to 

1750 samples. 

3.3.2 Evaluation of Classification Performance 

The aggregate measure of performance is obtained using a classification algorithm and 

then generating a confusion matrix. This matrix in its raw form provides information on 

the number of correctly classified data points. However, this is further developed to 

provide a more sophisticated measure of performance. Table 3-1 illustrates the confusion 

matrix. The classification aims to classify the data as accurately as possible, and the 

performance measure is related to the percentage of data classified after learning on the 

training set (Sokolova & Lapalme, 2009). In the confusion matrix with two class labels, 

the classification outputs are for a binary class dataset. The two class labels are known as 

“positive” and “negative”; for these two labels, there are two possible results, “true” and 

“false” value. Thus the output will be in these categories: 

- True Negative, refers to the number of samples that are in the Negative class and 

are correctly classified by the algorithm to the Negative class. 
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- True Positive refers to the number of samples in the Positive class that are 

correctly classified. 

- False Negative refers to the number of samples that are in the Negative class but 

classified in the Positive class by the algorithm. 

- False Positive refers to the number of samples that are in the Positive class but 

classified in the Negative class by the algorithm. 

Table 3-1: Confusion Matrix 

 

 

 

Based on the confusion matrix, a number of crucial performance metrics such as accuracy, 

sensitivity, specificity, and precision are obtained. These metrics indicate how well the 

classification is being carried out, and in the case of selection of features, it enables the 

comparison of the various sets of features selected.  Accuracy measures  the ability of  the 

algorithm to correctly  predict  the class, by finding the percentage of predictions that 

were correct (Chauhan et al, 2013). The  formula is: 

   

 
 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

(3.4) 

 

However, for clinical application, sensitivity and specificity are also crucial, in that they 

are measures of how well the individual classes are predicted. Sensitivity, also called true 

positive rate finds the percentage of the positive class that is correctly classified compared 

to those incorrectly classified as negative. This measures the actual positive samples 

which are correctly identified. Specificity, also known as the false positive rate, finds the 

percentage of the negative class that is correctly classified related to positives that are 

 Positives Negatives 

Classified as Positive True Positive (TP)  False  Negative (FN) 

Classified as negative False Positive (FP) True Negative (TN) 
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incorrectly classified, so it measures the actual negative samples which are correctly 

identified. The positive class in our dataset refers to the “Alive” value, while the negative 

class refers to the “Dead” value. Low results of specificity mean the algorithm could not 

classify the negative class very well and vice versa.  

 
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (𝑟𝑒𝑐𝑎𝑙𝑙) =  

𝑇𝑃

𝑇𝑃 + 𝐹𝑁 
 

(3.5) 

   

 
 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

(3.6) 

Precision includes positive predictive value (PPV) is the percentage of the positive class 

that is correctly classified, i.e. the positive samples that were correctly identified. 

Likewise, the negative predictive value (NPV) is the percentage of the negative class that 

is correctly classified, i.e. the negative samples that were correctly identified. 

 
 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃𝑃𝑉) =  

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(3.7) 

 
𝑁𝑃𝑉 =  

𝑇𝑁

𝑇𝑁 + 𝐹𝑁
 

(3.8) 

- The Receiver Operating Characteristic (ROC) curve, is a graphic plot evaluation of 

classification performance by plotting sensitivity against specificity. Thus, an increase 

in sensitivity will be accompanied by a decrease in specificity. Accuracy is measured in 

this curve by how close the curve is to the left-hand border, as illustrated in figure 3-3; 

conversely, the lowest accuracy is when the curve is close to the 45-degree diagonal.  

  

 

 

 

 

Figure 3-3 ROC curve example. 
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3.3.3 Analysis of Results 

Imputing missing values is a pre-processing step to ensure that the knowledge discovery 

has suitable data, as the presence of missing data influences the tools used for data mining 

to obtain fair outcomes. There are various imputation methods used to impute missing 

values problems, as discussed in the previous section. Moreover, it is possible that 

different imputation methods may give different results, and also have different efficiency 

levels.  

Although most of the imputation methods improve the classification outcomes, the most 

improvement is shown by SVMI and CMCI, whilst EMI and MCI show not much 

improvement (see Table 3-2). Results indicate CMCI and SVMI have the highest 

improvement outcomes with their accuracy when employing the RF algorithm being 

85.71% and 84.97% respectively. These two methods follow a strategy that calculates 

missing values with respect to class. CMCI finds the most common value from data in 

the same class space, whereas SVMI separates the two classes and calculates the missing 

value in the same class space as well. Other methods, such as EMI and MCI, result in 

changing the basic nature of the properties of the data, and thus skewed distribution and 

shift the mean which then results in incorrect relationships being deduced (Zhang et al, 

2012).  

MCI finds the most common value in the feature without respect to the class or the 

distribution of the data points, and EMI also calculates the missing values depending on 

the feature variance and mean. The other two methods, which are KNNI and K-mean, 

provide little enhancement of the performance results, with 79.12% and 78.76% 

respectively. These two methods calculate the missing value without respect to the class 

label but divide the data into several parts in order to estimate the missing value for a part 

of a feature instead of all feature values. Therefore, it can be argued that an imputation 

method that respects the class label when calculating the missing values will provide more 
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accurate imputation than other methods. Indeed, the methods that calculate the missing 

values for the whole feature will result in incorrect imputation and thus will not improve 

the classification results. In figure 3-4 we can see how the methods perform, by looking 

at not only the accuracy but also the sensitivity and specificity. It can be seen that using 

any metric, both CMCI and SVMI yield improved outcomes. However for the other 

methods, the overall performance is mixed in terms of the various metrics. For example, 

sensitivity is decreased when implementing EMI, K-mean, MCI, and KNN, Also EMI 

and MCI do not increase the specificity measure.    

From table 3-2 we can see that the learning algorithm RF consistently yield the best results 

compared to REPTree and J48. However, REPTree shows slight improvement over J48; 

RF gives greater enhancement than the other algorithms. However, RF generates too 

many trees; these cover all possible choices, but building a large number of trees will add 

to the computational complexity.  

3.3.4 Numeric complexity imputation algorithms 

For 𝑛-samples and 𝑑-dimensions the computational complexity is as follows (Melgani & 

Bruzzone, 2004; Thrun et al, 2004; Zhang et al, 2006{Melgani, 2004 #792): 

-KNNI, 𝑂(𝑑) for distance of one sample, 𝑂(𝑛 ∗ 𝑑) for distance of all samples, and 𝑂(𝑛 ∗

𝑘) is the closest samples; then the overall time is 𝑂(𝑛𝑘 + 𝑛𝑑), because each 

destination 𝑂(𝑑); second step 𝑂(𝑛 ∗ 𝑑); then third step 𝑂(𝑛). 

- K-mean solved the problem solved in time 𝑂(𝑛𝑘𝐼𝑑), where 𝑛 is the number of data 

points, 𝑘 is the number of clusters,  𝐼 is the iterations, and 𝑑 is the number of dimensions. 

- SVM solved the problem in 𝑂(𝑛2*d), because of 𝑂(𝑚𝑎𝑥 (𝑛, 𝑑), 𝑚𝑖𝑛 (𝑛, 𝑑)2). 

- EM is the most complex as its complexity is 𝑂(𝑘2 ∗ 𝑛). 

- MC is 𝑂(𝑛2 ∗ 𝑑). 
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- CMC is 𝑂(
𝑛2

2
∗ 𝑑) 

As illustrated in figure 3-5, the computational time for learning algorithm RF is very long 

compared with REPTree and J48; being 60% more than J48 and 70% more than REPTree, 

because REPTree prunes the parts that make a mistake.  Besides, the computational time 

is very long to learn classification for the incomplete dataset compared with imputed 

datasets. Imputed data need half the time compared to incomplete data. Also, we can see 

that the best methods that give high performance which are CMC and SVM, have shorter 

computational time than other methods, in terms of learning time. 

Table 3-2: Performance Measures for Several Imputation Methods Implemented on 

Heart Failure Dataset, Using Different Classification Methods 

Imputation 

Method 

Classification 

Algorithm 
Accuracy Sensitivity 

Specificity 

EMI  

RF 78.05% 96.42% 22.88% 

J48 71.20% 81.56% 40.04% 

REPTree 75.20% 90.55% 28.37% 

K-mean 

Imputation 

RF 78.76% 95.40% 28.66% 

J48 70.88% 80.26% 42.68% 

REPTree 75.66% 91.36% 28.45% 

MC  

Imputation 

RF 78.28% 96.26% 24.25% 

J48 68.97% 78.99% 37.44% 

REPTree 75.48% 91.24% 28.14% 

CMCI 

RF 85.71% 97.56% 50.11% 

J48 81.03% 87.43% 61.78% 

REPTree 82.57% 94.67% 46.22% 

SVMI 

RF 84.97% 97.10% 48.51% 

J48 78.57% 91.24% 55.60% 

REPTree 80.62% 92.76% 44.16% 

K-NNI  

RF 79.12% 95.68% 29.28% 

J48 71.14% 80.94% 41.65% 

REPTree 74.38% 90.81% 24.95% 

Original Dataset 

 

 

 

 

 

RF 78.18% 96.77% 22.26% 

J48 72.32% 84.37% 36.08% 

REPTree 74.69% 91.08% 25.36% 
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Figure 3-4 The line Charts that Shows the Outcomes of Imputation Methods Using RF method for Classification, (a) Accuracy, (b) 

Sensitivity, and (c) Specificity 
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3.4 Conclusion 

This chapter has investigated various imputation methods that are used for handling 

missing values. We illustrated that handling missing values is a significant issue in the 

data mining life cycle. Imputing missing values was preceded by discarding some 

patients’ records with a large percentage of missing values, more than 15 per cent, as well 

as eliminating features with a large percentage of missing data. Although in the research 

dataset, not all features have large missing values, some patients’ records have large 

missing values. Therefore, we discarded all records with more than 15 per cent missing 

data, which was 194 patients’ records, so the number of patients remaining is 1750. 

The imputation shown in this thesis was applied to a chronic heart failure dataset. 

Although many of the imputation methods used in this research gave an improvement in 

classification performance; some methods had a little improvement, whereas others had 

a significant improvement. The methods that impute missing values by separating the 

data points for each class, for example, SVMI and CMCI obtained significant results. In 

contrast the methods that evaluate data for the whole feature, for example, EMI and most 

common imputation did not yield an improvement , because the data in a patient's records 

will have close values rather than the data from two classes. Further, the methods that 

divided the data into different groups, for example, K-mean and K-NNI gave a little 

improvement. 

For the computational time, we show that the RF is the most complex for learning 

compared with J48 and REPTree. Also, the learning process for the incomplete dataset 

has longer computational time compared with the imputed datasets. 
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 Dimensionality Reduction - feature selection 

4.1 Introduction 

High dimensionality is one of the obstacles faced in mining clinical data. A large number 

of features may influence the accuracy of classification and cause high computational 

costs. Two techniques are used to reduce high dimensionality; feature extraction or 

feature selection. Feature extraction transforms the existing features into a lower 

dimensional space, for example, PCA and LDA, whereas feature selection eliminates 

irrelevant features and selects the features that are most relevant. Feature selection can be 

categorized into (i) wrapper methods (ii) filter methods and (iii) embedded methods.  In 

the filter methods, the algorithms measure the relevance of the feature and concept; some 

measures used are interclass distance, statistical dependence, and information measures. 

In the Wrapper method, the algorithm evaluates the prediction of the features by evolving 

the classifier algorithm with the dataset. The embedded method measures the interest of 

features by searching along with the learning algorithm by using cross-validation for 

assessment. The wrapper is slow in execution because it needs to train a classifier for each 

feature subset. Filter methods could rank features or a subset selection. Methods based on 

filters are simple and need little computational time. The first step of feature selection is 

to search for the space of a possible feature subset; the next step is to evaluation strategies 

to select the subset that is optimal or near-optimal with respect to objective function. 

Feature selection is important in the data mining process as the selected subset will reduce 

computational complexity and simplify interpretation.  For example in a clinical dataset, 

the selected features can identify the main features that can determine the patient's status.  
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4.2 Feature Selection Problem 

Understanding the feature selection problem starts with recognising the supervised 

learning process. Consider a dataset 𝐷 that contains input space with 𝑓 features {𝑓𝑖
𝑗
; 𝑖 =

1,2,3 … 𝑛, 𝑗 = 1,2,3, … 𝑁}, where 𝑛 is the number of features and 𝑁 the number of data 

points. The output space is  {𝑦𝑖
𝑗
; 𝑖 = 1,2,3, … 𝑚; 𝑗 = 1,2,3, . . . 𝑁} Then the function 𝑔 is 

function map for each 𝑗 (Rinaldi, 2009). 

 𝑔: 𝑓𝑖
𝑗

→ 𝑦𝑖
𝑗
  (4.1) 

For an input space with very large dimensions, it becomes numerically intractable. 

Therefore, there is a need for reducing the number of features such that the errors in 

predicting the outputs are below a threshold. Let 𝑆𝑖  be the reduced set of features such 

that 𝑆𝑖 ⊆  𝑓𝑖 then, |𝑔 − �̂�| ≤ 𝜀 and �̂�: 𝑆𝑖
𝑗

→ 𝑌𝑖
𝑗
.  Thus the feature selection problem is one 

of finding the set 𝑆𝑖. A first step towards feature selection is to identify (a) irrelevant 

features, (b) redundant features. Once these have been determined, and removed from the 

set, the final selection process is started to rank the relevance of features. 

The definition of relevance is as follows (Huang, 2015): 

For a subset 𝑆 and a set of features 𝐹 = {𝑓1, 𝑓2, … 𝑓𝑛}, where 𝑆 ⊂ 𝐹, 𝑌 is the target concept 

to be learned, and 𝑟 is a vector of values project to all features in 𝑆. Then, the feature 𝑓𝑖 

is relevant to 𝑌 given 𝑆(𝑓𝑖 ∉ 𝑆)  𝑖𝑓𝑓 there exists some 𝑓𝑖 , 𝑌,  and 𝑟 for which  

 𝑃( 𝑆 = 𝑟, 𝐹𝑖 =  𝑓𝑖) > 0 

 

(4.2) 

such that  

  𝑃(𝑌 = 𝑦|𝑆 = 𝑟, 𝐹𝑖 =  𝑓𝑖) ≠ 𝑃(𝑌 = 𝑦|𝑆 = 𝑟) (4.3) 

Let 𝐹 be a full set of features, 𝑓𝑖 a feature, and 𝑆𝑖 = 𝐹 − {𝑓𝑖}, the categories of relevance 

can be formalized as follows (Yu & Liu, 2004): 

 Strong relevance, input feature 𝑓𝑖 is strongly relevant to the output class 𝐶 𝑖𝑓𝑓  
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 𝑃( 𝐶|𝑓𝑖 ,  𝑆𝑖)  ≠ 𝑃(𝐶|𝑆𝑖) 

 

 (4.4) 

 Weak relevance, input feature 𝑓𝑖 is weakly relevant to the output class 𝐶 𝑖𝑓𝑓  

   𝑃(𝐶|𝑓𝑖, 𝑆𝑖) = 𝑃(𝐶|𝑆𝑖), 

 

  (4.5) 

 and         ∃𝑆𝑖
′  ⊂  𝑆𝑖, Such that 𝑃(𝐶|𝑓𝑖  , 𝑆𝑖

′) ≠ 𝑃(𝐶|𝑆𝑖
′). 

 

  (4.6) 

 Irrelevance,  feature 𝑓𝑖  is irrelevant to the output class 𝐶 𝑖𝑓𝑓  

 ∀ 𝑆𝑖
′  ⊆ 𝑆𝑖, 𝑃(𝐶|𝑓𝑖, 𝑆𝑖

′)  = 𝑃(𝐶|𝑆𝑖
′) 

 

(4.7) 

The relevance definition can be illustrated by the following 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑋𝑂𝑅 example 

(Kohavi & John, 1997). We have 5 Boolean features {𝑓1, 𝑓2, 𝑓3, 𝑓4, 𝑓5} and the target 

concept 𝑌 = 𝑓1 ⊕ 𝑓2 , where 𝑓4 =  𝑓
2
 and 𝑓5 =  𝑓3̅, see the truth table 4-1. We can see 

that 𝑓3 and 𝑓5 are irrelevant because the target 𝑌 is dependent on the values of 𝑓1 and 𝑓2 . 

Note that 𝑌 is equivalent to 𝑓1 ⊕ 𝑓4̅ ; therefore 𝑓2 and 𝑓4 are weakly relevant, whereas 

𝑓1 is strongly relevant.  

Table 4-1: The truth table of 𝒀 = 𝒇𝟏 ⊕ 𝒇𝟐 where 𝒇𝟒  = (𝒇𝟐
̅̅ ̅)  and 𝒇𝟓  = (𝒇𝟑

̅̅ ̅) 

𝒇𝟏 𝒇𝟐 𝒇𝟑 𝒇𝟒 𝒇𝟓 𝒀 

0 0 0 1 1 0 

0 0 1 1 0 0 

0 1 0 0 1 1 

0 1 1 0 0 1 

1 0 0 1 1 1 

1 0 1 1 0 1 

1 1 0 0 1 0 

1 1 1 0 0 0 
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4.3 Materials and Methods 

4.3.1 Data pre-processing 

The dataset called LifeLab used in this study is a dataset collected from patients with 

chronic heart failure; there are 1944 patients, each with up to 61 clinical variables 

(Cleland et al, 2016). Considering the data are incomplete, 1750 patients remained after 

those with more than 15 per cent missing values were excluded (as discussed in section 

3.3.1). Data pre-processing is the most important step of data mining (Patel & Prajapati, 

2016). For the purpose of this work Concept Most Common (CMC) was used to impute 

the missing values, because it yielded the best outcomes (as illustrated in section 3.3.3).  

4.3.2 Feature Selection Methods 

The dataset has large dimensionality, and some of these variables are not related to the 

class or the other variables. Also, some of these unwanted variables may reduce the 

classification performance. A variety of feature selection methods were used; a wrapper 

method, an embedded method by implementing a support vector machine (SVM) learning 

algorithm, and six filter methods; the categories for these methods are shown in table 4-

2. Univariate methods mean that the relation exists between every single feature and the 

class label; whereas multivariate refers to the relation between groups of variables and 

the class. The filter methods are divided into subset methods, which are consistency and 

Cfs, whereas the others are ranking methods that use different analysis measures. 

Table 4-2: Categorization of Feature Selection Methods 

 Univariate method 

(Single feature 

evaluation- ranker) 

Multivariate  

(Ranker method) 

Multivariate 

(Subset evaluation) 

Filter  Information gain, 

Chi-square, 

Correlation. 

ReliefF Consistency, 

Correlation-based 

feature selection (Cfs). 

Embedded  Support Vector Machine 

(SVM). 

 

Wrapper Ranking accuracy 

using a single feature. 
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1- Correlation-based Feature Selection (Cfs) is a method that gives a high ranking to a 

subset that includes attributes which are highly correlated to the class feature with low 

correlation to other variables. Therefore, it evaluates a subset’s interrelation with the 

concept rather than evaluating attributes individually (Hall & Holmes, 2003). The 

method considers the individual capability of each attribute according to the amount 

of redundancy between them (Guyon & Elisseeff, 2003). The relevant features are 

identified by the probability of 

 𝑃(𝐶 = 𝑐|𝑓𝑖 = 𝑣𝑖) ≠ 𝑃(𝐶 = 𝑐) (4.8) 

where 𝑓𝑖 is the feature 𝑖, 𝑣𝑖 feature’s value where 𝑝(𝑓𝑖 =  𝑣𝑖) > 0, and 𝐶 a class label. 

The method calculates the correlation between the features and the concept variable, 

by the Pearson coefficient: 

 
𝑟𝑧𝑐 =  

𝑘𝑟𝑧𝑖

√𝑘 + 𝑘(𝑘 − 1)𝑟𝑖𝑖

 
(4.9) 

where 𝑘 is the number of components, 𝑟𝑧𝑖 the average correlation of feature-class, and 

𝑟𝑖𝑖 the average correlation of feature-feature (Hall, 1999).  As a subset method, Cfs has 

a number of candidate subsets equal to 2𝑁 , where N is the number of dataset features.  

The steps for subset selection are: 

 Select a subset of attributes that have good predictive power. 

 Add new features to the existing set if using sequential forward selection, otherwise, 

remove features from the existing set if using sequential backwards selection. 

 Stop criteria, evaluate the subset by classification error or category distance 

measurement. 

2- Consistency Subset evaluation: this is another subset evaluation method that selects 

a subset of attributes depending on the level of consistency in the class values when 

the training instances are projected onto the subset of variables (WEKA 3.6.9). A 

Consistency algorithm measures the smallest subset of features that can separate 
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classes i.e. the two equal values of instances must belong to the same class label (Dash 

& Liu, 2003). The consistent feature form a set {𝑓1, … ,𝑓𝑛} (Shin et al, 2011):  

 P(𝐶 = 𝑐 | 𝐹1 = 𝑓1  , … , 𝐹𝑛 =  𝑓𝑛) = 0 𝑜𝑟 1 (4.10) 

 Inconsistency rate (also known as consistency measure) is calculated as follows (Dash 

& Liu, 2003), 

a. If the same two instances differ in the class label it is considered as an 

inconsistent pattern. 

b. The number of times the inconsistent pattern appears minus the largest number 

of different classes is called the inconsistency count. 

c.  The inconsistency count over all patterns of the feature subset’s divided by all 

instances; the outcome is called the inconsistency rate. The proportion of these 

inconsistent examples in the total number of examples is given by: 

 𝐼𝑛𝑐𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑐𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠
   (4.11) 

Then the consistency is defined as: 

 𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦 = 1 − 𝐼𝑛𝑐𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦    (4.12) 

3- Chi-square Attribute Evaluation; it is a simple filter approach that ranks features 

according to value chi-square for two-way tables; the two-way table for this case is a 

confusion matrix. The method tests the dependence of two variables, therefore it does 

not examine the redundancy between the attributes, as the variables are measured 

individually with respect to the class. It is used to test if the amount of a specific 

variable and the amount of a specific class are independent. Thus, the method 

calculates the chi-square between every feature and the target by observed data points. 

Then, if the relation is independent, we can exclude this variable. Chi-square is 

identified by: 
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𝜒2 = ∑

(𝑂 − 𝐸)2

𝐸
 

(4.13) 

where 𝑂 is the observed value and 𝐸 is the expected value; high scores mean that 

features 𝑓𝑖 and 𝑓𝑗 are dependent. Chi-square shares similarities with the coefficient of 

determination 𝑅², except that 𝑅² is applicable only to numeric data.  

4- Correlation Coefficient Evaluation: one of the simple methods is Pearson’s 

Correlation Coefficient which measures a linear correlation between two variables. 

The resulting value lies between [−1, 1], where −1 refers to a negative relation, 1 

refers to a positive relation, and 0 is no relation between the two variables. The Pearson 

correlation coefficient is defined as: 

 
𝑅(𝑖) =  

𝑐𝑜𝑣(𝑓𝑖, 𝑌)

√𝑣𝑎𝑟(𝑓𝑖)𝑣𝑎𝑟(𝑌)
 

(4.14) 

where 𝑐𝑜𝑣 designates the covariance and 𝑣𝑎𝑟 the variance, 𝑓𝑖  an input feature and, 

and 𝑌 the output feature. The feature selection technique uses this algorithm to 

estimate the relationship between each variable and the concept variable, and chooses 

only the variables that have a high positive or negative relation. Figure 4-1 shows high 

positive correlations for some features in the thesis dataset. 

5- ReliefF Attribute Evaluation: a supervised feature weight estimation, that measures 

attribute quality to select a feature subset (Demšar, 2010). The idea of a Relief 

algorithm is that it randomly selects features to estimate the feature’s weights, using 

the difference in features value from the nearest sample (Jia et al, 2013). The algorithm 

selects a random data point 𝑗, then searches for the 𝑘 nearest neighbour from the same 

class (called the nearest hit) and each different class (called nearest miss) as illustrated 

in figure 4-2 (Durgabai, 2014). The formula for updating the weight is as follows: 

 𝑊𝑗 =  𝑊𝑗 − (𝑓𝑖 − 𝐻)2 + (𝑓𝑖 − 𝑀)2 (4.15) 



77 
 

where 𝑊𝑗  is the weight of feature 𝑓, 𝑗 is a random data point, 𝑀 is the nearest miss, 𝐻 

is the nearest hit.  

set all weights W[A] = 0.0 

    𝑓𝑜𝑟 𝑖 = 1 𝑡𝑜 𝑚 do  

         begin 

             randomly select an instance 𝑅 

             find 𝑘 nearest hits 𝐻𝑗 

             𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑐𝑙𝑎𝑠𝑠 𝐶 ≠ 𝑐𝑙𝑎𝑠𝑠(𝑅)  

                      find 𝑘 nearest misses 𝑀𝑗(𝐶) 

             𝑓𝑜𝑟 𝐴 = 1 𝑡𝑜 #𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠 do   

                   𝑊[𝐴] = 𝑊[𝐴] − ∑
𝑑𝑖𝑓𝑓(𝐴,𝑅,𝐻𝑗)

𝑚×𝑘
𝑘
𝑗=1 +  

                                 ∑ [
𝑃(𝐶)

1−𝑃(𝑐𝑙𝑎𝑠𝑠(𝑅))𝑐≠𝑐𝑙𝑎𝑠𝑠(𝑅) ∑ 𝑑𝑖𝑓𝑓(𝐴, 𝑅, 𝑀𝑗(𝐶))]/(𝑚 × 𝑘)𝑘
𝑗=1               

    end    

Figure 4-2 Relief algorithm 

Figure 4-1 Pearson's Correlation between Features with High Positive Correlation in the Thesis Dataset. 
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6- Information Gain Attribute Evaluation is a method using entropy to measure the 

relevance between the feature and the class label (Novakovic, 2009). The entropy 𝑦 is 

a conditional probability after observing 𝑓𝑛  

 
𝐻(𝑦) = − ∑ 𝑃(𝑓𝑖)

𝑛

𝑖=1

∑ 𝑝(𝑦|𝑓𝑖) log2

(𝑃(𝑦|𝑓𝑖)

𝑃(𝑦)
 

(4.16) 

where 𝐻(𝑦) is the entropy of the given dataset. It is a symmetric measure; the 

information gained by 𝐻(𝑦) after observing 𝐻(𝑓𝑖) is equivalent to the information 

about 𝐻(𝑓𝑖) after observing 𝐻(𝑦) (Novaković et al, 2011). Therefore, values vary from 

0 (no information) to 1 (maximum information). If 𝐼𝐺(𝑓, 𝑌) = 0 then the two 

variables are independent, otherwise they are dependent. Sui (2013) has some 

definitions of relevance by IG; one of them is using IG to measure the prediction power 

of the attribute, 𝑓𝑖 is releveant 𝑖𝑓𝑓 

   𝐼𝐺(𝐹) > 𝐼𝐺(𝐹 − 𝑓𝑖) 

 

(4.17) 

where 𝐹 – 𝑓𝑖 is the feature subset resulting from removing feature 𝑓𝑖 from feature set 𝐹. 

By this definition the feature is relevant if the information achieved by learning the feature 

subset 𝐹 −  𝑓𝑖 is less than the information achieved by set 𝐹. 

7- Wrapper filter the wrapper uses the induction algorithm itself as part of the evaluation 

function to search for a good subset (Cohen & Hirsh, 1994). The feature selection 

algorithm then occurs as a wrapper around the induction algorithm used as a “Black 

Box”, as in figure 4-3. The Black Box is used to prompt a classifier that will be 

convenient to classify future instances, and the algorithm leads to a search for a high-

performance subset in terms of classification (Kohavi & John, 1997). The evaluation 

involves the induction algorithm using cross-validation to evaluate the precision of the 

learning scheme for a set of features approximating the accuracy using estimation 
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accuracy techniques. The search space size for 𝑛 features is 2𝑛 with complexity 𝑂(𝑛), 

due to each state in the search space representing a subset. wrapper is unfeasible for 

computationally intensive methods as it must train a classifier for each feature subset 

(Zhang et al, 2015). The wrapper method relies on heuristic searching for all possible 

search subsets. An example of a heuristic search is hill climbing. The hill climbing 

algorithm shown in figure 4-4 displays addition of features one at a time until no 

further improvement can be achieved.   

 

 

 

 

 

 

 

 

 

1: Let 𝑆 ← 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑠𝑡𝑎𝑡𝑒. 

2: Expand 𝑆: apply all operators to 𝑆, given 𝑣’s children. 

3: Apply the evaluation function 𝐸𝑣𝑎𝑙 to each child 𝑤 of 𝑆. 

4: Let 𝑣’ = the child 𝑤 with highest evaluation 𝐸𝑣𝑎𝑙(𝑤). 

5: If 𝑓(𝑣’)  >  𝑓(𝑆) then  𝑆 ←  𝑣′; 𝑔𝑜𝑡𝑜 2 

6: Return 𝑆. 

Figure 4-4 Hill-Climbing Search Algorithm. 

 

8- Support Vector Machine (SVM), Embedded methods are different from the filter 

and wrapper methods as the feature selection is performed in the process of the 

Best 
subset 

Feature subset search 

Feature subset evaluation 

Induction Algorithm  

Input 

Features  
Induction 

Algorithm 

Evaluation 

Figure 4-3 The Wrapper Method for Feature Selection 

 

Learning 
Algorithm 
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learning classifier (Hamed et al, 2014). The embedded method of searching for an 

optimal subset of variables adopts the structure of the classifier; embedded algorithms 

compromise the interaction with the classification model. The SVM algorithm uses a 

margin hyperplane to ensure the two patterns are separated linearly; the hyperplane 

maximises the sum of distances between the margin and hyperplane, see figure 4-5 

(Wahed & Wahba, 2003). The model is trained with all features by setting the 

coefficients associated with the features to 0 and attempting to remove these features 

while preserving model performance. If the classes are not linear then  a variant of 

SVM is used (Huang et al, 2015; Ozcift, 2012):  

1. Train a regular linear SVM. 

2. Re-scale the input variables by multiplying them by the absolute values of the 

components of the weight vector 𝑤 obtained. 

3. Iterate the first 2 steps until convergence. 

For 𝑛 features the number of subsets tried is equal to 𝑛 with computational complexity 

equal to 𝑂(𝑙𝑜𝑔 𝑛). 

1: Converged: = FALSE, 𝜃 ∶=  1 

2: while converged==FALSE do  

3:      [𝑓𝑙
′  , 𝛼 , 𝑏] = trainSVM(𝐹′ , 𝑌′ , 𝜃 , 𝐶)  

4:     𝜃∗= apply_Bundle_Method (𝐹′′, 𝑌′′, 𝑓𝑙
′, 𝛼, 𝑏, 𝐶)  

5:     if 𝜃∗ == 𝜃 then  

6:            converged=TRUE;  

7:     end if 

8:     𝜃 =  𝜃∗  

9: end while 

Figure 4-5 Algorithm Iterative Dimensionality Reduction for SVM 
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4.3.3 Numeric complexity of feature selection algorithms 

Feature selection is an iterative process, as shown in figure 4-6. The subset generation is 

a heuristic search in which each state specifies a candidate subset for evaluation (Kumar 

& Minz, 2014).  

 

 

 

 

 

 

 

 

 

  

 

 

For a dataset 𝐷 with number of features 𝑁, the number of candidate subsets is 2𝑁. The 

search strategy is exhaustive; the search space will be 𝑂(𝑁2) and the number of possible 

steps is 𝑂(𝑁). In terms of time, for filter and embedded methods, complexity is 𝑂(𝑙𝑜𝑔𝑛) 

for 𝑛 number of subsets tried for feature ranking. However for the wrapper it is more 

computationally costly as the search space size for 𝑛 features is 2𝑛 with complexity 𝑂(𝑛). 

Thus in terms of complexity 𝑓𝑖𝑙𝑡𝑒𝑟 < 𝑒𝑚𝑏𝑒𝑑𝑑𝑒𝑑 < 𝑤𝑟𝑎𝑝𝑝𝑒𝑟; and if complexity is an 

important element, selecting a filter method would be ideal. However, if other 

considerations are to be included, then it is possible that another form of feature selection 

method would be selected (See section 4.4.1). 

The evaluation process is another complexity added to the complexity of feature selection, 

whereas the validation step is not part of the feature selection process but must be 

performed by carrying out different tests and comparisons. The selected subset of features 

needs more iterations for classification for assessment.  

Subset 

Evaluation 

Subset 

Generation 

Stopping 

Criterion 

Goodness 

of Subset 

Subset 
Original  
Set 

No 
Yes 

Result 

Validation 

Figure 4-6 Feature selection process (Dash & Liu, 1997) 
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4.4 Analysis Results 

 The number of variables selected by the feature is different and depends on the selection 

methods used.  Methods such as Embedded, ReliefF, chi-square, and wrapper obtain the 

best performance results with 15 features, as illustrated in table 4-3. Other methods need 

a large number of features like correlation and information gain, obtaining the best results 

with 29 and 34 features, respectively. Moreover, the filter methods, which select subsets 

of features such as consistency and Cfs, selected 11 and 23 features, respectively. Further, 

the performance accuracy for the smallest set of features is 87.20% while it is 85.70% for 

the largest set of features selected, as shown in table 4-3. Thus, increasing the number of 

features selected does not ensure an increase in performance.  

Table 4-3: The number of features that gain the best performance in the feature 

selection methods 

Algorithms No. of Features 

with Best 

performance 

 

Performance accuracy 

Ranking methods  RF J48 REPTree 

     Embedded (SVM) 15 87.14% 82.85% 84.28% 

     ReliefF 15 87.20% 83.8% 83.9% 

     Chi-square 15 88.50% 83.77% 84.50% 

     Wrapper 15 88.85% 84% 84.45% 

     Correlation 29 86.11% 82.68% 81.25% 

     Information Gain 34 85.70% 82.70% 82.0% 

Subset methods     

      Consistency 11 87.20% 82.97% 83.70% 

      Cfs 23 87.82% 83.42% 84.11 

 

Each feature selection method chooses a different number of features that attained best 

classification performance; some of the algorithms improved the classification 

performance with a large set of features, while others worked well with a small set of 

features. The accuracies of embedded, ReliefF, chi-square, and wrapper methods 

increased as the set of features expanded until reaching a maximum of 15 features, then 

decreased again, as shown in figure 4-7. 
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All performance results using RF as a learning algorithm are shown in table 4-4.In general 

wrapper and chi-square obtained the best results with a number of features lower than 30 

variables, then, the results decreased with the same minimum consequence at 85.48%. 

The wrapper method generally achieved better recognition rates than the other methods 

because it is tuned to the specific interaction between the classifier and dataset. In 

addition, the wrapper is successful for identifying strong feature relations because this 

method takes into account feature dependencies. The second two methods that had almost 

similar results are ReliefF and embedded SVM, which returned the highest results with 

15 features. The methods that produced the worst results were Correlation and 

Information gain; they started with 78% and 79% respectively by selecting 11 variables. 

This is because the information gained by entropy and Pearson’s correlation is not focused 

on redundant variables, but can exclude variables that may contribute to prediction more 

than other features that have more information but can be swapped with one another. The 

two subset selection methods, Consistency and Cfs selected 11 and 23 attributes from 60 

variables, with performance results of 87.20% and 87.82% respectively. Consequently, 

the performance accuracy of the full dataset is 85.45%, which indicates that all feature 

selection approaches can improve the performance of classification, on the condition of 

finding an appropriate number of attributes. Moreover, it can be seen that the chi-square 

and wrapper methods consistently performed better than full data where any number of 

features could be used. The differences in performance accuracy are illustrated in figure 

4-9, where we can see a big difference in accuracy, with the Correlation and Information 

gain methods yielded of 4% and 3%, respectively, while the least difference resulted from 

using the wrapper method with less than 1% change. 
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Figure 4-7 The Accuracy Obtained by Ranking Feature Selection Methods for Different 

Numbers of Features Used 

 

Sensitivity and specificity outcomes for different classification methods are explained in 

figure 4-8. The results with the highest level of accuracy were obtained when using the 
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RF classification method, followed by REPTree; the lowest accuracy outcomes came 

from using the J48 classification method. In the sensitivity diagram, we see that the 

wrapper and chi-square methods have the highest sensitivity with 98%. In contrast, the 

highest sensitivity using REPTree comes from the Information gain method followed by 

chi-square and Cfs, while Consistency gets high sensitivity using the J48 classification 

method. RF has the highest specificity results, followed by J48 then REPTree. The 

wrapper method has the best specificity results with 62% using the RF classification 

method, followed by Information gain then Cfs. Information gain gives the highest 

specificity results using J48, followed by chi-square.  

Table 4-5 displays the attributes’ ranking for each feature selection method, and the subset 

attributes designated from a subset selection method. The best methods rank almost equal 

in the ordered list. For example, in the chi-square and wrapper methods, the 15 best 

performing features are {LVEDD (cm), MCV, Ferritin, LVEDD (High Indexed), E, Iron, 

Hct,  CT-proET1, Left Atrium, Aortic Velocity, Uric Acid, MR-proADM, Aortic Root, 

VitaminB12}  . These attributes contribute to prediction, such that if the selected subset 

contains most of the above list, it will enhance the predictive model.  

Therefore, we can say that the subsets gained by chi-square and wrapper contain the 

variables with the strongest relevance; since these two methods have the highest 

performance and high similarity. SVM and ReliefF have different subsets although they 

obtained good results; this is because in some cases combining two weak variables can 

produce a high related variable. As for the results obtained from Cfs technique, as we 

know, the Cfs method tries to find a subset that has less correlation with other variables 

and high relevance to the concept variable. This method shows good results with 23 

variables, which means some variables with weak relevance are added to those with 

strong relevance; the added weakly relevant variables can work together to create strong 

variables. 
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Table 4-4: Classification Performance for Selected Number of Features from Different 

Feature Selection Methods using RF Algorithm 

Algorithm 

No. of 

Features Accuracy Sensitivity Specificity PPV 

Chi-square 

 

11 88% 0.968 0.622 0.885 

15 88.57% 0.980 0.602 0.881 

23 88.20% 0.979 0.593 0.878 

29 87.40% 0.973 0.577 0.874 

34 86.28% 0.966 0.551 0.866 

44 86.17% 0.971 0.533 0.862 

52 85.37% 0.971 0.594 0.854 

Correlation 

 

11 78.11% 0.919 0.368 0.814 

15 79.71% 0.929 0.400 0.823 

23 85.25% 0.955 0.545 0.863 

29 86.11% 0.959 0.571 0.871 

34 86.05% 0.960 0.563 0.868 

44 85.42% 0.965 0.522 0.858 

52 84.97% 0.968 0.494 0.852 

Information 

 

11 78.97% 0.928 0.373 0.816 

15 83.71% 0.945 0.513 0.854 

23 83.37% 0.949 0.487 0.848 

29 84.40% 0.958 0.501 0.852 

34 86.62% 0.964 0.572 0.871 

44 86.05% 0.967 0.540 0.863 

52 85.60% 0.970 0.515 0.857 

ReliefF 

 

11 87.02% 0.967 0.579 0.873 

15 87.20% 0.969 0.581 0.874 

23 86.74% 0.970 0.558 0.868 

29 86.17% 0.967 0.545 0.865 

34 85.42% 0.958 0.542 0.863 

44 85.08% 0.971 0.490 0.851 

52 85.02% 0.969 0.494 0.852 

SVM 

 

11 87.25% 0.961 0.606 0.880 

15 87.54% 0.969 0.595 0.878 

23 86.91% 0.964 0.584 0.874 

29 85.88% 0.966 0.538 0.863 

34 86.28% 0.965 0.556 0.867 

44 85.65% 0.971 0.513 0.857 

52 84.68% 0.969 0.481 0.849 

Wrapper 

 

11 88.22% 0.977 0.597 0.879 

15 88.85% 0.977 0.622 0.886 

23 87.82% 0.976 0.584 0.876 

29 87.25% 0.977 0.558 0.869 

34 87.20% 0.971 0.574 0.873 

44 86.40% 0.975 0.531 0.862 

52 86.45% 0.978 0.524 0.861 

     

Consistency 11 87.20% 0.966 0.588 0.876 

CFS 23 87.82% 0.978 0.579 0.875 

Full Data 60 85.48% 0.975 0.494 0.853 
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Table 4-5: The Order List of the First 22 Features from All Features Selection Methods 

*hint: where the number before the feature name is the result of the employed method. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 Consistency CFS Chi-square Wrapper SVM ReliefF Correlation  Information Gain 

1 Age(yrs)  Chloride 433 LVEDD(cm) 0.192 LVEDD(cm)  CT-proET1 0.03 LVEDD(HgtIn) 0.281 Urea 0.055 MR-proANP 

2 Phosphate()  Urea 426 LVEDD(HgtInd)  0.170 MCV  MR-proADM 0.03 LVEDD(cm)  0.271 MR-proANP 0.051 Urea 

3 UricAcid(mm) Albumin 394 MCV(fL)  0.169 Ferritin Urea(mmol/L 0.018 MR-proANP 

 0.252 
LeftAtrium(BSAInd 0.050 CRP 

4 MCV(fL) UricAcid(mm) 371 Ferritin(ug/L) 
 0.168 
LVEDD(HgtInd) 

LeftAtrium(BSA
Ind) 0.016 FEV1(L)  0.251 Creatinine 0.047 PCT 

5 Iron(umol/L)  Glucose 368 Hct(fraction)  0.164 E AlkalinePhosp 0.015 Age  0.233 Albumin 0.046 Creatinine 

6 Ferritin(ug/L)  Triglycerides 364 Iron(umol/L)  0.160 Iron  MCV(fL) 0.013 FEV1  0.226 CT-proAVP 0.039 Age 

7 CRP(mg/L) WhiteCellCoun 362 E  0.160 HCT Albumin(g/L) 0.013 CT-proET1  0.224 FEV1(L) 0.039 FEV1(L) 

8 CT-proET1  MCV 348 CT-proET1  0.156 CT-proET1 LVEDD(HgtIn 0.013 Iron  0.223 Age 0.037 Albumin 

9 CT-proAVP  HCT 330 MR-proADM 

 0.142 
LeftAtrium(BSAIn  Creatinine() 0.013 Vitamin 

 0.216 
LVEDD(HgtInd) 

0.037 
LeftAtrium(BSAind 

10 LVEDD(HgtIn  Iron 315 LeftAtrium(BSAInd) 0.141 AorticVelocity WhiteCellCnt  0.013 PEFR(L)  0.199 FEV1 0.036 CT-proAVP 

11 E VitaminB12 303 AorticVelocity(m/s) 0.140 UricAcid  BSA(m^2) 0.013FVC-Predicd(L)  0.195 Chloride 0.033 FVC (L) 

12   Ferritin 295 UricAcid(mmol/L)  0.128 MR-proADM  Iron(umol/L) 0.011 FVC(L)  0.192 CRP 0.032 Chloride 

13    TSH 219 AorticRoot(cm)  0.101 AorticRoot  MR-proANP 0.011 MR-proADM  0.192 MR-proADM 0.029 CT-proET1 

14  MR-proANP 214 VitaminB12(ng/L)  0.094 VitaminB12 

DiastolicBP(m
mHg) 

0.010 FEV1 
Predictd(L)  0.185 FVC(L) 0.028 DiastolicBP 

15   CT-proET1 205 LeftAtrium(cm)  0.093 Glucose  FEV1 0.010 FVC 

 0.184 
leftAtrium(Hgt) 0.027 FVC 

16  LVEDD(cm) 
200 
Triglycerides(mmol/L)  0.091 Triglycerides  Age(yrs) 

0.010 
PulseBP(mmHg)  0.184 FVC 0.026 Haemoglobin 

17  LVEDD(HgtInd) 196 Glucose(mmol/L)  0.083 TSH 

FVCPredicted(L
) 

0.008 
Pulse(EXAM)(bpm)  0.184 Iron 0.023 Weight 

18  AorticRoot 192 TSH(mU/L)  0.081 Cholesterol Height(Exam 0.008 Rate(ECG)  0.181 DiastolicBP 0.021 SystolicBP 

19   LeftAtrium(cm) 174 Cholesterol(mmol/L) 
0.080 
LeftAtrium(cm) Chloride(mmo 0.008 BSA(m^2)  0.178 AlkalinePhosp 0.021 FEV1 
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Figure 4-8. Performance measures using three different classification methods; (a) 

Specificity (b) Sensitivity 

(a) 

(b) 

RF 

RepTree 

J48 

RepTree 

RF 

J48 

CFS     Chi-squared  Consistency   Correlation All-features   IG      ReliefF     SVM        Wrapper  

CFS     Chi-squared  Consistency   Correlation All-features   IG      ReliefF     SVM        Wrapper  
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4.4.1 The common features selected 

a- Similarity results between methods 

For the best 15 features selected, the intersection between the feature selections methods 

used for these variables is shown in table 4-6. As we can see, the first 14 variables appear 

in four methods or more, whereas only one feature appears in all methods, which is “CT-

proET1”. We eliminate variables that appear in only three or fewer methods, although 

some of them appear in the best 15 features for the best two methods such as “Aortic 

Velocity” and “Aortic Root”. Thus, the result obtained from the most common variables 

that appear above is less than for the wrapper and chi-square methods when we use 15 

variables to classify, as shown in table 4-7. This is because, as noted above, we eliminate 

the features that appear in three or fewer methods. By doing this, we eliminate features 

that appear in chi-square and wrapper only. Therefore, features like “Aortic Velocity” and 

Figure 4-9 Box plot whiskers for different feature ranking methods in feature 

selection 
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“Aortic Root” are more important and have stronger relevance than other variables that 

appear in more than four methods, such as “Age” and “Albumin”.  

b- The set of features common to 3 methods and more. 

The subset has expanded common features selected by adding features that appear in three 

methods and more. Table 4-8 shows the results for employing 25 variables which are 

picked from the table of common variables that appear in the best 16 features from the 

method used. As we can see, compared with the results in Table 44, the outcomes are 

improved but still less than those of the wrapper and chi-square methods. For 15 variables 

chosen by the wrapper and chi-square methods compared by the set of common variables, 

we found that all 15 features chosen by wrapper and chi-square are the same, except 

Aortic Root and Aortic Velocity. Almost 90% of features selected in this subset are in the 

15 features subset of wrapper and chi-square. 

Table 4-6: The Most Common Features and the Number of Methods 

Features No. of Methods Features No. of Methods 

CT-proET1 7 fev1 3 

Iron(umol/L) 6 FEV1(L) 3 

LVEDD(HgtInd) 6 FVC 3 

age 5 FVC(L) 3 

MCV(fL) 5 Glucose 2 

MR-proANP 5 WhiteCellCoun 2 

LeftAtrium(BSAInd) 5 AorticRoot(cm) 2 

MR-proADM 5 AorticVelocity 2 

Albumin 4 DiastolicBP(mmHg) 2 

Ferritin 4 Phosphate(mmol/L) 1 

UricAcid 4 TSH 1 

LVEDD(cm) 4 LeftAtrium(cm) 1 

Urea 4 AlkalinePhophatase 1 

VitaminB12 4 BSA(m^2) 1 

CRP 3 FEV1 Predicted(L) 1 

Chloride 3 FVC-Predicted(L) 1 

CT-proAVP 3 FVC-Predicted(L) 1 

E 3 PulseBP 1 

HCT 3 Haemoglobin 1 

Triglycerides 3 PCT 1 

Creatinine() 3   
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Table 4-7: Performance result of different classification methods for 14 features with 

common variables that appear in four methods and more 

No. of 
Variables 

Classification 
Method 

Accuracy Sensitivity  Specificity  PPV 

14 J48 83.14% 90% 62% 87% 

14 Random Forest 87.20% 97% 58% 87% 

14 REPTree 84.80% 94% 56% 86% 

 

Table 4-8: Performance result of different classification methods for 25 features with 

common variables that appear in three methods and more 

No. of 
Variables 

Classification Method Accuracy Sensitivity  Specificity  PPV 

25 J48 83.25% 91% 60% 87% 

25 Random Forest 87.48% 96.9% 59% 87.6% 

25 REPTree 83.60% 94% 52% 85.5% 

 

 

4.5 Conclusion 

Feature selection is a tool that reduces high dimensionality in order to reduce 

computational complexity and ensure accuracy in predictive analysis. All feature 

selection methods aim to remove irrelevant and redundant variables while selecting the 

most relevant features. The only criterion is that the predictive performance of selected 

features is equal to the original set of features present in the dataset. 

This chapter investigated several feature selection methods and used a representative set 

of classification methods for evaluating the features selected.  These methods enabled the 

identification of a core set of features, from this dataset. Feature selection techniques 

include a wrapper method, an embedded-SVM method, together with six filter methods. 

In the category of filter methods were two which based on the creation of sets of subsets 

of features; the Cfs and consistency approaches, and four ranking methods; ReliefF, 

Information gain, chi-square, and Correlation attributes. In filter methods, selection 

procedures are independent of the learning algorithm. Once the ranking has been 

obtained, the best features are selected to evaluate their performance. In addition, subsets 

are also created and the aim is to find the subset that obtains the best performance, for 
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example, Cfs or Consistency approaches. In contrast, in wrapper the evaluation of features 

is a part of the learning algorithm used to train the model itself. Thus, thewrapper method 

is generally more computationally intensive. However, in the embedded method, a top 

subset of features is built into the classifier construction.  

We found that wrapper and chi-square are the two methods with the highest classification 

performance. Similarly, embedded-SVM and ReliefF give good performance with 15 

features. With all these methods, increasing the number of variables does not improve the 

predictive performance. In contrast, the Information gain and Correlation methods 

perform poorly with fewer features, but there is a performance enhancement by adding 

more features to the selected subgroup. Amongst the subset methods, we used Cfs and 

Consistency, which selected groups of 23 and 11 variables, respectively. Cfs performed 

better than Consistency, embedded, and ReliefF. We found that all the feature selection 

approaches improved the classification performance compared with the full dataset, but 

only if we chose an appropriate number of features. 

In a large dataset relating to patients with chronic heart failure, the wrapper method was 

best for reducing the complexity of variables when trying to construct prognostic models. 

The chi-square method was better when computational power was limited. Both methods 

selected approximately 25% of the variables in the main dataset. 
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 Effect of Class Imbalance on Feature Selection and 

Classification 

5.1 Introduction 

The third challenge of the clinical datasets, as discussed in Chapter 1, is unbalanced class 

distribution. Class imbalance means that one class (majority) is represented by a larger 

number of data points than another (minority) one in binary classification (Poolsawad et 

al, 2014a).  Data mining  is generally prone to unbalanced data because most standard 

algorithms expect balanced class distributions, so learning classification techniques 

achieve poorly with class imbalance (He & Garcia, 2009). Class imbalance is often 

present in clinical data because the data collected do not take into consideration the class 

label; the data collected from “Alive” patients will be more than that from “Dead” 

patients. Thus, class imbalance is critical for real-world applications such as medical 

diagnosis, pattern recognition, and fraud detection (Cao et al, 2016). Methods used to 

manipulate class imbalance can be categorised into pre-processing approaches and 

algorithmic approaches. The pre-processing approaches are the handling obtained by 

resampling the class distribution, by under-sampling the majority class, or over-sampling 

the minority class in the training set (He & Garcia, 2009; Kirshners et al, 2017). In 

contrast, boosting is an example of an algorithmic approach that recalculates weights with 

each iteration to place different weights on the training examples (Mahdiyah et al, 2015).  

In this chapter, we will show the effect of class imbalance on the training data; also we 

will find the outcome of this issue on selection of features using feature selection methods. 

5.2 Class Imbalance  

In a binary classification, the data are divided into two parts, where each part belongs to 

a class label. The part with more data points for a class label is named positive class 

instances or majority; the smaller part is named as negative class instances or minority. It 

is essential in processing a large volume of data to come up with small random samples, 
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rather than to process all data (Witten & Frank, 2011). Random sampling means each 

instance has an equal chance of being included in the dataset; this could be with 

replacement, or without replacement. Sampling with replacement refers to selecting an 

instance more than once; this is used for the bootstrap algorithm. On the other hand, 

sampling without replacement, for each instance selected, simply rejects the second copy. 

Bootstrapping is a mechanism whereby every time a sample is taken from a dataset to 

form a test or training set, it is drawn without replacement (Witten & Frank, 2011).   

The imbalance ratio (IR) is measured by dividing the number of samples of the minority 

class by the number of samples of the majority class, as: 

 𝐼𝑅 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑐𝑙𝑎𝑠𝑠 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑐𝑙𝑎𝑠𝑠 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
   (5.1) 

In the research dataset, the class imbalance ratio is 1 to 3 for the Dead to Alive classes, 

and the imbalance ratio which is 33%, as shown in table 5-1. 

Table 5-1: Target Classes Distribution on Hull-LifeLab 

No. of features 60 

No. of data points 1750 

Target output Mortality 

Class Alive Dead 

Frequency 1313 437 

Percentage 3 1 

Imbalance ratio (IR) 0.33 

 

Several approaches can be used to balance class: 

1- Data level: these methods create balanced data from the training dataset (Loyola-

González et al, 2017). Methods in this level are called resampling methods, which 

can be divided into: 
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a- Resampling (external); basically it is a method that can balance classes by 

changing the size of data points to be trained. It provides a convenient and 

effective way to deal with imbalance related learning problems using standard 

classifiers because it alters the original training set rather than modifying the 

learning algorithm. The two approaches of resampling are oversampling and 

undersampling (Cao et al, 2016). Oversampling increases the frequency of 

samples in the training set for the minority class, as shown in figure 5-1(a). The 

drawback of oversampling is that it  results in overfitting of the data due to it 

making exact copies of the minority class (Al-Shahib et al, 2005). Moreover, the 

size of the training set increases, which then increases the time taken to build a 

classifier. Undersampling decreases the frequency of samples in the training set 

for the majority class, as shown in figure 5-1(b). Undersampling can remove a lot 

of informative examples which could be useful in the development of the 

classifiers (Batuwita & Palade, 2010).  

b- Active learning (internal) improves learner performance by selecting the more 

relevant data points to learn and leaving the irrelevant ones (Branco et al, 2015). 

This approach is like feature selection but selects data points, not features.  

c- Weigh the data space: to avoid costly errors the training set distribution is  

modified using information concerning misclassification costs (Branco et al, 

2015). It is a generalized cost-sensitive learning method to deal with unbalanced 

data distributions, where weights are assigned to every training instance based on 

users‘ needs.  

2- Algorithm level (Cost-sensitive learning), by changing the classifier algorithm so it 

is more precise with the minority class (Loyola-González et al, 2017). The cost-

sensitive method has to learn more characteristics of minority samples, in order to 

minimise higher error cost by considering higher costs for the misclassification of 
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positive class examples with respect to the negative class (Cao et al, 2016; SCI2S, 

2007).  

 

 

 

 

 

 

 

 

 

 

 

 

 

5.3 Evaluation Measures 

A confusion matrix is an object model for evaluating and assessing the performance of 

classification (as discussed in section 3.3.2). Based on the confusion matrix (Table 3-

1); different measures are used to evaluate the classification. Each measures such a 

particular state; these measures include sensitivity, specificity, accuracy, PPV, and 

NPV. Sensitivity measures the percentage of cases correctly detected, in the  major 

class; as this percentage increases, those incorrectly detected decreases. Specificity 

measures the percentage of cases correctly detected, in the minor class; this percentage 

increases when the number incorrectly assigned to the other class are decreased, as 

Figure 5-1 Oversampling increases the minority class by copying instances. 

Under-sampling removes instances from the majority class 

  

 

Original dataset Final dataset 

Original dataset Final dataset 

(b) Undersampling majority class 

(a) Oversampling minority class 
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illustrated in figure 5-2. Here, sensitivity and specificity are similar measures but for 

different class labels. Accuracy can be determined from sensitivity and specificity, 

because it measures the number of instances correctly identified in both class labels by 

a diagnostic test. PPV and NPV are influenced by the prevalence of the class that is 

being tested; PPV determines how to proceed after a patient gets a positive result, 

whereas NPV determines how to proceed after a patient gets a negative result.  

 

Figure 5-2 The trade-off between Sensitivity and Specificity 

 

 

5.4 Class Balancing Techniques 

Methods used in the thesis to handle class imbalance are: 

1- Resampling: Produces a random subsample of a dataset using sampling either 

with replacement or without replacement. The original dataset must fit entirely in 

memory, and the number of instances in the generated dataset may be specified.  

The filter can be made to maintain the class distribution in the subsample, or to 

bias the class distribution toward a uniform distribution.  

2- Spread Subsampling: Produces a random subsample of a dataset. The original 

dataset must fit entirely in memory. This filter allows specifying the maximum 
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"spread" between the rarest and most common class. For example, it may specify 

that there must be, at most, a 2:1 difference in class frequencies.  

5.5 Analysis Results 

In this section we investigate the class imbalance for the selected subsets obtained in 

Chapter 4 by employing the chi-squared, Information gain, ReliefF, embedded-SVM, 

and wrapper methods, then, we find the performance for the subsets using random 

forest and J48 methods for classification. The sets of data selected by different feature 

selection methods have improved the performance when applying RF and J8 as 

learning algorithms. Tables 5-2 and 5-3 show the results of applying the RF and J48 

algorithms respectively, for different subsets sizes. 

As we can see, the accuracy of data balanced using the resampling method has 

significant enhancement since resampling increases the minority class by copying 

instances, called oversampling. In contrast, using the spread subsample method does 

not show significant improvement and has almost the same results as the imbalanced 

classes. The most interesting aspect to note is the specificity results, which we can 

see doubled in some cases, such as with Information gain for 11 variables, and in all 

other cases, there are high increases. Specificity, also called true negative rate –

section 3.3.2, measures the number of negatives correctly identified. After 

resampling, the classification of the new dataset has increased the number of true 

negatives (TN), and in many cases, this has doubled. TN means the true classification 

of “Dead” instances, where the “Dead” value refers to the minority class meaning that 

resampling can reinforce the minority class. The false positive (FP) measures the 

incorrect classification of the positive (Alive) class, which is the majority class; 

therefore, resampling decreases the error of the positives classified. The specificity of 

spread sub-sampling is equal to the specificity with class imbalance. 
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The specificity and accuracy with 11 and 23 variables are differentiated depending 

on the feature selection methods in class imbalance and balanced classes. However, 

by increasing the number of variables to 34 and 44, specificity and accuracy become 

equal for all feature selection methods, at around 79% and 94% respectively, using 

RF. The same indication is seen in PPV for both classification methods used, where 

with 44 features it outperforms (around 93%) all feature selection methods used. 

From the sensitivity and PPV for the balanced classes employed by RF and J48, 

respectively, it can be seen that the sensitivity becomes more than 99% or near for all 

feature selection methods with different numbers of variables. The increase in the 

percentage of sensitivity is because of the increase in the number of true positives 

(TP). Therefore, positive predicted values (PPV) are increased in the balanced classes 

in the same way as accuracy, with significant aggregate. 
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Table 5-2: Accuracy, Specificity, Sensitivity, and PPV Results in Implementing Random Forest Classification for Several Feature Selection Methods on Different 

Numbers of Subsets compared with class imbalance, and balanced classes using resampling and spread subsampling for the subsets from chapter 3 

  Accuracy Specificity Sensitivity PPV 
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11 Chi-squared 88.00% 97.02% 88.91% 62.20% 90.62% 62.47% 96.80% 99.16% 97.72% 88.50% 96.95% 88.67% 

11 Information gain 78.97% 90.97% 79.31% 37.30% 73.23% 38.90% 92.80% 96.88% 92.76% 81.60% 91.58% 82.02% 

11 Relief 87.02% 95.25% 88.11% 57.90% 85.35% 59.04% 96.70% 98.55% 97.79% 87.30% 95.29% 87.76% 

11 Embedded-SVM 87.25% 94.91% 86.74% 60.60% 83.52% 58.58% 96.10% 98.71% 96.12% 88.00% 94.74% 87.64% 

11 Wrapper 88.22% 95.42% 87.88% 59.70% 83.75% 57.89% 97.70% 99.31% 97.87% 87.90% 94.84% 87.47% 

23 Chi-squared 88.20% 95.08% 87.88% 59.30% 82.84% 59.50% 97.90% 99.16% 97.33% 87.80% 94.55% 87.84% 

23 Information gain 83.37% 92.91% 83.54% 48.70% 76.66% 49.20% 94.90% 98.32% 94.97% 84.80% 92.68% 84.89% 

23 Relief 86.74% 94.11% 86.74% 55.80% 80.09% 56.06% 97.00% 98.78% 96.95% 86.80% 93.71% 86.89% 

23 Embedded-SVM 86.91% 94.51% 86.90% 58.40% 81.46% 58.35% 96.40% 98.86% 96.42% 87.40% 94.13% 87.43% 

23 Wrapper 87.82% 95.14% 87.77% 58.40% 82.84% 59.04% 97.60% 99.24% 97.33% 87.60% 94.56% 87.71% 

34 Chi-squared 86.28% 94.57% 86.74% 55.10% 81.24% 54.69% 96.60% 99.01% 97.41% 86.60% 94.07% 86.59% 

34 Information gain 86.62% 94.40% 85.94% 57.20% 80.78% 54.69% 96.40% 98.93% 96.43% 87.10% 93.93% 86.47% 

34 Relief 85.42% 96.29% 85.54% 54.20% 86.50% 52.63% 95.80% 99.54% 96.50% 86.30% 95.68% 85.96% 

34 Embedded-SVM 86.28% 94.05% 86.34% 55.60% 79.18% 55.38% 96.50% 99.01% 96.65% 86.70% 93.46% 86.68% 

34 Wrapper 87.20% 94.97% 87.25% 57.40% 81.92% 57.21% 97.10% 99.31% 97.26% 87.30% 94.29% 87.23% 

44 Chi-squared 86.17% 94.22% 85.82% 53.30% 79.86% 52.17% 97.10% 99.01% 97.03% 86.20% 93.66% 85.91% 

44 Information gain 86.05% 94.00% 85.82% 54.00% 78.49% 53.09% 96.70% 99.16% 96.73% 86.30% 93.27% 86.10% 

44 Relief 85.08% 94.11% 85.02% 49.00% 78.72% 48.74% 97.10% 99.24% 97.11% 85.10% 93.34% 85.06% 

44 Embedded-SVM 85.65% 93.88% 85.82% 51.30% 78.49% 51.72% 97.10% 99.01% 97.18% 84.90% 92.65% 84.94% 

44 Wrapper 86.40% 93.94% 86.57% 53.10% 78.72% 54.92% 97.50% 99.01% 97.11% 86.20% 93.32% 86.62% 
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Table 5-3: Accuracy, SPEC, SEN, and PPV Results in Implementing J48 Learning Algorithm for Several Feature Selection Methods on Different 

Numbers of Subsets, compared with imbalanced classes and balanced classes using resampling and spread subsampling methods for the subsets from 

Chapter 3 

  Accuracy Specificity Sensitivity PPV 
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11 Chi-squared 85.02% 92.00% 84% 62.24% 89.39% 63.16% 92.61% 95.05% 91.01% 88.05% 94.33% 88.13% 

11 Information gain 77.25% 86.17% 76.74% 37.76% 66.36% 33.41% 90.40% 92.76% 91.17% 81.36% 89.23% 80.44% 

11 Relief 85.71% 90.85% 83.94% 57.89% 79.86% 58.35% 94.97% 94.59% 92.46% 87.14% 93.38% 86.96% 

11 Embedded-SVM 82.11% 89.60% 83.25% 52.86% 75.51% 53.78% 91.85% 94.29% 93.07% 85.41% 92.04% 85.81% 

11 Wrapper 84.05% 91.25% 83.94% 60.87% 78.72% 58.58% 91.77% 95.43% 92.38% 87.57% 93.09% 87.02% 

23 Chi-squared 82.40% 91.08% 83.25% 60.64% 74.85% 62.24% 89.64% 94.59% 90.25% 87.25% 93.59% 87.78% 

23 Information gain 79.02% 87.71% 77.60% 55.15% 72.77% 52.40% 86.98% 92.69% 85.99% 85.35% 91.09% 84.44% 

23 Relief 82.00% 90.11% 81.77% 61.33% 77.35% 58.81% 88.88% 94.36% 89.41% 87.35% 92.60% 86.71% 

23 Embedded-SVM 82.71% 91.25% 82.85% 60.41% 81.01% 62.70% 89.41% 94.67% 89.57% 87.15% 93.74% 87.83% 

23 Wrapper 82.34% 90.68% 82.85% 61.56% 79.63% 62.01% 89.26% 94.36% 89.79% 87.46% 93.30% 87.66% 

34 Chi-squared 82.68% 91.42% 82.05 60.41% 80.78% 63.16% 90.10% 94.97% 88.35% 87.24% 93.69% 87.81% 

34 Information gain 82.91% 90.22% 81.65% 61.56% 81.24% 58.58% 90.02% 93.22% 89.34% 87.56% 93.72% 86.63% 

34 Relief 81.82% 89.88% 80.68% 61.10% 78.49% 59.95% 88.73% 93.68% 87.59% 87.27% 92.90% 86.79% 

34 Embedded-SVM 82.57% 90.91% 81.77% 60.87% 80.09% 62.70% 89.79% 94.52% 88.12% 87.33% 93.45% 87.65% 

34 Wrapper 83.00% 91.54% 81.48% 60.87% 81.24% 64.07% 90.48% 94.97% 87.28% 87.42% 93.83% 87.95% 

44 Chi-squared 81.48% 90.85% 82.28% 60.18% 80.32% 61.56% 88.58% 94.36% 89.19% 86.99% 93.51% 87.45% 

44 Information gain 81.31% 90.22% 82.17% 61.33% 81.24% 60.87% 87.97% 93.22% 89.26% 87.24% 93.72% 87.27% 

44 Relief 80.74% 90.68% 80.51% 59.95% 79.18% 59.04% 87.59% 94.52% 87.66% 86.79% 93.17% 86.54% 

44 Embedded-SVM 82.57% 91.48% 81.94% 61.78% 81.01% 62.70% 89.49% 94.97% 88.35% 87.56% 93.76% 87.68% 

44 Wrapper 81.25% 90.85% 82.05% 60.41% 78.95% 62.01% 88.18% 94.82% 88.73% 87.00% 93.12% 87.53% 
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5.5.1 Feature selection with balanced data 

In the previous section, results using the features obtained from unbalanced data were 

presented. However, what needs to be looked into is the implicit assumption that features 

selected from the original data set would be the same with the balanced data, using the 

same feature selection algorithms. In fact after resampling data, the classification 

performance was not improved appreciably for the selected subsets. It can be seen from 

the tables 5-4 and 5-5; that with the resampled dataset, there was not much of a change in 

the performance of most of the feature selection algorithms, apart from the Information 

gain algorithm. It should be noted that this algorithm gave a better performance even 

when the number of features was small compared to the others. The performance of 

feature selection using the chi-square, wrapper, embedded, and ReliefF methods 

decreased. On the other hand, features obtained using the Information gain method 

provided an increase in accuracy from 78.97% to 86.90% for a subset of 11 attributes, 

when employed with balanced classes. With 44 variables, all methods including 

Information gain, had lower performance for balanced data than the original dataset. 

Implementing the learning algorithm J48 for subsets with 34 and 44 features yielded 

almost the same results, with and without resampling.   

The explanation for these observations is that the true positive values (TP) of the 

confusion matrix show little variation between the classification of the balanced and 

imbalanced classes, whereas the changes come in false classification, especially false 

positive (FP). As seen in Table 5-6 the list features selected from the balanced dataset is 

slightly different from the list of features selected from the original data (refer to Table 

4-5), while in some methods, including Cfs and Chi square, there are noticeable changes 

in the selected features between balanced and unbalanced classes. Thus, resampling by 

increasing the samples of the minority class will allow some features to be more relevant 

to predict the minority class rather than the majority class. Conversely undersampling the 
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majority class can discard data potentially important for the classification process. Hence 

there does not exist a control to remove patterns of the majority class. Resampling may 

cause overfitting, especially when using oversampling (Guo et al, 2008), which is due to 

selection of irrelevant features by the feature selection algorithm.   

5.6  Training Datasets on Balance Data 

 Training the datasets selected by different feature selection methods on balanced data 

gave the outcomes shown in Table 5-7. The table illustrates the performance outcomes 

of training a feature subset on an RF classifier learned on balanced data, the selected 

features subset from Chapter 4. There is an impact of class imbalanced training data 

on the performance of a classifier, because in all feature selection methods the output 

is enhanced. The outcomes show that building a classifier on balanced data will 

produce better results, since the learning algorithm will build on accurate decision tree, 

since the samples have equal chance to represent the class label. The class corrected 

classification includes increased TP and TN compared with the classification outputs 

for class imbalance, whereas FN is noticeably decreased because now we have enough 

minority samples. In all methods the sensitivity because almost 97% because the 

number of FN has decreased. Also the specificity is enhanced, because the number of 

FP has deceased. In general, a class imbalance in the training data has an effect on the 

classifier performance. The minority class effects also the variability of the classifiers’ 

performance, due to the random sampling from the population and random factors 

present in the training neural network.  
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Table 5-4: Classification of balanced classes using Random Forest after resampling data 

  Accuracy Specificity Sensitivity PPV 
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11 Chi-squared 88.00% 86.40% 62.20% 55.15% 96.80% 96.80% 88.50% 86.64% 

11 Information gain 78.97% 86.90% 37.30% 56.75% 92.80% 96.95% 81.60% 87.07% 

11 Relief 87.02% 80.97% 57.90% 39.36% 96.70% 94.82% 87.30% 82.45% 

11 Embedded-SVM 87.25% 82.17% 60.60% 46.22% 96.10% 94.14% 88.00% 84.02% 

11 Wrapper 88.22% 86.91% 59.70% 56.75% 97.70% 96.95% 87.90% 87.07% 

23 Chi-squared 88.20% 84.80% 59.30% 49.43% 97.90% 96.57% 87.80% 85.16% 

23 Information gain 83.37% 85.08% 48.70% 50.11% 94.90% 96.73% 84.80% 85.35% 

23 Relief 86.74% 83.71% 55.80% 46.00% 97.00% 96.27% 86.80% 84.27% 

23 Embedded-SVM 86.91% 83.20% 58.40% 47.83% 96.40% 94.97% 87.40% 84.54% 

23 Wrapper 87.82% 86.17% 58.40% 52.86% 97.60% 97.26% 87.60% 86.11% 

34 Chi-squared 86.28% 84.68% 55.10% 48.97% 96.60% 96.57% 86.60% 85.04% 

34 Information gain 86.62% 84.40% 57.20% 48.51% 96.40% 96.34% 87.10% 84.90% 

34 Relief 85.42% 83.08% 54.20% 45.31% 95.80% 95.66% 86.30% 84.01% 

34 Embedded-SVM 86.28% 82.91% 55.60% 43.71% 96.50% 95.96% 86.70% 83.67% 

34 Wrapper 87.20% 85.14% 57.40% 50.57% 97.10% 96.65% 87.30% 85.45% 

44 Chi-squared 86.17% 83.31% 53.30% 44.85% 97.10% 96.12% 86.20% 83.97% 

44 Information gain 86.05% 83.88% 54.00% 46.45% 96.70% 96.34% 86.30% 84.39% 

44 Relief 85.08% 83.48% 49.00% 45.54% 97.10% 96.12% 85.10% 84.13% 

44 Embedded-SVM 85.65% 82.74% 51.30% 44.85% 97.10% 95.35% 84.90% 83.86% 

44 Wrapper 86.40% 83.02% 53.10% 42.56% 97.50% 96.50% 97.11% 83.47% 
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Table 5-5: Classification of balanced classes using J48 after resampling data 

  Accuracy Specificity Sensitivity PPV 
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11 Chi-squared 85.02% 85.02% 62.24% 62.24% 92.61% 92.61% 88.05% 88.05% 

11 Information gain 77.25% 84.11% 37.76% 59.95% 90.40% 92.16% 81.36% 87.36% 

11 Relief 85.71% 79.42% 57.89% 34.10% 94.97% 94.52% 87.14% 81.16% 

11 Embedded-SVM 82.11% 79.60% 52.86% 47.14% 91.85% 90.40% 85.41% 83.71% 

11 Wrapper 84.05% 84.11% 60.87% 59.95% 91.77% 92.16% 87.57% 87.36% 

23 Chi-squared 82.40% 82.91% 60.64% 63.16% 89.64% 89.49% 87.25% 87.95% 

23 Information gain 79.02% 83.65% 55.15% 63.39% 86.98% 90.40% 85.35% 88.12% 

23 Relief 82.00% 81.48% 61.33% 56.75% 88.88% 89.72% 87.35% 86.17% 

23 Embedded-SVM 82.71% 82.22% 60.41% 61.10% 89.41% 89.26% 87.15% 87.33% 

23 Wrapper 82.34% 83.37% 61.56% 62.24% 89.26% 90.40% 87.46% 87.80% 

34 Chi-squared 82.68% 82.45% 60.41% 61.78% 90.10% 89.34% 87.24% 87.54% 

34 Information gain 82.91% 82.97% 61.56% 61.78% 90.02% 90.02% 87.56% 87.62% 

34 Relief 81.82% 81.31% 61.10% 64.07% 88.73% 87.05% 87.27% 87.92% 

34 Embedded-SVM 82.57% 82.05% 60.87% 60.41% 89.79% 89.26% 87.33% 87.14% 

34 Wrapper 83.00% 82.91% 60.87% 62.24% 90.48% 89.79% 87.42% 87.72% 

44 Chi-squared 81.48% 81.48% 60.18% 61.10% 88.58% 88.27% 86.99% 87.21% 

44 Information gain 81.31% 81.54% 61.33% 61.33% 87.97% 88.27% 87.24% 87.27% 

44 Relief 80.74% 80.91% 59.95% 61.56% 87.59% 87.36% 86.79% 87.22% 

44 Embedded-SVM 82.57% 81.94% 61.78% 60.87% 89.49% 88.96% 87.56% 87.23% 

44 Wrapper 81.25% 81.54% 60.41% 61.10% 88.18% 88.35% 87.00% 87.22% 
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Table 5-6: The Order List of Selecting 22 Features from Balanced Data Using Several Feature Selection Methods 

 

 

 CFS Chi square wrapper Svm relief 

1 Age(y) Iron(umol/L) LVEDD(HgtIndexed) LeftAtrium(BSAIndexed) PEFR(L) 

2  Creatinine(umol/L) Albumin(g/L)  MCV(fL) MR-proADM Age(yrs) 

3  AdjCalcium(mmol/L) LVEDD(HgtIndexed) Ferritin(ug/L) CT-proET1 LVEDD(HgtIndexed) 

4  Albumin(g/L) LVEDD(cm) LVEDD(cm) Urea(mmol/L) FVCPredicted(L) 

5 UricAcid(mmol/L) TotalProtein(g/L) UricAcid(mmol/L) AlkalinePhophatase(iu/L) LVEDD(cm) 

6 Glucose(mmol/L) Bicarbonate(mmol/L) MR-proADM MCV(fL) Potassium(mmol/L) 

7 Cholesterol(mmol/L) E CT-proET1 Iron(umol/L) FEV1Predicted(L) 

8 MCV(fL) Ferritin(ug/L) Hct(fraction) LVEDD(HgtIndexed) CT-proET1 

9 Hct(fraction) UricAcid(mmol/L) AorticVelocity(m/s) Creatinine(umol/L) Hct(fraction) 

10 Iron(umol/L) Hct(fraction) Iron(umol/L) Chloride(mmol/L) SystolicBP(mmHg) 

11 VitaminB12(ng/L) LeftAtrium(BSAIndexed) E Albumin(g/L) Iron(umol/L) 

12 Ferritin(ug/L) MCV(fL) Glucose(mmol/L) WhiteCellCount(10^9/L) FEV1(L) 

13 CRP(mg/L) AorticVelocity(m/s) LeftAtrium(BSAIndexed) BSA(m^2) FEV1 

14 TSH(mU/L) CRP(mg/L) LeftAtrium(HgtIndexed) Age(yrs) PulseBP(mmHg) 

15 MR-proADM Sodium(mmol/L) Triglycerides(mmol/L) FVC Albumin(g/L) 

16  AorticRoot(cm) CT-proET1  VitaminB12(ng/L)  TSH(mU/L)  FVC(L) 

17  LeftAtrium(BSAIndexed) MR-proADM  AorticRoot(cm)  E  Urea(mmol/L) 

18  AorticVelocity(m/s) Triglycerides(mmol/L)  LeftAtrium(cm)  Ferritin(ug/L)  Pulse(Exam)(bpm) 

19  E PCT  Cholesterol(mmol/L)  FVCPredicted(L)  Chloride(mmol/L) 

20  Weight(Exam)(kg) AorticRoot(cm)  Urea(mmol/L)  Height(Exam)(m)  QT 

21  SystolicBP(mmHg) Bilirubin(umol/L) PEFR(L)  BMI LeftAtrium(BSAIndexed) 

22  PEFR(L) Chloride(mmol/L) Chloride(mmol/L)  Platelets(10^9/L) LeftAtrium(cm) 
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Table 5-7: Classification Outputs using RF method for training datasets on the balanced data 

Feature selection 

methods 
Number of 

features 
TP FN FP TN Accuracy sensitivity Specificity 

 Chi square  11 1285 28 103 334 92.51% 97.87% 76.43% 

 Chi square  34 1282 31 150 287 89.65% 97.64% 65.68% 

Chi square  44 1286 27 146 291 90.11% 97.94% 66.59% 

Information gain 11 1245 68 168 269 86.51% 94.82% 61.56% 

Information gain 34 1278 35 152 285 89.31% 97.33% 65.22% 

Information gain 44 1278 35 138 299 90.11% 97.33% 68.42% 

Relief F 11 1295 18 130 307 91.54% 98.63% 70.25% 

Relief F 34 1287 36 153 284 89.77% 97.28% 64.99% 

Relief F 44 1285 28 166 271 88.91% 97.87% 62.01% 

SVM 11 1281 32 117 320 91.48% 97.56% 73.23% 

SVM 34 1286 27 155 282 89.60% 97.94% 64.53% 

SVM 44 1283 30 152 285 89.60% 97.72% 65.22% 

Wrapper 11 1289 24 109 328 92.40% 98.17% 75.06% 

Wrapper 34 1286 27 149 288 89.94% 97.94% 65.90% 

Wrapper 44 1279 34 151 286 89.42% 97.41% 65.45% 
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5.7 Conclusion 

In this chapter, the impact of unbalanced class distributions for a large dataset is 

demonstrated. The imbalance issue is presented in clinical data, where the number of 

people living has to be much more than the number of dead. Moreover, the 

implementation of five different feature selection methods was considered. The feature 

selection techniques used were information gain, chi-squared, ReliefF, embedded-SVM, 

and wrapper. Class imbalance was addressed by resampling and spread subsampling, and 

the learning tests used were the J48 and RF algorithms. The results presented in this 

chapter indicate that determining features from original data, and then training a classifier 

on balanced data, produces good results, often outperforming the original method. The 

outcomes show that resampling of the unbalanced classes generates a good enhancement 

in performance results for all measurements such as accuracy, specificity, sensitivity, and 

PPV, because there are enough samples for the minority class, which reduces the number 

classed incorrectly. In contrast, using spread sub-samples to balance the class 

distributions yields no different results compared with the classification for the 

unbalanced classes. Specificity had a great increase using the resampling method because 

it raised the number of the negative class (minority class). All other performance 

measures were improved using resampling to balance class, although the improvement 

was less compared with the specificity measure. The most performance improvement was 

for the information gain method, considering that the resampling added more information 

to the features, which increased the prediction results. Resampling data has greatly 

improved performance only with the information gain method. All other methods resulted 

in reduced performance or produced the same performance as the original data.   

Another aspect considered was training the data on the model built on a class balance. 

The outcomes show that this will yield better results. Henceforth, a classification method 

built on balanced data will have an equal chance for all features, which leading to better 
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choices of the root. Also, classification algorithms show a bias towards the majority class, 

so the size of samples for both classes should be enough to contain the significant 

information to represent the data. 
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 Autoencoder Framework for Dimensionality Reduction 

and Classification 

6.1 Introduction 

An important aspect of feature selection is that at its very core lies a combinatorial 

problem, and all algorithms reduce the search space and make their selection efficient. 

Thus when looking at these algorithms, it is important to understand the degree of 

complexity they have. On the other hand extraction of features does not have this 

combinatorial problem, as they are often projections of higher dimensions on lower 

dimensions. However, when designing clinical decision support systems, feature 

extraction does not provide dimensions with original labels or meanings, which is a big 

drawback. However, if the process of feature extraction (and/or selection) are combined 

into one single process with learning classifiers, this problem of labels does not 

immediately become transparent. Thus the use of autoencoders and deep machine 

learning techniques are used in this context. Therefore, feature extraction would be a 

suitable solution for dimensionality reduction in terms of computational complexity. 

Deep learning is an automatic model that can be used for feature extraction because it is 

trained to do so. Autoencoder network is an example of deep machine learning that can 

compress the data mining methodologies by performing feature extraction and 

classification at the same time, so that result validation is done in the same model process.  

Deep networks based on autoencoders are created by stacking pre-trained autoencoders 

layer by layer. An autoencoder is an automated model that can classify data, without 

explicitly providing information on how dimensions are reduced, or what projections are 

used to extract the data. There is a seamless integration of the two steps. This overcomes 

the immediate difficulty of lack of labels for the variables. Therefore it is an option that 

can reduce the data mining methodology steps and make it more efficient. As seen in the 

previous chapter, feature selection algorithms are iterative, and often the number of 
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iterations far exceeds the number of features selected. This is the combinatorial problem 

mentioned earlier.  

6.2 Artificial Neural Network (ANN) 

Neural networks are composed of a large number of artificial neurons. The neuron can 

have varying numbers of inputs from 1 to 𝑛.  Each input to a neuron has its own weight 

associated with it, as illustrated in figure 6-2, by the small circle. The weight is simply a 

floating point number; the training process of the network concentrates a fine-tuning the 

weights. These inputs represented as 𝑥1, 𝑥2, 𝑥3 … 𝑥𝑛 are transformed into a single output 

𝑂, via three basic elements (González, 2009): 

- Two parameters, bias 𝑏 and weights (𝑤1,𝑤2, … 𝑤𝑛). 

- The combination function ℎ, which combines the input signals and the two parameters to 

produce a single input. 

- A transfer function or activation function 𝑔 that produces the output 𝑂 by taking as 

argument the net input signal. 

 

Figure 6-1 Neuron architecture 
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The matrix is representation introduced for the neural network, then the combination 

function ℎ computes the inner product of the input vector and weights, which also 

includes a bias 𝑏, represented as a synaptic weight connected to a fixed input, 

 
ℎ = (∑ 𝑤𝑖

𝑛

𝑖=1
𝑥𝑖) + 𝑏 

(6.1) 

6.2.1 Activation Functions 

The output is a function of the weighted sum 𝑦 =  𝑓(𝑥) which is an activation function. 

There are different types of activation functions, see figure 6-3: 

1- Linear function,  

 𝑓(𝑥) = (∑ 𝑤𝑖𝑥𝑖) + 𝑏 
(6.2) 

2- Heaviside step function,  

 
𝑓(𝑥) = {

1 , 𝑥 ≥ 𝑡
    0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 
(6.3) 

 

Where 𝑡 is a threshold 

3- Sigmoid function, 

 
𝑓(𝑤𝑥) =  

1

1 +  𝑒−w𝑥
 

(6.4) 

4- Tanh function, 

 
𝑓(𝑥) = tanh(𝑥) =

2

1 + 𝑒−2w𝑥
− 1 

(6.5) 

6.2.2 The Perceptron Function Space 

The model perceptron mathematically may be viewed as a parameterized function space 

𝑓 from an input X ⊂ ℝ𝑛 to an output y ⊂ ℝ where 𝑓 consists of parameterized bias and 

weight, with 𝑛 + 1 dimensions due to 𝑛 inputs and 1 bias. Then the network input to the 

neuron is obtained first by linear combination of inputs and weights, in equation 6.1. By 
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adding the activation function 𝑔 to the linear combination, the output of the neuron is 

given by 

 
𝑦 = 𝑔(𝑏 + ∑ 𝑤𝑖𝑥𝑖)

𝑛

𝑖=1

 
 (6.6) 

 

 

 

 

 

 

 

 

 

 

This is simply the architecture and mathematical notations for a single perceptron that 

can solve simple learning tasks, where 𝑔 is a sigmoid function. However, connecting 

many neurons in a network architecture gives more power of neural computation to solve 

complex learning tasks. 

 

6.3 Multilayer Neural Network (MLP) 

6.3.1 Feed-forward architecture 

A collection of neurons connected together in a network can be represented by a directed 

graph, where the nodes represent the neurons and arrows represent the links between 

Figure 6-2 Activation function types 
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them. In a feedforward network, the neurons in each layer feed their output forward to 

the next layer until we get the final output from the neural network. The number of hidden 

layers within a feedforward network is differs, and the number of neurons in each layer 

can be adapted to the input and output nodes. The input layer redistributes input signals 

to all nodes in the first hidden layer. The output layer stimulates patterns from the hidden 

layer and creates the output patterns. Neurons in the hidden layer can detect hidden 

features; the hidden layer is so called because it ‘hides’ the desired output. Figure 6-4 

shows a multilayer perceptron with 𝑛 inputs, one hidden layer with 𝑚 neurons, and 𝑘 

neurons at the output layer.  

 

 

Figure 6-3 Feedforward neural network 

 

6.3.2 Learning process 

The learning step is the most important part of ANN creation and development for an 

appropriate performance (Bataineh, 2012). There are two categories of learning: 

supervised learning and unsupervised learning. In supervised learning, the output and 

input data are known, which can be used for classification and regression problems. 
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Unsupervised learning means that the output is not known, and the network is trained to 

groups the output in a proper way. This kind of training is used for clustering problems.    

Training phases: 

1- Normalisation: because of size and variance, the inputs of the training samples should 

be normalised. Normalisation is to decrease the variance and compress inputs to a 

small range (Bataineh, 2012). One of the ways it is done is by sigmoidal function to 

compress inputs to be handled by the network. 

2- Optimisation: the network will be optimised and updated during the training process 

to reach the best prediction level through the training. The optimisation of the network 

is performed by the loss (minimization) function, which is the difference between the 

predicted outputs and the desired outputs. The cost function is the mean square error 

(MSE), defined as: 

 
𝑀𝑆𝐸 =  ∑ (𝑦𝑖 − �̂�𝑖)

2
𝑛

𝑖
 

(6.7) 

where 𝑦 is the predicted output and �̂� the actual outputs. Updating neuron weights until 

reach the minimal value of MSE defined by the user. 

 

6.4 Deep Neural Networks 

The standard neural network consists of a 3-layer neural network involving one input 

layer, one hidden layer, and one output layer. In a deep neural network, there are multiple 

hidden layers to compute much more complex features (Ng et al, 2013). Although having 

more layers increases performance and is more beneficial, backpropagation and gradient 

descent are complex mathematically, as discussed in the previous section. Therefore, for 

deep layers, the chain becomes too long and derivatives are very hard to estimate 

consistently.  
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There are two conditions that make a neural network deep (Cho, 2014):  

1- The network is extendable by adding more layers, and the activation of the neurons 

is shared. Consequently, the nodes in the added layer use the activations of the units 

in the existing lower layer for their own activations. 

2- In every layer, it is possible to train the parameters.   

6.4.1 Autoencoder Architecture 

Autoencoder is a neural network that is trained to reproduce the inputs at the output layer, 

by learning a deep neural network. Autoencoder has a hidden layer ℎ that describes a code 

used to represent the input. This network leads to generative modelling by theoretical 

connection with latent variable models. Moreover, it is based on comparing the 

activations of the network on the original input to the reconstructed output (Hinton & 

Salakhutdinov, 2006). 

Consider a training set for 𝑛 sample of inputs 𝑥 where 𝑥 ∈ ℝ𝑑  a real value and targets 𝑡. 

𝐷𝑛 = {(𝑥1, 𝑡1), . . , (𝑥𝑛, 𝑡𝑛)}. The goal is to conjecture a new representation 𝑦, where 𝑦 ∈

ℝ𝑑′. If 𝑥 a binary representation 𝑥 ∈  [0,1]𝑑 then 𝑦 ∈  [0,1]𝑑′
. We assume supervised 

learning. 

 Optimisation of the cost function is the basis of the learning process, which measures the 

difference between the inputs 𝑥 at its reconstruction at the output 𝑦. The architecture of 

autoencoder is in two parts, consisting of the network encoder and decoder, where the 

encoder function 𝑥 = 𝑓(𝑥) and the decoder 𝑟 = 𝑔(ℎ) produces a reconstruction, figure 

6-5.  
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Figure 6-4 Autoencoder Architecture 

 

The encoder maps the vector 𝑥 to another vector 𝑥 ∈ ℝ𝐷(1)
 , when the input is a vector 𝑥 ∈

ℝ𝐷𝑥, as follows (Inc, 2016) 

 𝑧(1) =  ℎ(1)(𝑊(1)𝑥 + 𝑏(1)) 

 

(6.8) 

Table 6-1 below shows the details of the encoder equation. 

Table 6-1: Encoder Parameters 

The subscript (1)  The first layer. 

ℎ(1): ℝ𝐷(1)
→ ℝ𝐷(1)

 A transfer function for the encoder.  

𝑊(1) ∈ ℝ𝐷(1)×𝐷𝑥 Weight matrix 

𝑏(1) ∈ ℝ𝐷(1)
 Bias vector 

 

The encoded representation 𝑧 maps back into an estimate of the original input vector 𝑥, 

via decoder as follows, 

 �̂� = ℎ(2)(𝑊(2)𝑥 + 𝑏(2)) 

 

(6.9) 

Table 6-2 below shows the details of the decoder equation. 
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Table 6-2: Decoder Parameters 

The subscript (2)  The second layer. 

ℎ(2): ℝ𝐷𝑥 → ℝ𝐷𝑥 A transfer function for the decoder. 

𝑊(2) ∈ ℝ𝐷𝑥×𝐷(1)
 Weight matrix 

𝑏(2) ∈ ℝ𝐷𝑥 Bias vector 

 

 Autoencoder Structures 

1. Under completed autoencoder. 

Where the ℎ (hidden layers) have fewer dimension than 𝑥 (input layer), then the training 

forces the autoencoder to obtain the most relevant features of the data (Deng et al, 2010). 

The learning process is described as  

 𝐿(𝑥, 𝑔(𝑓(𝑥)) (6.10) 

where 𝐿 is the loses function. This structure is performed similarly to PCA when the 

decoder is linear and 𝐿 is the mean squared error. However, it will perform more 

powerfully when the encoder and decoder functions are nonlinear. 

2. Regularized Autoencoder. 

A weakness of the under complete autoencoder is excess capacity of the encoder and 

decoder. Moreover, if the hidden layer has dimensions greater than or equal to the input 

layer, this will cause the over-complete case (Vincent et al, 2010).  A regularised 

autoencoder is used in which encoder and decoder can learn, depending on the data 

distribution. Sparse and denoising autoencoder are two examples of Regularized 

Autoencoder. 

2.a Sparse Autoencoder. 

In this method, the training measure involves a sparsity penalty Ω(ℎ) to the hidden 

layer ℎ. Hence, the learning process will be described as 
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 𝐿 (𝑥, 𝑔(𝑓(𝑥))) +  Ω(ℎ)               (6.11) 

where 𝑔(ℎ) is the decoder output. The penalty Ω(ℎ) is simply like a term added to a 

feedforward network. The sparse autoencoder framework is like approximating 

maximum likelihood training of a generative model that has hidden features. Adding a 

regularizer to the cost function will boost the sparsity of an autoencoder  (Deng et al, 

2013). The mean squared error function is the cost function for training an autoencoder,  

 

𝐸 =  
1

𝑁
∑ ∑(𝑋𝑘𝑛 −  �́�𝑘𝑛)2 +  𝜆 ∗  Ω𝑤𝑒𝑖𝑔ℎ𝑡𝑠 +  𝛽 ∗ Ω𝑠𝑝𝑎𝑟𝑠𝑖𝑡𝑦 

𝐾

𝐾=1

𝑁

𝑛=1

 

(6.12) 

where the first part is the mean squared error, Ω𝑤𝑒𝑖𝑔ℎ𝑡𝑠 is 𝐿2 regularization, Ω𝑠𝑝𝑎𝑟𝑠𝑖𝑡𝑦 is 

sparsity regularization, 𝜆 is the coefficient for the 𝐿2 regularization, and 𝛽 is the 

coefficient for the sparsity regularization term. Then the function of the average output 

activation value of a neuron, which is the regulairzer, is given by  

 
𝑝�̂� =  

1

𝑛
∑ 𝑧𝑖

(1)
(𝑋𝑗) =  

1

𝑛
∑ ℎ(𝑤𝑖

(1)𝑇𝑋𝑗 +  𝑏𝑖
(1)

𝑛

𝑖=1

)

𝑛

𝑗=1

 
(6.13) 

this is the average output activation measure of a neuron 𝑖 , where 𝑛 is the total number 

of training samples. Here the autoencoder can learn a representation by constraining the 

value of 𝑝�̂�  by adding a term to the cost function.  

2.b Denoising Autoencoder. 

This autoencoder network adds a penalty Ω to the cost function and changes the restriction 

error term as well (Lu et al, 2013). Denoising autoencoder must undo the corruption of 𝑥  

 𝐿(𝑥, 𝑔(𝑓(�̂�))) (6.14) 

where �̂� is a copy of input that has been corrupted by some noise. 

6.4.2 Autoencoder Parameters  

The proposed model uses particular parameters, such as the number of inputs and outputs 

and a number of hidden layers (Lukoševičius & Jaeger, 2009; Teoh et al, 2006): 

https://uk.mathworks.com/help/nnet/ref/trainautoencoder.html#buyr01b-1
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1- A number of input neurons: as every input variable is treated by a single input 

neuron, the number of input neurons is determined by the size of the input vector. 

2- A number of hidden layers: since the optimal number of hidden layers strongly 

depends on the data, then the number of hidden layers cannot be clearly defined, 

and may differ from case to case (Lawrence et al, 1997). In most cases, one or two 

hidden layers as enough, and increasing the number of those layers also increases 

the danger of overfitting (Chen, 2007). Therefore, the number of hidden layers 

cannot be predicted easily, and training of networks with different numbers of 

hidden layers may be required for the following comparison. 

3- A number of hidden neurons: no rules exist for how to select the right number of 

hidden neurons. Experimentation phase is the most common method to determine 

the proper number. Nevertheless, it is also necessary to keep in mind that too big a 

number is demanding on resources, and too small a number may not reflect all the 

variety of the input data (Teoh et al, 2006). The network that performs well on the 

testing set and has the smallest number of hidden neurons is preferred (Kaastra & 

Boyd, 1996).  

4- A number of output neurons. Most neural networks use only one output neuron for 

forecasting the next value.  

5- A number of neural networks. Different networks have different strengths and 

weaknesses. The data decide how many layers a deep neural network needs (Cho, 

2014). 

6- Network parameters, see Table 6-3. 
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Table 6-3: Autoencoder Parameters to Build the Network 

  

The L2 weight regularisation parameter is quite a small number. Increasing the values of 

the weights 𝑤(𝑙) and reducing the values of 𝑧(𝑙) can make the sparsity regulizer too 

small to train a sparse autoencoder (Olshausen & Field, 1997).  Sparsity regulation is the 

second parameter, which controls the impact of a sparsity regularizer. Therefore, it 

attempts to enforce a constraint on the sparsity of the hidden layers’ output.   Adding a 

regularization term encourages sparsity by adding a large number, when the average 

activation value are not close in value between neuron 𝑖 and its desired value (Olshausen 

& Field, 1997). Kullback-Leibler divergence can be a sparsity regularization term 

because it is a function for measuring the difference between two distributions;  

 Ω
𝑠𝑝𝑎𝑟𝑠𝑖𝑡𝑦= ∑ 𝐾𝐿(𝜌||�̂�𝑖

𝐷(1)

𝑖=1 )= ∑ 𝜌𝐷(1)

𝑖=1 log(
𝜌
�̂�𝑖

)+(1−𝜌) log(
1−𝜌
1−�̂�𝑖

)
 (6. 15) 

Here, it takes a small value when 𝜌 and �̂�𝑖 are close to each other, if they are equal it takes  

the value zero, otherwise it become larger. Thus minimizing of the cost function forces 

this term to be small. We will define the desired value of the average activation value 

using the sparsity proportion, which is the next parameter of the sparsity regularizer. It 

controls the sparsity of the output from the hidden layer. A low value for sparsity 

proportion usually leads to each neuron in the hidden layer "specializing" by only giving 

Parameter Value Description 

L2 Weight Regularization 0.001 Controls the impact of an L2 regularizer for the 

weights of the network.  

Sparsity Regulation 4 Controls the impact of a sparsity regularizer, 

which attempts to enforce a constraint on the 

sparsity of the output from the hidden layer. 

Sparsity Proportion  0.05 Controls the sparsity of the output from the 

hidden layer.  

Decoder Transfer Function Logsig 
𝑓(𝑧) =  

1

1 +  𝑒−𝑧
 

noF 60 Number of Features 

noClass 2 Number of Classes 

https://uk.mathworks.com/help/nnet/ref/trainautoencoder.html#inputarg_SparsityProportion
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a high output for a small number of training examples.  For example, if the sparsity 

proportion is set to 0.05, this is equivalent to saying that each neuron in the hidden layer 

should have an average output of 0.05 over the training examples. This value must be 

between 0 and 1. The ideal value varies depending on the nature of the problem.  The 

transfer function could be one of four types, as discussed in section 6.3.1; here we chose 

logistic function (Sigmoid) as a transfer function. NoF refers to the number of features as 

input, where in our implementation is 60 nodes with binary class that indicate the last 

parameter. 

6.4.3 Autoencoder Algorithm 

The pseudo code for the algorithm used is shown in figure 6-6. The algorithm is divided 

into four parts, starting by initializing the network, then defining the encoder function, 

after that defining the decoder function and lastly training the network. The initialize 

function will randomly weigh the neurons in each layer, as well as add a bias neuron for 

every neuron. In the encoder function, the nodes in the first visible layer will multiply the 

weights by the input values, and calculate the sigmoid function for every neuron. Then 

the decoding procedure reverses the calculation of the encoder to the next hidden layer. 

The training function takes the weights with such parameters as learning rate to train the 

network many times until it reaches a least 𝑀𝑆𝐸. In the main function, we will select the 

number of hidden layers and neurons in each hidden layer, then evaluate the network to 

decide the best network architecture. 

Initialize 

𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒_𝐴𝑢𝑡𝑜𝐸𝑛𝑐𝑜𝑑𝑒𝑟(𝑖𝑛𝑡 𝑛_𝑣, 𝑖𝑛𝑡 𝑛_ℎ, 𝑑𝑜𝑢𝑏𝑙𝑒 ∗∗  𝑤, 𝑑𝑜𝑢𝑏𝑙𝑒 ∗  ℎ𝑏, 𝑑𝑜𝑢𝑏𝑙𝑒
∗  𝑣𝑏) { 

    𝑓𝑜𝑟 (𝑖𝑛𝑡 𝑖 =  0;  𝑖 <  𝑛_ℎ𝑖𝑑𝑑𝑒𝑛;  𝑖 + +) 

                       𝑊[𝑖]  =  𝑛𝑒𝑤 𝑑𝑜𝑢𝑏𝑙𝑒[𝑛_𝑣𝑖𝑠𝑖𝑏𝑙𝑒]; 
     𝑑𝑜𝑢𝑏𝑙𝑒 𝑎 =  1.0 / 𝑛_𝑣𝑖𝑠𝑖𝑏𝑙𝑒; 
     𝑓𝑜𝑟 (𝑖𝑛𝑡 𝑖 =  0;  𝑖 <  𝑛_ℎ𝑖𝑑𝑑𝑒𝑛;  𝑖 + +) { 
             𝑓𝑜𝑟 (𝑖𝑛𝑡 𝑗 =  0;  𝑗 <  𝑛_𝑣𝑖𝑠𝑖𝑏𝑙𝑒;  𝑗 + +) { 
                     𝑊[𝑖][𝑗]  =  𝑢𝑛𝑖𝑓𝑜𝑟𝑚(−𝑎, 𝑎); }} 
     𝑓𝑜𝑟 (𝑖𝑛𝑡 𝑖 =  0;  𝑖 <   𝑛_ℎ𝑖𝑑𝑑𝑒𝑛;  𝑖 + +) 

                      ℎ𝑏𝑖𝑎𝑠[𝑖]  =  0; 
     𝑓𝑜𝑟 (𝑖𝑛𝑡 𝑖 =  0;  𝑖 <  𝑛_𝑣𝑖𝑠𝑖𝑏𝑙𝑒;  𝑖 + +) 

                      𝑣𝑏𝑖𝑎𝑠[𝑖]  =  0;  
Encoder 

𝑔𝑒𝑡_ℎ𝑖𝑑𝑑𝑒𝑛_𝑣𝑎𝑙𝑢𝑒𝑠(𝑖𝑛𝑡 ∗  𝑥, 𝑑𝑜𝑢𝑏𝑙𝑒 ∗  𝑦) {        
     𝑓𝑜𝑟 (𝑖𝑛𝑡 𝑖 =  0;  𝑖 <  𝑛_ℎ𝑖𝑑𝑑𝑒𝑛;  𝑖 + +)  { 
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               𝑦[𝑖] = 0 
           𝑓𝑜𝑟 (𝑖𝑛𝑡 𝑗 =  0;  𝑗 <  𝑛_𝑣𝑖𝑠𝑖𝑏𝑙𝑒;  𝑗 + +) { 
                     𝑦[𝑖] +=  𝑊[𝑖][𝑗]  ∗  𝑥[𝑗]; 
            } 
                  𝑦[𝑖] =  ℎ𝑏𝑖𝑎𝑠[𝑖]; 
                  𝑦[𝑖] = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑦[𝑖]); 
      }   } 

Decoder 

𝑔𝑒𝑡_ℎ𝑖𝑑𝑑𝑒𝑛_𝑣𝑎𝑙𝑢𝑒𝑠(𝑖𝑛𝑡 ∗  𝑦, 𝑑𝑜𝑢𝑏𝑙𝑒 ∗  𝑧) {        
     𝑓𝑜𝑟 (𝑖𝑛𝑡 𝑖 =  0;  𝑖 <  𝑛_𝑣𝑖𝑠𝑖𝑏𝑙𝑒;  𝑖 + +)  { 
                 𝑧[𝑖] = 0 
             𝑓𝑜𝑟 (𝑖𝑛𝑡 𝑗 =  0;  𝑗 <  𝑛_𝐻𝑖𝑑𝑑𝑒𝑛;  𝑗 + +) { 
                            𝑧[𝑖] +=  𝑊[𝑖][𝑗]  ∗  𝑦[𝑗]; 
                    } 
                𝑧[𝑖] =  ℎ𝑏𝑖𝑎𝑠[𝑖]; 
                𝑧[𝑖] = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑦[𝑖]); 
     }   }  
Train 

𝑔𝑒𝑡_ℎ𝑖𝑑𝑑𝑒𝑛_𝑣𝑎𝑙𝑢𝑒𝑠(𝑖𝑛𝑡
∗  𝑥, 𝑑𝑜𝑢𝑏𝑙𝑒 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔_𝑟𝑎𝑡𝑒 𝑙𝑟, 𝑑𝑜𝑢𝑏𝑙𝑒 𝑐𝑜𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛_𝑙𝑒𝑣𝑒𝑙) {        

           𝑡𝑖𝑙𝑑𝑒_𝑥 =  𝑛𝑒𝑤 [𝑛_𝑣𝑖𝑠𝑖𝑏𝑙𝑒] 
           //𝑣𝑏𝑖𝑎𝑠 
           𝐹𝑜𝑟 ( 𝑖 = 0;  𝑖 < 𝑛_𝑣𝑖𝑠𝑖𝑏𝑙𝑒;  𝑖 + +) { 
                   𝑣_𝑒𝑟𝑟𝑜𝑟[𝑖] = 𝑥[𝑖] –  𝑧[𝑖]; 
                   𝑣𝑏𝑖𝑎𝑠[𝑖]  =  𝑣𝑏𝑖𝑎𝑠[𝑖]  +  𝑙𝑟 ∗  𝑣_𝑒𝑟𝑟𝑜𝑟[𝑖]/𝑁; 
            } 
           //ℎ𝑏𝑖𝑎𝑠 
           𝐹𝑜𝑟(𝑖 = 0;  𝑖 <  𝑛_ℎ𝑖𝑑𝑑𝑒𝑛;  𝑖 + +) { 
                   ℎ_𝑒𝑟𝑟𝑜𝑟[𝑖]  =  0; 
                   𝑓𝑜𝑟 (𝑗 = 0;  𝑗 <  𝑛_𝑣𝑖𝑠𝑖𝑏𝑙𝑒;  𝑗 + +) { 
                          ℎ_𝑒𝑟𝑟𝑜𝑟[𝑖]  = ℎ_𝑒𝑟𝑟𝑜𝑟[𝑖]  +  𝑊[𝑖][𝑗]  ∗ 𝑣_𝑒𝑟𝑟𝑜𝑟[𝑗]; 
                       } 
                      ℎ_𝑒𝑟𝑟𝑜𝑟[𝑖]  =  ℎ_𝑒𝑟𝑟𝑜𝑟[𝑖] ∗ 𝑦[𝑖] ∗ (1 − 𝑦[𝑖]); 
                       ℎ𝑏𝑖𝑎𝑠[𝑖]  =  ℎ𝑏𝑖𝑎𝑠[𝑖]  +  𝑙𝑟 ∗  ℎ_𝑒𝑟𝑟𝑜𝑟[𝑖]/𝑁; 
            } 
           //𝑊 
          𝐹𝑜𝑟( 𝑖 = 0;  𝑖 <  𝑛_ℎ𝑖𝑑𝑑𝑒𝑛;  𝑖 + +) { 
                𝐹𝑜𝑟 (𝑗 = 0;  𝑗 <  𝑛_𝑣𝑖𝑠𝑖𝑏𝑙𝑒;  𝑗 + +) { 
                      𝑊[𝑖][𝑗]  =  𝑊[𝑖][𝑗]  +  𝑙𝑟 ∗  (ℎ_𝑒𝑟𝑟𝑜𝑟[𝑖]  ∗  𝑡𝑖𝑙𝑑𝑒_𝑥 +  𝑣_𝑒𝑟𝑟𝑜𝑟[𝑗]  ∗
 𝑦[𝑖]/𝑁 
 

Figure 6-5 Pseudo Code to Programming Autoencoder Model 

 

Autoencoder allows automatic generation of features, reducing human intervention in 

this process. Hence, the training is to perform the input-copying task that can be useful 

to extract meaningful features. This automatic feature extraction can be performed 

using an error function that encourages the model encoder to have specific 
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characteristics, including sparsity of the representation and robustness to noise. This 

autoencoder can be stacked to create a deep structure to increase the level of 

abstraction of the features learned. However, the lack of interpretability is the 

drawback to this model, which means it is difficult to understand how the features 

arrive at the prediction. The time complexity of the worst case of back-propagation 

model is 𝑂(𝑤^3); where 𝑤 is the count of the weights in the network. This is because 

of the number of passes through each connection weight required to update that weight. 

The first pass is to compute the error at the output, the second pass is the backward 

propagation of the error to the lowest most weights, and the final pass is the update of 

each weight.    

 

6.5 Analysis Results 

6.5.1 One Hidden Layer 

One hidden layer is the simplest autoencoder network. The autoencoder with one layer 

obtained the results shown in Table 6-4. We can see that the best performance and 

greatest accuracy can be obtained with 30 neurons in the hidden layer, although all the 

results are not very good and less than many classification methods. Therefore, one 

hidden layer is not enough for autoencoder to learn to extract the best features. We can 

see how the classification outcomes (TP, FN, FP, and TN) look. Although the 

prediction of positive class value is good, that of negative class value is poor. The 

positive class here is the “Alive” instances, whereas the negative is the “Dead” 

instances, referred to as the majority and minority classes, respectively. The positive 

samples are 1313 instances, equal to three-quarters (75%) of all the data, and the 

remaining, quarter (25%) are the ‘Dead’ instances. For example, in the case of a hidden 

layer with 30 neurons the TP is 1130 and FP are 183, which means 86% of instances 

were classified correctly for the positive class (majority class), which is the sensitivity 
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measure. However, in the negative class results, only 56% of the negative class are 

predicted correctly; this is the specificity measure. The observations of the outcomes 

for one hidden layer show that the model fails because it is difficult to classify negative 

values that have few samples. The sensitivity analysis to assess robustness has fair 

outcomes. Considering sensitivity tests the effective on positive individuals, the test is 

good. On the other hand, specificity measures how effectiveness the test is when used 

on negative individuals; for one hidden layer the outcome is bad, with less than 57% 

which means it is a random draw. Therefore, because sensitivity is used to show how 

effectively a prediction identifies cases who are “Alive”, the result shows a good 

outcome, as higher sensitivity is better; but for the negative class, the test cannot 

identify the individuals correctly, since the outcome for specificity is low. The other 

measures related to the concepts of sensitivity and specificity are PPV and NPV 

respectively. PPV and NPV measure the group of people whose test results reflect their 

mortality status and are affected by mortality prevalence. PPV is the proportion of 

individuals who test positively and truly are “Alive”; it increases with a high 

prevalence of “Alive”, NPV is the proportion of individuals who test negatively 

“Dead” and truly are not positive; the NPV decreases with a high prevalence of 

positive “Alive”. 

Table 6-4: Performance Results of the Autoencoder in one Hidden Layer 

No. of Neurons 

in the Hidden 

Layer TP FN FP TN ACC SEN SPEC PPV 

30  1130 188 183 249 78.8% 85.7% 57.6% 86.1% 

20 1131 195 182 242 78.4% 85.2% 57.1% 86.2% 

40  1133 195 180 242 78.1% 85.3% 57.3% 86.3% 

10 1119 192 194 245 77.5% 85.3% 55.8% 85.2% 

50 1131 183 182 254 78.7% 86.0% 58.2% 86.1% 

 

For more explanation we will test the likelihood ratios (LR), seeing that LR as an 

expression of the accuracy test is used to evaluate how good an analytic test (CEBM, 
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2017). Whereas sensitivity and specificity are more automatically used in selecting the 

rule test to apply, LR shows more directly how we can understand positive and 

negative test results (Kohlberg & Hammer, 2014). In fact, it measures the power of a 

test to change the probability of pre-test into post-test. Therefore, likelihood ratios can 

be used to estimate how much a trial result will modify our prospect (McGee, 2002). 

 
Positive LR (LR+) =  

𝑇𝑃/(𝑇𝑃 + 𝐹𝑁)

𝐹𝑃/(𝑇𝑁 + 𝐹𝑃)
=  

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

1 − 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦
 

(6.16) 

 

 
Negative LR (LR−)  =  

𝐹𝑁/(𝑇𝑃 + 𝐹𝑁)

𝑇𝑁/(𝑇𝑁 + 𝐹𝑃)
=  

 1 −  𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦
 

 

(6.17) 

The interpretation of the likelihood ratios is defined by Table 6-5.  

Table 6-5: Likelihood Rates and Their Interpretations 

LR+ Increase in likelihood LR- 

>10 Cause large change <0.1 

5-10 Cause moderate changes 0.1-0.2 

2-5 Cause small changes 0.2-0.5 

1-2 Cause minimal changes 0.5-1 

1 Uninformative, no 

change 

1 

Larger is better  Smaller is better 

 

Thus, in our last example, positive LR and negative LR is shown in the following 

Table 6-6. We can see that positive LR and negative LR are around 2 and 0.25 

respectively. Therefore, there is a tiny improvement in diagnosis based on our pre-

test probability. In other words, an instance that is actually “Alive” is two times 

more likely to test positive, where the instance “Dead” has minimal increase in 

likelihood. Besides, an instance that is actually “Alive” is only 0.25 as likely to test 

negative for the instance “Dead”, with a small decrease in likelihood ratios. 
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Table 6-6: Likelihood Results for the Autoencoder with One Hidden Layer 

Number of 

neurons in the 

hidden Layer 

LR+ LR- 

30 2.02 0.25 

20 1.99 0.26 

40 2.00 0.26 

10 1.93 0.26 

50 2.06 0.24 

 

To sum up, one hidden layer in an autoencoder network cannot get good results.  

Receiver Operation Characteristic (ROC) is a plot that simplifies the display of 

results. The ROC curve is a commonly used way to visualise the performance of a 

binary classifier. The curve shows the sensitivity against (1-specificity) (Pencina et 

al, 2008). When the curve climbs toward the top-left meaning, the model correctly 

predicted the cases. Figure 6-7 shows the ROC curve for the classification using 

autoencoder with 30 neurons in the hidden layer; as shown, the performance is 

acceptable but not very good. Although the plotting for true positive rate and false 

negative rate is far from the 45-degree diagonal, it is not close to the top-left border.  

 

Figure 6-6 ROC curve for Autoencoder with 30 neurons in One Hidden Layer 

6.5.2 Two Hidden Layers 

With two hidden layers for the autoencoder network, it becomes more computationally 

costly, but can solve complex problems. Using two hidden layers to create an 
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autoencoder network obtained the outcomes illustrated in Table 6-7. The table shows 

some examples; the full results are shown in the appendix -III. As we can see, there are 

various options with two hidden layers. The first hidden layer may have more neurons 

than the second hidden layer or vice versa, or the size of both hidden layers are equal. 

When the first hidden layer has 50 neurons; the best results were obtained with 50 or 45 

neurons in the second hidden layer; the accuracies obtained were 84.11% and 83.57% 

respectively. Sensitivity was almost equal for all cases with 50 neurons in the first 

hidden layer, around 86%. The difference between the two layer and one layer models 

is evident in the increase in true positive (TP) results. Another option is to have the size 

of the first hidden layer as 40 neurons, with different sizes of the second hidden layer. 

The outcomes show an enhancement with accuracy reaching 84.63% with 40 and 35 

neurons for the first and second hidden layers respectively. Thus, the number of true 

negative (TN) is slightly increased, which refers to a boost in the minority class results. 

As we see, there is more differentiation between the results when we change the number 

of neurons in the second hidden layer.  The third case has 35 neurons in the first hidden 

layer and different sizes for the second hidden. The best results were obtained with 35 

neurons in the first hidden layer, while the second hidden layer had either 25 or 45 

neurons. Accuracy reached 84.68%, and there was also an improvement in specificity, 

which was more than 72.5%, but no noticeable changes in sensitivity, since the increase 

was for the majority class more than the minority class. 

For a number of neurons in a hidden layer with half the number of inputs, 30 nodes, the 

results show enhancement, especially when the second hidden layer has 40 neurons, 

where the accuracy reached 84.94%. Therefore, the majority class showed a large increase 

in TP. Moreover, there was an effect on the other performance measures such as 

specificity, and PPV, while sensitivity stayed around 85%. Next, we make the first hidden 

layer size equal to 25 neurons combined with several sizes of the second hidden layer. In 
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this case, the performance declines as the range of accuracy are from 82.3% to 83.98% 

and there is noticeable variation in specificity and PPV measures, while there is a little 

variance for sensitivity. The best outcomes for this case are when the number of neuron 

in the second hidden layer is either 15 or 10. Then, using 20 neurons as the first hidden 

layer and changing the size of the second hidden layer will decrease performance more 

than the other options. The network architectures that achieve the best results are in bold. 

The ROC curves when using [30, 40] and [35, 30] neurons in the hidden layers are shown 

in figure 6-8. As we see, the curve is enhanced and becomes closer to the left border 

compared to using one hidden layer. 

Table 6-7: Performance Outcomes using Autoencoder with Two Hidden Layers 

No. of Neurons in 

the Hidden Layers TP FN FP TN ACC SEN SPEC PPV 

30 40  1241 217 72 220 84.94% 85.12% 75.34% 94.52% 

50 50 1217 207 96 230 84.11% 85.46% 70.55% 92.69% 

 40 30 1219 208 94 229 84.19% 85.42% 70.90% 92.84% 

 40 35 1233 213 80 224 84.63% 85.27% 73.68% 93.91% 

35 10 1194 198 119 239 83.32% 85.78% 66.76% 90.94% 

35 35 1211 200 102 237 83.63% 85.83% 69.91% 92.23% 

35 45  1228 212 85 225 84.51% 85.28% 72.58% 93.53% 

30 25 1216 204 97 233 83.92% 85.63% 70.61% 92.61% 

30 30 1183 187 130 250 82.55% 86.35% 65.79% 90.10% 

30 40  1241 217 72 220 84.94% 85.12% 75.34% 94.52% 

30 45 1240 214 79 223 84.76% 85.28% 73.84% 94.01% 

25 20 1171 182 142 255 82.12% 86.55% 64.23% 89.19% 

25 40 1206 198 107 239 83.46% 85.90% 69.08% 91.85% 

20 20 1187 191 126 246 82.83% 86.14% 66.13% 90.40% 

20 40 1182 190 131 247 82.72% 86.15% 65.34% 90.02% 

15 20 1132 184 181 253 81.73% 86.02% 58.29% 86.21% 

15 25 1129 183 184 254 81.63% 86.05% 57.99% 85.99% 

10 15 1070 163 243 274 79.61% 86.78% 53.00% 81.49% 

10 60 1106 176 207 261 80.91% 86.27% 55.77% 84.23% 
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The diagnosis test in Table 6-8 illustrates the positive LR and negative LR for the best 

four models. The results are better than those for one hidden layer, shown previously. The 

positive LR becomes greater than 3, which is good and indicates small changes rather 

than the minimal changes in the previous test. Moreover, the negative LR goes to 0.20, 

which indicates small changes, as in the previous test, but the value is increased.   

Table 6-8: Likelihood Results for Autoencoder with two Hidden Layers 

Hidden 

Layers 
LR+ LR- 

30 40  3.45 0.20 

30 45 3.26 0.20 

40 35 3.24 0.20 

35 45  3.11 0.20 

 

6.5.3 Three Hidden Layers 

As we can see in Table 6-9 with three hidden layers, autoencoder will classify all the 

major class correctly and all the minor class incorrectly, which is unsatisfactory. Thus, 

more than two layers caused overfitting of the training data. 

Figure 6-7  ROC curve for the two Hidden Layers , (a) Hidden Layers [30,40] ,(b) 

Hidden Layers [35,30] 
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Table 6-9: Performance Results for Autoencoder with Three Hidden Layer 

No. of Neurons 

in the Hidden 

Layers 

ACC TP FN FP TN SEN SPEC PPV 

50, 40, 30 75% 1313 437 0 0 75%  100% 

40, 30, 20 75% 1313 437 0 0 75%  100% 

 

6.5.4 Autoencoder with class balance 

As shown in the previous sections, autoencoder is affected by class imbalance. The results 

indicate that the model has the best results with the majority class label, while the overall 

outcomes are decreased, as the minority class label has poor results. Thus, overall 

performance is strong but for the minority class it is very poor. This could happen because 

the classifiers assume that unseen data points are drawn from the same distribution as the 

training set (Wasikowski & Chen, 2010). Also, as autoencoder tries to optimize the MSE 

on the training data, it generalizes very well to overall predictive accuracy on the training 

set. The class imbalance can be balanced by different techniques including random 

resampling, as seen in the previous chapter. By random resampling, the samples could be 

decreased or increased to make a better balance between two classes. The outcomes of an 

autoencoder model with two hidden layers applied on a resampled dataset is shown in 

Table 6-10. As illustrated, the results for the balanced class show reduced sensitivity, 

which is almost the same as the sensitivity of classification will unbalanced data since the 

TN samples have increased. However TP of the balanced class has decreased, which 

affect the performance outcomes including accuracy and specificity. The resampled 

dataset did not improve the performance of autoencoder classification because increasing 

the samples of the minority class will change the majority class, whilst the resampling 

will not be an accurate representation of the population, thus resulting in inaccurate results 
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with the actual test data set. Although oversampling will not lead to loss of information, 

this will increase the likelihood of overfitting since it replicates the minority class 

samples. Resampling class imbalance will to boost some features that may be recognised 

as irrelevant or redundant by the network. This will lead to such features being extracted, 

instead of others that are relevant, and this is why the interpretation of the outcome 

changes from unbalanced to balanced data. 

 

Table 6-10: Performance Results for Autoencoder with Balanced data 

Neurons in 

hidden layers  

TP FN FP TN Accuracy Sensitivity Specificity PPV 

35   30 1060 189 221 279 76.6% 84.87% 55.80% 82.75% 

40   20 1060 195 221 273 76.2% 84.46% 55.26% 82.75% 

30   10 1061 176 220 292 77.4% 85.77% 57.03% 82.83% 

30   30  1072 187 209 281 77.4% 85.15% 57.35% 83.68% 

30   15 1066 182 215 286 77.3% 85.42% 57.09% 83.22% 

25   15 1067 184 214 284 77.2% 85.29% 57.03% 83.29% 

50    25 1059 185 222 283 76.7% 85.13% 56.04% 82.67% 

 

 

- Evaluate the effect of class imbalance in training data on performance: 

Training an autoencoder network on balanced data was used to assess the impact of class 

unbalanced training data on the performance of a classifier. However, there are other 

factors that affect the performance of neural network based classifiers, such as the number 

of features, the correlation between features, and training sample size. The network used 

is a feedforward neural network, as training this network obtains the best classification 

performance for finding the best set of network weights (Mazurowski et al, 2008). Next, 

backpropagation finds the MSE in weight space to train the classifier. As we can see in 

Table 6-11, the class correctly classification includes increased TP and TN compared with 

Table 6-7. The table shows performance improvement compared to the outcomes of the 

autoencoder trained on unbalanced data. Although FP has increased in the results 
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obtained from the network trained on balanced data the outcomes are better because the 

increase in TP is more than FP; also as seen the FN has dropped from 217 to 120, which 

contributes to the good results. The trained network enhances the outcome of the minority 

class, since having more samples increases their outcomes. In general, a class imbalance 

in the training data has an effect on the autoencoder classifier’s performance. Hence, the 

minor class also affected the variability of the classifier’s performance due to the random 

sampling from the population and random factors present in the training neural network. 

Table 6-11: Performance results for Autoencoder training on balance data network 

No. of 

neurons 

in the 

hidden 

layers TP FN FP TN accuracy sensitivity specificity PPV 

30  25 1301 120 113 216 86.34% 91.44% 62.94% 91.89% 

30 35  1308 126 119 197 86.00% 91.21% 62.34% 91.66% 

30 40 1301 129 123 197 85.60% 90.98% 61.56% 91.36% 

40  20  1305 125 120 200 86.00% 91.26% 62.50% 91.58% 

 

6.6 Conclusion 

This chapter has presented experiments on the autoencoder model using the heart failure 

dataset. The model consists of one input layer, several hidden layers, and one output layer. 

The difference between autoencoder and other neural network models is that in 

autoencoder the output is equal to the input data. Moreover, autoencoder has a bottleneck 

in the middle of the network, which is the extracted features reduced from the input data.  

We have demonstrated how to implement the autoencoder network to learn meaningful 

features, called feature extraction. The network has various parameters that identify the 

form of the network and its output. The main parameters are the transfer function, learning 

rate, number of hidden layers, and number of neurons in each hidden layer. The results 

show that two hidden layers are the best choice to have good results. One hidden layer 
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did not give good performance outcomes, while three hidden layers caused overfitting 

and the model did not work properly. The best performance was obtained from the 

network with two hidden layers [30, 40].   

The analysis of the results shows that because the dataset has unbalanced classes, the 

model is suitable for the majority class and unfair for the minority class. The majority 

class, which is the positive state in our dataset, has 75% of the data, which is enough to 

extract the features that can correctly classify the data. On the other hand, the minority 

class, which is the negative state, has 25% of the data and the model cannot predict cases 

correctly because there are not enough samples. In addition, autoencoder shows improve 

performance when learning on balanced data, since a small number of training examples 

also has a detrimental effect on the average performance.
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 Conclusion and Future Research 

 

7.1 Introduction 

The purpose of this research was to investigate clinical data mining issues and to build a 

machine learning model that can compress the data mining methodology; by classifying 

data and extracting features in one step. Problems that affect clinical datasets are missing 

values, high dimensionality, and class imbalance. Imputing missing values is important 

as a pre-processing step for all frameworks used for mining data. High dimensionality 

can be reduced either by extracting or selecting features. We show that selecting features 

is highly complex, since many iterations and evaluation steps are needed to assess each 

group of features. Addressing all data mining issues can improve prediction performance 

and reduce the complexity of data. The research was motivated by these issues to 

investigate machine learning models to impute missing values, reduce dimensionality, 

classify data and enhance prediction performance. 

The framework started by cleaning data by discarding data that has too many missing 

values. Then, missing values were imputed using several machine learning methods, and 

the imputation evaluated using different techniques to show the performance and analyse 

the weaknesses and strengths of these tools. Then the relevant features were selected from 

the large dataset to enhance the accuracy of prediction. Although this technique shows  

high complexity due to the many iterations used for each feature selection method, it 

determines the significant features. Next, class imbalance was investigated and the dataset 

was balanced to select features and classify the balanced data. Eventually, a model that 

can compress data mining methodology by extracting the features and classifying the data 

were proposed using an autoencoder, in order to investigate this model and how to 

implement it for a clinical dataset. The autoencoder model we used has reduced the 
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complexity by using feature extraction and classification; although the model is affected 

by class imbalance, it still reduces the complexity and obtains good results. 

The thesis successfully addressed the thesis objectives and proposed techniques to 

improve data imputation, feature selection and class prediction for the clinical dataset. 

This chapter presents the conclusions for the research objectives initially presented in 

chapter 1, and gives a summary and some suggestions for future research. 

7.2 Contributions of the research 

The thesis contributes to the area of data mining and machine learning. Specifically, it 

introduces novel thinking and techniques to the fields of missing values, feature selection, 

data imbalance, and clinical data. Regarding missing values, it was shown that techniques 

based on class separation will outperform other techniques in predictive ability. Next, we 

found the major variables in the heart failure dataset that can improve predictive 

modelling and enhance classification performance. Moreover, we analysed the best 

number of features to be selected by each method. For the balanced data, we found that 

training data on a balanced model results in improved. Finally, the autoencoder model 

was used to classify clinical data by extracting features.  

The thesis explores the challenges of real clinical data through machine learning methods 

to investigate a suitable approach for imputing, feature selection, and classification. 

Furthermore, it used an autoencoder model to classify data by extracting significant 

features. In evaluating the models used, several decision trees were applied, including 

RF, J48, and REPTree. The problems posed by real-life clinical datasets were introduced 

in chapter 1. We investigated a list of key issues that are of concern in the data mining 

and machine learning fields. The specific goals of the research were set out in section 1.5, 

following from the motivation and research problem identified in section 1.3 to answer 
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the research questions in section 1.4. The objectives are revisited in this section to 

summarise how they have been achieved and to discuss the research findings.  

Objective 1: To study existing missing value imputation techniques. 

In Chapter 3 we investigated six imputation algorithms to impute missing values in a heart 

failure dataset. The chapter discussed the missing value problem in the research dataset 

and how imputation methods can manipulate these problem data. Then, these methods 

were evaluated using several classification techniques such as random forest, REPTree, 

and J48. The imputation methods used were K-nearest Neighbour Imputation (KNNI), 

Expectation Maximisation Imputation (EMI), K-mean imputation, Most Common 

Imputation (MCI), Concept Most Common Imputation (CMC), and Support Vector 

Machine (SVM). Concept Most Common (CMC) has been suggested as the most 

appropriate imputation algorithm to impute the missing values in Hull LifeLab data, and 

random forest as an algorithm to classify data. The best outcome was obtained by using 

CMC and SVM because the technique of these methods calculates the missing values in 

consideration of the class label. Moreover, analysing the computational complexity shows 

that the incomplete data has high learning complexity compared to the imputed dataset. 

 

Objective 2: To analyse eight feature selection methods to find the best methods that 

can be used to select features from clinical data. 

In Chapter 4, we investigated the relevant features that can predict the target class. A 

unique contribution of our work is that we compare the underlying attribute rankings of 

each technique, as opposed to building classifiers using the selected features and 

comparing performance metrics, such as overall accuracy, of those classifiers. By 

measuring the rank correlation between the attribute rankings, it is easier to discern which 

techniques produce similar results, irrespective of the ultimate use of the data.  
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The selected subset improved the prediction performance of the research dataset. Thus, 

the selected subset can support clinicians to analyse and interpret specific features. The 

methods used to analyse the features were chi-square, ReliefF, information gain, 

correlation attributes, Cfs, Consistency, the embedded method, and wrapper. The results 

show that wrapper and chi-square are the two best methods that can be used to select 

features from a clinical dataset; however, wrapper has high computational complexity.  

Objective 2.a: To find the significant features that improve predictive modelling and 

enhance the classification performance for the Hull LifeLab dataset. 

In Chapter 4, we investigated the relevant features that can predict the target class. The 

selected subset improved the prediction and performance of the research dataset. Thus, 

the selected subset can support clinicians to analyse and interpret specific features. The 

similarity of features selected from all feature selection methods can identify the basic 

features that improve the prediction. 

Objective 2.b: To identify the number of features that appropriate for each method. 

We compared the attribute ranking of each technique, as opposed to building classifiers 

using the selected features and comparing performance metrics. Therefore, we found for 

each method how many features is the best choice. The methods used to select features 

entailed different techniques, so that some methods improve performance with small 

subset sizes, whereas others improved performance for large subsets. Chi-square, 

wrapper, ReliefF, embedded, consistency, and Cfs improve performance with a small 

number of features, whereas information gain and correlation need a large number of 

features to improve performance. 

Objective 2.c: To investigate class imbalance and the effect on the feature selection 

subsets, as well as apply feature selection methods with the balanced classes. 
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In Chapter 5, we analysed class imbalance on the results obtained from the feature 

selection method. It was seen that some methods gave positive effects, whereas others 

gave negative effects. We found that only information gain improved the results with 11 

and 23 features, whereas other methods yielded poor results for the balanced classes 

compared to the original dataset. The comparison was made between selected variables 

from the unbalanced classes and the variables gained from balanced data after resampling. 

The subsets selected by several feature selection methods were then resampled. On 

measuring the selected subsets after resampling, we found a significant improvement in 

terms of the performance matrix, especially specificity. 

Objective 3: To investigate the autoencoder technique that can reduce the data 

mining methodology steps, by extracting features and classifying data. 

In Chapter 6, an empirical study was made to examine an autoencoder neural network 

technique to classify data by extracting features. The findings show that the model 

obtained good results in terms of classification. Most of the machine learning methods 

used to classify data have the same parameters, which leads to the same results. In the 

autoencoder model, the parameters can be changed to find a suitable model for a particular 

dataset. In each experiment, we can change parameters such as learning rates, hidden 

layers, and regularisation. The best choice for the chronic heart failure dataset is to use 

two hidden layers, containing 30 and 40 neurons.  

7.3 Scope for future research 

Although this thesis has made some significant contributions to the area of mining 

medical data, there remain some limitations that open new avenues for further research. 

As we use of a chronic heart failure dataset, it would be better to have a different clinical 

dataset to be implemented through this framework, since another example of clinical data 

can give more information about the algorithms and tools used.  
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The wrapper method is a computationally complex method, although it shows the best 

results for the selected features. Thus, it would be interesting to combine another filtering 

method with wrapper to get a hybrid approach that will reduce the complexity of wrapper. 

This can be done by starting with a filter technique such as Cfs or information gain, to 

select a set of features. Then wrapper would be applied to the selected features instead of 

the whole feature set. 

In the thesis, we demonstrate and implement most of the feature selection techniques, but 

did not include the feature extraction methods. Dimensionality reduction using feature 

extraction methods such as ICA and PCA should be considered in future research, 

particularly in the heart failure dataset. PCA can create new features using the existing 

features that may have a better association with the class. Accordingly, principal 

component analysis can be employed in different ways. We have block PCA with non-

greedy 𝑙1 −norm and 𝑙2 −norm, as well as, greedy 𝑙1 −norm and 𝑙2 −norm. As a result, 

recommendation for future research are as follows: 

1) Investigate feature extraction methods with a view to developing decision support 

systems. 

a. Employ feature extraction methods such as PCA and ICA. 

b. Apply different techniques of PCA such 𝑙1-norm and 𝑙2-norm. 

2) Investigate the outcomes of feature extraction and its relationship with feature 

selection. 
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 Appendix I: Variables of the Hull LifeLab Dataset.  

 Variable Min Max Mean (𝝁) STD (𝝈) Missing 

1 Age (years) 27 96 70.578 10.568 0 

2 Sodium (mmol/L) 123 148 138.808 3.156 68 (3%)  

3 Potassium (mmol/L) 2.2 6.3 4.342 0.482 79 (4%) 

4 Chloride (mmol/L) 78 112 101.522 4.153 67 (3%) 

5 Bicarbonate (mmol/L) 19 45 28.659 2.979 67 (3%) 

6 Urea (mmol/L) 1.2 38.5 7.392 4.198 67 (3%) 

7 Creatinine (umol/L) 37 561 108.467 46.039 67 (3%) 

8 Calcium (mmol/L) 1.32 2.78 2.344 0.104 97 (5%) 

9 Adj Calcium (mmol/L) 1.04 2.85 2.431 0.096 98 (5%) 

10 Phosphate (mmol/L) 0.52 10.04 1.128 0.291 112 (6%) 

11 Bilirubin (umol/L) 1.1 69 15.563 6.553 84 (4%) 

12 Alkaline Phosphatase (iu/L) 0.55 344 78.463 32.487 81 (4%) 

13 ALT (iu/L) 4 283 24.967 16.994 81 (4%) 

14 Total protein (g/L) 36 97 67.043 5.085 77 (4%) 

15 Albumin (g/L) 20 47 37.592 3.619 82 (4%) 

16 Uric acid (mmol/L) 0.13 12.3 0.425 0.387 342 

(18%) 

17 Glucose (mmol/L) 1.9 25.1 6.697 2.815 241 

(12%) 

18 Cholesterol (mmol/L) 1.7 13.8 4.774 1.256 200 

(10%) 

19 Triglycerides (mmol/L) 0.3 9.5 1.689 1.066 206 

(11%) 

20 Haemoglobin (g/dL) 0.22 18.7 13.395 1.705 70 (4%) 

21 White Cell Count (109/L) 2.3 27.4 7.258 2.136 73 (4%) 

22 Platelets (109/L) 13.2 763 237.219 72.444 74 (4%) 

23 MCV (fL) 7.5 115.4 90.516 6.322 306 (16 

%) 

24 Hct (fraction) 0.232 0.95 0.413 0.046 297 

(15%) 

25 Iron (umol/L) 1 52 15.068 6.071 284 

(15%) 

26 Vitamin B12 (ng/L) 1.28  1667 362.082 190.863 182 (9%) 

27 Ferritin (ug/L) 0.34 929 115.311 112.357 393 

(20%) 

28 CRP (mg/L) 0.2 184 8.985 16.357 96 (5%) 

29 TSH (mU/L) 0.04 50 2.075 2.393 163 (8%) 

30 MR-proANP 4 1602 225.844 193.422 0 

31 MR-proADM 0.2 4.46 0.835 0.487 319 

(16%) 

32 CT-proET1 20 396 84.529 46.053 293 

(15%) 
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33 CT-proAVP 0.6 199 12.22 15.221 4 (0%) 

34 PCT 0.007 0.537 0.029 0.03 17 (1%) 

35 ECG (bpm) 36 160 73.444 17.671 20 (1%) 

36 QRS width msec) 40 412 107.191 30.851 65 (3%) 

37 QT (msec) 132 577 408.194 47.259 83 (4%) 

38 LVEDD (cm) 2.18 9.8 5.568 1.073 380 

(20%) 

39 LVEDD (Hgt indexed) 1.35 5.57 3.316 0.604 396 

(20%) 

40 BSA (m2) 1.063 3.164 1.957 0.268 38 (2%) 

41 Aortic Root (cm) 0.61 5.4 3.25 0.492 247 

(13%) 

42 Left Atrium (cm) 1.24 8.1 4.169 0.8 220 

(11%) 

43 Left Atrium (BSA Indexed) 0.69 4.79 2.158 0.473 253 

(13%) 

44 Left Atrium (Hgt indexed) 0.82 4.79 2.487 0.473 235 

(12%) 

45 Aortic Velocity (m/s) 0.1 5.4 1.375 0.594 352 

(18%) 

46 E 0.22 3 0.813 0.315 354 

(18%) 

47 Height (m) 1.2 1.96 1.677 0.099 18 (1%) 

48 Weight (kg) 30 193.8 81.267 18.834 39 (2%) 

49 BMI (kg/m2) 12.623 66.277 28.807 5.84 38 (2%) 

50 Pulse (bpm) 38 150 74.057 16.371 18 (1%) 

51 Systolic BP (mmHg) 75 233 139.972 25.346 13 (1%) 

52 Diastolic BP (mmHg) 36 195 79.778 14.562 13(1%) 

53 Pulse BP (mmHg) 9 148 60.194 20.742 13 (1%) 

54 FEV1 (L) 0.19 4.72 1.726 0.791 70 (4%) 

55 FEV1 Predicted (L) 0.645 4.59 2.4 0.63 68 (4%) 

56 FEV1  8.653 175.004 71.486 24.631 72 (4%) 

57 FVC (L) 0.19 6.31 2.569 0.97 68 (3%) 

58 FVC Predicted (L) 1.225 6.002 3.517 0.864 68 (3%) 

59 FVC  8.025 165.187 72.831 19.969 75 (4%) 

60 PEFR (L) 0.46 834 217.157 134.624 133 (7%) 

61 Mortality Alive=1459 Dead=485 
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Appendix II: Statistics on the Research dataset for heart failure 

from HYMS.  

 

 Feature 

name 

Data 

type 

Missing 

values 

Range Unique 

values 

Mean Median 

1 Age integer 0 27 96 66 70 72 
2 Sodium 

Mmol/L integer 68 123 148 26 138 139 
3 Potassum  Real 79 2.2 6.3 93 4.36 4.3 
4 Chloride integer 67 78 112 28 101 102 
5 Bicarbonate integer 67 19 45 24 28 29 
6 Urea real 67 1.2 38.5 257 7.45 6.3 
7 Creatinine integer 67 46 561 207 109 99 
8 Calcium Real 97 1.32 2.78 136 2.36 2.35 
9 Adj Calcium Real 98 1.4 2.85 147 2.44 2.44 
10 Phosphate Real 112 0.52 10.04 217 1.14 1.13 
11 Bilirubin integer 84 1.1 69 137 15.8 14 
12 Alkaline integer 81 0.55 344 255 80.01 73 
13 ALT (iu/L) integer 81 4 283 89 25 22 
14 Total Protien 

g/L Integer 77 36 97 43 67 67 
15 Albumin g/L Integer 82 20 47 27 37 38 
16 Uric Acid 

mmol/L Real 342 0.13 12.3 413 0.46 0.42 
17 Glucose 

mmol/L Real 241 2.6 25.1 417 8.2 6.4 
18 Cholesterol 

mmol/L Real 200 1.7 13.8 300 6.05 5.2 
19 Triglycerides 

mmol/L Real 206 0.3 9.5 289 2.16 1.8 
20 Haemoglobin 

g/dL Real 70 1 18.7 118 14.74 14.2 
21 White cell 

count 10^9/L Real 73 2.3 27.4 266 9.62 7.8 
22 Platelets 

10^9/L Integer 74 13.2 763 553 313.14 256 
23 MCV fL Real 306 7.5 115.4 399 98.82 94.5 
24 Hct (fraction) Real 297 0.23 0.95 505 0.55 0.44 
25 Iron (umol/L) Integer 284 2 52 324 24.29 22 
26 Vitamin B12 

(ng/L) Integer 182 4.5 1669 1013 637.86 635.18 
27 Ferritin 

(ug/L) Real 393 5 929 868 203.33 211.73 
28 CRP (mg/L) Real 96 0.2 184 384 18.89 19.87 
29 TSH (mU/L) Real 163 0.05 50 421 4.46 5.05 
30 MR-proANP Real 0 4 1602 918 505 575.42 
31 MR-proADM Real 319 0.2 4.46 751 1.95 2.31 
32 CT-proET1 Real 293 20 396 700 204.12 236.51 
33 CT-proAVP Real 4 0.7 199 656 34.82 38.53 
34 PCT Real 17 0.01 0.54 188 0.08 0.1 
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35 Rate (ECG) 

(bpm) Integer 20 36 160 84 129 160 
36 QRS Width 

(msec) Integer 65 66 412 110 296 387 
37 QT Integer 83 244 577 154 519 577 
38 LVEDD (cm) Real 380 2.85 9.81 224 8.59 9.8 
39 LVEDD (Hgt 

indexed) Real 396 1.64 5.57 209 4.92 5.57 
40 BSA (m^2) Real 38 1.19 3.16 497 2.82 3.16 
41 Aortic Root 

(cm) Real 247 0.61 5.4 140 4.82 5.4 
42 Left Atrium 

(cm) Real 220 1.5 9.09 179 7.74 9.09 
43 Left Atrium 

(BSA 

indexed) Real 253 0.76 5.7 187 4.72 5.7 
44 Left Atrium 

(Hgt indexed) Real 253 0.87 5.98 189 5.02 5.98 
45 Aortic 

Velocity 

(m/s) Real 352 0.1 5.4 207 4.38 5.4 
46 E Real 354 0.28 3 120 2.51 3 
47 Height 

(Exam) (m) Real 18 1.4 1.96 50 1.9 1.96 
48 Weight 

(EXAM) 

(Kg) Real 39 35.5 193.8 289 168.1 193.8 
49 BMI Real 38 12.62 66.28 395 57.67 66.28 
50 Pulse (Exam) 

(bpm) Integer 18 39 150 69 132 150 
51 Systolic BP 

(mmHg) Integer 13 75 237 108 214 237 
52 Diastolic 

BP(mmHg) Integer 13 39 195 66 169 195 
53 Pulse BP 

(mmHg) Integer 13 19 142 89 123 142 
54 FEV1 (L) Real 72 0.29 4.72 230 4.07 4.72 
55 FEV1 

Predicted (L) Real 69 0.95 4.59 392 4.11 4.59 
56 FEV1 Real 79 13.77 175 395 152.52 175 
57 FVC (L) Real 68 0.75 6.31 237 5.5 6.31 
58 FVC 

Predicted (L) Real 68 1.57 6 391 5.46 6 
59 

FVC Real 75 27.2 
165.1
9 394 145.09 165.19 

60 PEFR (L) Real 133 2.02 834 271 698 834 
61 Martality  Nominal 0 0 1 2 0 1 

 

 

 

  



169 
 

 

Appendix III: Performance Results of Applying Several Hidden 

Layers for Autoencoder.  

Hidden 
Layers TP FN FP TN ACC SEN SPEC PPV 

10 10 1021 137 292 300 77.29% 88.17% 50.68% 77.76% 

10 15 1070 163 243 274 79.61% 86.78% 53.00% 81.49% 

10 20 1107 174 206 265 80.69% 86.42% 56.26% 84.31% 

10 25  1060 163 253 274 79.46% 86.67% 51.99% 80.73% 

10 30  1079 167 234 272 79.87% 86.60% 53.75% 82.18% 

10 40 1056 158 257 279 79.10% 86.99% 52.05% 80.43% 

10 50 1089 157 224 280 79.55% 87.40% 55.56% 82.94% 

10 60 1106 176 207 261 80.91% 86.27% 55.77% 84.23% 

100 50  1176 187 137 250 82.47% 86.28% 64.60% 89.57% 

15 10 1188 191 125 246 82.85% 86.15% 66.31% 90.48% 

15 15 1211 205 102 232 83.92% 85.52% 69.46% 92.23% 

15 20 1132 184 181 253 81.73% 86.02% 58.29% 86.21% 

15 25 1129 183 184 254 81.63% 86.05% 57.99% 85.99% 

15 30  1133 187 180 250 81.92% 85.83% 58.14% 86.29% 

15 35 1131 186 182 251 81.84% 85.88% 57.97% 86.14% 

15 40 1205 200 108 237 83.56% 85.77% 68.70% 91.77% 

15 60 1190 189 123 248 82.75% 86.29% 66.85% 90.63% 

19 38 1189 192 124 245 82.91% 86.10% 66.40% 90.56% 

20 10 1188 190 125 247 82.79% 86.21% 66.40% 90.48% 

20 15 1168 176 145 261 81.74% 86.90% 64.29% 88.96% 

20 20 1187 191 126 246 82.83% 86.14% 66.13% 90.40% 

20 25 1199 194 114 243 83.15% 86.07% 68.07% 91.32% 

20 30 1132 187 181 250 81.91% 85.82% 58.00% 86.21% 

20 35 1184 191 129 246 82.80% 86.11% 65.60% 90.18% 

20 40 1182 190 131 247 82.72% 86.15% 65.34% 90.02% 

20 50 1205 201 108 236 83.62% 85.70% 68.60% 91.77% 

20 60 1177 186 136 251 82.42% 86.35% 64.86% 89.64% 

23 33 1188 189 125 248 82.73% 86.27% 66.49% 90.48% 

25 10 1216 205 97 232 83.98% 85.57% 70.52% 92.61% 

25 15 1208 200 105 237 83.60% 85.80% 69.30% 92.00% 

25 20 1171 182 142 255 82.12% 86.55% 64.23% 89.19% 

25 25 1199 195 114 242 83.21% 86.01% 67.98% 91.32% 

25 30 1206 198 107 239 83.46% 85.90% 69.08% 91.85% 

25 35 1188 196 125 241 83.14% 85.84% 65.85% 90.48% 

25 40 1206 198 107 239 83.46% 85.90% 69.08% 91.85% 

25 45 1176 186 137 251 82.41% 86.34% 64.69% 89.57% 

27 43 1223 210 90 227 84.34% 85.35% 71.61% 93.15% 

30 10 1177 187 136 250 82.48% 86.29% 64.77% 89.64% 

30 15 1172 185 141 252 82.30% 86.37% 64.12% 89.26% 

30 20 1225 206 88 231 84.13% 85.60% 72.41% 93.30% 
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30 25 1216 204 97 233 83.92% 85.63% 70.61% 92.61% 

30 30 1183 187 130 250 82.55% 86.35% 65.79% 90.10% 

30 35  1211 202 102 235 83.75% 85.70% 69.73% 92.23% 

30 40  1241 217 72 220 84.94% 85.12% 75.34% 94.52% 

30 45 1240 214 79 223 84.76% 85.28% 73.84% 94.01% 

30 45 1189 191 124 246 82.86% 86.16% 66.49% 90.56% 

30 50 1215 197 98 240 83.51% 86.05% 71.01% 92.54% 

30 60 1219 209 94 228 84.24% 85.36% 70.81% 92.84% 

35 10 1194 198 119 239 83.32% 85.78% 66.76% 90.94% 

35 15 1224 203 89 234 83.95% 85.77% 72.45% 93.22% 

35 20  1227 212 86 225 84.50% 85.27% 72.35% 93.45% 

35 25 1227 215 86 222 84.68% 85.09% 72.08% 93.45% 

35 30  1193 192 120 245 82.96% 86.14% 67.12% 90.86% 

35 35 1211 200 102 237 83.63% 85.83% 69.91% 92.23% 

35 40 1191 189 122 248 82.77% 86.30% 67.03% 90.71% 

35 45  1228 212 85 225 84.51% 85.28% 72.58% 93.53% 

35 50  1223 200 90 237 83.77% 85.95% 72.48% 93.15% 

40 10 1135 183 178 254 81.71% 86.12% 58.80% 86.44% 

40 20 1193 191 120 246 82.90% 86.20% 67.21% 90.86% 

40 25 1168 179 145 258 81.91% 86.71% 64.02% 88.96% 

40 30 1219 208 94 229 84.19% 85.42% 70.90% 92.84% 

40 35 1233 213 80 224 84.63% 85.27% 73.68% 93.91% 

40 40 1199 197 114 240 83.32% 85.89% 67.80% 91.32% 

40 45 1193 194 120 243 83.08% 86.01% 66.94% 90.86% 

40 50 1198 197 115 240 83.31% 85.88% 67.61% 91.24% 

40 60  1212 200 101 237 83.64% 85.84% 70.12% 92.31% 

43 27 1205 199 108 238 83.51% 85.83% 68.79% 91.77% 

45 25 1180 186 133 251 82.46% 86.38% 65.36% 89.87% 

50 15 1210 198 103 239 83.51% 85.94% 69.88% 92.16% 

50 20 1200 197 113 240 83.33% 85.90% 67.99% 91.39% 

50 25 1195 193 118 244 83.04% 86.10% 67.40% 91.01% 

50 30 1117 176 196 261 81.06% 86.39% 57.11% 85.07% 

50 35 1200 201 113 236 83.57% 85.65% 67.62% 91.39% 

50 40 1189 191 124 246 82.86% 86.16% 66.49% 90.56% 

50 45 1211 199 102 238 83.57% 85.89% 70.00% 92.23% 

50 50 1217 207 96 230 84.11% 85.46% 70.55% 92.69% 

50 60  1180 188 133 249 82.58% 86.26% 65.18% 89.87% 

60 10  1227 212 86 225 84.50% 85.27% 72.35% 93.45% 

60 15 1208 198 105 239 83.48% 85.92% 69.48% 92.00% 

60 20 1174 186 139 251 82.39% 86.32% 64.36% 89.41% 

60 30 1191 190 122 247 82.82% 86.24% 66.94% 90.71% 

60 40 1209 196 104 241 83.38% 86.05% 69.86% 92.08% 

80 50  1117 170 196 267 80.71% 86.79% 57.67% 85.07% 

 


