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Abstract 

 

Knowledge management, as Leistner (2010) argues, is a “misnomer”. Knowledge cannot be managed 

since it relates to prior experience and is present merely in the mind of individuals (p. 4). We can 

manage knowledge flow, but not the knowledge itself. Leistner states that ‘‘you can enable a flow by 

creating an environment that people find safe, attractive, and efficient, and that motivates them to 

share their knowledge. This could be either face-to-face or by recording relevant information that can 

be used by others to re-create knowledge in their own frame of reference’’ (p. 10). Therefore, managing 

the flow is “as much about creating conditions that will make sharing more likely as it is about trying 

to have a direct influence on people’’ (pp. 17-18).  

In the arena of creating such conditions, operational research (OR) is assumed to offer special 

capacities to lead the advancements in knowledge management and knowledge sharing research. 

However, the role of OR is not clear in knowledge management. There is also very little account of OR 

studies concerning knowledge management in combination with social network analysis. This 

situation has not changed over past years. In addition, although soft-OR tools promote specific 

solutions with which to tackle complexity management in organisations, there are very few studies 

concerning the use of action research and soft-OR tools such as the Viable System Model, which are 

designed specifically for knowledge sharing projects and simulating social networks.  

This research intends to design, develop and implement a soft canonical operational research (SCOR) 

methodological framework for the processes of knowledge sharing. The researcher combines Davison 

et al.’s (2012) canonical action research and Checkland’s (1985) F-M-A soft account of action research. 

The framework has, in itself, an embedded solution for skill development and performance 

improvement through collaborative knowledge sharing and experiential learning/practising. In this 

research, a combinative perspective of VSM and SNA is considered.  

Adopting a pragmatic philosophy with an interpretivist ontology and relativist epistemology, the 

researcher inductively conducted two cycles of action research and analysed the outcomes. Four types 

of transformations occurred in (1) individuals’ skill level, (2) performance, (3) knowledge network and 

(4) gradual development of strategies across levels. This research elucidates said transformations and 

explains the key mechanisms for facilitating collective knowledge sharing in order to develop skills and 

to improve performance. It also brings to light the evidence regarding two unplanned phenomena 

that occurred in both cycles: leadership development and autopoiesis.  
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Reflection is provided on the design of the soft-OR multi-methodology and on how this design has 

been useful and effective in the present research. In addition, the study’s contributions to knowledge 

and practice are also explained. This research suggests that guided self-organisation is a more effective 

approach for skill development than traditional methods and that it can create an effective context in 

which a knowledge network is able to reproduce itself. Finally, the limitations of the research and 

implications for future studies are clarified. 
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Chapter 1: Introduction 

 

 

1.0. Introduction 

This research revolves around a management perspective on the design, development and 

implementation of a systemic multi-methodology for the “Process of Knowledge Sharing”. It 

aims to provide a Soft Canonical Operational Research (SCOR) methodology framework for 

managing the complexities involved in the processes of knowledge sharing in a learning 

context. This multi-methodology strives to create an effective knowledge sharing approach, 

which promotes collaborative learning.  

Starting with the concept of knowledge and considering the multi-disciplinary perspective of 

this research, the author follows the definition of knowledge that is offered by Davenport 

and Prusak (1998), specifically: 

“Knowledge is a fluid mix of framed experience, values, contextual information, and expert 
insight that provides a framework for evaluating and incorporating new experiences and 
information. It originates and is applied in the minds of knowers. In organizations, it often 
becomes embedded not only in documents or repositories but also in organizational routines, 
processes, practices, and norms” (Davenport and Prusak, 1998, p.5). 

 
The width and breadth of knowledge as well as its process modes (including social agent’s 

experiencing, reasoning and common sense making), all of which are rather approximate 

than exact, prove it to be fuzzy and complex (Zadeh, 1989). To deal with such complexities, 

it is necessary to avoid linear solutions and to use a holistic and systemic methodology for 

action research in knowledge sharing projects.  

In this vein, a survey by Edwards et al. (2009) aims at establishing the contribution of 

operational research (OR) in knowledge management (KM) reveals that OR has no clear role 

in KM, though OR is assumed to have special capacities to lead the advancements in KM 

research. The same survey also emphasises that there is very little account of OR studies in 

relation to KM with SNA. In addition, even though soft-OR tools (soft operational research 

tools) advocate specific solutions for complexity management in organisations (Espinosa and 

Walker, 2013), the literature review of this thesis found very few studies which have used 

soft-OR tools to deal with the complexities of knowledge sharing projects. According to the 

literature reviewed for the present thesis, this situation has not improved over the past years. 
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It is true that SNA has been very attractive for those researching non-OR knowledge sharing. 

However, only 57 articles emerged from the literature search for studies regarding 

knowledge sharing which use “OR and SNA” or which use “soft-OR and SNA” on JORS, KMRP, 

Informs (including management science), ABI-Informed complete (business and 

management), Web of Science, Science Direct (including Omega) and Scopus. After detailed 

study, these 57 were reduced to 3 journal articles. 

Furthermore, knowledge sharing is the most difficult process in KM because central to the 

process of knowledge sharing is dealing with the complexities of tacit and experiential 

knowledge as one of the knowledge varieties (Jones and Leonard, 2009, Omotayo, 2015). 

Since knowers are social agents and knowledge resides and originates in their minds 

(Davenport and Prusak, 1998; Sveiby, 2001), the very act of knowledge sharing occurs 

between and among them. In other words, knowledge is shared in a network of n social 

agents (n>1). It is for this very reason that literature of knowledge sharing is saturated of 

social network analysis (SNA). Blankenship and Ruona (2009) highlight that SNA has been 

used as a method for decades. They also mention the recent dramatic increase in using SNA 

to map the flow of knowledge within an organisation in order to better understand the 

process of knowledge sharing in informal networks and communities. Yet, the literature 

review of this thesis reveals a scarcity of studies on managing social networks using soft-OR 

and action research which is specifically designed for knowledge sharing projects.  

Aiming to design, develop and implement a soft-OR solution to enhance the process of 

knowledge sharing and to recognise the complexities in such a process, the Viable System 

Model (VSM), as a well-known soft-OR tool for managing complexity, is considered. 

Particularly, VSM is a powerful tool for systems design as well as performance measurement 

(Espinosa and Walker, 2013). VSM is able to model how information and knowledge flow 

through communication channels (Flood and Jackson, 1991, p.92), highlighting both existing 

and missing communication patterns in the concerned channels (Nyström, 2006, p.523). In 

addition, such detailed analysis of relationships among the components of a system is not 

present in any of the other OR/soft-OR models (Preece and Shaw, 2013). VSM also supports 

the understanding of unbalances in the joint undertaking of specific tasks and offers criteria 

for redesigning tasks in more effective ways (Espinosa and Walker, 2013). It is underpinned 

by cybernetic science, i.e. the science of steering the system towards meeting objectives 

through study of information flow as well as control actions (Heylighen and Joslyn, 2001). 

These features therefore make VSM a superior choice among other OR/soft-OR complexity 
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management methods and tools. However, searching databases for studies on the “process 

of knowledge sharing” through using “VSM and SNA” led to 0 articles.  

Hence, the present thesis ventures to fill these gaps in the field and presents an exploratory 

soft canonical operational research project where the researcher, as a reflective practitioner 

(Schön, 1991), designs and facilitates processes of knowledge sharing in a non-hierarchical 

and collaborative fashion, leading to capability development and performance improvement 

for learners. The methodological framework of this interdisciplinary research benefits from 

a combination of Checkland’s (1985) F-M-A account of action research from the soft systems 

perspective, and Davison et al.’s (2012) canonical action research (CAR) and its principles and 

criteria. The suggested multi-methodological framework incorporates VSM and SNA as the 

main instrumental and focal theories among others to design a soft-OR solution for the 

process of knowledge sharing. Viable system diagnosis and SNA are used for problem 

structuring. The collective of issues are then presented. In order to simulate the social 

network of knowledge, Nahapiet and Ghoshal's (1998) three dimensions of social capital 

theory are used. In addition, Achterbergh and Vriens’ (2002) domains of viable knowledge 

are employed in the contextual knowledge sharing scenarios. This action research embeds 

distinctive features of VSM, such as self-organisation, within a knowledge network of 

learners.    

 

1.1. Context of Research 

The research context of this thesis relates to the delivery of educational services in a business 

school at a UK Higher Education Institution (HEI). The choice of this context is made for three 

reasons. First, a HEI is recognised as the natural context where knowledge and skills are 

generated, attained, shared and utilised. Second, there was a call for an innovative solution 

in the business school concerned, which could suit the research proposal of this thesis. Since 

the call was inviting suggestions for solutions related to skills development and performance 

improvement, it could match the criteria for a soft canonical operational research project 

focused on a knowledge sharing process and reliable data access could be ensured. Third, 

the researcher, as a system analyst, a reflective practitioner and a mathematician, had 

experience of successful complexity management for knowledge sharing processes, in terms 

of skills and capability development and performance improvement in similar contexts.  
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In the HEI environment, performance management (i.e. teaching-learning assessment) is 

complex, since both subjective and objective types of criteria are to be considered 

(Thanassoulis et al., 2017). In this vein, the quantity of education, i.e. the number of 

successfully-performing students, is very important. Yet, the quality of education (which is 

usually analysed by the level of students’ performance), is even more critical (Johnes et al., 

2017).  

According to Witte and Lopex-Torres (2017), the hard-OR perspective of performance 

management perceives universities as knowledge production factories with inputs, 

processes and outputs. They argue that hard-OR researchers find that the way in which 

production technologies are defined/estimated is very complex (the production technologies 

that are used by students to gain knowledge). They state that researchers are widely using 

non-parametric techniques such as Data Envelopment Analysis (DEA) to assess educational 

efficiency in schools and universities. In this regard, Mayston (2017) argues that convexity 

(causal) assumptions about existing technology and possible knowledge production 

associated to that might not hold. This is the case when performance evaluation comprises 

measures for quality assessment. DEA in this scenario will therefore overestimate the scope 

of improvements in efficiency and underestimate the significance of improvements. The 

above author then calls for an alternative non-parametric allocative efficiency evaluation 

technique that is output-orientated.  

While hard-OR tools are pushing rigorously to solve efficiency problems along with other 

issues such as scheduling and resourcing in educational domains (Johnes, 2017), a literature 

review by Pagano and Paucar-Caceres (2013) highlights that little account of research exists 

in the literature using systems thinking on education management or on management of 

learning. Hart and Paucar-Caceres (2017) use VSM to evaluate technology-supported 

learning, yet it can be argued that it is still very difficult to share the ‘tacit’ knowledge through 

online channels and in virtual spaces. Since the technology-supported type of learning is 

assisted by the use of technology, and participants did not have much chance to construct 

something in the real world (a building in this scenario) which could provide them with first-

hand tacit (experiential) knowledge, the outcome of the learning process might not meet the 

level of expected performance (expectation of employers in the external environment). The 

authors themselves acknowledge this and state that their intention behind using the 

technology-assisted learning was to facilitate the process of learning in some way only.  
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Working on sharing tacit knowledge along with other knowledge varieties, this thesis 

provides a soft canonical OR multi-methodology to not only help the learners learn the 

underpinning concepts but also to enable them to share their knowledge, develop their skills 

and improve their own performance individually and collectively. Above that, they could 

learn how to learn through a bottom up approach. The latter aspect has been missed in 

management literature in general and educational literature in particular. The literature 

review of this thesis reveals the scarcity of studies that could manage the complexities of 

learning projects using soft-OR tools such as VSM.  

Byrne (2014) states that there is an extensive body of literature which uses a complex frame 

of reference for education as well as for pedagogy. It can be argued that although complexity 

theory is closely related to systems thinking, such studies have used complexity theory as a 

way to explain educational and pedagogical phenomena. In this regard, Cochran-Smith et al. 

(2014) specify that complexity theory cannot provide causal explanations with implications 

for practice. Therefore, it cannot be used for action or operational research in the 

educational domain.  

From the other side, Checkland (1994) emphasises that soft systems methodologies are 

pertinent in solving problems of modern management. He compares hard-systems and soft-

systems models of organisation and stresses that hard-systems models are based on clear-

cut assumptions regarding performance measures and defined hierarchies of communication 

and authority, with a detailed plan in order to reach organisational goals. In contrast, soft-

systems models consider the realities of capacity increase through communication, greater 

goal complexity and weaker relationships between power and authority. These conditions 

influence learning and education in the HEI environment.   

   

1.1.1. Research Problem 

In order to formulate the research problem, there is a need to provide more background 

information. From the macro perspective of the context, since both the quantity and quality 

of educational performance in HEIs require a variety of resources, there are extra pressures 

on HEIs to be efficient in the provision of education. This is in fact because the current cuts 

in public finances have resulted in HEIs losing some of their public funds (Johnes et al., 2017). 

On the other hand, HEIs are part of the service industry and a major criterion for a HEI to gain 

competitive advantages is the university rankings (Douglas et al., 2006). High-ranked, middle-

ranked and low-ranked universities seek different strategies to gain financial advantages. In 
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low- and middle-ranked universities, this could be through an increase in admission of 

undergraduate students to retain the market share and to ensure the revenue via students’ 

finances vs HEIs’ financial cuts. It can be argued that this might be at the cost of lowering the 

admission criteria. Such students are entering higher education but are not reasonably skilled 

(especially in maths). In fact, the results of GCSEs in UK secondary education are not 

promising in terms of maths and English. The solutions offered to tackle the problems in 

secondary education have not yielded any progress in terms of maths performance. Chart 1 

shows that approximately the same rate of failure (F, G, and U) is reoccurring every year 

(bstubbs.co.uk, 2015).  

 

In addition, the university context/environment is very different from secondary education 

in terms of attendance, level of independence, motivation, support, class hours, type of 

assignments, class sizes, scheduling, grievance, as well as course fees which leave students 

confused and emotionally anxious. Universities therefore have to strategise critically in their 

degree programmes to tackle such issues (See Figure 1). 

 

In the concerned business school of the middle-ranked HEI, lowering the admission criteria, 

the ranking in the league table, and other contextual factors (discussed in detail in Chapter 

4), resulted in a situation where this HEI absorbed many more low-skilled students, i.e. more 
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Figure 1: Strategic Situation in Low- and Middle-ranked universities for Skills Intervention  

Chart 1: Secondary Education – GCSE Maths Performance in UK (Data: bstubbs.co.uk, 2015) 
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students with GCSE grades C, D, E, and F, than those with GSCE grades A and B. Hence, despite 

the fact that Chart 1 depicts a normal distribution in the UK as a whole, the students who 

attend a middle- or low-ranked HEI would not be a normal distributed population in terms of 

their GCSE grades. This suggests that the issue of lack of basic maths skills was being 

transferred to low- and-middle-ranked HEIs. Therefore, in the business school relevant to this 

research, the Academic and Professional Skills (APS) module was designed and developed as 

a result of such strategy and aimed to fully equip first-year undergraduate students with both 

qualitative and quantitative skills, and in particular quantitative (maths) skills. The students 

were required to take a strategic venture through the compulsory APS module. The module 

comprised two components, namely maths and writing skills. This dissertation initiates the 

formulation of the research problem from the context of a call for innovative solutions in a 

UK-based business school. The maths component of the APS is where the initially-identified 

problems of the call lay. The issues were discussed in the initial discussion with the module 

leader and she explained the situation and conditions involved in the APS module. According 

to the module leader, APS is a strategic and compulsory module for undergraduate students 

who embark on business and management courses and is regarded as a project to develop 

academic and professional skills which enable students to progress to year 2 and year 3. 

Although students were allowed to repeat the module and sit for the exam each year in case 

of failure, if a student ultimately could not pass APS, he/she would not be awarded an 

honours undergraduate degree even if he/she were to pass all other modules. Yet, from the 

micro perspective, despite every endeavour made in the previous years to support students 

in developing their maths skills, the rate of fail was rising each year. Figure 2 illustrates the 

situation. 
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Based on unsatisfactory results and increasing rate of fail, the APS module leader decided to 

call for solutions that could solve the problem of students’ performance in the APS module. 

This dissertation is a response to the call and is in line with strategic decisions made for first-

year undergraduate students in order to develop their skills of maths problem solving and to 

improve their academic performance. Central to this research is the design and 

implementation of a soft-OR multi-methodology to enhance the application of an ongoing 

students’ knowledge sharing process in an educational context.   

 

1.2. Research Questions 

Considering the problem briefly mentioned in Section 1.1.1, and based on the literature 

review of this research in Chapter 2, the researcher developed six research questions as 

below. The answers to these research questions intend to contribute to academic knowledge 

as well as practice.  

Research Question 1: How can middle-ranked UK business schools strengthen their ability to 

understand and manage the complexities involved in knowledge sharing processes (for 

student learning) using a systemic multi-methodology? 

Research Question 3: How can middle-ranked UK business schools enhance learners’ skills 

development and performance improvement using a systemic multi-methodology? 

Research Question 3: How can a systemic multi-methodology facilitate the design and 

development of effective knowledge sharing structures and processes? 

Research Question 4: How can a systemic multi-methodology assist in uncovering and 

reducing structural fragmentations in a knowledge sharing network? 

Research Question 5: How can social network ties shape a team’s knowledge sharing skills 

and capabilities in a knowledge network? 

Research Question 6: How can VSM theory support a network’s cohesion in a knowledge 

sharing network? 

In order to answer these research questions, the researcher intends to design a realistic and 

practical approach for complexity management in a knowledge sharing project within a UK-

based business school. The proposed research methodology aims to provide the foundation 
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for knowledge sharing and learning processes, which assist the learners in advancing their 

skills and in improving their performance.  

 

1.3. Research Scope 

The scope of this research is within a business school in a UK middle-ranked HEI. Within the 

business school context, this research will concentrate on an Academic and Professional Skills 

module, which is a strategic module for first-year students of undergraduate degrees. The 

APS module is designed to facilitate the transition of learners from secondary education to 

the HE system. The APS module aims to enable the learners to manage the academic 

complexities of their studies in the second and third years of undergraduate degree as well 

as their future studies or employment. Within the APS module the focus is placed on APS-

Maths. It involves face-to-face maths learning and skills development. Details about the 

scope of the research in terms of the background of students in the context of APS-Maths is 

provided in Chapter 4. 

 

1.4. Structure of the Thesis  

This dissertation is structured in six chapters, namely introduction, literature review, 

research methodology, case studies application, discussions, and conclusion. 

Chapter 1: Introduction 

This chapter (current chapter) provides the preliminary knowledge about the focal topics and 

area of research. It briefly sets the background, context and the organisational problems that 

need solving, as well as the research questions and scope of the study. The structure of the 

thesis is discussed here and maps the flow of information provided.  

Chapter 2: Literature Review 

This chapter provides a literature review through different sections covering perspectives 

from different disciplines, since the present research is of a multidisciplinary nature. The 

chapter covers: 1) knowledge and knowledge management; 2) knowledge sharing and social 

network analysis; 3) a review of systems thinking research for knowledge sharing; 4) a 

reflection on the three previous sections and a review of studies concerning the context of 

this research. Overall, the literature review provides focal and instrumental theories used in 

this action research.   

 



10 
 

Chapter 3: Research Methodology 

This chapter comprises two sections. The first section reveals the philosophical assumptions, 

whilst the second section provides the details of the design and development of the research 

methodology. The result is a multi-methodology for a Soft Canonical Operational Research 

(SCOR). 

Chapter 4: Soft Canonical Operational Research (SCOR) Case Studies 

This chapter starts by examining the external environment to understand the area of 

concern. It then presents two cyclical case studies, each developed through five stages of 

diagnosis, planning, implementing, evaluating and reflection/learning. The diagnosis stage 

uncovers some of the key issues that need to be addressed. The planning stage relates to 

preparations and plans of action for addressing the problems. The implementation stage 

provides the details of actions that were performed as per action plans. The evaluation stage 

shows the findings and results of the qualitative and quantitative data analysis. The 

reflection/learning stage brings to light the lessons learned and insights/understanding 

based on stages of the research.   

Chapter 5: Thesis Discussions 

This chapter is divided into five themes, each discussing one of the main subjects of the 

present research. There are discussions on each of the following: (1) assessing the design of 

soft-OR multi-methodology, (2) using a soft-OR multi-methodology approach, (3) VSM+SNA 

as a combinative tool for learning about complexity, (4) VSM+SNA for knowledge leadership 

development and autopoiesis, and (5) evaluating the multi-methodology action/operational 

research. The final theme relates to effectiveness, robustness, legitimacy, rigour/quality, and 

transferability of the study.   

Chapter 6: Thesis Conclusions 

Answers to the six research questions are provided in this chapter in detail. Moreover, 

contributions to knowledge and practice are presented. The chapter ends with the limitations 

of this research and implications for further research.  

 

1.5. Summary 

The researcher, being a mathematician and a system analyst, was inspired to perform this 

research. Her intention was to design and develop a soft-OR methodology for the practice of 

maths knowledge sharing. The cybernetic and systemic foundations of the methodology 
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could support and ground her teaching and facilitative learning work in order to reproduce 

the benefits of such a specific methodology. These foundations could also be beneficial for 

other researchers and practitioners in terms of providing insights and greater understanding 

in the organisational context and educational environment.   
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Chapter 2: Literature Review 

 

 

2.0. Introduction 

This chapter provides the literature review for the present thesis. The research aims to 

design, develop and implement a systemic multi-methodology for the “Process of Knowledge 

Sharing”. Hence, this chapter is divided into four sections in order to provide the background 

literature and conceptual analysis for the multi-dimensionality of this study.  

The process of knowledge sharing is at the heart of this thesis and critical to such research is 

the very concept of knowledge. Section 1 therefore revolves around the definitions, 

concepts, typologies and taxonomies of knowledge as well as the definitions, patterns, 

structures, and process mechanisms of knowledge sharing.  

Section 2 relates to the literature on knowledge sharing and social networks, focusing on the 

definitions, concepts and typologies of social networks of knowledge. It then provides a 

literature review on social network analysis.  

Section 3 relates to the systemicity of the research and provides a literature review on 

systems thinking and the complexity perspective towards knowledge sharing. In this vein, the 

review focuses on the viable system model as a suitable facilitative tool for complexity 

handling in the process of knowledge sharing.  

Reflecting on Sections 1, 2 and 3, the theories, ideas, and thoughts are wrapped up in Section 

4 to form the “Framework of Theories and Ideas” that is required for the action research. 

Said framework includes reflections, theoretical boundary clarifications and a combinative 

perspective of VSM and SNA. Following this, a literature review on the context of learning is 

provided. Subsequently, an action framework of research in a learning context is illustrated 

and research questions are presented. 
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2.1. Section 1: Literature Review on Knowledge and Knowledge 

Management  

This section relates to the literature review on knowledge and knowledge sharing. The 

definitions, concepts, typologies and taxonomies of both knowledge and knowledge sharing 

are conferred. The review also provides patterns, structures, channels and process 

mechanisms of knowledge sharing. Knowledge sharing outcomes/results are then discussed. 

The section concludes with a reflection on the debates in the literature in order to bring to 

light the research issues. 

2.1.1. Knowledge: Definitions and Concepts 

There are many and varied definitions of knowledge in the literature that are based on 

different contexts and epistemologies. No conclusion has yet been reached for a generally-

accepted definition of knowledge. Plato defines knowledge as “justified true belief” (as 

stated in Small and Sage (2005)). While the focus of Plato’s definition is on “truthfulness”, 

Nonaka (1994) considers knowledge as personal belief that can be justified. The focus in his 

definition is on “justification” (p.15). The difference between the two definitions is that the 

former relates to the static nature of knowledge and of absolute form, expressed in the shape 

of logic. The latter perceives knowledge as a dynamic process in which a human justifies 

his/her personal beliefs and as such is part of aiming for the truth. To this extent, knowledge 

as an intangible resource in said view exists within the mind of the individuals. From a 

resource-based viewpoint, since individuals are working and collaborating together in the 

organisations, they exchange knowledge and information based on their tasks/roles and 

establish team knowledge as well as organisational knowledge. According to Nonaka (1994), 

knowledge exists at individual, group, organisation and inter-organisation levels. The 

information exchange/knowledge sharing among individuals facilitates a dynamic knowledge 

creation sphere. Organisational knowledge emerges in the shape of an organisational 

capacity that supports and motivates collectives/groups and individuals to act towards the 

shared goals/objectives. Nonaka and Takeuchi (1995) and Sveiby (1997) explain that 

knowledge amplifies the organisational capacity in order to achieve viable action. The focus 

of this definition is on the action element. It is only through action that the capacity to act 

can be discovered. Such capacity to act is also referred to as an intangible resource in 

organisations.  

From a systemic perspective, Maturana and Varela (1980) define knowledge as:  
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“The question, 'What is the object of knowledge?' becomes meaningless. There is no object of 
knowledge. To know is to be able to operate adequately in an individual or cooperative 
situation" (Maturana and Varela, 1980, p.53). 
 

This means that “all doing is knowing and all knowing is doing” (Maturana and Varela, 1992, 

pp.27). It is through structural coupling, i.e. actions and interactions of an individual with 

his/her environment as well as the individual’s experiential processes (self-reference), that 

knowledge is created.  

Along a very similar line, Davenport and Prusak (1998) offer a well-detailed definition of 

knowledge which has been adopted widely in the literature. They state that:  

 “Knowledge is a fluid mix of framed experience, values, contextual information, and expert 
insight that provides a framework for evaluating and incorporating new experiences and 
information. It originates and is applied in the minds of knowers. In organizations, it often 
becomes embedded not only in documents or repositories but also in organizational routines, 
processes, practices, and norms” (Davenport and Prusak, 1998, p.5).  

Sheffield (2009) analyses this definition using three perspectives of knowledge management, 

i.e. the systems perspective, the research paradigm and the knowledge perspective.  

 

Sheffield (2009) explains that expert insights constitute the emergent knowledge and 

comprise representations of knowledge or boundary matters. Expert insights are referred to 

as explicit knowledge (Zack, 1999), and are available to members of communities, both local 

and global. In addition, knowledge originates from the mind of the knower and his/her 

diverse cumulative actions. Such actions then shape the organisational processes, routines 

and norms. Further, considering the context in which knowers’ experience and specific values 

are framed, the personal aspect of knowledge is captured as tacit knowledge (Polanyi, 1966). 

Figure 3: Davenport and Prusak’s (1998) definition of knowledge analysed by Sheffield (2009) in EJKM, p.388 
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Cilliers (2002) refers to knowledge, from an ontological and epistemological combinative 

perspective, as a complex phenomenon and argues that we cannot know complex things 

completely. He states that millions of nonlinear interactions cannot be kept track of by 

anyone or any of the current technologies, in order to provide us with the evidence required 

to describe complex things. The subject of knowledge (i.e. the knower) is also within the 

world and simultaneously reflecting on the world in a contextualised way. From one side, 

these intertwined processes comprise an infinite number of interacting factors and 

conditions. From the other side, the context binds the number of aspects and circumstances, 

and thereby meaning making for the knower becomes possible.  

According to Rajagopalan and Midgley (2015), forms of knowing held in symbolic ways, as 

well as practical capabilities and experience, can be captured through boundary critiques and 

boundary shifts; therefore, with a change in the context, new boundaries are in place and so 

the new meaning, and in turn the new knowledge, emerge. Confronting these boundaries 

and shifting them based on different perspectives, levels and depths, is what science is about, 

in order to generate new meaning and therefore new knowledge.   

Reflecting on the above, this research will follow Davenport and Prusak’s (1998) definition of 

knowledge, since it is in line with the systemic definition offered by Maturana and Varela. It 

is also an elaboration of it which includes the knowledge at the organisational level. Further, 

it is subjective and observer-relative.   

2.1.2. Knowledge: Structure, Typologies and Taxonomies 

There exist varied classifications for knowledge in the literature. In a comprehensive 

literature review, Alavi and Leidner (2001) reveal that knowledge may be viewed from six 

perspectives, namely as an object; as a state of mind; as a condition of having access to 

information; as a process; as a capability; or as a combination of data and information. The 

object view of knowledge suggests its storage and manipulations. The state of mind 

perspective refers to when knowing is conditioned by understanding and is achieved through 

experience, education, observation or discovery (Schubert et al., 1998). Therefore, the focus 

is to empower people in order to develop their individual knowledge and relate it to needs 

of the organisation. In a scenario based on knowledge as an outcome of information 

accessibility (McQueen, 1998), organisational knowledge must be managed so as to enable 

accessibility and recovery of the contents. The process perspective on knowledge attends to 

the application of expertise, i.e. knowing alongside acting (Carlsson et al., 1996; McQueen, 

1998; Zack, 1998). The capability perspective refers to knowledge as a capability that 
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potentiates the future actions (Carlsson et al., 1996). However, Watson (2008) suggests that 

knowledge is not much about capability. It is more about the capacity to apply information, 

and to learn and gain experience, based on which skills for understanding the information, 

determining necessary information and making decisions are developed. The last viewpoint 

on the concept of knowledge refers to interlinks between data, information and knowledge 

and asserts that data is related to basic quantifiable objects and information is a class or 

grouping of data which finds meaning through structures. These meaningful structures are 

then strengthened in a suitable context and become knowledge.  

The precedence from data to information and to knowledge is believed to be linearly 

ordered. Davenport and Prusak (1998) put forth the believe that knowledge is derived from 

information and information is derived from data. However, Tuomi (1999), on the opposite 

side, asserts that there exists no isolated thing as data, unless it has been created through 

someone by means of his/her knowledge. In this scenario, data can emerge last and as a by-

product. Information is also only created when there is the presence of knowledge. 

Knowledge is regarded as cognitive artefacts within an assumingly existing socially shared 

practice which uses these artefacts. It appears that the precedence in the structure offered 

by Tuomi (1999) is also linear, yet in the reverse order of the aforementioned structure. In 

the arena of data-information-knowledge structure, some authors, such as Igonor (2002), 

broaden the definition of knowledge to include intelligence or wisdom. In his view, 

information is based on considering the connections between elements of data, which 

relates to the perspectives of what, who, when, and where. Knowledge refers to 

understanding the patterns in information and includes policies, practices, methods and 

procedures. Wisdom is about understanding the principles, ethos, values and morals, as well 

as embodying them. It also appears that there is a linear order in the data-information-

knowledge-wisdom structure. In addition, as the level of understanding increases, the level 

of context independence also increases.  

From the holistic learning perspective, Yang (2003) addresses knowledge using three 

perspectives, namely perceptual, conceptual and affectual. From the perceptual viewpoint, 

knowledge depends on personal observations and physical understanding of the 

environment via direct experience and engagement within a specific situation. From the 

conceptual perspective, knowledge is viewed as a schema of interlinked notions and 

concepts. The affectual outlook refers to knowledge from individual sentiments that a social 

agent attaches to specific objects. According to Yang et al. (2009), these three perspectives 

are interwoven together through a social agent’s consciousness about the reality, being 
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reached via personal getting-to-know, cognitive, and psychological processing and emotional 

attachments. When it turns to organisational knowledge, Yang et al relate to these 

perspectives with three types of knowledge, namely practical knowledge (attached with the 

perceptual outlook), technical knowledge (associated with the conceptual perspective), and 

critical knowledge (refers to the affectual view).  

From the practice perspective, Johannessen (2008) relates to knowledge based on ease of 

knowledge communication. He divides it into two categories, namely “relatively easy to 

communicate as information” and “difficult to communicate as information”. Those types of 

knowledge falling in the first category are then divided into two sub-groups of meta-

knowledge (knowledge about process as well as product) and explicit knowledge (can be 

objective or subjective). The second category contains three sub-groups, specifically tacit 

knowledge (connoisseurship and apprenticeship), hidden knowledge (disposition to think as 

well as disposition to act) and relationship knowledge (both formal and informal). The 

knowledge typologies offered by Alavi and Leidner (2001), Johannessen (2008) and Yang et 

al. (2009) provide a rich perspective on types of knowledge. Further classification of these 

types of knowledge based on ontological and epistemological positions reveals more insights 

at each level (see Table 1). However, what strikes an organisation is how these different types 

of knowledge are connected. This is for the purpose of both performing organisational 

activities and reaching overall organisational goals as well as remaining viable over time. In 

fact, the critical goal is to ensure that knowledge, as a widely appreciated strategic resource 

(Teece, 1998), contributes to the viability of the organisation. In this arena, therefore, the 

process of knowledge sharing is vital for organisational success and its viability.   

In their article, Achterbergh and Vriens (2002) reveal the lack of research on the relationship 

between managing knowledge and the viability of the organisation. They ask what kind of 

knowledge an organisation requires to remain viable. Their investigations into knowledge 

management and the viable system model of Beer (1985) lead to defining domains of viable 

knowledge for an organisation. In this perspective, any organisation of purposeful activities 

must determine these domains of knowledge and their relations with each other to remain 

viable. This is realistic, no matter whether it is a goal-orientated personal activity, teamwork, 

or an organisation-wide practice (see Table 2). It is evident that knowledge domains defined 

by Achterbergh and Vriens (2002) provide a practically outcome-based typology of 

knowledge. Since outcome orientation is a feature in each domain as well as in the whole 

identity and governance of the organisation, this typology even goes further to recognise 
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alignment among domains of viable knowledge, including and towards overall organisational 

goals.   

 

Table 1: Typologies of Knowledge based on ontological and epistemological positions 
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Table 2: Domains of Viable Knowledge (Achterbergh and Vriens, 2002) 
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2.1.3. Knowledge Sharing: Definitions and Concepts  

Existing literature does not reveal knowledge sharing as a well-defined construct (Wang and 

Noe, 2010; Sharratt and Usoro, 2003). This might be partly due to using data, information 

and knowledge interchangeably. According to Nonaka (1994, p.15), “information is the flow 

of messages while knowledge is created and organised by the very flow of information, 

anchored on the commitment and belief of its holder”. According to Brown and Duguid 

(2000), there are at least three significant distinctions between information and knowledge 

based on (1) knowledge necessitates a knower; (2) it is much more difficult for knowledge to 

be detached and shared than information; and (3) it is much harder for knowledge to be 

assimilated and understood than information. Cabrera et al. (2006) state that “knowledge 

sharing” is used interchangeably with “knowledge transfer”, “knowledge exchange” and 

“knowledge flow” in the literature. Lee (2001) defines knowledge sharing as “the activities of 

transferring or disseminating knowledge from one person, group or organisation to other” 

(p.323). Knowledge transfer is a term used mostly for knowledge exchange between different 

organisations or movements of knowledge between departments/divisions within the same 

organisation involving the knowledge source and the knowledge recipient for sharing and 

acquiring/applying the knowledge respectively (Szulanski et al., 2004). However, knowledge 

sharing is generally a term used when information and knowledge are exchanged among 

individuals within one institution (Bock et al., 2005). Knowledge exchange is distinguished 

from knowledge sharing as it involves both knowledge seeking and knowledge sharing 

(Cabrera et al., 2006). In the other words, knowledge sharing is an embedded process in 

knowledge exchange. Overall, it appears that the exchangeable use of these four terms might 

be a simple linguistic problem with its three characteristics of forms, meaning and context, 

which occur when definitions are to be provided as basic and understandable yet 

comprehensive descriptions for each of knowledge transfer, knowledge flow, knowledge 

exchange and knowledge sharing.  

Ipe (2003) reveals the implications of using the term knowledge sharing and states that in 

the process of disseminating or presenting individual knowledge in a form and in such a way 

that it can be understood, absorbed and utilised by others, there are some conscious actions 

by the individual who possesses or owns the knowledge. The term sharing also suggests that 

the ownership of knowledge is not relinquished by the act of sharing but rather a joint 

ownership is developed between the sender and the recipient. In addition, according to 

Connelly and Kelloway (2003), knowledge sharing implies a notion of reciprocity and a 

relationship between the possessor and acquirer of the knowledge. Further, it implies that 
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the possessor and acquirer of the knowledge are likely to be involved in synergistic 

collaborations towards a common goal (Boland and Tenkasi, 1995). Based on this notion, 

Connelly and Kelloway (2003) define knowledge sharing as a “set of mutual behaviours that 

involve the exchange of information or assistance to others” (p.294). Similarly, Cummings 

(2004) refers to knowledge sharing as providing information about the task as well as know-

how to assist others and to team up and collaborate with others in problem solving, 

generating new ideas, and implementing policies and procedure. Van Den Hooff and De 

Ridder (2004) relate to knowledge sharing as a social process, i.e. “A process where 

individuals mutually exchange their (implicit and explicit) knowledge and jointly create new 

knowledge” (p.118). Similarly, a key driver for knowledge sharing in organisations is the 

process of communication and knowledge flows. Ku and Fan (2009) relate to knowledge 

sharing as a process of communication between two or more people to share and acquire 

each other’s knowledge. According to Hsu (2006), shared knowledge comprises explicit 

knowledge (know-what and know-why) and implicit knowledge (know-how and know-who).  

Reflecting on the debates above, based on Ipe’s (2003) dissemination of individual 

knowledge, and given that Connelly and Kelloway (2003) and Van Den Hoof and De Ridder 

(2004) consider reciprocity of knowledge exchange and the joint creation of knowledge, this 

thesis puts forth a definition of the process of knowledge sharing as follows: 

“Knowledge sharing is a social process of sharing and exchanging information in a reflective 

way among individuals, teams and organisation that leads to creation of new knowledge, 
relative to the receiver/observer’s frame of reference”. 

This definition highlights that knowledge sharing is a social process. It also states that such a 

social process starts with doing things together (acting) whilst exchanging/communicating 

information with each other at individual, team and organisational level. It involves 

understanding and making sense of information as well as reflecting and learning, through 

which information is transformed into new knowledge relative to how the receiver/observer 

absorbs it into his/her perspective. 

In this vein, organisational knowledge comes into effect through individuals. In fact, 

according to Ipe (2003), the effective leverage of organisational knowledge is highly 

dependent on people. These people create, share, disseminate and apply the knowledge. 

Such leverage of knowledge is only viable when individuals share their knowledge and build 

on the mutual knowledge which emerges naturally when people are (meaningfully) acting 

together on specific tasks. Through connections between individuals, the process of 

interconnected activities in the organisation contributes to knowledge sharing and the move 
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from sole possessions (individual minds) to shared ownership of knowledge (collective 

knowledge/wisdom) in teams and in organisations where it is converted into competitive 

advantages and economic value for said organisations. Importantly, and as Cabrera and 

Cabrera (2005) state, the extent to which knowledge is shared between individuals in 

organisations influences the knowledge at team and organisational level.  

The definition offered above for the process of knowledge sharing in this thesis clarifies the 

importance of three knowledge levels, namely individual, team/group and organisation. It 

also illustrates the underpinning stance of this research in terms of the distinction between 

knowledge sharing, knowledge transfer, and knowledge flow and knowledge exchange.  

Following the debates on knowledge and knowledge sharing as well as provision of a working 

definition for each of these concepts, it is necessary to review the literature to understand 

the advancements in terms of conditions, patterns, structures, mechanisms and processes, 

as well as the gaps in the literature.  

2.1.4. Knowledge Sharing: Conditions, Patterns and Structures 

A literature review concerning the conditions of knowledge sharing, as well as the patterns 

and structures of such a process, is provided here. Although the literature search brings to 

light the very volume of articles regarding knowledge management, a smaller number of 

articles attempted to focus particularly on knowledge sharing. The review first presents the 

motivation to share knowledge. It then relates to the three above-mentioned levels – 

individual, team and organisation – to further analyse the literature on each perspective.   

2.1.4.1. Knowledge Sharing: Motivation to Share knowledge 

Davenport and Prusak (1997) class knowledge sharing as a natural and voluntary act. This 

implies that an individual consciously engages in an act of knowledge dissemination even 

without any force to do so. However, he rectifies his stance later and states that "sharing 

knowledge is often unnatural”, explaining that individuals perceive their knowledge as power 

and therefore are less likely to provide and share said knowledge. However, some 

researchers believe that thinking of knowledge sharing as a natural act is dependent on 

organisational culture.  

Wang and Noe (2010) report that research on belief of ownership of knowledge in relation 

to knowledge sharing is very scarce and limited to only a few, such as Constant et al. (1994) 

and Kolekofski and Heminger (2003). When an individual in an organisation believes in 

his/her ownership of information, it is more likely that he/she will report that he/she would 
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be involved and engaged in knowledge sharing activities. This might be as a result of personal 

contentment emerging from the act of sharing knowledge with others. The need for 

accomplishments and solidarity is also associated with the belief of knowledge ownership 

(Jarvenpaa and Staples, 2001).  

Depending on how rich the knowledge sharing channel is and how capably an individual 

absorbs the information and learns from others, his/her attitude towards sharing knowledge 

would be influenced. The higher the absorptive capacity, the higher the chance of 

experiencing the advantages of knowledge sharing and the more positive the tendency to 

knowledge share (Kwok and Gao, 2005).  

Further, there are positive relations between knowledge sharing attitude and the 

expectations that individuals have about the value of their knowledge, as well as with the 

expectations that they have about developing/improving their relationship with others 

through knowledge sharing (Bock and Kim, 2002). Knowledge sharing also increases with 

organisational aspects such as loyalty/commitment and work satisfaction (Lin, 2007). In 

addition, the senior manager’s goal of encouraging employees to share their knowledge is 

positively associated with employees’ knowledge sharing behaviour (Lin and Lee, 2004). 

With reference to rewards for sharing knowledge, research shows that the benefits expected 

from knowledge sharing, such as incentives, respect and reputation, being evaluated against 

its costs, are associated with an individual’s decision making on whether to share knowledge. 

For instance, participating and engaging in knowledge sharing in an online community of 

practice is associated with professional status, helping to improve the community, and with 

responsibility to give knowledge as a response to knowledge gains (Hew and Hara, 2007). 

However, for an individual, the belief of the usefulness of shared knowledge to others is more 

strongly correlated to knowledge sharing than personal gains which individuals may benefit 

from in the professional network (Siemsen et al., 2007). The perceived gains from 

technology-aided knowledge sharing can also positively impact knowledge sharing as 

opposed to fact-to-face activities (Bordia et al., 2006). However, lack of time and subject 

unfamiliarity are two cited factors which inhibit knowledge sharing in online professional 

networks (Hew and Hara, 2007). The amount of time needed to codify knowledge for the 

purpose of knowledge sharing is also positively associated with the likelihood of exploiting 

online knowledge resources for knowledge sharing. This is especially the case when the 

knowledge sharer has less trust in others, in terms of their contributions and utilisation of 

knowledge available in the online warehouse (Kankanhalli et al., 2005).  
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Knowledge sharing is also linked to trust and fairness as two main characteristics of 

interpersonal relations (Sharratt and Usoro, 2003). From the knowledge holder perspective, 

the process of knowledge sharing involves provision of knowledge to another individual, a 

group/team or a community whilst expecting reciprocity in return (Wu, Hsu and Yeh, 2007). 

According to Abrams et al. (2003), behavioural factors such as engaging in the collaborative 

communications and disclosing expertise and limitations, affect trust-building when sharing 

knowledge. However, the level of effectiveness of these factors depends on the culture of 

the organisation. Trust (Lin, 2007), and in particular dimensions of trustworthiness such as 

compassion, integrity and capability (Bakker et al., 2006), act as mediators for sharing 

knowledge. However, trust, can be a double-edged sword. Mixed results are evident when 

trust is placed in management only rather than in other individuals working at the 

organisations. Indeed, reference has been made to a scenario of mistrust causing potential 

knowledge users to avoid asking questions regarding the usefulness and the application of 

the shared knowledge, and in turn leading to misuse of knowledge (Renzl, 2008).   

There is also a positive association between knowledge sharing and procedural fairness 

(Schepers et al., 2007). In addition, according to Lin (2007) both procedural and distributive 

fairness have an indirect relation to the sharing of tacit knowledge through organisational 

commitment. Further, knowledge sharing is related to distributive fairness indirectly through 

trust in peers. 

2.1.4.2. Knowledge Sharing: Nature and Value of Knowledge 

In terms of studying knowledge sharing, the majority of literature categorises knowledge into 

two types, namely tacit and explicit. This classification and the recognition of value attributed 

to different types of knowledge play key roles when it comes to the choice of method for 

sharing knowledge. Different types of knowledge, according to Lam (2000), are differentiated 

through three criteria: “codifiabilty & mechanisms to share”, “methods of acquisition and 

accumulation” and “the potential to be collected and disseminated”. Tacit knowledge is not 

easily codified. It can neither be utilised nor communicated (Polanyi, 1966; Nonaka, 1994). In 

fact, tacit knowledge is sticky and exists in the mind of the individual who possesses it. 

Therefore, it leads to an incremental expenditure for an organisation. The tacitness of 

knowledge and its stickiness in the mind of the knowledge holder from one side, and the 

absorptive capacity of the knowledge acquirer from another side, are causes of such 

expenses (von Hippel, 1994).  
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However, explicit knowledge is codifiable, storable, and can be spread out and 

communicated (Schulz, 2001). Explicit knowledge, in contrast with tacit knowledge, can be 

shared easily. Yet, there are other factors involved which mean that it is not so easy for the 

former to be shared. Explicit knowledge, as Weiss (1999) reveals, can be broken down into 

two types, namely rationalised knowledge and embedded knowledge. Rationalised 

knowledge is general and independent from the settings. It is public and standardised. An 

example of rationalised knowledge is guidelines of conducting a consultancy project. This 

type of explicit knowledge can be shared easily because it is readily available and is public. 

Embedded knowledge, on the other hand, is mostly personalised, sensitive, and context-

laden with narrow applicability. Hence, embedded knowledge is not easily shared (Weiss, 

1999).  

It appears that the trend of the tacit-explicit divide in the literature has acted as a limiting 

factor against appropriate recognition of other types of knowledge as well as consideration 

of any significant development in advancing various methods of knowledge sharing with 

respect to the other types of knowledge.  

Furthermore, regardless of the type, the value of knowledge also plays an important role in 

strategic decision-making regarding sharing knowledge. In fact, both individuals and 

organisations consider the value of knowledge and the significance of its ownership 

(Jarvenpaa and Staples, 2001).  Perceiving knowledge as a valuable commodity, knowledge 

sharing turns into a process of decision making for individuals on what to share, how to share, 

who to share with and when to share (Andrews and Delahaye, 2000), as well as the 

development of emotional ownership (Jones and Jordan, 1998) which are rooted in individual 

reputations, status, and career outlook (Andrews and Delahaye, 2000). Individuals holding 

valuable knowledge are therefore expecting to be valued by the organisation (Jones and 

Jordan, 1998). For instance, knowledge developed in R&D is perceived as highly valuable due 

to its commercial advantages, scientific significance, patents, and research grants. According 

to Armbrecht et al. (2001), in such cases knowledge is perceived as power, and therefore it 

develops a dilemma. A highly valuable knowledge holder in this scenario receives the 

incentives to share knowledge from one side and the power of knowledge to reserve it from 

another side. Sharing such knowledge might reduce the value of the individual who possesses 

said knowledge, especially if this knowledge is his/her main source of value to the 

organisation. Therefore, he/she resists becoming involved in knowledge sharing activities. 

Uncertainty and insecurity (e.g. in mergers and acquisitions) felt by the knowledge holder 

can also affect his/her decision in sharing knowledge (Empson, 2001). 
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2.1.4.3. Knowledge Sharing: Dynamic Processes 

From the dynamic perspective, the literature search shows that there is a very small account 

of knowledge on team characteristics and dynamic processes related to knowledge sharing. 

Studies reveal that a higher level of cohesiveness, as well as a longer period of existence of 

the team, increase the likelihood of knowledge sharing within members of said team (Sawng 

et al., 2006). In addition, knowledge sharing in a team is positively influenced by the 

leadership style of empowering (Srivastava et al., 2006). Further, agreeable and extravert 

styles of communication in the team are also positively linked to both willingness and 

behaviour towards knowledge sharing (De Vries et al., 2006).  

With regard to team diversity, research shows that those who think of themselves as a 

minority in the team based on gender, education and marital status, are less likely to share 

knowledge (Ojha, 2005). The male-female ratio in the composition of the team also affects 

the likelihood of a person becoming involved in knowledge sharing. According to Sawng et 

al.’s (2006) study concerning the R&D teams of large organisations, the higher the male-

female ratio in the team, the more likely a person is to engage in knowledge sharing. In 

addition, knowledge sharing in functionally diversified teams can be facilitated through 

acknowledging the expertise of team members (Thomas-Hunt et al., 2003). Further, 

disagreement with other members of the team and not contributing one’s own exclusive 

knowledge are more likely to be problems for socially-isolated individuals in the team 

(Phillips et al., 2004).  

From the perspective of individuals in the team, openness to experience is positively related 

to knowledge exchange and self-reporting at the individual level. In fact, those individuals 

who are highly open to experience are likely to demonstrate a high level of curiosity towards 

seeking other people’s insights, reflections and ideas (Cabrera et al., 2006). In addition, 

individuals’ comfort levels, as well as their computer skills, are likely to be linked with using 

online collaborative media for sharing information (Jarvenpaa and Staples, 2000). 

Further, individuals who obtain a higher level of education and have more years of work 

experience are found to be more likely to not only have a positive attitude towards 

knowledge sharing, but also to actually share their expertise (Constant et al., 1994). 

Confidence in knowledge sharing skills is also likely to be related to expressing one’s 

intentions to share knowledge as well as his/her higher level of involvement in knowledge 

sharing activities within the team (Cabrera et al., 2006). Further, anxiety about evaluation, 

according to Bordia et al. (2006), is negatively linked to knowledge sharing. 
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From the organisational network perspective, in the communities of practices, knowledge 

sharing might be embedded. The tie between individuals in social networks can be facilitative 

to knowledge sharing and improve the quality of information received (Cross and Cummings, 

2004). Personal relationships and having direct connections with other individuals of a virtual 

community are also positively linked with the quantity and perceived usefulness of the 

knowledge which has been shared between them (Chiu et al., 2006). In addition, Chen (2007) 

states that in an online professional community, individuals are expected to sustain and 

strengthen their social ties for which they have to frequently participate in the community. 

Such expectation positively influences their intention to participate continuously.  

Further, according to Perry-Smith (2006), weak ties are related to non-redundant 

information.  Levin and Cross (2004) assert that weak ties are more beneficial to knowledge 

recipients compared to strong ties. Strong ties and social cohesion are positively linked with 

ease of knowledge transfer from the knowledge holder’s point of view. It is expected that 

social connections with recipients of knowledge will encourage the knowledge holders to 

share their knowledge. In the same vein, Kankanhalli et al. (2005) indicate that the existence 

of social network connections as well as social capital within a community of practice can aid 

in knowledge sharing. 

2.1.4.4. Knowledge Sharing: Organisational Context 

Within the scope of the organisational context, trust is the focal point of studies (Wang and 

Noe, 2010). According to Kankanhalli, Tan and Wei (2005), a culture based on trust can 

reduce the negative effect of knowledge sharing. Organisational trust culture is associated 

with individual knowledge sharing and the implementation of an internet-based knowledge 

management system (Willem and Scarbrough, 2006).  

While cooperative teams cultivate trust as an essential condition for knowledge sharing, an 

organisation with an individual competition culture can inhibit knowledge sharing (Willem 

and Scarbrough, 2006). Organisational cultures that promote innovation are more likely to 

use subjective norms to support knowledge sharing (Jill et al., 2003).  

Through a qualitative research project with 50 organisations, De Long and Fahey (2000) 

discover that if established organisational values do not support knowledge sharing between 

the units of organisation, the gains from new technology infrastructure will be restricted.  

Further, learning culture is assumed to have a positive effect on knowledge sharing, yet the 

literature reveals mixed results for such studies. According to Taylor and Wright (2004), an 
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organisational culture that encourages individuals to learn from mistakes is more likely to 

lead to successful knowledge sharing among employees. Continuous learning activities are 

important for the purpose of knowledge sharing (Hsu, 2006). Nonetheless, according to Lee 

et al. (2006), there is no significant association between knowledge sharing and an 

organisational climate that is learning-orientated towards trying new things. There are also 

mixed findings regarding the relationship between knowledge sharing and norms of 

reciprocity in the online professional community. On the one hand, according to Chiu et al. 

(2006), an individual’s knowledge sharing is positively affected by norms of reciprocity. On 

the other hand, Wasko and Faraj’s (2005) case shows a negative link.  

The literature also reveals that support received from management (e.g. trust) can improve 

perceptions of employees regarding knowledge sharing culture as well as employees’ 

enthusiasm for knowledge sharing (Lin, 2007). The level and quality of knowledge sharing are 

also affected by management support through its impact on employees’ commitment to 

knowledge management (Lee et al., 2006). Employees' self-reported knowledge sharing is 

also positively associated with the manager's control of rewards for desired behaviour and 

the employees' belief in the manager’s knowledge and expertise in the area (Liao, 2008). 

Further, knowledge sharing among employees as well as improving their views on knowledge 

sharing can be supported through encouragement from their managers and peers (Cabrera 

et al., 2006).  

To establish a supportive culture and facilitate knowledge sharing, solutions based on 

incentive such as rewards and recognition are recommended (Nelson et al., 2006). Lack of 

incentives is one of the main obstacles standing in the way of the dissemination of knowledge 

across cultures (Yao et al., 2007). Kankanhalli et al. (2005) state that the frequency of 

contributions to knowledge in knowledge management systems is dependent on 

organisational incentives such as higher salary, promotion and bonus. This is particularly the 

case when individuals are identified characters within the organisation. Those employees 

who think that a higher level of rewards motivates them to participate in knowledge sharing 

and utilisation/application, have a greater tendency to suggest that the knowledge 

management systems contain helpful contents (Kulkarni et al., 2006). In addition, Kim and 

Lee (2006) report on the performance-based pay system and its positive link to knowledge 

sharing. On the other hand, research shows that attitude towards knowledge sharing cannot 

be manipulated by expected incentives (Bock et al., 2005). There are also studies which 

suggest no relation between motivation based on incentives and attitude towards knowledge 

sharing (Lin, 2007). For example, Jin Chang et al. (2007) reveal no link between rewards based 
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on performance outcomes as well as adequate incentives and knowledge sharing between 

team members on a product development team. It appears that these conflicting results 

might be somehow due to the effect of a moderator such as contextual situations or even 

personality of those involved – an area which seemingly lacks an established account of 

research in the literature. To examine whether type of incentive affects knowledge sharing, 

Ferrin and Dirks (2003) use a dyadic decision-making scene in a lab experiment. They discover 

that a system of rewards based on cooperation can positively influence knowledge sharing 

among partners. In addition, they find that the result for a system of incentives based on 

competition is opposite. The influence of group-based incentives also outperforms the 

impact of piece-based rewards in terms of the former’s positive relation with knowledge 

sharing (Taylor, 2006). Further, when individual-based incentives in an organisation increase, 

then a stronger positive association between group-based incentives and the perceived 

incentive for knowledge sharing is developed (Siemsen et al., 2007).  

In terms of organisational structure and knowledge sharing, research shows that an 

organisational structure which is designed to reflect the functional segmentation is likely to 

inhibit knowledge sharing both across organisational tasks and within communities of 

practice (Tagliaventi and Mattarelli, 2006). A less centralised organisational structure is, 

however, facilitative to knowledge sharing (Kim and Lee, 2006) and provides an encouraging 

open space environment among employees (Jones, 2005). It also assists with the use of the 

job rotation technique (Kubo et al., 2001) and motivates individuals to communicate across 

functions and have informal gatherings (Yang and Chen, 2007). 

2.1.5. Knowledge Sharing: Channels and Process Mechanisms 

Knowledge cannot be shared successfully without a channel and a well-thought-out 

mechanism or a designed process. A literature review of the knowledge sharing channels, 

mechanisms and processes is provided here. 

2.1.5.1. Knowledge Sharing Channels 

Knowledge can be shared formally and informally. The formality of such a process depends 

on the nature of knowledge, as well as the location and settings of the sharing channels that 

embody the spread of knowledge. 

Formal channels create both the context for knowledge sharing and the necessary tools for 

individuals to carry out this sharing. However, these channels mainly focus on sharing explicit 

knowledge (Nonaka and Takeuchi, 1995; Rulke and Zaheer, 2000). Formal knowledge sharing 

is considered an opportunity with the intention to share a body of knowledge and is more 
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likely to happen in training sessions, workshops, formal seminars, and educational classes 

(Kwok and Gao, 2005), as well as in structured work teams and technology-based systems 

(Ipe, 2003). Bartol and Srivastava (2002) relate to formal knowledge sharing as “formal 

interactions”. Rulke and Zaheer (2000) view formal knowledge sharing through the learning 

lens and refer to it as a “purposive learning channel” which is designed to clearly obtain and 

disseminate knowledge. These channels provide structured environments and connect a 

large number of individuals through fast dissemination of knowledge using online and 

technology-based network systems. Indeed, there is empirical and successful evidence which 

supports knowledge sharing through formal channels (Hickins, 2000). Formal knowledge 

sharing solutions, as Okhuysen and Eisenhardt (2002) state, range from basic instructions to 

more complex techniques such as Nominal Group and Delphi.  

Examples of the informal settings are casual workshops, coffee break conversations, and 

spontaneous meetings (Alavi and Leidner, 2001, p.120) through promoting social interactions 

between individuals, e.g. among colleagues in an organisation (Holtham and Courtney, 2001). 

Networking with other specialists, face-to-face communication, written correspondence, or 

even documenting, organising and capturing knowledge for others are also regarded as 

informal knowledge sharing (Cummings, 2004). Furthermore, Stevenson and Gilly (1991) 

state that individuals are more likely to use informal relationships for communication, even 

when organisations provide designated channels for communication. Informal channels, 

including social networks and personal relationships, can facilitate learning and knowledge 

sharing (Nahapiet and Ghoshal, 1998), and that is why Rulke and Zaheer (2000) relate to 

them as “relational learning channels”. Research shows that most knowledge is shared 

informally and through relational learning channels (Pan and Scarbrough, 1999), which also 

allow for the building of trust, respect and friendship (Nahapiet and Ghoshal, 1998). 

Granovetter (1992) reflects on relational learning channels and refers to them as “relational 

embeddedness”, which is a type of personal relationship that individuals build up when they 

interrelate with others for a period of time. According to Brown and Duguid (2000), shared 

learning occurs in complex and collaborative practices within informal networks in 

communities of practice. 

2.1.5.2. Knowledge Sharing Mechanisms 

There are a number of mechanisms for knowledge sharing based on which strategies, 

solutions and activities can be developed. Table 3 summarises some of the key process 

mechanisms.  
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Table 3: Process Mechanisms for Knowledge Sharing (Adapted from Lefika and Mearns, 2015) 

 

2.1.6. Reflection on the literature and Research Issues 

Through a reflection on the above discussions, it is evident that there is a need to develop 

studies to better understand how diversity of team members can be involved in knowledge 

sharing processes and how this would influence the performance in the team as well as in 

the organisations. Based on Marks, Mathieu and Zaccaro (2001), it is interesting to research 

how both the type of knowledge and the interval that knowledge is being shared are 

influenced by the development stage of the team. Such a study would provide a better 

understanding of whether or not team members are involved in many and varied 

management tasks.  
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In addition, whilst organisational culture is important, studies have to move from cultural 

dimensions and focus more on how knowledge sharing dynamics as well as learning at 

individual and team levels are influenced by a culture that promotes knowledge sharing.  

Further, although human resource practices such as performance evaluation, training, and 

rewards may facilitate the building and changing of organisational culture and may regulate 

employees' behaviours (e.g. Swart and Kinnie, 2003), there is a lack of research on how 

communities of practice can set up and create the cultural norms.  

Moreover, relatively less research has utilised the structural holes theory and network 

closeness theory. Thus, the question arises: how can these theories enhance knowledge 

sharing in the groups, in the organisations and in the communities of practice? Using these 

theories helps to acknowledge that individuals in the organisation are not performing their 

job duties in isolation. They are embedded in the social network.  

Finally, with regard to the method of knowledge sharing, few studies have examined the 

differences between knowledge sharing via knowledge management systems and face-to-

face interactions. This is important because the factors which influence the decision to share 

knowledge in face-to-face versus technology-aided interactions are likely different, e.g. 

employees who are highly extraverted may be more likely to share knowledge in a face-to-

face compared to an electronic context, because knowledge exchange is more relationship-

based. The same is true for knowledge sharing communities. In addition, there is a lack of 

research which examines how different the advantages and disadvantages of face-to-face 

sharing communities are from those of online knowledge sharing communities. This is 

particularly because face-to-face sharing is still a crucial way of sharing the sticky tacit 

knowledge. Data collection in the online community of an organisation can be carried out 

through capturing the knowledge sharing history or records. An objective method of 

evaluation can be designed to assess the dimensions of knowledge sharing (Wasko and Faraj, 

2005). However, this approach only takes parts of the knowledge sharing which has 

happened in the online community space/forum/system. It ignores and does not capture the 

knowledge shared face-to-face. In order to increase the validity of measures (which evaluate 

knowledge sharing), there would be the need for a combination of systems’ records of 

knowledge sharing and a type of scoring that can be provided by peers or superiors. 

Measuring the subjective perspectives and objective aspects of knowledge sharing are both 

important in recognising the degree to which self-rating (on knowledge sharing) is similar to 

the objective evaluation of shared knowledge through KM systems. More studies are to focus 
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on the objective measurement of shared knowledge, yet designing such studies might be 

challenging. 

Having reviewed the above, this section (Section 1) was a conceptual exploration to present 

the definitions, concepts, characteristics and typologies of knowledge and knowledge 

sharing. In addition, it highlighted the channels and mechanisms of knowledge sharing. 

Further, the relevant literature regarding the methodological perspective used in research 

on knowledge sharing was explored. Through this comprehensive literature review, the key 

concepts of the first dimension of the present interdisciplinary research (i.e. knowledge and 

knowledge sharing) were covered.  

The next section (Section 2) will focus on the second dimension, which relates to the 

knowledge sharing and social network analysis. It provides a review of literature on the basic 

concepts of social networks and their typologies, as well as literature concerning methods of 

social network analysis, both qualitative and quantitative. It then refers to literature on 

combining the qualitative and qualitative social network analysis.  
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2.2. Section 2: Literature Review on Knowledge Sharing and Social 

Network Analysis 

In this section, the literature review relates to social networks, knowledge sharing networks 

and social network analysis. The definitions, concepts, typology, levels and measures, as well 

as their significance, are debated. The discussions on knowledge sharing through social 

network analysis then proceed with quantitative and qualitative methods for such analysis. 

2.2.1. Social Networks: Definitions, Concepts and Significance  

Jelassi et al. (2014) relate to social networks as “a set of entities inter-connected with each 

other”. They emphasise that the entities are generally actors or organisations and the 

relations depict their interactions. Wasserman and Faust (1994) also refer to social networks 

as a set of agents and a set of links representing relationships among them. Merchant (2012) 

states that social networks are “a way of conceptualising social groupings and interactions”. 

He opines that social networks are informative in terms of the patterns of everyday practices 

of social interactions among individuals in neighbourhoods and communities.  

Examples of social networks include current or previous school friends, colleagues or club 

members. Belonging to the same school, organisation or club provides the vital context for 

individuals to develop, enhance and maintain their links with others, whether these links be 

friendship, a work relationship, or casual associations. Traditional societies are 

predominantly characterised by the face-to-face relations within nearby areas. This has 

changed due to advances in communication technologies. For example, communications 

through post or telephone in the past allowed people to keep their ties in discrete networks 

(Gillen and Hall, 2010). Newer methods of improving or changing/altering prior ties/links 

have now become possible with internet-based social networks, which allow people to keep 

in touch with friends, relatives or religious associations and to build on the ties. All of this 

advocates the use of the network metaphor to depict the social ties and interactions. A 

network captures the link between points and the directions of the links in a graph. In fact, a 

social human agent is reduced to a point, and connected to other points in the network; the 

network also shows the pattern of interaction among, for instance, friends, social groups, 

etc. 

When social agents are in a network, they can regroup or rearrange their social connections 

depending on how the relations would better fit their circumstances. They also 

release/remove the ties that are highly tiered and hierarchical. In addition, social agents are 

able to fill in the structural gaps when there is a lack of ties in their social relations (Benkler, 
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2006, p.37). However, social interactions and individuals’ role-plays are much more complex 

in real life.  

Although the way in which social agents are connected together and the way they take part 

and build commitment and acquaintance formally and informally are central, their 

connections are also essentially important for the resources to flow and for the actions to 

take place in the environment. In this sense, more research is needed to better understand 

the way social networks are initiated and used in both physical and online environments. 

Future research could focus on the interplay and interactions between physical and online 

networks (Merchant, 2012). Since there are interconnections among individual social agents, 

social network analysis can visualise the issues and link micro and macro gaps in the patterns 

of resource flow in the network (Baron et al., 2000, p.19).  

In the context of learning, the flow of information, knowledge and other resources between 

teams or groups has become very important. Therefore, communication by means of 

technology and media becomes central (Garton et al., 1997, p.1). In this vein, it is particularly 

interesting to investigate how knowledge, as an intangible and non-material resource, can 

flow and be shared throughout the social network. This perspective highlights the 

significance of knowledge-sharing social networks and the emerging patterns of change in 

the structure of such a social network. 

2.2.2. Social Networks of Knowledge: Concepts, Characteristics and Typologies  

The concept of knowledge sharing networks is rooted in knowledge management and relies 

on an organisation’s knowledge base. Sharing the knowledge, insights and know-how among 

employees and establishing the knowledge sharing networks are vital for those organisations 

which intensively use knowledge. The literature reveals that codification and interaction are 

two ways to deal with knowledge sharing in an organisation. Knowledge codification requires 

a knowledge management system as well as relevant procedures on how and where to store 

the documents and exchange them when required. The interaction approach revolves 

around knowledge sharing between and among individuals, for which knowledge sharing 

networks play a major intermediary role. When using these two methods of knowledge 

sharing, organisational processes and routines, as well as the experiences gained by 

individuals, are considered important for optimal performance and creativity (Tsoukas, 

2002). Knowledge sharing networks are crucial means for flow of knowledge (Appleyard, 

1996). They are usually embedded within the institutions and are often recognised as 

‘communities of practice’. However, there are differences in their forms and purposes.  
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Knowledge management and social learning theory are the two frameworks through which 

knowledge sharing structures have been debated. However, the meanings associated with 

knowledge sharing communities and their key aspects and channels are different under the 

two frameworks. Central to the social theory perspective on knowledge sharing networks is 

the idea of ‘practice’. Teams/groups share, obtain and create knowledge around this 

concept. What embody the accumulated knowledge are the routines, processes, symbols, 

etc. based on which the foundation for learning emerges. In contrast, the use of ICT and 

principles of managing domains of knowledge are central to the knowledge management 

perspective on knowledge sharing networks. Facilitated by ICT, the knowledge-sharing 

network of experts, specialists and professionals from different departments in the 

organisation (with shared interests on work issues) share their knowledge and form a 

community of practice (Verburg and Andriessen, 2011). Such communities, as Gongla and 

Rizzuto (2001) contend, are “institutionalized, informal networks of professionals managing 

domains of knowledge” (p.843). In the literature, knowledge sharing networks are termed 

“community of interest”, “knowledge network”, “epistemic community”, “network of 

practice” and “knowledge community”. Wenger (1999) refers to communities of practice and 

suggests that they are social structures which aim to advance the skills of their members 

through mutual interactions, shared practice and undertaking of joint initiatives. For 

instance, Hewlett Packard and BP have used communities of practice to encourage 

innovation and increase performance (Cross et al., 2006). Communities of practice are not 

the same as informal knowledge networks or communities of interest, because the informal 

networks and communities of interest are only for information exchange. According to 

McDermott (1999), the shared practice, along with the intensity of mutual engagements, are 

found to be the key defining factors for the development of identity in the communities of 

practice. They are self-organising entities and resist solutions from business managers. 

According to Brown and Duguid (1991), communities of practice are emergent. This means 

that the shape, identity and membership of these communities emerge and develop in the 

process of carrying out an activity of common interest, rather than communities being 

created to perform an activity. However, despite being emergent, organisations can support 

communities of practice through creating a facilitative environment. This would include 

gathering the right individuals together (Wenger and Snyder 2000). According to Juriado and 

Gustaffsson (2007), there are four main organisational mechanisms that foster and promote 

the emergence of communities of practice: (1) trust building stability; (2) competence 

contributors; (3) competence shadows; and (4) social glue.  
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Another form of community is the community of commitment, and these communities are 

contracted to deliver tangible outcomes. Therefore, they receive resources from 

organisations, and have rules and membership schemes, as well as a formal schedule of 

interaction meetings with planned target KPIs to deliver (Collison, 1999). Further, networks 

of practice, as Brown and Duguid (2001) discuss, constitute a type of knowledge network in 

which most individuals might never interact. There is no face-to-face interaction, nor a plan 

of actions to undertake, and hence there is no or limited knowledge creation, although these 

networks’ work domain is similar and they just sometimes share knowledge. They can be 

large with global communication. Scientific associations are examples of these knowledge 

networks. From the knowledge management perspective, knowledge sharing communities 

can be dispersed geographically, since they can be connected through ICT to share and create 

knowledge (Botkin, 1999). However, Wenger et al. (2002) state that these communities have 

to be managed through the cultivation and creation of a knowledge sharing culture rather 

than through giving direction and order. Some characteristics of knowledge sharing 

communities include: 

“Being global in scope, being responsible for a domain of knowledge, adopting a small set of 
common rules for managing knowledge, providing opportunities for sharing tacit knowledge 
among community members, using the common enterprise-wide data management 
application, being sponsored by a business unit and not being an organization unit or team” 
(Gongla and Rizzuto, 2001, p.843).  

Verburg and Andriessen (2011) bring to light the key features of knowledge sharing networks. 

Table 4 shows these features.  

 

Table 4 : Characteristics of knowledge networks (Verburg and Andriessen, 2011) 
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Using the key characteristics and two measures of proximity and institutionalisation, Verburg 

and Anderiessen (2011) analyse 38 examples of knowledge sharing networks to find the basic 

types. Their findings clarify four basic types of knowledge network, namely (1) informal 

networks of knowledge, (2) Q&A networks of knowledge, (3) strategic knowledge networks, 

and (4) online strategic knowledge networks. These four basic types of knowledge networks 

point out differing ways in which the networks should be organised and supported. Informal 

networks of knowledge have a high level of communication and interaction, though they are 

less formal and mainly serve for the exchange of information and knowledge among 

individuals. Q&A knowledge networks have an intermediate level of interaction and are less 

formal. However, their major purpose is to solve problems on a daily basis. Strategic 

networks are size-limited but very formal, and are highly interactive. Their basic focus is on 

increasing the spread of knowledge in the organisation. Online strategic knowledge networks 

are the online version of strategic networks, but are managed and facilitated by ICT for the 

interactions.  

Having set out the clarifications of the typologies of knowledge networks, it is now important 

to look at the concepts and theories of social network analysis which have been widely 

developed. 

2.2.3. Social Network Analysis: Definitions and Concepts, Scope of Knowledge 

Sharing 

Social network analysis (SNA) is an instrument with which patterns of interaction can be 

studied and social structures can be described. Burt (1978) refers to SNA as an assessment 

method through which to study social relations. This method is, however, much less effective 

when it comes to examining individual attributes. Cross et al. (2001) define social network 

analysis as: 

“a set of methods and techniques that “provides a rich and systematic means of assessing 

informal networks by mapping and analysing relationships among people, teams, 
departments or even entire organizations” (p.103).  

Liebowitz (2007) refers to SNA as a suitable technique via which to draw and map the 

relationships among social agents to examine the strength of their ties. For Freeman (2000), 

SNA is a multidisciplinary field based on the interdependency of social agents, with ties 

among them revealing significant characteristics, such as opportunities and constraints.  

Sociogram is a term which refers to the graph drawn in SNA. SNA is used for many and varied 

reasons. It has been used in knowledge management (Kim and Busch, 2016), information 

systems (Burgess et al., 2016) and marketing (Rocha et al., 2018) among many others.  
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For the purpose of marketing, Rocha et al. (2018) use SNA in the network of cooperation in 

the film industry and show that there is a restricted and discrete cooperation in the film 

industry. Their study is based on the network of connections among producers as well as 

between distributors and producers in Brazil. The authors conclude that it would be unlikely 

for the Brazilian film industry to evolve to a broader market scale.   

Focusing on knowledge management, Kim and Busch (2016) use a petri net (i.e. an 

assortment of directed arcs linking places and transitions) in order to investigate the 

differences between the two views of how employees work and how managers see what 

employees do at work. They also use SNA to understand the connections among employees 

as well as the knowledge flow among them. They recommend re-organisation of work 

processes as well as a change in who is working with whom.  Schröpfer et al. (2017) employ 

SNA to map the flow of knowledge among project teams that were working on a sustainable 

project in construction. Castro (2007) uses SNA to perform an ethnographic study on 

indigenous people. Furthermore, Allan (2004) researches the conversations in a discussion 

forum to investigate who shared what information with whom and when using SNA.  

In the field of information systems, Burgess et al.’s (2016) study on literature diversity 

suggests that the structure of connections between studies is topic-based. The challenge in 

the information system field is related to the separation/disconnection of studies into 

business topics and computing topics. Burkhardt and Brass (1990) use SNA to study the 

organisational effects of a new system for information distribution. They find a change in the 

structure of the social network after adopting the new system, as well as an increase in the 

influence power of those who first adopted said system. Zack and McKenney (2000) employ 

SNA to reveal that prior social structures have impacts on the approach that an entity uses 

to adopt an e-communication system. Sarbaugh-Thompson and Feldman (1998) relate to 

SNA to illustrate how the use of an e-communication system reduces the interactions (face-

to-face, fax, phone calls) between agents.  

2.2.3.1. The Levels and Measures of Analysis in Social Networks 

There are three levels of analysis in SNA. The micro level, or ego analysis, refers to individual 

agents and their ties. The meso level reflects on teams/groups’ ties. The macro level relates 

to organisations or groups of entities, communities and their connections (Borgatti and 

Foster, 2003). With SNA, several levels can be studied at the same time (Hanneman and 

Riddle, 2005). Their interconnectedness can also be considered (Marsden, 1990). This means 

that research on individual social agents might also consider them in the context of their 
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teams (Klein et al., 1994). Even so, the findings in one level might not be found in the next 

level of analysis. Whilst an entity might have a large amount of information, its divisions 

might have technological issues, structural problems or communication difficulties and 

therefore be unable to receive and handle enough information. On the other side, it is also 

possible that some divisions will have a large amount of information due to having access to 

specialists or professionals, but information at the organisation level would not be enough 

and would be handled/assessed poorly (Anand et al., 1998).  

According to Wasserman and Faust (1994), each level of analysis in SNA has different 

characteristics. At the organisation level, density, cohesion and centralisation are the main 

features of the network. At the team or group level, distance, clusters, and cliques are 

important. Key characteristics at the individual agent level are agents’ similarity, degree 

centrality, betweenness and closeness. Contractor et al. (2000) explain that SNA has a wide 

range of measures to offer. These measures have been developed based on mathematical 

concepts and can uncover important characteristics of the network.  

Network Density: Network density represents the number of ties present, compared to the 

total number of network ties possible (Marsden, 1990). Infographic 1 below shows a 

network, whilst Table … illustrates the number of connections between agents. Density is 

calculated accordingly.  

 

Infographic 1: Number of connections between agents in a network 

The density of the network in Figure 4 is 18 / (6*5) = 18 / 30 = 0.6. 

Denser networks have stronger communications among networked agents. Hence, 

knowledge sharing is expected to increase as the network becomes denser. Allen and Cohen 

(1969) provide evidence showing that, between different types of interactions, knowledge 

sharing is highlighted more among agents. In addition, multidisciplinary knowledge sharing 

occurs among those agents who are central to their fields. This means that denser networks 
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provide a multitude of ties through which access to knowledge becomes easier. Yet, 

according to Burt (1992), the information that is flowing through ties in denser networks 

turns out to be dismissed/redundant over time. Instead, there is less knowledge redundancy 

in the sparse networks, which have many structural holes.  

Network Cohesion: Cohesion refers to the extent of interconnectedness (Falci and McNeely, 

2009) through the number of ties that exist in the network (Festinger et al., 1950). A walk is 

related to a sequence of agents and connections, starting and ending with those agents. 

Cohesion can be measured through geodesic distance. Geodesic distance is the number of 

connections in the shortest walk (often the most optimal and efficient one) from one agent 

to another. Infographic 2 shows a network and the geodesic distances among its agents.    

 

Infographic 2: A network and the geodesic distances among its agents 

The geodesic distance from a1 to a2 is 1. 

The geodesic distance from a1 to a3 is 2.  

The geodesic distance from a1 to a4 is 1. 

The geodesic distance from a1 to a6 is 1. 

No geodesic distance exists from a1 to a5. 

There are 13 walks in the network. 

The average (mean) geodesic distance among accessible pairs of agents (19/13) is 1.462. 

Distance can represent the medium of communication, i.e. face-to-face, phone call, 

discussions, etc. For instance, Conrath (1973) presents a study in which individuals who are 

up to 100 feet apart choose the face-to-face method of interaction rather than making a 

phone call, and the likelihood of such a choice is 22 times higher. In addition, according to 

Cross et al. (2001), agents tend to have more interaction with those in their immediate 

locality. In their study, scientists who want some assistance are 5 times more likely to talk to 

a person vs. searching in a database. Hansen (2002) also shows that agents involved in a 

project group reach the information they require for finishing their project easier and faster 

when they refer their need to the local divisions around them.  
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According to Wasserman and Faust (1994, p.249), cohesion refers to “the subsets of actors 

among whom there are strong, direct, intense, frequent and positive ties”. At the individual 

agent level, those with the top cohesion scores appear to follow the values, principles and 

standards of their team and to strengthen its uniformity. Hence, the cohesion of the network 

or team will be the mean of the cohesion scores of its member agents. 

Network Centralisation: Centralisation is another feature of a network. It is a measure at the 

macro level and shows how centrality has been distributed in the network. In this context, 

centrality refers to the agent’s network position. Centralisation also highlights the extent of 

variance in the centrality distribution of the network. In order to find the network 

centralisation, it is necessary to:  

(1) Find the most central agent A*.  
(2) Find its score of centrality and subtract from that the centrality score for each of 
other agents Ai.  
(3) Sum up the differences: Σ (A*-Ai).  
(4) Divide this summation by what this sum can be if we had the largest possible 
centralisation: Max Σ (A*-Ai).  
(5) multiply the answer by 100 in order to reach the percentage.  

Centralisation = 100 * Σ (A*- Ai) / Max Σ (A*-Ai). 

Network Blocks, Cut-points and Bridges: Networks are characterised by blocks, cut-points 

and bridges. A cut-point is a node, and if this mode is removed, the network will break into 

detached segments. Blocks are the segments or parts that result from cut-points. On the 

other hand, a bridge is a tie between two agents, and if it is removed the network will break 

into detached segments or parts. It is evident that cut-points and bridges are illustrative of 

vulnerability in the network. In fact, the cut-points and bridges can be disruptive to 

information flow as well as delivery of resources and exercise of influence. Infographic 3 

shows these concepts.  

Infographic 3: Network Blocks, Cut-points and Bridges 

Agent’s centrality: According to Wellman et al. (2006), centrality reflects the prominence 

and position of the agents in the network. Freeman (2000) refers to the evaluation of 
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centrality through degree, betweenness and closeness. Degree centrality represents the 

number of ties the agent has in the network. Betweenness centrality shows the extent of 

being between any other two agents. Closeness centrality reveals the separating distance 

between a particular agent and other agents in a network. Knowledge brokers can be 

discovered through high betweenness centrality.  A knowledge broker is the agent that 

shares knowledge and information with other agents who do not (Contractor et al., 2000). 

The direction of an agent’s centrality is revealed by out-degree and in-degree centralities and 

illustrates who shares the knowledge and who receives it, respectively. Infographic 4 

presents these concepts illustratively with examples. 

Infographic 4: Measuring Agent’s centrality in a Network 

Rulke and Galaskiewicz (2000) use degree centrality and tie intensity to show that both 

distribution of information in the team and the team’s performance are influenced by the 

team’s structure. In addition, social network analysis reveals the common areas. For instance, 

in the social networks, when the boundaries of the team are defined (e.g. divisions in the 

organisation, scientific associations, etc.), the team members appear to have homogeneity 

in their thoughts, knowledge, values and policies. Boland and Tenkasi (1995) call these work 
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teams ‘communities of knowing’. Another example is Van Wijk (2003), who refers to 

differences between knowledge diversity and common knowledge. He explains that the two 

emerge out of differences which exist between deep knowledge and wide knowledge. Deep 

knowledge is linked with expert (specialised) knowledge and wide knowledge is related to 

broad (general) knowledge. According to the above author, knowledge diversity and 

common knowledge are governed by the depth and extent of knowledge. Social network 

analysis can facilitate measuring the extent of common knowledge in individuals, teams and 

the complete organisational network.  

2.2.4. Social Network Analysis: Qualitative and Quantitative Methods 

According to Heath et al. (2009), social network analysts have used a number of methods in 

order to capture and evaluate relational data from the qualitative perspective. 

Anthropologists such as Barnes (1954), whose research project focuses on London families, 

and Bott (1957), whose study addresses networks of couples and families, have made 

ethnography a popular method of SNA. Emmel and Clark (2009) employ ethnography to 

study communities and connected lives. Other researchers use methods such as observation, 

participants’ practice diaries (Seed, 1990), walking interviews, and a technique of visual 

mapping by participants to generate names (Emmel, 2008). Emmel and Clark (2009) state 

that visual mapping by participants has the advantage of allowing the participants to “move 

from description of social practices to their elaboration and theorisation” (p.16). Pahl and 

Spencer (2004) have used the homocentric circles method, whereby participants would place 

the names of their contacts in various homocentric rings on a piece of paper, putting the 

closest in the most central ring. Heath et al. (2009) first use interviews with egos (16 

participants) and from there they use interviews with alters (107 participants). Hence, rich 

data is captured which includes information about alters through the eyes of the egos but 

also information from alters according to their own perspective. This is different from studies 

on ego-networks, which use questionnaires to generate names. In the case of Heath et al. 

(2009), they collect data about families and their experience in education, finding a common 

understanding and the frameworks of reference as well as potentials and expectations. 

Therefore, they have been able to identify critical factors in the network for making decisions 

about education.  

It is evident that a variety of visual data, narratives and observations about social networks 

emerge from qualitative methods. Qualitative social network researchers then analyse the 

data using content analysis and thematic assessment, as well as by positioning the data on 

networks within broader contextual research results. 
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From the quantitative perspective, the prominent method of collecting the data is through 

name-generator questionnaires. The data confirms whether ties exist among the networked 

agents. SNA in the quantitative mode reveals the sociogram and measures the structural 

features of the network (Carrington et al., 2005). Data collection can be achieved through a 

mass survey similar to what Fischer (1982) carries out to capture personal network data in 

the state of California. He asks people to write the names of anyone they know with certain 

questions, e.g. about friendship, giving/receiving support etc. Wellman (1990) in Toronto also 

uses a similar approach. In addition, it is possible to generate quantitative network data from 

qualitative methods. In this case, observational data, interviews, documents etc. are used for 

quantifications of narratives (Edwards and Crossley, 2009) through an adjacency matrix in a 

spreadsheet in which (1) would represent presence of tie and (0) would show its absence. 

Ties might be directed or undirected. There exist a variety of software that can help in social 

network analysis, such as UCINET. Creating the visual map of the network is generally 

possible after the data collection. However, Hogan et al. (2007) employ visual mapping by 

participants during their interviews. These maps then turn into a matrix of data to be 

analysed quantitatively. The matrix of the data can be visualised through a sociogram. It is 

important to note that the nodes located in the centre of the sociogram do not necessarily 

have the most centrality among other nodes in the network. In order to find the most central 

agents in the network, it is necessary to perform structural measurements that are more 

precise. SNA software can calculate and present the density of the network, node centrality, 

brokering positions, information flow, etc.  

It is possible to measure such structural network analysis, in order to justify the flow of 

resources, knowledge and ideas in the network as well as to reveal the behaviour of such 

flow in different types of networks (such as networks with many structural holes, and which 

are sparse, centralised, and dense). Opportunities and threats to the network and to the 

agents (based on their positions) can also be identified. Further, advanced analyses would 

provide varied properties of the network, including dynamic processes that are developed 

over time (Carrington et al., 2005; de Nooy et al., 2018).  

It is pertinent to note that quantitative methods of social network analysis have offered 

crucial contributions to the network research. These approaches have facilitated the analysis 

of elements which cannot be easily analysed using qualitative methods. In particular, when 

the volume of the narrative data is enormous and there is a huge number of relations among 

agents, then the quantitative SNA using software is very useful, easy and fast. In addition, 
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according to Hanneman and Riddle (2005), since the data matrix helps the researchers to 

identify the patterns and trends in the data, new research questions can also be designed. 

However, whilst the quantitative methods are dominant, the value and effect of qualitative 

SNA cannot be underestimated. Emirbayer and Goodwin (1994) state that: 

“Network analysis gains its purchase on social structure only at the considerable cost of losing 
its conceptual grasp upon culture, agency and process. It provides a useful set of tools for 
investigating the patterned relationship between historical actors. However, these tools by 
themselves ultimately fail to make sense of the mechanisms through which relationships are 
reproduced or reconfigured over time” (pp.1446-7).  

In addition, Crossley (2010) asserts that: 

“Network structure is not the whole story and for that reason we need to supplement methods 
of formal network analysis with qualitative observations about what is “going on” within a 
network” (p.21). 

Reflecting on the arguments above, it is justifiable to use a mixture of qualitative and 

quantitative methods of SNA. Examples of such attempts are Mische (2003), Crossley (2010) 

and Kelman et al. (2016).  

Having reviewed all of the above, this section (Section 2) put forth a conceptual exploration 

to present the definitions, concepts, characteristics and typologies of social networks of 

knowledge. In addition, it highlighted the definitions and scope of social network analysis, as 

well as its methods (qualitative and quantitative). This comprehensive literature review made 

it possible to cover the key concepts of the second dimension for this interdisciplinary 

research (i.e. knowledge sharing and social network analysis).  

The next section (Section 3) will focus on the third dimension of this research, which relates 

to the knowledge sharing and systems thinking approaches. It provides the basic concepts of 

systems thinking and the developmental journey of the methods. It then focuses on 

complexity management and justifies the choice of the system model for this research.  
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2.3. Section 3: Literature Review on Systems Thinking for Knowledge 

Sharing  

The focus of this section revolves around the literature concerning systems thinking, 

complexity science, and their development. It will first lay out the basic systems concepts. 

Following this, systems thinking and complexity management will be discussed. Finally, the 

choice of a systems thinking approach for the complexity management in the process of 

knowledge sharing will be detailed.  

2.3.1. Systems: Basic Concepts and Definitions 

This section provides some definitions of the basics of systems concepts. It relates to the 

notions of system, boundaries and environment. Further definition of the basics for the 

concept of complexity, such as element-relations, entropy/negentropy, and 

positive/negative feedback, are explained in later sections. Thus, for this section, let us clarify 

what is meant by a system, a boundary and the environment.  

2.3.1.1. Systems, Boundaries and Environment  

While the word “system” has been used very loosely in the literature, this thesis will employ 

Shaked and Schechter’s (2017) definition, which describes a system as: 

“A functionally related assemblage of interacting, interrelated or interdependent elements 
forming a complex whole” (p.9).  

 

For a system to be identifiable/recognisable, it must be bound somehow. A boundary is 

placed around a system to distinguish the internal and external elements of it and to identify 

input and output relating to, and emerging from, the system (Ng et al., 2010a, 2010b). The 

specification of boundary is intrinsic to how we define the elements of the system, how the 

components interrelate among said elements, and what the goal of the system is (Barile et 

al., 2012). Von Bertalanffy (1956) states that:  

“It is necessary to study not only isolated parts in the process; but the essential problems are 

the organising relations that result from dynamic interaction and make the behaviour of parts 
different when studied in isolation or within the whole” (p.1). 

 

To further clarify the concept of boundaries, two issues should be considered. The first issue 

relates to the “nature” of boundaries. There is a trap of thinking about boundaries as barriers 

which separate one thing from another. Instead, a boundary should be regarded as 

something that establishes, creates and forms the bounded. Hence, a boundary will be seen 

as enabling rather than restricting. As Zeleny (in Boulding and Khalil, 2002) states:  
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“All social systems, and thus all living systems, create, maintain, and degrade their own 
boundaries. These boundaries do not separate but intimately connect the system with its 
environment. They do not have to be just physical or topological, but are primarily functional, 
behavioural, and communicational. They are not “perimeters” but functional constitutive 
components of a given system” (p.133). 
 

The second issue refers to where the boundary is “placed”. With the tendency of a system’s 

observer towards a visual map of the components of the system, he/she would be inclined 

to reason in spatial terms. In addition, the prevalence of examples such as biological complex 

systems reinforces this propensity. However, social systems are not bound in the same way. 

For example, the components of social systems might exist in different locations. In addition, 

the relations between a social system’s elements might be virtual and hence the system 

might be in a virtual space. In this arena, Cilliers (2001) draws two key implications:  

“The first is that non-contiguous sub-systems could be part of many different systems 
simultaneously. This would mean that different systems interpenetrate each other. […] A 
second implication of letting go of a spatial understanding of boundaries would be that in a 
critically organised system we are never far away from the boundary. If the components of 
the system are richly interconnected, there will always be a short route from any component 
to the “outside” of the system. There is thus no safe “inside” of the system, the boundary is 
folded in […]. Everything is always interacting and interfacing with others and with the 
environment; the notions of “inside” and “outside” are never simple or uncontested” (p.6). 

 

Moreover, according to Golinelli (2010), boundaries can structurally help in distinguishing 

between processes of the observed system and processes that are regulated by other 

systems (in the environment). Such boundaries undertake the function/role of 

communication between the internal context and the external environments. However, this 

role or function of a boundary would vanish (Ng, Williams and Neely, 2009) to move from the 

structural view towards a dynamic perspective (Barile et al., 2012).  

In conclusion, it is evident that boundaries of systems can influence an observer’s 

understanding of such systems and affect the way in which he/she deals with systems. One 

way to appreciate a system’s boundaries is through Midgley et al.’s (1998) boundary critique. 

However, throughout such critique, the enabling nature and positioning/placement of the 

boundaries need to be recognised. Overall, with the above-mentioned clarifications about 

the concepts of system, boundary and environment, it is now important to proceed to the 

next step, which is to explore the idea of systems thinking. Moreover, in order to choose the 

most suitable systems approach for the processes of collaborative knowledge sharing in a 

learning context in this research, it is important to discuss the approaches of systems thinking 

within its developmental journey, and this will be dealt with in the next two sections.   
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2.3.1.2. Systems Thinking: Common Understanding 

The common understanding of what systems thinking stands for is discussed in this section. 

In very general terms, systems thinking is a way of thinking about a system. With the concepts 

of systems, boundaries and environment explained in the previous section, it is now easier 

to relate to the concept of systems thinking. Systems thinking has been defined in various 

ways by different intellectuals, but all of the existing definitions in the literature share two 

main features. First, they all see the system beyond its components. Second, they all see the 

components in the context of the whole. Systems thinking does not attempt to break the 

phenomenon into its components; instead, it focuses on how these interacting components 

act and react together, in a network of interrelations and interactions. Systems thinking 

observes the system as a complex and integrated composition of a variety of interrelated 

elements which are required to work together in order to enable the whole to successfully 

function (Shaked and Schechter, 2017). A systems thinking approach is considered a counter-

approach to non-systemic methodologies, which think of and act upon things as if they were 

mere aggregates of parts. For example, classical mechanistic management theories focus 

more on components of a phenomenon and attempt to separate the elements in order to 

analyse and understand each of them individually. According to Ackoff (1997), the 

mechanistic approach declares that we should apply objective and value-free empirical 

testing of universal laws to analyse, understand and describe the whole as a reassembly and 

aggregate of the simplest components (Churchman, 1979; Boulding, 1956; von Bertalanffy, 

1968). On the other hand, the systems approach was offered as a way to study and act under 

the holistic premise in which the whole transcends the sum of its parts. The anti-reductionist 

and anti-analytic argument of the systems approach could be summarised as to isolate a 

phenomenon from its context (reductionism) and begin its study by a separation of its parts 

(a-priori analysis), means losing sight of the holistic condition of any phenomenon.  

Having reached this common understanding of systems thinking, the next section provides 

the literature on complexity management.   

2.3.2. Systems Thinking: Complexity Management 

In order to understand the ways in which complexity can be managed and dealt with, it is 

necessary to first clarify what the complexity is. This section also provides the literature 

around the notion of complexity and its basic concepts.   
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2.3.2.1. Complexity: Definition and Basic Concepts 

Complexity is a feature of the world so prevalent and intuitive, yet so perplexing as to have 

a myriad of conceptions across the physical and social sciences. The Oxford English Dictionary 

(2nd ed. 1989) defines complexity generally as “composite nature or structure”, or “intricacy”. 

Specific to mathematics, it has been defined as “a measure of the difficulty of solving a class 

of problem, … the expected number of computational steps”. In science and engineering, 

complexity theory refers to the “mathematical study of nonlinear dynamic systems… [which] 

often follow power law distributions” (Farber, 2003).  

According to Beer (1966), a high level of complexity emerges in the systems that are capable 

of proliferating a high variety of the system’s states. The states of the system, in this arena, 

refer to its configuration (pp.250-252). The variety of configurations is therefore a measure 

of complexity. It is important to emphasise that variety is about a system’s states and not a 

system’s components. This is because if we interpret variety as the number of a system’s 

elements, it would mean that the system is just a collection of components. The variety of a 

system’s configurations increases considerably when the number of its components and the 

states of those components increase. With variety being the number of possible states of a 

system, in order to manage the complexity, Ashby’s (1956) law states that “only variety can 

destroy variety” (p.207). According to Abdelkafi (2008), the first variety in Ashby’s law relates 

to the diversity of a system’s configurations/states and the second variety in his law refers to 

the diversity of the environment’s states (pp.71-72). What Ashby’s law says is that only when 

the system’s variety matches the environmental variety can we say that the system has 

‘requisite variety’. In general, complexity refers to “elaborate temporal and spatial patterns 

and structures… [that] are hard to describe, explain, or predict” (p.2011).  

In a social context, complexity is “the number and diversity of players who are involved in a 

project. The more parties involved in a collaboration, the more socially complex” (Conklin, 

2006). Complex organisational systems are distinguished by (a) increased scale, or number 

of functional units, (b) increased differentiation, or number of units devoted to different 

tasks or technologies, and (c) increased interdependencies, or the number of units coupled 

in authority-based, resource-based, or norm-based relationships (LaPorte, 2015). Complexity 

is a structural variable that characterises both organisations and their environments. Natural 

and social systems tend to exist in one of three states: simple, complicated, and complex. 

Dekker, Cilliers and Hofmeyr (2011) describe the difference between complex and 

complicated, noting: “Certain systems may be quite intricate and consist of a huge number 
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of parts… Nevertheless, it can be taken apart and put together again. Even if such a system 

cannot practically be understood completely by a single person, it is understandable and 

describable in principle. This makes them complicated. Complex systems, on the other hand, 

come to be in the interaction of the components… [and are] held together by local 

relationships only. Each component is ignorant of the behaviour of the system as a whole, 

and cannot know the full influences of its actions” (p.942).  

To date, systems thinking has been particularly facilitative in managing complexity (Carson 

and Flood, 1988). Here is where issues can be ‘messy’. Messy problems (coined by Ackoff) 

are more complex than simple and complicated issues. Ackoff (1974) reveals that complex 

problems are messes. He mentions that: 

"Every problem interacts with other problems and is therefore part of a set of interrelated 
problems, a system of problems. […] I choose to call such a system a mess" (p.21). 

Messy problems are recognised for their long-term implications, more interrelated elements, 

more individuals, and higher uncertainty level (Reynolds and Holwell, 2010). Similarly, the 

situation and issues in this research can be considered as messy. The researcher diagnoses 

and uncovers a network of problems which is discussed in detail in Chapter 4. Hancock (2010) 

suggests dealing with messy problems through resolving their complexity rather than solving 

them.  

Complexity can also be understood in terms of the capacity of a system to assume and retain 

“a large diversity of states or modes of behaviour” (Schwaninger, 2009). A system which only 

possess one or a few unchanging elements would be relatively simple and describable, and 

generally predictable. The complexity results from the increasing connectedness of the 

human world: “whether it works for us or against us depends to a large extent on the amount 

of diversity” (p.2011). Diversity can be expressed in three ways: (a) variation within a type, 

(b) differences between communities or systems, and (c) differences across types. The first 

conception refers to variation, in the statistical sense, of a single parameter across a range. 

The second conception refers to compositional differences between systems, such that the 

components/elements are the same, but their number and interaction can differ. The final 

conception, differences across types, refers to a characteristic that can appear in multiple 

forms despite potential functional differences (p.2011). 

2.3.2.1.1. Complexity: Element-Relations  

Complexity is not only governed by the amount of differentiation, but also by the nature of 

the relationship between individual parts. According to Bush, Martelli and Roberts (2012), 

some authors draw a distinction between component complexity (i.e. the raw number of 
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potential interactions between units dependent on one another), and combinatorial 

complexity (i.e. the number of system interactions, including feedback loops and partially or 

completely delayed effects from decisions). Others argue that complicatedness is not a 

feature of the system per se, but relative to the management of a complex system – whereas 

complexity is “an inherent property of systems…, [complicatedness] is a derived property 

that characterises the ability of an execution unit to manage a complex system” (Tang and 

Saliminen, 2001).  

In the context of uncertainty, as the number of multiple relationships between units of a 

system increases, it becomes more difficult to adequately describe the nature of these 

relationships and, in turn, more difficult to describe and manage the system. This is because 

complexity results in dynamic tasks that require highly interdependent coordination, 

indeterministic processes, and sub-systems with decentralised control. In situations of 

complexity, outcomes cannot be predicted with any certainty. The hallmarks of uncertainty 

are indeterminism and incomprehensibility. These hallmarks are caused by the complexity of 

the external environment of an organisation. As the level of complexity increases, the ability 

to measure, comprehend and plan decreases. Beer (1966) expresses that “The measurement 

of complexity in terms of variety specifies also a measurement of complexity in terms of 

uncertainty” (p.258). According to him, uncertainty is removed through provision of 

information (p.250). 

2.3.2.1.2. Complexity: Entropy/Negentropy 

A manifestation of a system’s uncertainty and disorder is called entropy, whereby the system 

becomes formless and unconnected. It represents lack of information/energy and 

incapability to lead the change in the system towards an order (Swanson and Bailey, 2009). 

A closed system, such as a machine which does not receive any energy from outside, has a 

tendency to lose its maximum energy and become maximum entropic. Based on information 

theory, entropy means loss of information in a communicated message. Hence, with every 

transmitted message there is a measure of it which is lost. Disorganisation in the system is 

then the consequence of an increase in inevitable entropy. According to Brillouin (1953), 

negentropy is the availability of high-quality energy. When a system features differences, it 

contains more negentropy. An open system can demonstrate negentropic propensities 

through which order in the system is increased and sustained. Since negentropy represents 

order and patterns in the system, it resembles certainty and a move towards an organised 

state. According to Ashby (1956), the order in a system means more structural couplings and 
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connectedness among elements. Hence, open systems can orderly differentiate themselves 

through increasing their complexity.  

Negentropy is what makes a structure a structure. A structure is a storage of pulled out 

negentropy. Based on the second law of thermodynamics, negentropy can, however, be 

dissipated as a conversion into entropy. Negentropy cannot emerge from entropy. It must be 

imported from an existing source that is negentropic itself. A system can only be rescued 

from a disordered state and placed into an ordered state if it is an open system and high-

quality energy is added. With the flow of negentropy into a system, entropy will be displaced 

to somewhere else. To explain where the somewhere else is, it is important to state that, 

since all of the realities are structured, with the displacement of entropy of system x into its 

environment (which helps the system to maintain itself), entropy is discharged from system 

x to another system (y). In this scenario, system x makes others pay a double price in order 

to preserve itself. First, system x imports negentropic resources from other systems (y), and 

also discharges its entropy as waste to them. Without this, the entropy would accumulate 

within system x, which means an increase in the dissociation and decay in the connective 

structure of system x. This can lead system x to breakdown (Boulding, 1977).  

The question of how entropy and negentropy (discharge and charge of energy or information) 

impact the preservation of the system is important. This question is effectively answered by 

considering systems’ feedback loop mechanisms as follows. 

2.3.2.1.3. Complexity: Positive/Negative Feedback 

Feedback loops are of two types, namely positive and negative. All systems, regardless of 

degree of complexity, are directed by positive and negative feedback loops, based on which 

the dynamic of the system emerges. This process involves observing the behaviour of the 

system and feeding the specific indicators back to its sensory mediums. For example, a UK 

firm producing soft drinks may observe a high level of diabetes in the environment. It might 

also find that the NHS promotes low-sugar drinks. The firm might conclude that its high-sugar 

soft drinks may have contributed to such disease. In addition, the firm might foresee sugar-

tax on soft drinks. These observations feed the relevant information back to the firm in order 

to assess the impact on corporate image, as well as on sales/profitability. This information is 

analysed in the firm, e.g. for making decisions regarding developing new soft drinks that 

contain less sugar. Hence, positive and negative feedback loops influence the overall 

behaviour of the system. According to Nichols (1996), feedback loops which bring 

information and other forms of input into the system operate so as to promote stability and 
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change in the system. When a system becomes too complex, it needs self-regulation. 

According to Clemson (1984), a feedback loop is the mechanism for self-regulation through 

“circular casual processes” (p.22). It is important to understand that self-regulation happens 

both in the system and in its environment. A degree of stability in the system is generated 

through its self-regulation. A very complex probabilistic system can regulate itself, to some 

extent. The predictability of the results of managerial activities is dependent on 

understanding how a system regulates itself.  

The simplest feedback structure emerges when there are only two components and they 

constantly interact with each other in such a way that the outcome of one regulates the next 

action/behaviour of the second component. A negative feedback in this process relates to 

goal seeking. Based on said feedback, the system resists the disruptions that cause it to 

depart from/abandon its goal. This means that the response of one component is to constrain 

the change in the other. A thermostatic control for an air conditioning system is an example: 

the thermostat switches the system on and off so as to preserve a specified temperature.  

The design of this operating system guarantees stability (the room’s temperature is kept 

within a specified range). However, since this is a first-order feedback system, the goal of the 

system is specified externally. On the other hand, positive feedback refers to the deviation 

of one component from its current state, which causes the amplification of the behaviour of 

the second component. Positive feedback systems, whilst unstable, can be useful. For 

example, as Beer (1959) explains, the power-assisted braking system amplifies the small act 

of moving the brake pedal "until the force applied is capable of stopping a vehicle in motion" 

(p.31). In contrast, a second-order feedback system is able to select from a number of 

possible responses to the changes in the environment, in order to reach its goal. A third-order 

feedback system goes further to allow the system to change its goal itself and internally as a 

response to feedback processes (Beckford, 1993).   

Feedback systems in organisations are very complex, since they have many elements 

connected in numerous different ways, and these connections can create both positive and 

negative feedback loops. In addition, it is likely that, at any time, the “sum” of the feedback 

loops might work in a positive or negative way (Beckford, 1993). Clemson (1984) explains the 

impact of failure or success on the action of a sports team:    

"Given two teams that are roughly evenly matched, if one team plays very well and begins to 
pull slightly ahead, the other team is stimulated to greater effort and tends to catch up, i.e. 
the two function as a negative loop in minimising the score difference between them. However, 
suppose one team is having a horrible night and gets completely demoralised in the first ten 
minutes. As the game goes on and they get more and more hopelessly behind they will tend 
to play less and less well and the better team will relax and everything will go right for them. 
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In this case, the two teams are functioning so that the overall feedback loop is positive in 
maximising the score difference" (p.23). 

In due course, it is possible that big changes in that behaviour could emerge because of trivial 

changes in the internal connections/relationships. Hence, the systems that consist of 

feedback loops have the capacity to demonstrate extremely complex behaviour.  

According to Beer (1959), there are two important aspects that arise from the negative 

feedback. First, given that the feedback mechanism does not break, the system will not go 

out of control, because in the process of regulation it will correct itself. Second, the 

effectiveness of the system is guaranteed against any type of trouble or disturbance. In order 

for a feedback system to be effective, a number of design conditions are required: (1) all 

components of the system must be properly working and there must be adequate 

communication channels among them; (2) There must be clear allocation of tasks, roles and 

responsibilities; (3) The controls and regulations must be selective; and (4) The necessary 

actions must be highlighted by the control/regulatory mechanism (p.29). Through this design 

of feedback mechanisms and the relevant channels, negentropy (energy and information) 

comes from the environment, transforms the behaviour of the system’s components and 

affects the self-regulation and the preservation of the system, putting entropy at the bay.  

Having clarified the notions of complexity, element-relations, and entropy/negentropy as 

well as positive/negative feedback, we can now proceed with understanding the 

management of complexity. 

According to von Hayek (1972), the theory of complexity is called cybernetics, and Beer (1972) 

refers to cybernetics as “the science of effective organisation”. Wiener (1965) defines 

cybernetics as “the science of communication and control in the animal and the machine”.  

In order to manage the complexities of a system, we attempt to model that system. However, 

what we create/build as the model of the system is simplified. The resultant simplified 

models essentially do not consider those facets of the system that are unrelated to the 

objectives for which a system’s model is built. Since the properties of a model depend on the 

model creator, the system’s characteristics would also be differentiated from the properties 

and features of its model (Heylighen and Joslyn, 2001). However, the distinction between a 

system and its model for an engineer who works in a mechanical framework is far less 

important. He/she knows the system’s internal structure and its behaviour with a high level 

of accuracy and therefore acts as “if the model was the system”. Such an engineer looks at 

the system with the view that the system is objective, and can be easily observed and 
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controlled. Yet, not all systems are like engineering systems. Hence, the system/model 

distinction refers to the level and extent of efforts of the second order cyberneticians who 

study a social system or an organism and realise that said system is in interaction with its 

observer. Perceiving the case from a quantum mechanics perspective, there is no separation 

between the observer of the system and the observed system. The outcome of the 

observation is therefore linked to the nature of interactions between the two. In addition, 

according to Ashby (1962), “organization is partly in the eye of the beholder” (p.106). Hence, 

according to Demetis and Lee (2019), the model of the system is observer-relative.  

For the purpose of complexity management, any system would be studied based on the 

balance between the identified input/output feedback loops and in accordance with the 

purpose that is recognised by the observer (Espinosa and Walker, 2017). This balance can be 

explained through the concepts of negentropy, feedback loop and organisation. The 

feedback loops act in a circular way and therefore are self-referential mechanisms of a 

system. In such circular loops, conditions and outcomes are not isolated. They mutually 

transform each other in a continuous process of interactions between inputs and 

performance. This transformation enables the elements of the system to evolve (Bateson, 

1958). More importantly, such feedback processes function purposefully to link the 

conditions and outcomes in a non-stop circulation of negentropy (energy and information) 

from the environment. The energy and information which are circulated/communicated 

enable the collaborative oscillation between the targeted performance of the system and its 

behaviour. With the flow of negentropy from the environment into a system, entropy is 

displaced to somewhere else. Such complex engagement/interaction is a way in which a 

system becomes empowered to develop its capacity in order to adapt, self-organise, and 

increase its complexity. The development of such capacity is vital to the self-organisation and 

self-maintenance of the system. This means that the system stabilises its existence towards 

its identity. Hence, the organisation of the system moves far away from disorder through 

structural embodiment of its purpose and intention (Maruyama, 1960; Bale, 1995).  

Having argued the above, with the observer’s involvement in the dynamics of interactions 

among feedback loops and the way they create a stable balance in the system towards its 

pre-defined identity, the observer becomes part of the system’s dynamic and adds another 

dimension to the multiplex of the behaviour. The observer can be considered as a system 

that strives to make sense of, build a model of, and attempt to change, another system. How 

distinct a system is from its model reflects the efforts that a second-order observer makes to 

study the system in focus or the organism under investigation. Since there is interaction 
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between the observer and the observed, and the outcome of the observation is linked to the 

nature of interaction between the two, they cannot be totally separated from each other. 

According to Ashby (1962), “organization is partly in the eye of the beholder” (p.106). The 

system under investigation is studied based on the balance between the closed feedback 

(input/output) loops that are recognised by the observer, in accordance with the purpose of 

the system (Espinosa and Walker, 2017). In this vein, whilst “the purpose of the system is 

what it does” (Beer, 2002, p.218), making sense of and understanding the purpose of the 

system is relational. It results from the dynamic of interactions/relationships between the 

systems and the observer. When an observer studies a system, the value, relevance and 

likelihood of all behaviours and their combinations in the system are defined by him/her and 

are relative to his/her level of observation. The observer’s role and his/her judgements bring 

to light the subjectivity of emergent knowledge about the system and its purpose. This is in 

agreement with Ashby (1961), who reveals that the purpose of the system can become 

paradoxical, since it is not necessarily a feature of the system itself but is a specification that 

can be meddled with by the observer. Therefore, the observer’s inference about the system 

is important in the success or failure of the system, because the subjectivity of his/her 

knowledge plays a key role. Here, there are two points. First, it is important for the observer 

to have developed an accurate model of the system based on deep understanding of the 

system’s feedback loops and systems dynamics as well as the system’s boundaries. The 

second point relates to the observer’s accurate recognition of the system’s identity, purpose, 

current performance and state of order, as well as his/her own ability to concurrently learn 

about and manage the complexities of the system. Given that it is not possible for the 

observer of social systems to be fully objective, any interaction with the system may 

potentially change the system, and consequently also change the observer’s perception.  

In this vein in fact, the observer is considered as a cybernetic system that strives to make 

sense of, build a model of, and attempt to change, another cybernetic system. This process 

is called “cybernetics of cybernetics”, or second order cybernetics, and results in the 

development of a meta-language in analysing and explaining the behaviour of the system in 

focus. This meta-language facilitates our understanding of the complexities that arise from 

the networks of relationships in the system. For example, Ashby (1962) coins the term 

“variety” as a measure by which complexity can be perceived (p.106). Ashby (1964) explains 

that the complexity of a system can be considered as that system’s potential to reveal various 

states or behaviours which are out of its dynamic network of relationships. Another example 

is self-organising dynamic systems. Such a system begins with its separate components. The 
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behaviour of each component is independent from the behaviour of other components. 

These components then interact with each other. Some types of connections are shaped and, 

as a consequence, the behaviours of the components change. Ashby (1964) elucidates that 

any isolated dynamic system that follows unchanging rules will assemble organisms that are 

self-organised and that adapt to their environment. Therefore, within the network of 

relationships and connections in the system, self-organisation means collective behaviours 

which surface spontaneously from local relationships. This explains both McCulloch’s (1956) 

work on dynamism in neural systems and Ashby’s (1962, 1964) work on control systems, in 

determining the minimum conditions under which meaning can arise.  

In dealing with the complexities of a system, Ashby’s law of requisite variety explains that if 

a system strives to control another system, the varieties of the controlling system have to be 

at least as great as the varieties of the controlled system. Developing Ashby’s law of requisite 

variety further in the field of management and organisational studies, Beer (1972) recognises 

the notion of complexity as the nucleus for cybernetic discourse and constructs a generic 

model of viability for complexity management in social and organisational systems (Beer, 

1972), which is well-known as organisational cybernetics (Jackson, 2003). According to 

Espinosa and Walker (2017), when perceiving systems’ complexity through Ashby’s concept 

of variety, it is observed that the range of potential states or behaviours in dynamic social 

systems is fuzzier, indistinct, less predictable and requires more interpretations than in 

mechanical or physical systems. Beer’s model of viability, i.e. the viable system model, places 

emphasis on applications in social systems. This model was developed to meet several laws 

of management, empowering said model to offer criteria for designing organisational 

systems as well as diagnosing structural issues (Beer, 1972, 1979, 1985). 

Central in organisational cybernetics is the concept of self-organisation in business 

organisations and social systems. Organisational cybernetics features autonomous 

operations of the system and co-evolution through interactions at local level and shifting 

from disorder to order (Arevalo and Espinosa, 2015).  

Apart from Beer’s viable system model, in the mid-1980s there also emerged, from the Santa 

Fe Institute, another approach of complexity management for autonomously operating 

systems. This is the so-called complex adaptive system (CAS), which makes it possible to 

study complex natural and artificial systems. The viable system model and complex adaptive 

system are commonly used in recognising general features of complex systems across 

conventional disciplinary limits. The complex adaptive system provides a holistic perspective 
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which relies on self-organisation, path-dependence and learning (Dooley, 1997). However, 

complex adaptive systems place emphasis on less organised or less integrated systems such 

as markets and ecosystems, compared to traditional systems such as organisms and 

organisations (Chan, 2001). In contrast with viable systems, the complex adaptive systems 

are more of use for understanding and portraying the system through computational 

simulations and are less useful for problem solving actions and the implementation of a 

systemic change agenda.  

Social systems, according to Buckley (1976), can be studied from the complex adaptive 

perspective, since they are the most adaptive and most demanding and persistent systems, 

as well as fitting the principles. He then reveals that cybernetics can be regarded as the 

language which best facilitates our understanding, whilst also describing the mechanics and 

structure of the complex adaptive systems. This is in agreement with Beer (1966) and 

emphasises that control processes involved in physiological and socio-cultural systems share 

the same cybernetics laws for information flow within feedback loops. Organisational studies 

have therefore begun to use the complex adaptive perspective as an interpretive framework 

in order to describe and explain the complex behaviour of organisations and communities 

(e.g. Carapiet and Harris, 2005; Mitleton-Kelly, 2003). 

Another intrinsic specification of the complex adaptive system relates to the concept of open 

systems. The complex adaptive perspective perceives the systems as “open”, in that, 

according to Espinosa and Walker (2017), a living system, for example, interacts with the 

environment, and co-evolves in it through mutual exchange of information and potentials. 

When we explain the complexities involved in these dynamic interactions, the system is 

observed from the complex adaptive perspective. The same complex system can be observed 

from a cybernetic perspective through considering the system as “organisationally closed”. 

Although the system is open to freely receive information and energy and to co-evolve with 

its environment, the system is closed organisationally through being self-referential, self-

regulated and self-organised.  

It is evident that the co-evolution of the system can be explained via the complex adaptive 

perspective and the complexity management can be explained by organisational cybernetics, 

i.e. the viable system model. It is observed that complex adaptive systems and viable systems 

do complement each other in terms of structure and behaviour. According to Espinosa and 

Walker (2017, 2013) and Allen et al. (2011), these approaches appear to provide firms with 

holistic foundations to study organisations in managing their complexities. While the 
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ontology of classic science relates to isolated entities, the ontology of complex systems’ 

approaches, such as the viable system and the complex adaptive system, refers to linked 

entities, embodying a network of connections that can change, with nodes that can adjust 

internally and capabilities and potentials that can be developed through time. Therefore, 

new insights into the world as well as new methods for generating knowledge about the 

world’s phenomena are on offer through these approaches. 

While the discussions and debates in this section provide some clarifications about the 

foundation, rationale, logic and methods of complexity management, it is important to 

analyse some of the systems thinking approaches mentioned in Section 2.3.1 which have 

potential for managing complexities. Said approaches are those which are found most 

relevant to this research, the focus of which is the process of collaborative knowledge sharing 

in a learning context. Carrying out such analysis in the next section will provide a firm 

justification as to why a particular approach/model/method has been used and deemed to 

be the most suitable.  

2.3.3. The Choice of a System Model for this Research 

Reflecting on the theories of systems thinking (See appendix 0) and their relevance to the 

topic, scope and context of this thesis, the researcher discusses, in this section, the 

justification of why a second-order cybernetic approach (the viable system model – VSM) has 

been selected. In this arena, it is important to consider the purpose of the present 

action/operational research, i.e. to facilitate the development of skills and capability and the 

improvement of the learning performance through the process of collaborative knowledge 

sharing and learning. As discussed in the introduction chapter, this thesis revolves around a 

call for a solution specific to this purpose.  

In this section, certain criteria are considered based on the significance of the context, scope 

and purpose of the research, when evaluating and choosing the approach/model. For 

instance, quantitative models such as data envelopment analysis (DEA) were rejected 

because this research has adopted an inductive and qualitative approach. From the 

perspective of problem structuring, four approaches were selected to be compared for their 

suitability in this research. (1) Soft System Methodology (SSM): this approach promotes 

learning and advocates participation as a heuristic instrument for delving into the study of 

the complexities of real-life problems. This could potentially help in collaborative learning in 

the present research. (2) Strategic Option Development and Analysis (SODA): this approach 

develops the cognitive mapping to capture interconnected causal maps and to build a model 
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of the messy problems. It was likely that said approach could help in clarifying the 

interconnections among the issues and problems in the real-life case study of this research. 

(3) Viable System Model (VSM): this purpose-orientated approach relates to flow of 

information in the system, which could directly guide the knowledge sharing among 

individuals and promote collaborative learning towards skills development, which is the goal 

of this research. (4) Strategic Choice Approach (SCA): this approach is a means of enabling 

communication and interactions among those who are responsible for decision making in the 

system. It refers to the use of technology as a flexible resource which can be employed based 

on the goal of the users. In the context of knowledge management, this could mean that 

investing in IT and technology can transform any organisational system into an organisation 

that is knowledge-based.      

In order to evaluate these approaches, the researcher adapted Smith and Shaw’s (2018) four 

pillars of assessment, namely system characteristics, engagement of stakeholders, values of 

model building and structured analysis. It is important to note that smith and Shaw built 

these pillars based on Guba and Lincoln’s (1989, 1994, 2005) four constructs of ontology, 

epistemology, axiology and methodology. Mingers (2003) uses three of them for action and 

operational research and states that they are the most general features which action 

research approaches have in common. Table 5 shows the connection among theoretical 

meaning from Guba and Lincoln, operationalisation from Mingers, and Smith and Shaw’s four 

pillars of assessment.  

Table 5: Connections among Constructs for Theoretical Meaning, Operationalisation and Pillars of Assessment 
(adopted from Smith and Shaw (2018)) 

 

2.3.3.1. The Four Pillars of Assessment 

In this section, the four pillars of assessment and the criteria related to each will be provided.  
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2.3.3.1.1. System Characteristics 

The system characteristics of an approach refer to three criteria. First, operational research 

approaches strive to build models of the systems under investigation. The model of a system 

reflects the interlinked components of that system. The components which are included in a 

model suggest the ontological assumptions of the modelling approach. Hence, the first 

criterion is whether the approach is able to identify a system to model (criterion 1). Secondly, 

operational research approaches are designed to aid in understanding the system based on 

the modelling. According to Ackermann (2012), the focus should be on complexity 

management rather than on reducing the complexity. This should be achieved through 

looking at the whole picture rather than the constituent components of the system. 

Therefore, the second criterion is whether the approach is able to construct/establish a 

holistic comprehension of the system (criterion 2). Thirdly, according to Franco and 

Montibeller (2010), there are two perspectives on issues and problems in the systems. On 

the one hand, traditional approaches assume that issues exist as external realities. On the 

other hand, in systems approaches, the participants need to build their own understandings 

of the reality. This allows multiple kinds of subjective knowledge and understanding about 

the external world to be used in the system modelling (White, 2009). According to Mingers 

(1993), the system modelling approach relates to participants’ subjective understanding of 

the world (e.g. beliefs and concepts), and moves away from objective modelling. Hence, the 

third criterion is whether participants’ subjective interpretations/understanding are 

modelled by the modelling approach (criterion 3). Fourth, there are two ways to construct a 

model of the system. It can be created by an expert or by a facilitator (Franco and Montibeller, 

2010). The expert OR consultant is given the information about the problem situation in the 

organisation and he/she builds a model of the organisational system to provide an optimal 

response to the issues. Alternatively, the facilitator builds a model jointly with participation 

via interactions and engagements in group workshops. For Checkland and Winter (2006) 

there can be two methods of facilitation. The first is mode 1, which is formal team/group 

facilitation and the facilitator is the expert on the process, supporting the emergence of 

participants’ understanding and knowledge when applying the approach (Phillips and 

Phillips, 1993). Alternatively, in mode 2, one of the participants uses the principles of the 

approach and assembles the thinking of the group. According to Johnson and Johnson (2002), 

between mode 1 and mode 2 is self-facilitation using prompts in a pre-defined process. This 

helps the group to direct themselves. Hence, the fourth criterion is whether building a model 

includes facilitations of partakers/participants (criterion 4).  
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2.3.3.1.2. Engagement of Stakeholders 

Engagement of stakeholders relates to two criteria. First, operational research tools and 

techniques use the model of the system to construct and epitomise the knowledge about the 

issues/concerns of the system. According to Ackermann (2012), a problem structuring model 

is of qualitative form and often involves diagrams. Therefore, the first criterion in this section 

is whether the approach can establish a qualitative archetype/model of the system (criterion 

5). Second, based on the discussion regarding criterion 4, the shared understanding/clarity 

which emerged from facilitation of participants reflects a shared model of the system, 

advocating a shared language, a common understanding about the situation, and a shared 

interest (Franco, 2013). Therefore, the understanding that emerges from this exploration is 

on the basis of transition to concepts clarity, roles, tasks, etc. collectively or individually (Eden 

and Ackermann, 2006). Hence, the second criterion is whether the approach is able to 

advance participants’ learning about the situation (criterion 6). Thirdly, operational research 

relates to real actions that are carried out. It is required that these actions be culturally viable 

and systematically indispensable (Pidd, 2009). Therefore, the modelling approach needs to 

be equipped with a good set of activities/actions that would change the situation for the 

better. The actions also need to be politically possible and practically implementable instead 

of being optimal solutions that might not become operationalised (Checkland, 1981). If 

political aspects are not considered, then the optimal resolutions can never be implemented. 

According to Eden and Ackerman (1998), acknowledgement of power structure can help in 

reaching buy-in from key stakeholders/participants. This therefore justifies the political 

feasibility of actions. Hence, the third criterion is whether the aim of the modelling approach 

is in line with the development of agreements and buy-in for the solutions/results that are 

politically feasible (criterion 7).  

2.3.3.1.3. Value of Model Building 

Value of model building refers to the axiological assumptions of an approach. First, according 

to Smith and Shaw (2018), the approach that is used for model building should be generic 

enough. Such an approach could be used for a variety of issues and different organisations. 

It should not be restricted to a single context or setting. Therefore, the first criterion in this 

section is whether the model building approach is appropriately generic to be used in 

multiple contexts (criterion 8). Second, specific to the research about knowledge sharing in 

this study, communication and social interactions play an important role in the flow of 

knowledge and information as well as in collective exploration regarding the complexity of 

the issues. Therefore, the second criterion is whether the approach is able to model 
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information flow (criterion 9). Third, for this research, the approach towards model building, 

which is required for the participative solutions, needs to recognise, model and design the 

joint efforts and collaborative roles in the system. Hence, the third criterion is whether the 

model building approach is capable of modelling, designing or redesigning the joint task 

undertakings and collaborations in detail (criterion 10).  

2.3.3.1.4. Structured Analysis   

The methodological basis of an operational research approach relates to the structures that 

it uses to analyse a system’s model as well as to create knowledge. These can be different 

methods, tools and techniques. Hence, the first criterion in this section is whether the model 

building approach can provide detailed analysis of the system’s components (criterion 11). 

In addition, for this research, which focuses on the process of skills development and 

performance improvement, the approach taken needs to measure and be able to manage 

the performance. Therefore, the second criterion is whether the model building approach is 

capable of measuring and managing the performance of the system (criterion 12). Devising 

these 12 criteria helps in testing which of the four approaches is most suitable for this 

research. The following sets out the analysis of these approaches for each criterion.  

Criterion 1 – Being able to identify a system to model:  According to Checkland and Scholes 

(1990), human activities can be modelled as a system. For SODA, it is the construction of 

cognitive maps of individuals that illustrates the approach by which an individual 

defines/describes an issue (Eden and Ackermann, 2001). In VSM, there are five sub-systems 

with interlinks among them which represent and justify how the organisation functions and 

remains viable over time (Beer, 1981).  For SCA, a number of models are constructed to show 

the interconnections among different decisions with an objective of decreasing uncertainty 

(Friend, 2010).  

Criterion 2 – Being able to establish a holistic comprehension of the system: A holistic 

understanding of the system is represented through studying the whole prior to 

investigations about elements of the system in all four modelling approaches of SSM, SODA, 

SCA and VSM.  

Criterion 3 – Being able to model participants’ subjective interpretations and 

understanding: SSM develops the system of human activities. This system is a goal-

orientated and purposeful system. The model of said system is built from different 

perspectives. Therefore, the resultant resolutions are subjective to the participants’ 

knowledge (Checkland, 1981). For SODA, according to Eden (1995), the model of the system 
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is built from “different subjective views of the situation as expressed through individual 

interviews” (p.304). Similarly, models developed through SCA illustrate the subjectivity of 

information (Friend and Hickling, 2005). For VSM, according to Harwood (2019), second order 

cybernetics distinguishes VSM as a model that enables the articulations of participants’ views 

and perceptions about how the organisation functions. In this regard, Beer (1985) 

emphasises that “you are not determining absolute facts: you are establishing conventions ... 

a model is neither true nor false: it is more or less useful” (p.2).  

Criterion 4 – To build the model of the system based on facilitation of participants: 

Stakeholders’ facilitation in SSM can be through mode 1 facilitation and mode 2 facilitation 

(Checkland and Scholes, 1990). Similarly, mode 1 and mode 2 of participants’ facilitation are 

used in the VSM approach to modelling the systems (e.g. Cardoso, 2011; Espinosa and Walker, 

2013). SODA follows the same (e.g. Eden and Ackerman, 1998). The SCA approach relates 

typically to mode 1 of participants’ facilitations (e.g. Franco, 2006). 

Criterion 5 – Being able to build a qualitative model: All of the four modelling approaches 

discussed in this assessment, i.e. SSM, SODA, SCA and VSM, do form/establish qualitative 

models.  

Criterion 6 – Being able to advance participants’ learning about the situation: For SSM, this 

is achieved through motivating stakeholders/participants to explain and elaborate on their 

varied perspectives during the process of modelling. This, according to Checkland (1985), 

facilitates the process of learning. For SODA, learning enhancement is through knowledge 

sharing and establishing the group’s cognitive maps. For SCA, according to Friend and Hickling 

(1998), the team should accept open technology in such a way that many participants can 

share information. This allows them to be participative, interactive and hence their learning 

is improved. For VSM, despite Jackson’s (2003) criticism of the model as being a mechanistic 

approach, it is important to emphasise that VSM is based on the cybernetics principles of 

feedback and control/self-regulation. The control/self-regulation principle is indeed an 

effective mechanism of learning. Espinosa and Walker’s (2011) work is a good example of 

this. In addition, Star and Griesmer (1989), as well as Harwood (2009), use VSM as a boundary 

object. This makes it possible to gauge participants views about what is happening as well as 

the issues to be shared, and hence learning about the situation is advanced. As such, VSM 

can improve participants’ learning about the issues and situations, as well as about how an 

organisation can function.  
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Criterion 7 – Being able to aim for politically-viable outcomes: In order to establish the buy-

in and advance the political viability of the solutions, operation research approaches 

encourage participation of stakeholders and deal with power issues in the area of concern. 

For SSM, this is achieved through involving stakeholders and constructing models with them 

within the process of intervention. For SODA, it is achieved via the creation of a shared 

understanding in relation to the problem at hand as well as establishing the joint group map, 

which is either a combination of cognitive maps of individuals or a sole map created by some 

of the participants.  

Eden and Ackermann (1998) state that both “can provide a means of enabling group 

members to jointly understand the perspectives of others, reflect on the emergent issues 

that are surfaced from them and begin to negotiate an agreed strategic direction” (p.73). For 

SCA, shared models are built to promote understanding about the conditions, circumstances 

and situations. For instance, decision charts signify the connections between various decision 

zones. Such linkages are the focus for the group. The compatibility net then illustrates the 

different options available (Friend, 2001). VSM also aims to enhance the buy-in agreement 

towards politically-viable results, otherwise planned change would not materialise due to 

resistance of opposition and discouragement by rebels (Harwood, 2019).  

Criterion 8 – Being a generic model to be used in multiple contexts: All four modelling 

approaches have been effectively used in many and varied contexts and situations. 

Checkland and Sholes (1990) present the case studies of SSM. With regard to the SODA cases, 

Eden and Ackermann (1998) illustrate these. SCA cases have been highlighted by Friend and 

Hickling (1998). Moreover, VSM has been used in a variety of situations (Beer, 1981).  

Criterion 9 – Being able to model information flow: SSM, SODA and SCA do not relate to 

modelling information flow. However, VSM is able to model how information flows 

throughout the communication channels (Flood and Jackson, 1991, p.92). It highlights both 

existing and missing links in different communication channels (Nyström, 2006, p.523). Full 

details of said information flow are provided in Section 2.3.3.2.5. Such detailed analysis of 

relationships among components and the structure of a system, e.g. communication 

channels for information flow, is not present in any of the other systemic or traditional 

approaches (Preece, 2013). 

Criterion 10: Being able to design/redesign in detail the joint task undertakings and 

structures for collaborations in the system: The purpose of SSM, SODA, and SCA is not in line 

with the system’s structural design/redesign, nor do they offer the criteria for system design 
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and tasks/roles set-up and development. SSM mainly focuses on arranging an environment 

where learning about the issues can take place. SODA’s core objective is about the design of 

a particular strategy for implementation. SCA is rather an additive approach. The strategy 

development is incremental. SCA does not aim at a final product of a full strategy.   

Hence, it is related to strategy development instead of technicalities of designing the joint 

tasks in detail. VSM is used as a blueprint to guide the design/redesign of the functions and 

tasks/roles and to establish why they relate to each other (Mingers and Rosenhead, 2001). It 

also models/designs the required joint tasks. This means that details of structures for 

collaborations are considered. Actherberg and Vriens (2002) use VSM and develop 31 

domains of knowledge required for the system to be effective. These domains can be used 

for the research on knowledge sharing.  

Criterion 11 – Providing a detailed analysis of the system’s components: According to Flood 

and Zambuni (1990), VSM offers principles for the system’s diagnosis. The result of such 

assessment is the provision of a detailed analysis of the system. According to Preece (2013), 

such detailed assessment of interactions among components and the structure of a system 

cannot be found in any of the other systemic/non-systemic models. This could justify why 

SSM, SODA and SCA do not deal with detailed evaluation of the system’s components.  

Criteria 12 – Analysing, measuring and managing performance: SSM, SODA and SCA are very 

generic when it comes to the measurement and management of performance. VSM does this 

with its three measures of productivity, latency and performance. These measures are 

devised based on the actuality, capability, and potentiality of the system (Beer, 1985). More 

details about VSM and information flow are provided in Section 2.3.3.2.6.  

Having evaluated SSM, SODA, VSM and SCA based on the 12 criteria above, the situation is 

summarised in Table 6. The assessment based on these criteria leaves no doubt that using 

VSM is the most feasible approach to be used in this research.   
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Table 6: Assessment of Modelling Approaches Based on Pillars and Characteristics Required for this Research 

 

In order to get the best use of VSM for complexity management in the context of knowledge 

sharing and learning, the key features, mechanisms, and characteristics of the model are 

explored in the next section. 

2.3.3.2. Viable System Model for Complexity Management 

The viable system model (developed by Stafford Beer in 1972) is underpinned by systems 

thinking and cybernetics science, i.e. the science of effective organisations (Leonard, 2006), 

and is a generic model (Johnson and Liber, 2008). The viable system model is used as an 

organisational design instrument as well as a diagnostic tool to detect and reveal the 

weaknesses in the existing system. Providing such capabilities and applicability, this model 

has been highly appreciated among managers, system evaluators and consultants (Devine, 

2005; Snowdon and Kawalek, 2003; Jackson, 1988). A viable system is defined as any system 

which is arranged and organised so as to meet and address the survival demands in the 

dynamically changing environment that surrounds the system. The viable system model 

features a specific organisational structure, making the system autonomous and capable of 
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reproducing itself (Beer, 1984). The key to systems’ survival is said systems’ adaptability. This 

adaptability represents the capacity of the system, which allows it to exist and generate its 

identity as well as to survive the internal and environmental disturbances (Beer, 1984). Since 

the viable system model assists in understanding and handling such internal and external 

disturbances, it is regarded as a model of complexity management (Schwaninger, 2004). 

Within the scope of internal and external problems, complexity can refer to a system’s 

capacity to maintain a large number of varied conditions, organisational states or behavioural 

modes that need to be managed (Schwaninger, 2009). According to Beer (1973), the viable 

system model is grounded in Ashby’s law of requisite variety, variety engineering, and 

autonomy at local level, as well as recursion. It consists of five systems and ten channels and 

seeks to model an organisation in striving to survive the ever-increasing complexity of its 

environment. 

2.3.3.2.1. Viable System Model: A Viable Organisational Structure  

There are five systems, as well as six vertical and four horizontal channels, in the structure of 

the viable system model. According to Jackson (1988), the aim of the channels is to facilitate 

and maintain the communication and interactions among the five systems. The channels also 

support the coordination as well as the control. Beer (1985) emphasises that responsible for 

organisational cohesion is the equilibrium between operational components (as the sum of 

horizontal varieties) and vertical components (as the sum of vertical varieties) (p.84). Figure 

4 illustrates the structure and interconnections in the viable system model and Table 7 

presents its vertical and horizontal channels.   

Table 7: VSM Vertical and Horizontal channels (adopted from Jose, 2012: p.61) 



71 
 

 

 

System 1 (S1 – system for primary activities): This contains various primary activities which 

involve carrying out essential tasks of the organisation (Flood and Zambuni, 1990). The 

operations of these activities are autonomous, and conditional to maintaining the coherence 

of the whole system. System 1 interacts with the environment directly. Each primary activity 

in system 1 is a viable system on its own, due to the recursive property of the system.  

System 2 (S2 – system of coordination): This relates to coordinative pathways of information 

and resources that allow the primary operational activities in system 1 to interrelate and 

communicate with each other. The coordination of these activities as well as scheduling the 

use of shared resources is also the job of system 2. All of these combine so that the system 

runs smoothly (Espinosa and Walker, 2011).   

Figure 4: VSM Structure (adopted from Perez Jose, 2012, p.61) 
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System 3 and 3* (S3 and S3* – system of management and control): This administers and 

manages system 1 in terms of representing and executing rules, instructions, rights and 

responsibilities. In a supportive manner, rather than being autocratic, it controls the primary 

activities (Leonard, 2007). It strives to synergise and optimise the system as a whole through 

linking systems 4 & 5 with system 1 to present the bigger picture of the primary activities. 

System 3* supports the other system 3 through audits. It cyclically checks issues that are not 

addressed by the normal system 3 and system 2 (Beer, 1981).  

System 4 (S4 – system of intelligence): This looks outward and explores trends of the external 

environment as well as likely future opportunities/threats. It therefore enhances the 

adaptability of the system in order to stay viable. While strategising for the future, the 

demands of system 4 and system 3 must remain balanced in order to ensure that the system 

is able to carry on its current activities (Bustard et al., 2006).  

System 5 (S5 – system of policy and norms): This defines and describes the system’s mission, 

values, objectives and culture. It is therefore capable of official representation of the 

organisation to the outside (Jackson, 2000). It also monitors and manages the conflicts 

between system 3 and system 4 on resource allocation (Leonard, 2009). System 5 is generally 

carried out by top management. However, Beer stresses the significance of the contribution 

of all recursive levels to system 5, since VSM does not follow a hierarchical/top-down 

approach (Espejo and Gill, 1997).  

Reflecting on the structure of VSM, a viable system does not have a hierarchy. This is because 

the communications and interrelations among parts of the system are never one-way, but 

instead act like an operationally-closed circular system. If an organisation follows these 

natural principles, it can more successfully adapt to its fast-paced changing environment 

(Beer, 1985). Based on the principle of viability, if a hierarchal organisation is effective in 

managing the complexities that are coming from the environment, then there is no need to 

apply VSM to it. However, VSM suggests that hierarchal organisations are less effective than 

non-hierarchal ones. VSM can help the hierarchal organisations to become more agile, more 

flexible and more effective. This means that when the hierarchal organisation becomes less 

effective or ineffective in responding to the changes in the environment, VSM can be applied 

to diagnose the issues and to redesign the defective parts of its structure. This is why the 

application of VSM as a non-hierarchal structure to any hierarchical organisation can be a 

good match.  
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2.3.3.2.2. Viable System Model: Variety Engineering and Homeostasis 

In his first principle of management, Beer (1979) states that: 

“Managerial, operational and environmental varieties, diffusing through an institutional 
system, tend to equate; they should be designed to do so with minimal damage to people and 
to costs” (p.97). 

In order to understand this principle, an organisation can be used as an example. In effect, 

an organisation may face problems coming from the environment. In response, the 

organisation possesses or develops solutions to deal with outside problems. The problems 

that come from the environment and the solutions that the organisation develop for the 

problems both create variety. The problems create environmental variety and the solutions 

create the organisation’s variety. Variety is considered as the number of possible states that 

a system/organisation/entity can have (Beer, 1979). However, the method of dealing with 

these problems depends on requisite variety. The viable system model is underpinned by 

Ashby’s (1956) law of requisite variety, which holds that “only variety can absorb variety” 

(Beer, 1973, p.11). The implication of this law in terms of complexity management lies in the 

way that variety should absorb variety in order for the system to remain viable. In other 

words, for an organisation to be effective, the variety of solutions must be equal to or larger 

than the variety of the problems. According to Leonard (2006), in order to match the variety 

of the system with the variety of its environment, the system should ensure that its internal 

variety is enhanced and the external variety that comes from the environment is decreased. 

Beer (1985) provides a basic picture of an organisation that works in its environment. The 

organisation itself consists of two elements, namely operations and management. Figure 5 

illustrates this concept.  

 

Environmental variety significantly exceeds the variety in the organisation’s operations 

(primary activity centres). Operations’ variety also significantly exceeds the management 

that regulates or controls it. The point of Beer’s first principle of organisation is to avoid the 

Figure 5: Variety in VSM (Beer, 1985, p.27) 
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pointless discussions around the needs and wants of the organisation (and to consider needs 

and wants as purposes). Instead, the focus should be on addressing the higher order 

issues/problems of how to regulate the force of requisite variety.  

According to Beer (1979), a manager does have many vehicles to increase his/her variety 

towards the operations, if the variety of the metasystem is low. Calling for a meeting, 

initiating/starting a newsletter in the organisation, and appointing staff to develop locational 

or functional policies are among many mechanisms which a manager can use to increase the 

variety. However, the amplifiers must be designed in such a way as to maintain the 

equation/balance of requisite variety (Beer, 1979, p.98).  

In addition, it is vital to note that the style of management is also important and it is 

subjective, depending on the manager/change leader. One manager might establish a 

different state of polices/ethos than another manager. This difference relates to the 

management style, and both could generate the amount of variety required and deemed 

sufficient for the operation (Beer, 1979, p.98).  

The process of balancing/regulating different varieties is called variety engineering. Variety 

engineering reduces or increases the variety through amplifiers and attenuators (Beer, 1984). 

A viable organisation is called a variety engineer and achieves homeostasis regulation 

through two mechanisms, namely verity amplification and variety attenuation. High variety 

thus must be attenuated to the number of possible states that the receiving entity can 

handle. Additionally, low variety must be amplified by the number of possible states that the 

receiving entity requires in order to remain self-regulated.  

The process of generating balances facilitates the whole system’s homeostasis. Homeostasis, 

according to Beer (1985), refers to the stability/balance of the internal environment in the 

system, despite the unpredictable pressures/forces from the external environment that the 

system has to cope with (p.17). Homeostasis can be the balance between system 3 (with its 

supportive monitoring and control) and system 4 (with its intelligent strategies around the 

system’s future in the environment) – a balance that is monitored by system 5. There is also 

another homeostasis that aims to balance between system 1 and the environment. This can 

be through system 1’s solutions for the current problems coming from environment. The next 

homeostasis is between system 3 and system 4. It preserves the right balance between the 

level of attention paid to the present and the level of attention paid to the future for each 

scenario that the organisation is dealing with (Beer, 1984; Hilder, 1995).  
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Beer (1984) states that “V.S.M. homeostats requisite variety is applied in three distinct ways: 

to the blocks of variety homeostatically related, to the channels carrying information 

between them, and to the transducers relaying information across boundaries” (p.12). The 

implications for how this transmission occurs are discussed in the next section. 

2.3.3.2.3. Viable System Model: Information Flow and Communication Channels  

Information is the lifeblood of the organisational system. VSM is able to model how 

information flows. It uses communication channels. The type of information that flows 

around the systems through communication channels is relative to tasks’ distribution and 

specific to how various parts of the system as well as the system as a whole are performing 

relative to their particular purpose and goals. This is because the communication channels 

create connections between “actions” in system 1 and “decisions” in the metasystem 

(systems 2 to 5). System 1 and the metasystem can never be independent. These connections 

interlink the structural components of the system and they make sense only if associated 

with the system’s purpose and identity (Golinelli and Gatti, 2001).  

Beer (1979), in his second principle of organisation, states that: 

“The four directional channels carrying information between the management units, the 
operation and the environment must each have a higher capacity to transmit a given amount 
of information relevant to variety selection in a given time than the originating sub-system 
has to generate it in that time” (p.99).  

While the communication channels take our attention to the contents that are being 

transmitted, according to Beer (1979), variety generation, as a capacity of the channels for 

transmission of information, is more important. He explains the information flow using the 

concept of variety, since variety is the number of possible states; he then asserts that “in a 

dynamic system there is a minimal time in which all possible states can be exhibited”. 

Therefore, there is a “rate of variety generation possible per unit of time” (p.99). For 

example, a channel that carries a Morse code message must recognise a variety of states. 

These sates are: (1) the dot, (2) the dash, (3) the pause that separates the dot and dash within 

a letter, (4) the pause between letters, and (5) the pause between words (p.99). The message 

(information contents) can be anything. It can be a pizza order or a declaration of war. The 

point of the principle above is to examine whether sufficient variety exists in the structure of 

the channel itself, enabling it to register/record the number of states, which are assumed to 

be transmitted at a given rate.    

In addition, Beer’s (1979) third principle of organisation is concerned about information that 

crosses a boundary. He states that: 
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"Wherever the information carried on a channel capable of distinguishing a given variety 
crosses a boundary, it undergoes transduction; and the variety of the transducer must be at 
least equivalent to the variety of the channel" (p.101). 

Crossing the boundaries occurs through communication of information between the 

environment, and the operation (system 1) and metasystem (management in systems 2 to 

5). The message that this information is assumed to convey must become comprehensible 

for the receiver. Hence, it should be translated to the language that the receiver is capable 

of recognising when crossing the boundaries. The transducer does act as a conversion 

mechanism. The transducer must be able to cope with and handle the variety that is provided 

by the sender, otherwise the channel would not be able to act as a conveyor of the requisite 

variety. This means that the transducer must distinguish/recognise at least as many states as 

the channels can communicate. In the Morse code example, this would mean that a receiver 

that is capable of receiving information at the rate of 40 words per minute would have 

enough capacity to accept a message conveyed at the rate of 25 words per minute. The 

assumption, however, is that the receiver is able to distinguish the pause between the letters 

from the pause between the dots and the dashes; otherwise, the receiver would lack the 

requisite variety to carry out this task (Beer, 1979, p.101) and the transducer would have to 

act as a variety attenuator. Therefore, in this case, the transducer would be failing in its 

purpose and any message would be distorted/denatured. Beer (1979) states that: 

“I have often been amazed to hear senior managers reporting on different situations to the 
board in terms which attenuate the variety of that situation by an order of magnitude. Now 
it is true that the senior manager has a duty to condense the information he is transducing, 
although he often fails to discharge this duty by talking interminably. But he has a contrary 
duty to preserve transduction variety: that is he should not be portraying the complicated 
situation in a black-and-white fashion when it is capable of accommodating many shades of 
grey” (p.102). 

 

Since systems of the real world have too much variety (Hilder, 1995), the observer of the 

system copes with the reality in two ways. First, the observer can only “see” what he/she 

looks for, and filters out the “irrelevant” things. By doing this, the observer attenuates the 

variety of his/her environment. According to Hilder (1995), the human’s variety attenuator 

originates from human physiology (e.g. observer cannot see ultra violet lights), individual 

endowment (e.g. some humans are tone deaf), and social conditions (e.g. family, or wider 

social environment). Second, the observer uses his/her logic/intelligence in order to increase 

the impact of his/her actions. By doing this the observer increases his/her own variety and 

amplifies his/her power over the environment.   

It is evident that VSM deals with communication of information as well as structures that 

carry and transmit the information. Effective communication of information through 
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channels and then processes of social interactions provide a facilitative internal learning 

atmosphere where knowledge can be generated. Such generated knowledge would also be 

shared, updated, and shared again. This is through circularity of social interactions and task 

involvements. In this arena, variety, as a key concept of VSM, can be used to deal with the 

complexities involved in the processes of knowledge sharing that the management has to 

deal with. Since the organisational resources are limited, the attenuation of varieties in the 

knowledge sharing process can be through facilitation of goal-orientations and giving 

directions towards the purpose of the system. It can also focus on variety amplifications 

through an effective mechanism of facilitation for internal social interactions and 

engagement throughout the social agents’ knowledge network. This, in turn, increases 

individuals and collectives’ knowledge capabilities in the system.  

Having discussed the above, it is important to note that the information which flows through 

communication channels and the knowledge that is shared, are subjective and observer-

relative. Whatever the observer interprets, his/her observation is always subjective and 

depends on his/her understanding and interpretations. The information he/she collects and 

the knowledge that he/she develops and shares through different communication channels 

are also relative to his/her understanding or the understanding of other people with whom 

he/she shares information and knowledge. In addition, the flow of information in a hierarchal 

organisation is different from that in a non-hierarchal organisation. In a hierarchal structure, 

information flows from the top down. In contrast, in a VSM structure, information flows 

bottom-up first and then top-down. This mobilisation or flow of information/knowledge from 

the operations to the meta-system and vice versa permits and promotes the learning to 

happen. Further, in hierarchal organisations, as the number of hierarchal levels increases, 

the chances of distortion of information also increase. This is because the process of 

information flow among layers is subjective to different interpretations of different 

observers. This would mean that the information intended to be shared from the top might 

reach the bottom of the organisation and be mistranslated and misunderstood (whilst going 

through different transductions). This results in less clarity and more distortion and 

confusion. In contrast, in heterarchical structures such as VSM there are not many layers, and 

hence there are not many levels of information transduction, which in turn means fewer 

mistranslations and observer-subjective distortions. This is because people in each layer 

receive the information based on the transductions. Such information is then shared in the 

same layer; hence, confusions are corrected and a shared understanding of the information 

is reached. This resembles self-regulation of communication in each layer and contributes to 
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the quality of communication from one layer to the next in the heterarchical structure of the 

organisation.  

2.3.3.2.4. Viable System Model: Performance and Outcome Management  

The viable system model has the capabilities to facilitate the performance measurements.  In 

Brain of the Firm, Beer (1972, p.163) describes three factors to characterise activities in an 

operation system. These components are actuality, capability and potentiality. Performance 

is the ratio of actuality to potentiality.  

Actuality is defined as the present achievement of the system with its current resources and 

limiting constraints. Capability is explained as the best historical performance that the system 

has achieved in a time period based on current resources and existing constraints. 

Potentiality is described as what could be achieved through development of the resources, 

resolving the constraints, or both. The three measures of performance achievement are:  

Productivity = Actuality/Capability 

Latency = Capability/Potentiality 

Performance = Latency * Productivity  

For example, let us assume that in a production plant for iPad, the actual production of iPads 

is 4,000 iPads per year (based on existing conditions, resources and constraints). The 

capability of the production plant, based on its historical data under the same existing 

conditions of resources and constraints, is 5000 iPads per year. The potentiality of this 

production plant is 6,000 iPads per year, if another assembly line could be added and workers 

could be working full time rather than part time. In this scenario:  

Productivity = Actuality/Capability = 4,000/5,000 = 0.80 i.e.  80%  

Latency = Capability/Potentiality = 5,000/6,000 = 0.833 i.e. 83.3% 

Performance = Latency * Productivity = 0.833 * 0.80 = 0.66 i.e. 66% 

When actuality diverges from capability, because someone performed something well or 

something worse, then the control system receives an algedonic alert. If remedial action, 

implementation of a good method/technique or correction of a mistake, is not carried out in 

the required time, there will be an escalation of alerts. Best practice heuristics emerge from 

orderly routine responses and feedback in system 3*. Such heuristics are continuously 

observed for improvement via system 4. 
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2.3.3.2.5. Viable System Model: Recursion and Local Autonomy 

The concept of recursion in the viable system model refers to a structure that contains 

autonomous components within autonomous components in a nested way. In the same way, 

a viable organisation is comprised of viable entities and is itself embedded in more inclusive 

viable entities (Schwaninger, 2006). Each entity, in structural terms, replicates the whole of 

what it is embedded in, from beginning (producing the primary tasks) to end (supporting and 

managing the primary activities), i.e. all processes relevant for maintaining its identity and 

the purpose that it exists for. According to Beer (1985), when the system in focus is a viable 

organisation then “it may have more than one next higher and next lower recursion” (p.6). It 

is prevalent therefore that recursive entities are multidimensional or perhaps circular (cf. 

Schwaninger, 1994). As a result, the complexity that comes from the environment to 

challenge the system can be managed through distribution in these many layers of recursion 

(Schwaninger, 2006).  

Recursion in the viable system model also relates to the concept of autonomy at local level. 

This autonomy represents the freedom as well as the responsibility that the local system 

endures to regulate itself. This means that lower recursive layers have power to make 

decisions for their own operations, as long as they do not conflict with the coherence of the 

whole system (Schwaninger, 2006). The recursion and the autonomy at local level facilitate 

direct and instantaneous management of problems locally (Lewis, 1997). For example, the 

operations of primary activities in system 1 are autonomous, and conditional to maintaining 

the coherence of the whole system. This releases upper level management from a pointless 

involvement in the problem handing (Espinosa and Walker, 2006). 

2.3.3.2.6. Viable System Model: Self-Organisation vs. Guided Self-organisation 

Self-organisation basically relates to a re-organisation of structures, processes and/or 

functionalities, being formed/produced organically in a dynamic way in the system. Haken 

(1977) illustrates the concept of self-organisation with an example from human actions: 

“Consider, for example, a group of workers. We then speak of organization or, more exactly, 
of organized behaviour if each worker acts in a well-defined way on given external orders, i.e., 
by the boss. We would call the same process as being self-organized if there are no external 
orders given but the workers work together by some kind of mutual understanding” (p.191). 

Notably, the “boss” is considered external to the team of workers. Considering the team of 

workers as a system that actually re-organises its structure, there is no direct involvement of 

the boss in the re-formation of the teamwork structure or the team’s functionality.  
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Self-organisation, according to Bonabeau et al. (1999), is characterised by (1) the various 

interactions among the system’s components/agents without any centralised 

regulation/control, (2) the reflective positive and negative feedback, and (3) the increase in 

modification of the system’s behaviour in order to adjust to the changes and to adapt to the 

environment. Fuchs (2002) argues that, in social systems, the various interaction/social 

relations among agents are facilitative of social cooperation. Social agents benefit from the 

common frames of references that exist among them. Through cooperation, they can 

accomplish objectives which they cannot reach individually. Social cooperation supports the 

emergence of new qualities in the system such as collective capabilities and social knowledge. 

This is because social cooperation underpins the process of fair and equal information 

flow/knowledge sharing which supports the process of learning and development. On the 

other hand, social competition is a form of social interaction based on which power and 

domination help some agents to take advantage of the others. Here, new qualities of the 

system also emerge from social competition. These qualities are power-orientated and of 

advantage-taking nature. Information, in this case, does not flow equally among all social 

agents. Hence, the knowledge which emerges based on social interactions of a small group 

turns into a source of power for them, which fuels the social competition with the other 

agents in the system. The information that is being shared in processes of social cooperation 

and social competition is of a cooperative and competitive nature, respectively. Social 

cooperation produces inclusive information/knowledge and social competition establishes 

exclusive information/knowledge. According to Fuchs (2002), the exclusive social 

information cannot be considered as an outcome/quality of the self-organisation process. 

This is because not all of the concerned social agents are involved in the process, and they 

are not equally using shared resources and tools in the system.  

Fuchs (2002) refers to self-organisation as a mechanism for the system’s effectiveness and 

continuity over time and continuous information/knowledge creation:  

“A social system organises itself permanently in order to maintain itself and it permanently 
produces and changes social information” (p.229).  

And: 

“Each time a system organises itself, information is produced; hence all self-organising 
systems are information-generating systems” (p.225).  

 

The process of self-organisation can also be studied from the entropy/negentropy 

perspective. A self-organising system moves away from entropy. Demetis and Lee (2019) 

define a self-organising system as “a system that eats energy and order from its environment” 
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(p.5). This shows there is a high possibility that the system will become negentropic, at least 

in the short term. Negentropic systems, as discussed in Section 2.3.2.1.2, are charged/loaded 

with energy and information from the environment. The loaded energy and information need 

to be transduced/translated within the system in order to become relevant and applicable. 

The translated version of such information generates new knowledge when people 

understand it in relation to the system. This is because it facilitates the 

internalisation/absorption of the incoming energy and information more effectively in the 

internal processes of the system. Said system, according to von Foerster (2003), is able to 

enhance its own order internally. Self-organisation is recognised as a process based on which 

the system’s internal varieties are enhanced/increased. In turn, such increase in internal 

varieties creates the dynamics of the system (Prokopenko and Gershenson, 2014; 

Prokopenko, 2014, 2009; Polani et al., 2013; Ay et al., 2012). This is part of the system’s self-

organising behaviour. Based on Demetis and Lee (2019), the self-organisation process 

(including the transduction/translation) is, however, observer-relative. This is because in 

producing information/knowledge, the observer uses his/her own frame of reference. 

In this vein, guided self-organisation can be considered as leading the process of steering the 

dynamic of the system towards a desired outcome or the system’s configuration. According 

to Polani et al. (2013), guided self-organisation has three characteristics. First, there is an 

increase in the re-organisation of structures, forms and/or functionalities. Second, there is 

no explicit guidance from any external agent for the local interactions/collaborations. Third, 

task-dependent goals are considered in line with task-dependent limitations/constraints.  

Guided self-organisation aims to lead/guide the outcomes of the process of self-organisation 

through leveraging its strengths (Polani et al., 2013). This may seem paradoxical. Guided self-

organisation strives to lead/guide the system into a more suitable structure/form or 

functioning state, and at the same time it attempts to increase the range of options through 

an examination/exploration within the existing search arena. In the other words, the 

guidance suggests ‘control’ and self-organisation suggests ‘autonomy’. Although looking 

contradictory at first sight, nonetheless the distinction between the notions of control and 

constraint can resolve this paradox. This is achieved through placing some constraints within 

the dynamics of the system in order to facilitate the interactions rather than precisely 

controlling the transition of the system, towards a better system state (Prokopenko and 

Gershenson, 2014). 
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In social systems, self-organisation can be implemented through two mechanisms, namely 

reducing the conflicts/frictions (e.g. scaling down the social competition) and increasing 

synergy by employing mediators/facilitators. Since complexity depends on the level and scale 

of varieties (Bar-Yam, 2004), these mediators/facilitators have to match the variety of the 

environment with the internal variety on multiple scales through self-organisation 

mechanisms (Gershenson, 2011) such as social cooperation, as discussed earlier. According 

to Gershenson and Rosenblueth (2012), implementing these mechanisms leads to systemic 

outcomes that are closer to optimal performance.  

In the example mentioned above for the concept of self-organisation, an example of guided 

self-organisation would be the boss reminding different working teams of the deadline for 

the company to deliver a project with several deliverables. In this case the boss is not actually 

involved in completing the pieces of the jobs or controlling the functionalities, and instead 

motivates/alerts the teams regarding managing the time. Another example of guided self-

organisation would be investing in a new technology to speed up the work of the teams in 

accomplishing their tasks and deliverables. An example in this regard could be the boss 

cancelling all workers’ holidays in order to increase the organisation’s internal varieties in 

terms of the number of experts who are required to work in different teams in order to meet 

the expectations of the customers (i.e. external varieties). From the entropic perspective, this 

example reminds us of the benefits that variation (knowledge varieties of the experts) can 

have in terms of guiding the process of self-organisation by restricting the entropy. After 

delivering the project, however, it would be necessary for the boss to prompt and motivate 

the experts to take a holiday in order to maintain the regulations as well as work-life balance. 

This is understood as increasing the entropy in the system when necessary.  

With the examples above, it is pertinent to mention that teams are considered focal units of 

self-organisation in the social systems. Hence, it is vital to investigate the impact of self-

organisation in socio-technical teams. The next section sheds some light on this area. 

 

2.3.3.2.6.1. Self-Organisation in Socio-Technical Teams  

According to Karhatsu et al. (2010), the main mechanisms that facilitate building a self-

organising team are autonomy along with communications and collaborations. Organisations 

build self-organising teams in order to improve productivity and enhance the quality of their 

products or services (Moe et al., 2009).  
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Compared with excessively plan-driven teams, self-organised teams bring decision making to 

the team level; hence, the team is able to quickly and appropriately respond to the 

environment and its changes. Being multitasked, they achieve this through re-organisation 

of the duties and tasks in the team based on the situation which arises (Fenton-O’Creevy, 

1998; Tata and Prasad, 2004; Nerur et al., 2005). They set and achieve their own goals via 

participation and engagement among team members (Nerur et al., 2005). For example, in 

socio-technical systems the self-organising teams are allowed to organise themselves in 

performing their tasks (Herbst, 1962) using their autonomy in terms of method of working as 

well as the pace of the work (Hackman and Oldham, 1976).  

Limiting the autonomy has a harmful effect on people’s performance. This is because 

controlling people indicates that the management have no trust in them (Kramer, 1999). 

Instead, autonomy in the self-organising teams averts stress and anxiety about the tasks 

(Frese, 2008).   

The autonomy that is observed in self-organising teams also positively impacts the 

competence of team members (Burr and Cordery, 2001). In addition, it encourages the team 

to take the responsibility of coordinating with other teams (Batt, 1999), and to develop more 

proactive task orientations (Parker et al., 1997) as well as to engage in achieving the tasks 

through using their personal initiatives (Moe et al., 2008).  

With the autonomy increased, the confidence and capabilities of team members for 

undertaking a wide range of tasks develop further (Parker and Wall, 1998). Hence, they 

master new duties and gain new skills (Gist and Mitchell, 1992). When people are armed with 

this higher role-extent competence, they proactively set, pursue and endeavour to achieve 

goals that are more challenging (Parker et al., 1997).  

Cherns (1976) provides nine principles of socio-technically designed systems. These 

principles are: (1) Minimal Critical Specification, (2) Boundaries, (3) Multi-functionalities, (4) 

Support Congruence, (5) Information Flow and Feedback, (6) Incompletion, (7) Compatibility, 

(8) Human Values, (9) Socio-technical Criterion. Table 8. provides these principles as well as 

their explanations and implications.  
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Table 8: Cherns’ (1976) principles of socio-technically designed systems and their implications 

Kakar (2017) tests these nine principles of socio-technically designed systems to compare 

agile teams (which are self-organised) with extensively plan-driven teams. He finds that in all 

of the nine principles the level and extent of self-organisation in agile teams are significantly 
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higher than those of plan-driven teams. He also finds that self-organisation positively 

influences the motivation as well as the innovation of socio-technical teams. Practising self-

organisation, however, faces some barriers. People are more familiar when it comes to 

commanding and controlling culture. Adapting to norms of self-organising culture is 

therefore not easy. In addition, whilst multitasking is beneficial for the system, recruiting or 

training multitasking people is difficult, time consuming and expensive. Further, self-

organised teams might not have complete control over their human assets, since team 

members might be shifted to other projects based on priorities in the organisation (Moe et 

al., 2008). Moreover, although organic (flat and flexible) structures of the organisation assist 

in self-organisation, adaptability and learning in the teams, nonetheless, according to 

Cockburn and Highsmith (2001), misalignment between team structure and organisational 

structure should be avoided because it can be counterproductive to both of them. Finally, 

managers might not be willing to give up control. 

It is important to note that the mechanisms of self-organisation can lead to autopoiesis 

(Gershenson, 2015). The next section sheds some light on the concept of autopoiesis and its 

role in the operation of small teams. The discussion will be in the scope of complexity 

management in organisations. 

 

2.3.3.2.7. Viable System Model: Autopoiesis and its Role in the Operation of Small Teams 

Autopoiesis is defined as producing self. The word autopoiesis originates from the Greek 

words auto (self) and poiesis (creation or production). Rooted in biology, the original 

meaning of autopoiesis refers to the material self-production of cells through organisations 

of its own molecules. This theory was developed by Maturana and Varela (1980). They state 

that:  

"An autopoietic machine [system] is a machine [ system] organized (defined as a unity) as a 
network of processes of production (transformation and destruction) of components which: (i) 
through their interactions and transformations continuously regenerate and realize the 
network of processes (relations) that produced them; and (ii) constitute it (the machine) as a 
concrete unity in space in which they (the components) exist by specifying the topological 
domain of its realization as such a network" (Maturana and Varela, 1980, pp.78-79). 

This means that an autopoietic system reproduces itself because of its structure and 

organisation. According to Maturana and Varela (1987):  

Organisation is “[the] relations that must exist among the components of a system for it to be 
a member of a specific class” (p.47).  

Structure is “the components and relations that actually constitute a particular unity and 
make its organisation real” (p.47).  
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Autopoietic systems have four features, the first of which is autonomy. Autonomy revolves 

around the idea of a system being able to stipulate and lay down its own rules, procedures 

and its exhibiting behaviour. The second feature is individuality. Individuality suggests that 

whilst autopoietic systems are keeping up with their organisations, they also maintain their 

identities in an active way. The third feature is organisational closure. In order to remain alive 

and effective, a system needs to be organisationally closed. However, organisational closure 

does not reject the input from outside the system (e.g. environment). The fourth feature is 

self-defining boundaries. The internal relations and dynamics generate the 

elements/components of the boundaries. The process of autopoiesis is contained within the 

system’s boundaries (Maturana and Varela, 1980, p.80).  

Autopoiesis has also been used in domains other than biology. This generalisation can be 

viewed as an adaption rather than an adoption of the concept, since the notion of living 

cannot be easily translated/defined in non-living systems in precise terms. The use of this 

concept in, for instance, sociology, is what Luhmann (1986) has developed as social 

autopoiesis for which the original meaning of autopoiesis is changed to explain a wider array 

of phenomena. Hence, a broader meaning of autopoiesis is the self-production of a system 

using its underlying substances and mechanisms in an independent way. Therefore, it 

becomes possible to talk about a society’s self-production of its own norms (i.e. a non-

material thing). Social autopoiesis has been studied by Luhmann (1986, 2009), Gidens (1979, 

1984) and Fuchs (2003, 2007). 

The application of autopoiesis in organisations has been studied by Beer (1984, 1985), 

Bakken and Hernes (2003), Maula (2006) and Magalhaes and Sanchez (2009). Beer (1980) 

states that, according to Maturana and Varela (1980), the meaning and purpose of 

autopoiesis is:  

“to understand the organization of living systems in relation to their unitary character. This 
formulation of the problem begs the question as to what is allowed to be called a living system, 
as they themselves admit” (p.68).  

According to Beer (1980), for a social system to be autopoietic, it is not required to be living: 

“The fact is that if a social institution is autopoietic (and many seem to answer to the proper 
criteria) then, on the authors’ own showing, it is necessarily alive. That certainly sounds odd, 
but it cannot be helped. It seems to me that the authors are holding at arm’s length their own 
tremendously important discovery. It does not matter about this mere word “alive”, what does 
matter is that the social institution has identity in the biological sense; it is not just the random 
assemblage of interested parties that it is thought to be. When it comes to social evolution 
then, when it comes to political change: we are not dealing with institutions and societies that 
will be different tomorrow because of the legislation we passed today. The legislation – even 
the revolution – with which we confront them does not alter them at all; it proposes a new 
challenge to their autopoietic adaptation. The behaviour they exhibit may have to be very 
different if they are to survive: the point is that they have not lost their identities” (p.68). 
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Beer (1980) further mentions that: 

“ ... any cohesive social institution is an autopoietic system because it survives, because its 
method of survival answers the autopoietic criteria; and because it may well change its entire 
appearance and its apparent purpose in the process. As examples I list: firms and industries, 
schools and universities, clinics and hospitals, professional bodies, departments of state, and 

whole countries” (p.71). 

 

Having discussed the concept of autopoiesis as well as the features of autopoietic systems, it 

is important to know how autopoiesis operates in teams. As discussed in Section 2.3.3.2.6, 

teams are considered as focal units of organisational and social systems where self-

organisation takes place. In turn, the mechanisms of self-organisation can lead to autopoiesis 

(Gershenson, 2015). In this arena, according to Karhatsu et al. (2010), the main mechanism 

that facilitates building self-organising teams is autonomy along with communications and 

collaborations. While autonomy is a feature of autopoietic systems, communications and 

collaborations in the social systems in general and within the teams in particular can be 

explained through the origin of humanness in the biology of love (Romesin, and Verden-Zoller, 

2008). The central realm of cooperation emerges through basic feelings/moods of reciprocal 

respect, fairness, support, care, trust and acceptance (as features of love) as opposed to 

competition, rivalry, violence or arrogance. As discussed in Section 2.3.3.2.6, competitions 

and competitive interactions cannot be considered as a mechanism of self-organisation in 

teams. The cooperation, collaboration as well as communications (by which one is 

structurally coupled with others in language) facilitate the human species’ attempts to 

conserve through features of love and to evolve. This is not to relate the responsibility of one 

towards the others to the ethical imperative, but rather to what naturally emerges and 

develops from a way of living (i.e. human experiential existence) in the biology of love, which 

is also called social consciousness (Romesin, and Verden-Zoller, 2008). The argument here is 

that the biology of love motivates people to communicate, cooperate and collaborate with 

each other. From the organisational perspective, therefore, the aforementioned biology 

supports self-organisation in the teams as well as at organisational levels, which in turn leads 

to autopoiesis. This is because the dynamic actions/interactions of people in an organisation 

create/recreate spontaneous structures of a singular dynamic by keeping up the processes 

of dynamic relations. As long as these structures and processes are (re)generated, 

autopoiesis, i.e. self-production of the system, continues.  
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2.3.3.2.8. Viable System Model: Pathological Symptoms in Autopoiesis 

According to Beer (1979), when an organisation produces itself, it reveals to the outside that 

it has an identity and it retains said identity. In addition, Hilder (1995) states that self-

organising systems are perceived to embrace many purposes. Some purposes are out of 

sight. Common in all, however, is the need to stay viable. This means that they all aim to 

maintain their existence, until the time when their purposes are accomplished at least. The 

ultimate testimony of viability is autopoiesis, which means that the viable system is guided 

towards the course of its own production (Beer, 1979, p.405). Beer (1984) further explains 

that, in any viable system, it is system 1 (S1) that contains the components capable of 

producing self (p.14) and as Maturana (1987, 1992) specifies, they are autopoietic 

generators. Beer (1979) also states that:  

“Systems Two, Three, Four, Five are not in themselves viable at any level of recursion: 
therefore they should exhibit no internal autopoietic behaviour whatever. They often do and 
that is the source of the pathological time-usage. […] Hence, instead of seeking a chimerical 
numerical constant as an invariant in the pathological autopoiesis, it is necessary only to study 
the actual behaviour of Systems Two to Five, conceived of as services to the autopoiesis of 
system One” (p.412).  

 

Therefore, in some organisations, systems 2, 3, 4 and 5 of an organisation might exhibit a 

tendency to become autopoietic. However, viability is a feature that can only be embodied 

in system’s totality and in the elements of system 1. If any of sub-systems 2, 3, 4 or 5 of a 

system turn autopoietic, they will be pathologically autopoietic and will threaten the viability 

of the whole system. The responsibility of system 2, 3, 4 and 5 is to work for the whole system 

by sponsoring/promoting the primary activities of system 1. They should not turn into viable 

systems in their own right at any given recursion level. They will cost the whole system if they 

become autopoietic. An example of this situation is the typical mistake of bureaucracies, 

where any of their systems (2, 3, 4 or 5) become pathologically autopoietic. According to Beer 

(1979), within the bureaucracies, like in any social system, an “Establishment” can emerge 

(p.412). He clarifies that “The Establishment includes everyone who plays a role in the rituals 

of pathological autopoiesis” (p.13). Further, he states that:  

“'The Establishment' in any social system comes into being at the point when the vital principal 
of autopoiesis consumes energy greater than that needed to maintain cohesiveness through 
the appropriate number of viable recursions that marks its claim to organisational identity as 
a set of embedments of System One. 'The Establishment' presents autopoietic activity on the 
part of systems Two, Three, Four or Five; and this constitutes a pathological symptom of the 
viable system" (Beer, 1979, p.412).  

Referring to “when the vital principal of autopoiesis consumes energy greater than that 

needed to maintain cohesiveness”, another example can be a hospital. A simple test which 

can be used to uncover whether the autopoietic activities of a hospital are pathological or 



89 
 

healthy is to ask what proportion of everybody’s time is spent on healing and what 

proportion is spent on the autopoiesis of the medical professionals. The activities of systems 

2 to 5 in a hospital are supposed to be there to serve the activities and processes of healing 

(i.e. system 1’s tasks). If the amount of time spent on self-production in systems 2 to 5 (e.g. 

autopoiesis of the medical professionals) goes beyond the minimum required for maintaining 

the system as a united and interconnected whole (cohesiveness), then systems 2 to 5 are in 

an unhealthy state, and hence pathologically autopoietic (Beer, 1979, pp.408-412). 

Reflecting on what has been discussed so far with reference to the viable system model and 

its characteristics, the question is how this model has been used in knowledge sharing 

processes and what the literature has on offer in this regard. The following section sheds 

some light on these notions.  

2.3.3.3. Viable System Model for Knowledge Sharing Processes 

The literature review of this thesis shows that there is no documented study which focuses 

on the process of knowledge sharing from the perspective of the viable system model. 

Widening the scope of review to include studies on knowledge management using the viable 

system model, it is found that there exists only a few. Reviewing these very few, however, 

brings to light some common features which can inspire ideas for developing studies around 

the process of knowledge sharing from the viable system perspective. So, let us see what is 

on offer.  

Leonard (2000) looks at an organisation as a whole system and provides the structure of 

knowledge management processes. She argues that the concept of variety can describe many 

concepts of knowledge management. Accordingly, in an organisation, the variety of any 

circumstance is absorbed and balanced close to its source through built-in supportive 

controls or casual give and take. Considering organisational limitations, management may 

amplify as well as attenuate the variety of the operations it manages. Examples of variety 

amplification can be publishing limits and opportunities, as well as decisions in the 

organisation, whilst examples of variety attenuation can be standard setting and providing 

direction for the operation. Best practice, in this regard, is to provide the operation with 

sufficient autonomy and resources in order for people to observe and learn from their 

growing experience.  

Relating to the concept of recursion, Leonard (2000) reveals that recursive relations, 

however, are not necessarily to be based on hierarchy of orders. In fact, they are bound by 
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little or no formal power. This facilitates local autonomy in each system as long as it is 

consistent and fit with the main goal of the organisation.   

Further, Leonard (2000) refers to the notion of homeostasis as a state of the system’s 

regulations so that internal conditions remain stable and relatively constant. She states that 

homeostats are present in all connections and links in viable systems. However, special 

attention must be paid to the homeostats between the control system and the intelligent 

system. This is because such homeostats play a critical role in keeping the organisation, as a 

whole, in a condition of dynamic stability. This direct connection facilitates far more 

knowledge sharing between the control system and the intelligent system, whilst also 

regulating their actions based on continuous learning. Such homeostats may also be involved 

in the team’s knowledge sharing processes to expand their knowledge of one another as well 

as their future environments.  

Leonard (2002) reminds that self-reflection and self-knowledge are needed in each system in 

order for the organisational capabilities to be fully realised. In terms of expanding knowledge 

of future environment, the intelligent system scans the environment in order to devise new 

strategies to make the system capable of adapting to the environment. The new strategies 

have to rely on assimilation of previous experiences, making use of them, learning from them 

and developing capabilities continuously in line with preserving the system’s identity.  

Based on the same rationale for variety engineering (amplification, attenuation) and 

homeostasis, Yang and Yen (2007) use the viable system model and Nonaka and Takeuchi‘s 

(1995) four conversion strategies of internalisation, combination, socialisation and 

externalisation for the processes of knowledge management. They develop a viable system 

framework for organisational knowledge which integrates knowledge into organisational 

goals, classifying organisational knowledge into four categories of transactive, bureaucratic, 

entrepreneurial and constructive.  

This framework differs from that of Leonard (2000), with its specific focus on the social 

character of organisational knowledge built upon Chinying Lang (2001). From the 

organisation perspective, organisational context is a main source for the emergence of 

valuable knowledge. Central to effective work on knowledge are the human aspects of the 

organisation. In other words, it is vital for knowledge management functions to connect 

people and help them to brainstorm together and share what they think is beneficial for their 

community in terms of knowledge.  
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It is, however, important to note that there exists a limitation for knowledge representations. 

For example, knowledge management programmes that are solely dependent on IT cannot 

effectively share and deliver knowledge. Overall, these considerations reveal that Yang and 

Yen (2007) adopt a socio-functionalist perspective on the viable model of knowledge 

management. It appears that further development of their arguments can potentially 

proceed with a viable system perspective for the knowledge sharing process whilst 

considering knowledge networks as well as communities of practice.  

From the knowledge management perspective, Barragan-Ocana et al. (2012) attempt to 

explore and compare communities of practice with complex systems. They refer to 

communities of practice as a learning system which is generated and developed from the 

common interest of individuals experienced in a knowledge area. They state that the stability 

and viability of knowledge management in communities of practice are ensured if they are 

managed through a viable system model, so that their environments, operational 

components and the meta-systems are understood.  

Achterbergh and Vriens (2002) also relate to the viable system model and consider a 

cybernetic view (functional perspective) for knowledge in the organisation. They apply 

underlying principles of the viable system related to the processes of knowledge 

management and provide a list containing domains of viable knowledge to be managed. 

Table 9 illustrates how these domains are connected to two of the core processes of 

knowledge management (i.e. generating and applying). Although Achterbergh and Vriens 

(2002) do not explicitly specify what is to be shared, this table clearly hints at which 

knowledge should be shared with which system so that the whole system of organisation 

remains viable. In this Table, F1, F2, F3, F4 and F5 represent primary activities, coordination, 

control, intelligence, and policy/governance, respectively.  

Preece et al. (2013) use these domains of viable knowledge to structure information 

processing complexity, through which they identify issues responsible for reducing the 

viability of systems of operation and control. However, their case studies are related to 

natural disaster management. Further, there is no evidence in the literature on how these 

domains of viable knowledge can identify issues in knowledge management or specifically in 

knowledge sharing where social networks or communities of practice also come into effect. 

Yang and Yen (2007) refer to socialisation as a strategy for the conversion of knowledge 

drawn from Nonaka and Takeuchi (1995). While this is theoretically, empirically, and 
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heuristically the most useful approach to knowledge sharing, they do not provide further 

implications on how to link socialisation with the concepts of the viable system. 

Table 9: Generating and applying domains of knowledge Achterbergh and Vriens (2002; p.236) 

G= Generating                A= Applying 

According to the literature review of this thesis, studies that relate to knowledge 

management from the viable system perspective skip to deeply focus on the process of 

knowledge sharing, both empirically and theoretically. What has been presented refers to 

general theoretical arguments. This might be due to the fact that researchers tend to think 

of knowledge sharing as a network phenomenon within the group/team and organisation, 
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and so they have extensively applied the concepts of social network analysis (this is evident 

from the volume of literature in Section 2) and to a smaller extent the concept of team 

syntegrity. On the other side, procedures to deal with directly relevant social aspects of the 

knowledge sharing process based on the viable system model have not yet been developed. 

Researchers are still unfamiliar with the strengths of the systems approaches and 

methodologies (Edward et al, 2009), including the viable system model which can assist in 

the design and development of new and organic systems. Further, some systems’ researchers 

consider the viable system model as a mechanistic and functionalist approach (Ulrich, 1983; 

Flood and Jackson, 1991) which is not very suitable for research on the process of knowledge 

sharing. However, there are studies developed in systems thinking literature which adopt 

interpretivist approaches (e.g. Espinosa and Walker, 2017, 2011; Espinosa et al. 2008; Espejo 

and Harnden, 1989), or even the emancipatory perspective (Ho, 1997), towards the viable 

system model. This might possibly illustrate why the viable system perspective of the 

knowledge sharing process is missing in the literature. 

The following section will sum up all sections of the literature review and provide the 

comprehensive view of the research, considering a combination of VSM and SNA specific to 

the context of the action research that it pursues and seeks to implement.    
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2.4. Section 4: Reflection on Section 1, 2 and 3 

This section reflects on the literature review provided in Section 1, Section 2 and Section 3. 

The relevant literature on the context of the research will then be provided, which is where 

the relevant research gaps for this thesis reside. An illustration of the action framework and 

the research questions for the present thesis will then be put forth. 

Reflecting on the literature, it can be argued that knowledge has often been overlooked as 

something explicit that can be codified and that the knowledge can be disseminated without 

any problem. However, the breadth of knowledge taxonomy, which also includes a tacit 

element, suggests considering the tacit-explicit dimension of knowledge when dealing with 

complexities involved in the knowledge sharing projects.  

For this thesis, which relates to sharing maths knowledge, the researcher adopts Polanyi’s 

(1962) suggestion at the micro level of individual learning. Polanyi advocates examining the 

tacit-explicit dimension of knowledge in three phases, namely “ineffable”, “intermediary” 

and “sophistication” (p.87). In this view, the relation between tacit and explicit refers to the 

dynamic interplay between thought and speech. Such a relation diverges from one end (i.e. 

ineffable) where the tacit prevails over the explicit, to another end (i.e. sophistication) where 

tacit and explicit disintegrate. This relation, however, does pass through an intermediary 

stage where tacit matches with the meaning of speech.  

Using this perspective, Frade and Borges (2006) assert that the lack of connection between 

learners’ expressions and their original comprehensions is directly associated with the way 

in which the tacit element can structurally couple and cooperate with the explicit element. 

Therefore, the dynamic interplay between the tacit and explicit elements of knowledge 

becomes important for the process of expression/articulation within the conversations. 

According to the above authors, the occurrence of a mistake/error in a learner’s response to 

a maths problem-solving task does not essentially mean that he/she does not know the right 

answer nor that he/she has not internalised a specific type of knowledge. It instead may 

indicate that when articulating his/her understanding, the learner could be rather in the 

ineffable or the sophistication phases. If in the ineffable phase, then the learner’s tacit 

understanding/comprehension is yet under construction. This shows the tacit prevalence 

over the explicit and leads to a learner’s unclear expression/utterance in his/her answer, 

meaning that not enough evidence, clues or signs are provided to show understanding. If the 

learner is in the sophistication phase, then his/her tacit dimension of thinking might have 

been obstructed because of communication incompetence. This means that the learner’s 
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symbolic and representational operations are under development and are not yet ready for 

articulating/expressing his/her understanding. In this case, there will be imprecision or even 

contradictions in his/her expression of the answer, though his/her expression is made 

confidently.  

However, risky interpretations are involved in the identification of a learner’s phase/mode 

of operations. It is also important to acknowledge that such interpretations are subjective to 

the observers. The learner himself/herself does not necessarily have direct access to his/her 

own phase/mode of operations or its account of description.  

A second-order cybernetician, who studies the process of learning as an interplay between 

the tacit and explicit elements of knowledge, would require a higher level of reflection, 

evaluation and inferences in order to identify a learner’s phase/mode of operations. Such 

interpretations are different from more instant inferences (i.e. those in which the gap 

between the inferred and the observable is curtailed to the maximum). In effect, the 

interpretations that permit a second-order cybernetician to identify the learner’s mode of 

operations are underpinned by his/her identification of sometimes fragmented evidence, 

signs and clues observed in certain aspects of the learner’s understanding, although they are 

subtle in expressions, articulations and utterances. According to Frade and Borges (2006), 

there can be four phases of dynamic interplay between tacit and explicit knowledge within a 

process of learning, and they are: (1) tacit prevailing over the explicit; (2) tacit being on the 

edge of explicit; (3) tacit matching with explicit; and (4) independency of tacit and explicit. A 

second-order cybernetician can then take the understanding and insights regarding these 

stages into account when designing learners’ knowledge management activities. These 

activities include support processes such as social communications/interactions. Lerman 

(2001) argues that:   

“Children become mathematical by getting used to what counts as being mathematical, which 

is constituted in the social practices of the classroom. This may be a more fruitful way of 

speaking about learning, in which learning is about speaking, about how to speak in the 

legitimated codes of school mathematics” (p.50). 

Frade (2004) refers to the cooperative interplay between thoughts and speech as a social 

practice. She asserts that social communication is an act of knowing which is essential when 

it comes to generating mathematical knowledge. Hence, encouraging social communication 

practices and knowledge sharing plays a critical role in learners’ development.  

At the macro level, where knowledge management and learning activities are designed, this 

thesis adopts social interactions, communications, and engagement practices that are found 
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in the community-based approaches (e.g. Wenger, 1998, 2000; Wenger et al., 2002). This is 

because, as Leistner (2010) justifies, it is very difficult to manage knowledge, since it is 

present merely in the mind of individuals and is affected by their prior experience (p.4). Social 

communications/interactions and engagement practices not only assist individual learners in 

learning and internalising the maths knowledge, but also give them access to new conceptual 

knowledge of maths expressed by other individuals. According to Spinuzzi (2015) and Leistner 

(2010), the social dynamic in communities highlights the success of knowledge sharing. 

Leistner (2010) clarifies that we can manage knowledge flow, stating that: 

‘‘you can enable a flow by creating an environment that people find safe, attractive, and 
efficient, and that motivates them to share their knowledge … to re-create knowledge in their 
own frame of reference’’ (p.10).  
 

Leistner (2010) further asserts that managing the flow is: 

 “much about creating conditions that will make sharing more likely as it is about trying to 
have a direct influence on people’’ (pp.17-18).  

In this arena, the technicalities of creating a thriving environment and implementing 

structures that (1) persuade people to share their knowledge with those who need it, and (2) 

support knowledge seekers to find the right person to refer to at the right time, are also 

significantly important. Although Spinuzzi (2015) and Leistner (2010) argue that technical 

implementation is not a repository of knowledge, a counter argument can be justified based 

on the context and purpose of knowledge sharing activity. Here, when we shift the 

boundaries, two nested layers of knowledge emerge. The first layer represents the primary 

conceptual content knowledge that an organisation wishes to be shared among its 

operational teams and individuals. The second layer illustrates the knowledge of those (e.g. 

change agents or managers) who strive to manage the process of knowledge sharing in the 

first layer, by, for instance, creating specific structures and a facilitative environment. It is 

evident that the technical implementation being hidden might not be of much use and is 

being taken for granted for the first layer, but for the second it is known as know-how and 

can be considered as a repository of knowledge in the mind of the second layer’s knowers 

(e.g. managers, change agents). It is therefore the scope and level of knowledge sharing that 

would determine whether technical implementation can be classified as a repository of 

knowledge or a repository of information, or even, as Leistner (2010, p.115) puts it, as a 

“repository of pointers to those who know”. 

In this vein, an organisation does not tend to and cannot force its individuals to remain in a 

specific layer. Crossing the boundaries of the layers is part of dynamism in organisational, 
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managerial and leadership development. Since organisations resemble a network of 

individuals (and their knowledge) working cooperatively together, they accumulate different 

types of knowledge and experience continuously. It is therefore argued that the technicalities 

around what is needed and how to structure a network of individuals (e.g. through teams 

with a specific structure) in order to improve the likelihood that knowledge seeker and 

knowledge acquirer discover each other at the right time, have a great chance of being 

regarded as a repository of knowledge. Within this purposefully-built knowledge sharing 

space and environment, “the repository of pointers to those who know”, along with other 

types of knowledge in the fluid and complex mix, would also be socially constructed in the 

mind of individuals. Such an environment facilitates discussions, social interactions, and 

direct contacts which are regarded as mechanisms by which more of the tacit and 

experiential knowledge can be shared.  

The next critical point is about how to measure and analyse knowledge sharing. While the 

literature review suggests using social network analysis, it would be simplistic to only rely on 

network measures in terms of numbers and quantities. Numbers indeed may not be able to 

portray the facilitated connections within the social network of knowledge or in a community 

of learners. Non-numerical measures are more indicative of potential knowledge flow, but 

not the direct quantification. Feedback indicators such as value, culture, quality, participation 

and skills development are of a non-numeric nature and tweak the inter-subjectivity of 

knowledge sharing activities. Performance improvement can also be a strong indicator of 

knowledge sharing in teams and in organisations and can be assessed both qualitatively and 

quantitatively. In fact, a mixed method would bring to light a series of emerging outcomes 

that are nearer to the reality.  

This viewpoint on knowledge, knowledge management and knowledge sharing is more 

prevalent given the aim of this thesis, which attempts to design and build a socio-technical 

network space and collaborative structures in which people would feel free and stimulated 

to share their experience and knowledge. To design, develop and build such a space and 

structures for knowledge sharing activities, with knowledge as the main ingredient, being 

fuzzy, complex and a fluid mix, the complexity management and system thinking approaches 

are much more suitable than linear solutions.  

The literature review on complexity management and systems thinking shows that the viable 

system model is a powerful tool for systems design as well as managing complexity and 

performance measurement (Espinosa and Walker, 2013), whilst it also has a greater potential 
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to provide an optimal model for the discovery of knowledge sharing structures and processes 

in the organisation. This is because the viable system model can specify the necessary and 

sufficient preconditions for the viability of any organisation (Beer, 1985). In addition, the 

viable system model has been empirically tested and proven to be a reliable orientation tool 

for the design of an organisation and its activities, as well as a tool for diagnosing 

organisational problems in order to strengthen the organisation’s adaptability, resilience, 

vitality, and development of potentials (Schwaninger and Scheef, 2016).  

As discussed in Section 2.3.3.1.5, the viable system model, as a well-known systemic tool for 

managing complexity, is also able to model how information flows throughout the 

communication channels (Flood and Jackson, 1991, p.92). The model highlights both existing 

and missing links in different communication channels (Nyström, 2006, p.523). Such detailed 

analysis of relationships among the components and structure of a system is not present in 

any of the other systemic/non-systemic models (Preece, 2013). Further, the viable system 

model does support the understanding of the variety unbalances in the joint undertaking of 

specific tasks and offers criteria for redesigning tasks in more effective ways (Espinosa and 

Walker, 2013). The viable system model is underpinned by cybernetic science, i.e. the science 

of steering the system towards meeting objectives through the studying of information flow 

as well as the controlling of actions (Heylighen and Joslyn, 2001). These features therefore 

make the viable system model a superior choice among all other complexity management 

methods and tools for this thesis. 

With reference to the literature review and the discussion mentioned above, it is possible to 

argue that the design, development and implementation of knowledge sharing activities and 

an empowering networked space (community approach), as well as the management of 

concerned complexities involved in the process of knowledge sharing, can be supported by a 

combination of the VSM and SNA. The following section provides the details on how VSM 

and SNA can be combined. 

2.4.1. Combinative Perspective of VSM and SNA on the Process of Knowledge 

Sharing 

Although the literature review of this thesis reveals no single empirical study which has 

concentrated specifically on the process of knowledge sharing, neither from the VSM 

perspective, nor from a combination of VSM and SNA, the very few theoretical VSM studies 

on knowledge management can be inspiring. 
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Since it is individuals who share and create knowledge (Nonaka and Takeuchi, 1995), and 

organisations are comprised of individuals who work, practise, learn and share knowledge 

together towards organisational goals (Wang and Noe, 2010), an organisation can be 

considered as a “knowledge network” (Yang and Yen, 2007). Knowledge is therefore shared 

and spread from the individual level to the group/team level and to the organisational level. 

Yang and Yen (2007) use an ontological lens to map the nature of knowledge onto the 

structure of VSM. They argue that since system 1 consists of units and divisions within which 

individuals are carrying out organisational tasks and activities and are pursuing viability in the 

organisation, the knowledge of system 1 is individuals’ knowledge. They refer to knowledge 

in system 2 as group/team knowledge which is effectively shared/common knowledge as 

well as an interface between individuals for coordination and anti-oscillation. Organisational 

knowledge is then distinguished based on its relevance to governing and controlling internal 

stability of the organisations (knowledge of system 3), strategic alignment with the 

environment (knowledge of system 4), as well as vision, identity and future development for 

the organisation (knowledge of system 5).   

The interconnections in structural components of VSM are believed to systemically provide 

an optimal model to uncover and then to help the elimination of the structural holes in the 

networks of knowledge and therefore facilitate the emergence of shared knowledge. The 

rationale of this argument relates to the critical positions and statuses that some individuals 

in the knowledge network have. In fact, if these individuals bridge the holes in the network 

structure through linking the disconnected individuals or isolated groups/teams, they can 

help the effective flow of knowledge in the organisation (Burt, 2000). For instance, 

knowledge brokers and boundary spanners in the network play significant roles in sharing 

knowledge with a network. It is important to study the network positions and then to explore 

the ways in which organisations can effectively influence those taking such positions.  

Apart from structure, VSM also has other distinctive features which appear to be very helpful 

for understanding the process of knowledge sharing. The first feature relates to the concept 

of variety engineering. Similar to the arguments on the viable system perspective for the so-

called “knowledge management” mentioned by Leonard (2000) and Yang and Yen (2007), 

the process of knowledge sharing can benefit from the application of Ashby’s (1956) law of 

requisite variety. In this arena, variety engineering can be considered as a generative 

mechanism which creates unique opportunities and arrangements in the system so that 

social agents can collectively, and in a self-organised manner, steer and manage the 
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complexities towards the identity, goals, and objectives of the system (Heylighen and Joslyn, 

2001).   

Since this research aims to design and implement the knowledge sharing activities and an 

encouraging networked space (community approach), such a generative mechanism would 

be required at both emerging layers of knowledge (i.e. in the primary activities layer and in 

the organisational/managerial layer). In addition, it can be argued that the mechanism of 

variety engineering has the potential to maximise shared knowledge in an organisation.  

In the organisational/managerial layer, variety engineering focuses on a balance of variety 

amplification and variety attenuation to enhance effective management. Variety 

amplification in the process of knowledge sharing can be through facilitating the internal 

social interactions throughout the social network of knowledge, which in turn increases 

individuals and collectives’ knowledge capabilities in the system. Since social interaction and 

engagement is a means of learning and sharing tacit and experiential knowledge, this model 

of facilitated learning has enough power to turn a social network of knowledge into a 

“community of practice” in which knowledge capabilities and operational tasks are 

integrated and become inseparable (Botha et al., 2008). In fact, this is why knowledge sharing 

networks are often described as communities of practice (Verburg and Andriessen, 2011). 

Through integrating knowledge capability into tasks, organisations’ primary operations can 

increase their variety (Leonard, 2000; Yolles, 2000; Achterbergh and Vriens, 2002). In 

addition, since organisational tasks are interrelated and individuals are working on tasks in 

groups/teams within divisions, the increase in variety is also achieved through collaboration 

within and among operational groups/teams. Evidently, this form of variety relates to a type 

of knowing (knowledge) which captures the inclusive breadth of the knowledge domain 

embodied in a group/team (Walsh et al., 1988) and increases individual and team learning. 

The amplification of groups/teams’ knowledge variety leads to improvement in the 

effectiveness of the solutions that a team may generate in response to problems that come 

from the environment and therefore it enhances the adaptability of the system (Gray, 2000). 

Varity attenuation in the process of knowledge sharing can be through supportive controlling 

and reviews of the primary activities and facilitation of goal orientation as well as 

management decisions with regard to focusing on specific problems in the environment 

rather than many. Further, homeostasis, i.e. a dynamic balance between stimuli (problems) 

and responses, can be undertaken through dynamic distribution of resources in an 

organisation, including knowledge assets, based on which knowledge is effectively shared 

and problems are solved through skill development, thus improving performance. In this 
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light, knowledge sharing can be considered as a form of variety handling/complexity 

management that results in the generation of new knowledge.  

Another key strength of VSM is the non-hierarchal management structure of the organisation 

(Espejo et al., 1999), and that it can be used to create implications from the social network 

perspective. Organisations’ knowledge networks are formed through structural and 

relational ties and rely on cognitive dimensions to facilitate the process of knowledge sharing 

(Kankanhalli et al., 2005; Nahapiet and Ghoshal 1998). This process, therefore, can benefit 

from the embedded features of social networks. Knowledge sharing networks are set up 

inside as well as across organisations and require effective management. This is particularly 

pertinent to the research on knowledge sharing, where non-hierarchical management 

structures can facilitate the management of structural ties and assist with bridging the 

structural holes in the system. Critically, in fact, a top-down organisational structure is a 

major barrier to knowledge sharing, whereas a less centralised organisational structure is 

facilitative (Sharratt and Usoro, 2003) and provides an encouraging open space environment 

among social agents (Jones, 2005), strengthening relational ties. The weak ties reveal the 

structural holes in the system and are considered as non-redundant connections. They can 

be used for sharing non-redundant knowledge (Perry-Smith, 2006) to facilitate the 

movement of much needed knowledge resources, therefore enhancing individuals’ 

performance (Burt, 2000) and specialisation (Gray, 2000). Moreover, when trustworthiness 

is controlled, weak ties, as Levin and Cross (2004) suggest, are more suitable for the 

knowledge recipient than the strong ties. This is perhaps due to personal characteristics, as 

well as the space and distance which knowledge recipients sometimes wish to keep from 

others. According to Hansen (1999), weak ties delay complex knowledge sharing but are 

useful for sharing less complex knowledge. This might be because of extra efforts involved in 

sharing complex knowledge, with individuals connected through weak ties perhaps not 

willing to go the extra mile. However, weak ties in sparse networks are signs of more network 

heterogeneity (Galunic and Rodan, 1998). When weak ties take over, innovation and novelty 

emerge. On the other hand, according to Granovetter (1973), strong ties create a team’s 

synergy for remedies. In addition, and as Espinosa et al. (2002) reveal, said ties can lead to 

knowledge redundancy, as well as intellectual surplus in the context of knowledge. It is 

evident that weak and strong ties may both affect knowledge sharing, although in different 

ways. Within this scope, it will be interesting to understand the underlying mechanisms 

through which each of the differing social network ties can help in sharing the knowledge. In 

particular, since system 2 in VSM is recognised for its coordination, conflict resolution and 



102 
 

anti-oscillation, it will be beneficial to investigate whether and how the tie strength, as well 

as network cohesion, can change over time in a viable system.  

In the primary activity/operational layer, knowledge variety and knowledge overlap are 

crucial for team effectiveness (Hoopes and Postrel, 1999; Walsh et al., 1988; Rulke and 

Galaskiewicz, 2000). Knowledge variety is a range of different types of task knowledge in a 

team. In fact, the overall breadth of knowledge domains is captured through knowledge 

variety (Lyles and Schwenk, 1992; Walsh et al., 1988; Wong, 2008). Knowledge overlap is the 

extent of common task knowledge that team members possess (Wong, 2008). In this vein, 

possessing varied knowledge repositories advances team effectiveness, as it provides more 

combinatorial possibilities for dealing with complex problems and constructing creative 

solutions (Hargadon, 1999; Wong, 2008). In addition, it assists with a more effective analysis 

of the problems (Gray, 2000) as well as a more accurate understanding of the environment 

(McNamara et al., 2002; Wong, 2008). Therefore, it leads to more accurate solution design 

within knowledge-intensive teams (Bantel and Jackson, 1989) and enhances organisations’ 

adaptive abilities (Gray, 2000). Further, it strengthens knowledge flow and knowledge 

sharing processes within the organisation (Gray, 2000). Knowledge overlap, as Hoopes and 

Postrel (1999) and Mark et al. (2000) argue, does represent the extent of shared knowledge 

(out of this range of knowledge varieties) as common knowledge in teams. It can be argued 

that these two dimensions of knowledge sharing processes can co-evolve concurrently. 

Wong (2008) draws from the theory of structural social capital to study how knowledge 

overlap and knowledge variety affect the internal and external advice support network 

structures. Knowledge support networks facilitate the performance by improving knowledge 

outcomes in terms of skills and capabilities that are developed in the process. According to 

this study, improvement in knowledge outcomes, and in turn in performance, is significantly 

associated with knowledge variety.  

While increased knowledge diversity through knowledge variety is crucial when it comes to 

teams’ performance and effectiveness, beyond a certain limit, further knowledge diversity is 

futile. In emergent teams, self-governance mechanisms are developed so that knowledge 

variety is increased in line with the response to the features of the complex problems that 

they are trying to solve. It is therefore unlikely that knowledge variety will be increased 

beyond what is practically useful for the task or activity (Gray, 2000). In addition, unlimited 

knowledge diversity is not what an effective team needs. In fact, too much knowledge variety 

may complicate a team’s processes. This is because, with an increase in knowledge variety, 

the amount of coordinative effort needed to facilitate members and activities would also 
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have to increase (Brooks, 1982). Further, according to Cohen and Levinthal (1990), with an 

increase in knowledge diversity, team members’ ability to communicate might be reduced, 

which would limit the collaborations, especially if there is not a common point of reference.  

In order for this research to design and develop a systemic methodology for the process of 

knowledge sharing, using a combinative perspective of VSM and SNA, an interesting context 

arises, where the primary activity of the system is “knowledge sharing and collaborative 

learning in teams”. An example of this case can be found in a peer-assisted learning and 

practice classroom which represents a community of learners. This perspective has the 

potential to uncover the structure and mechanisms specific for the process of knowledge 

sharing and can be investigated using domains of viable knowledge offered by Achterbergh 

and Vriens (2002), which are linked to the performance of the system, and so the viable 

system model can assist with performance measurement.  

The following will discuss relevant literature on knowledge sharing in the context of a 

university – which serves both as a knowledge organisation and as a community of learners. 

 

2.4.2. Research Context: Knowledge Sharing in the Network of Learners in a 

University  

A very recent review of knowledge management and knowledge sharing literature shows 

frequent reference to the knowledge organisation, knowledge workers and knowledge 

economy. This provides evidence regarding the crucial role of knowledge in modern society 

(Gamlath and Wilson, 2017). The lifeblood of knowledge organisations is knowledge workers, 

whose cognitive skills are employed to continuously create, integrate, and share the related 

knowledge with the relevant people at the right time (Arthur et al., 2008; Bennet and Bennet, 

2004; Leon, 2011). In turn, the knowledge economy is driven by these knowledge 

organisations, which incorporate intellectual capital during all stages of product and service 

provisions (Powell and Snellman, 2004).  

In this vein, universities are considered knowledge organisations which create knowledge 

through research as well as through disseminating knowledge via teaching and research 

publications (Fullwood, Rowley and Delbridge, 2013). Knowledge organisations support and 

promote the process of knowledge sharing among different stakeholders. Most knowledge 

management studies relate to individual-to-individual knowledge sharing or knowledge 

sharing among employees of an organisation. In the same trend, knowledge sharing in 
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universities reflects the extent of studies on knowledge sharing among academics (e.g. 

Fullwood et al., 2013; Skaik and Othman, 2015; Tan and Md. Noor, 2013), though in practice 

universities have mechanisms to share knowledge among many and varied stakeholders.  

Although a university is a natural ground and an ordinary context for learning, there is scarce 

research on student-to-student knowledge sharing in universities (Gamlath and Wilson, 

2017). The very few studies that exist only use survey questionnaires to investigate students’ 

knowledge sharing behaviour (e.g. Chin Wei et al., 2012). This shows that research exploring 

other methods of knowledge sharing between students is very limited.  

In addition, the major cuts in public funding for HEIs has led to the batch process approach 

in university teaching. Hence, lecturers have to teach and manage a large number of 

students. The face-to-face contact hours have also been reduced. The lecturers and teachers 

are focusing on blended and online methods of teaching, for which some of the learning 

materials are being put online and on e-learning platforms (Gamlath and Wilson, 2017). Such 

online teaching and learning methods reduce the chances for students to interact and engage 

with the lecturers and with each other on a face-to-face basis. Online interaction mechanisms 

on e-learning platforms in the universities are also not popular for students.   

While tacit knowledge can only be shared when individuals are socially engaged in learning 

activities and face-to-face interactions, there is an urgent need for the utilisation of 

intellectual capital through approaches which complement the current lecturer-to-student 

tradition. In this arena, one of the key educational deployment approaches can be knowledge 

sharing through student-to-student methods in universities.  

Although knowledge management literature is heavily focused on knowledge sharing 

between members or employees of an organisation, in a university context the word 

“member” does not constitute students. Universities are not ready to consider students as 

members. Despite this, however, based on the literature, the important role of internal and 

external stakeholders and the role of the environment in members’ learning and experiential 

development, as well as the role of members’ engagement in the creation of knowledge and 

the knowledge sharing process, are well-known and well-researched (Gamlath and Wilson, 

2017).  

This is partly because universities are part of the service industry and students are considered 

as major recipients of educational services. Universities in fact tend to view students as 

customers. Bejou (2005) relates to the marketing approaches for managing customer-
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supplier relationships with students in order to deal with students’ experience at university 

in different stages and to establish a pleasant continuous transaction between students and 

the university. According to Tight (2013), mass production in educational settings, cost 

reductions, greater attention to quality improvement and the heavy competition between 

universities to attract more students are evidence which supports the argument for students 

to be viewed as customers of the universities. In addition, corporate policies have also found 

their way into universities. Although greater focus on satisfying students’ needs has been 

achieved, said client/customer approach is still unable to rightfully capture the core of this 

unique relationship (Svensson and Wood, 2007). 

Nonetheless, students and lecturers have diverse opinions on whether to treat students as 

customers and whether viewing students as customers has a positive influence on the quality 

of education and educational service delivery (Koris et al., 2015; Watjatrakul, 2014). This is 

because students are openly volunteering to be ambassadors of their universities and some 

graduates are generously donating funds or serve on the boards as well as partaking in 

promotional events (Monks, 2003).  

Upon reflection, this research avoids the client/customer perspective on students. The 

prevalent view of this thesis is to consider students as co-creators, collaborators or co-

producers of knowledge through knowledge sharing and learning (Bovill, Cook‐Sather and 

Felten, 2011; Carey, 2013). This view considers students as an integral party for the 

knowledge sharing activities in the learning environment of universities.  

The collaborators view has been introduced in universities from a perspective of students 

collaborating with teachers to design courses and evaluate the assessment methods. This 

perspective reveals a transformational approach to teaching and learning, thus illustrating 

the interdependence between students and lecturers (Fielding, 2004). This approach not only 

facilitates the development of students’ teamwork skills and professional capabilities, but 

also provides an environment in which students become proactive in their learning process 

rather than being just passive knowledge recipients (Giles et al., 2004). Said approach also 

assists in diminishing the psychological distance between teachers and students, thus 

enabling students to have a sense of ownership for their learning (Freeman et al., 2014).  

With VSM as a systemic model and its non-hierarchal open space settings for collaborative 

work as well as its bottom-up approach, it is argued that VSM can consider students as being 

included as members of HEIs and as the focal intellectual capital of their knowledge network. 

A university is in fact considered as a community of learners. Overall, it appears that no 
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attention has been paid to the main purpose of academic knowledge sharing among 

students, i.e. their academic learning in the university using student-to-student approaches.  

VSM has the potential to maximise students’ knowledge sharing through collective learning, 

skills development and academic performance improvement. The synergetic nature of 

actions based on VSM through mechanisms such as self-organisation has a great potential to 

provide an embedded networked context within which thoughts, learning and actions come 

together to increase students’ involvement in the naturally-occurring critical inquiries, and 

encourage them to think creatively and to develop new initiatives. In contrast, according to 

Levin and Greenwood (2001), traditional methods represent the divorce between thoughts 

and actions and are only a rehearsal of knowledge provided by teachers in a one-way 

communication. Such a traditional method does not satisfy the skill requirements of the 

future employers.  

In this arena, VSM can also help at the management level, to provide an ongoing scan of, and 

an analytical understanding of, the outside environment. Hence, it can be far better when it 

comes to assisting in designing and implementing agile strategies towards organisational 

resilience and development, in terms of students’ employability as well as the university 

ranking. This is an important feature of VSM – distinguishing systemic methods of learning 

and teaching from traditional approaches.  

While there is an evident call for deep research investigations on various ways and aspects 

of knowledge sharing processes among students (Gamlath and Wilson, 2017), the literature 

review of this thesis also reveals the extreme scarcity of research on processes of knowledge 

sharing from the VSM perspective as well as from the combinative perspective of VSM and 

SNA. In addition, according to Pagano and Paucar-Caceres (2013), there is little account of 

research using systems thinking to address education management or management of 

learning.  

In this arena, the urgency of the call for systemic and soft-OR approaches in managing 

education and learning in universities is further evident. This is because educational 

performance in HEIs (in terms of both quantity and quality) requires a variety of resources 

and the current cost cuts in public funding are pressing hard for efficiency (Johnes et al., 

2017). However, performance management in terms of assessing teaching and learning in 

HEIs is complex and needs careful consideration on both subjective and objective matters 

(Thanassouli et al., 2017). It is apparent that linear and hard-OR approaches have failed to 

perceive both the quantity and quality of education in their measures of performance 
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management in HEIs. According to De Witte and Lopex-Torres (2017), the linear hard-OR 

perspective of performance management sees universities as knowledge production 

factories with inputs, processes and outputs. They argue that hard-OR researchers find that 

the way in which production technologies (the production technologies that are used by 

students to gain knowledge) are defined and estimated is very complex. They also state that 

researchers are widely using Data Envelopment Analysis (DEA) to assess educational 

efficiency in schools and universities. In this regard, Mayston (2017) argues that the causal 

assumptions of existing technology and the possible knowledge production associated with 

that might not held. This can be the case when performance evaluation is comprised of 

measures for quality assessment. DEA in this scenario will therefore overestimate the scope 

of improvements in efficiency and underestimate the significance of improvements. The 

above author then calls for allocative efficiency evaluation methods and tools that are 

outcome-orientated.  

Recognising these problems, the call for systemic methods and tools is paramount. With a 

combinative perspective of VSM and SNA, the present thesis is a step in this direction, aiming 

to design, develop and implement a systemic multi-methodology for the process of 

knowledge sharing to support students’ individual and team learning and performance 

improvement. The case study of this operational research relates to the processes of 

knowledge sharing and collaborative learning among students in a university in the UK. The 

students in this study are those who have been freshly admitted to the university. All of these 

students had to take a compulsory module of Academic and Professional Skill in their first 

year to build their required quantitative and qualitative skills. The focus of this research 

revolves around the quantitative part of the module where most of the issues and 

performance problems were initially identified. 

2.4.2.1. Knowledge Sharing: Facilitated Learning and Development  

The outcomes of knowledge sharing processes are believed to manifest themselves in many 

and varied ways. Senge (1990) reveals that sharing and acquiring knowledge might not be 

sufficient in terms of organisational survival in times of change and competitions. It is 

necessary to also develop and improve the learning capabilities. Knowledge sharing and 

learning appear to complement each other in terms of the system’s effectiveness. In 

addition, since this thesis revolves around management science and the chosen context is a 

HEI, it therefore relates to the concept of learning as well as learning management. The 

literature on the pedagogical and psychological perspectives of learning, however, is not in 

the scope of this research but the management aspects is.  
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In this vein, and in line with the arguments in Section 2.3.2, the purpose of a knowledge 

sharing system is not necessarily an intrinsic feature of it but substantially a specification that 

can be set by the researcher, or change agent, who is working on the developmental 

perspectives of the system. For this study, the researcher does not want to take a top-down 

intervening role from outside, but rather the researcher becomes an internal facilitator and 

assists the participants in developing the system’s purpose based on their own wills. It is 

about facilitation to orient and converge different views towards a consensus. This can be 

aligned with the school’s aim to enhance the skills and capabilities that effectively influence 

the learning and improve the performance. The following is an exploration of key concepts 

in the arena of facilitated learning and development in a community of learners. 

2.4.2.1.1. Individual, Team and Collective Learning 

It is important to first look at what is meant by “learning”. While there is no general 

agreement in the literature on defining the term, Dodgson (1993) relates to learning as a 

process by which an organisation creates, enhances and organises knowledge in the routines 

of activities surrounded by its culture. This approach to learning relates to improvements in 

peoples’ skills and consequently to the adaptive capacity as well as the development of 

organisational efficiency. Smith (1999) views learning as a process of transformation in the 

way of thinking and behaving, as well as fulfilling potential and the increase in capacity for 

action in the communities. Learning has also been perceived as a sense of organisation that 

detects and corrects errors/mistakes (Argyris and Schön, 1978). Argyris (1993) places 

emphasis on two mechanisms that lead to learning in an organisational system. First, learning 

occurs upon accomplishments of goals in such a way that actual results match with the 

intended outcomes. Second, learning happens upon a mismatch between intention and 

results, and leads to detecting and rectifying the mistakes in an effort to re-match the 

mismatch.  

Learning can be studied at different levels, i.e. individual, group/team, organisation and inter-

organisation (van Winkelen, 2010). Examples of such studies in the literature are Holmqvist 

(2004) on individual learning, Brown and Duguid (2001) and Lave and Wenger (1991) on 

group/team learning, Jerez-Gómez et al. (2005) and Weick and Roberts (1993) on learning in 

organisations, and Araujo (1998) and Dyer and Nobeoka (2000) on inter-organisational 

learning. In the arena of individual learning, Simon (1991) argues that it is only individuals 

who can learn. In this view, an organisation is a collection of individuals who learn and 

therefore the aggregate of individuals’ knowledge resembles the organisation’s knowledge. 

This transactional cost model towards knowledge management contends that new 
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knowledge can be obtained through bringing in new people who possess such new 

knowledge. Beesley (2004) asserts that learning spreads from the individual level towards 

the organisation level. In effect, it will not ensue in a level if it has not occurred at its previous 

level. Argyris (1993) states that the actions performed by individuals result in learning in the 

organisation. 

 

Figure 6: Spread of Knowledge and Learning and Importance of Groups/Teams – modified version of Beesley's 

(2004, p.79) Model 

According to Nonaka et al. (2000) and Wang and Ahmed (2003), learning relates to 

interactions between individuals in the organisation as well as the interactions between the 

organisation and its surrounding environment. This socially-situated learning in the 

organisation is in agreement with the resource-based view. 

In addition, significant to social interactions is social capital, i.e. the resources that are 

features of networks of social relations. Social capital is a critical part of intellectual capital in 

the organisation. In order to understand the link between intellectual capital and social 

capital, Nahapiet and Ghoshal (1998) provide three dimensions, namely structural, relational 

and cognitive. The structural dimension, according to Burt (1992), relates to the configuration 

of connections among individuals or organisational units which are definitive in shaping the 

patterns that link individuals in terms of whom they can reach out to and how. The relational 

perspective refers to personal relations built upon previous interactions (Granovetter, 1992). 

The cognitive dimension refers to resources that offer a shared sense, meaning and 

interpretations between individuals represented in common languages, rituals and codes 

(Arrow, 1974), as well as shared stories of events (Orr, 1990). 
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Bell et al. (2012) relate to team learning and emphasise that team learning processes are 

multilevel, dynamic and emergent. They provide a team learning cycle framework integrating 

the team’s collaborative cognitions, knowledge & information processing as well as the 

team’s regulations. The team’s collaborative cognition refers to the decisions that are made 

in the team. Such cognition is dynamic and emerges through time (Klein et al., 2003). 

Intrinsically it includes knowledge building processes such as knowledge acquisition, 

knowledge sharing and knowledge adaptation in the team in order to solve complex 

problems (Fiore et al., 2010).  Knowledge & Information processing relates to cybernetics 

control and feedback loops, as well as self-regulation (Wiener, 1948). Groups/teams are 

considered as information processors and their cognition and knowledge sharing are 

important factors for team learning (Wilson et al., 2007; Hinsz et al., 1997). The team’s 

regulation focuses on group goal setting (O'Leary-Kelly, 1994), learning and development 

(Kozlowski et al., 2009), as well as action regulation, performance and productivity (Pritchard 

et al., 2008; DeShon et al., 2004).  

In their analysis, Bell et al. (2012) show that the team’s emergent positions include goal 

orientation, team efficacy, cohesion/conflict resolution and psychological safety. They also 

relate to team learning outcomes through collective knowledge, team performance, and the 

shared mental model.  

One important feature of this framework is its multilevel property, in that the choice is not 

being made to separate individuals from the team, which would be seen as reductionist. It 

allows for individuals and the team to consider everything together in a more systemic way. 

This multilevel perspective also paves the way for implications of social interactions to 

emerge, which can be studied through the lens of second-order cybernetics.   

2.4.2.1.2. Typologies of Learning Approaches 

Argyris and Schön (1978) provide two types of learning, namely single-loop learning and 

double-loop learning. Single-loop learning refers to the process of sensing or detecting the 

mistakes and rectifying them. This process is required so that the system can carry on its 

current procedures and routines towards reaching its activity goals. The double-loop learning 

relates to the process of sensing or detecting the mistakes that revolve around modifying the 

goals, policies, norms, and ethos of the system as a whole and rectifying them.  According to 

Argyris (1993), in the detection and correction of an error, if the system’s values are not 

questioned, it is single-loop learning, no matter whether at individual, group, or 

organisational level. In his view, however, both types of learning are essential for the 
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organisation because the daily routines are supported by single-loop learning and dealing 

with complex matters is facilitated by double-loop learning. 

For Botkin et al. (1979), learning is of three types. The first is maintenance learning, which 

relates to uncovering better ways of achieving operational objectives in terms of know-how. 

This may mean doing incorrect things in the correct way. Maintenance learning, however, 

fails to acknowledge and consider the challenges arising from the changing environment. 

Hence, it does not suffice for problem solving in times of crisis. The second is shock learning, 

which refers to reactive actions towards the changing conditions. Yet, shock learning might 

create more issues than the problem which is supposed to be solved due to being under crisis 

pressure. Third is the innovative and anticipatory learning, characterised by being 

participatory and future-orientated. This type of learning covers the shortcomings of the 

other two.  

For Senge and Fulmer (1993), there are two distinctive types of learning, i.e. instrumental 

learning and generative learning. Instrumental learning suggests that in dealing with 

changing circumstances, individuals and organisations adapt their behaviour (which is vital 

for survival). In comparison, generative learning is more about individuals and organisations’ 

capability building through the essential change in their ways of thinking, in order to deal 

with possible problems in the future. This can be manifested through developing systems 

thinking capabilities in the organisation. Later, in 1997, Senge introduces survival 

learning/adaptive learning. According to Senge, this type of learning is learning from 

experience in order to react in the most suitable way to situations and to avoid mistakes and 

errors. While survival/adaptive learning is critical for organisations, however, Senge provides 

the example of Royal Dutch Shell in 1983 to show that this type of knowledge is not always 

sufficient for organisational survival and, therefore, it should be combined with generative 

learning.  

With this exploration of learning typologies in management, it is evident that maintenance 

learning, instrumental learning and survival/adaptive learning are of the single-loop learning 

type. Innovative/anticipatory learning and generative learning are considered as double-loop 

learning. 

With reference to the context of this research, i.e. the education domain, there also exists a 

number of learning approaches, such as inquiry-based learning, problem-based learning, self-

regulated learning, facilitative learning, and collaborative learning. These methods can be 

employed at both classroom level and school level.  
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Inquiry-based learning as a constructivist approach permits construction of knowledge by 

asking questions, assessing the problems, carrying out investigation, collecting and analysing 

data, interpreting, and providing explanations and conclusions. This learning method can be 

cyclical. While the processes involved in this approach deal with varied thinking and learning 

capabilities, such as critical thinking, creative thinking, self-regulated learning, 

communication skills and meta-cognitive ability (Hmelo-Silver et al., 2007), said approach 

faces five challenges because of its design. The first issue is about how to motivate students 

to interact and engage in the approach. The second relates to the mastering of inquiry 

strategies by students. The third pertains to covering sufficient content of the subject. The 

fourth issue refers to management and coordination problems in the activities, whilst the 

fifth relates to practical obstacles, such as lack of technology (Edelson et al., 1999).  

Problem-based learning relates to an approach based on which students attempt to solve 

real problems in small groups (Barrows, 1996). This method can use inquiry-based learning 

strategies (Li, 2012). Implementation of problem-based learning in an education system is 

difficult, particularly where models of transmission of instructions are pervasive (Tang and 

Shen, 2005).  

Self-regulated learning focuses on a complex learning phenomenon that entails motivation, 

strategic thinking and meta-cognition (Schunk and Ertmer, 2000). Modelling self-assessment 

and task choices improve students’ self-regulated learning skills (Kostons et al., 2012). In this 

approach, reflective thinking can be exercised through prompting questions (Lin, 2001).  

Facilitative learning (Rogers, 1969) refers to the role that a facilitator plays in supporting the 

learning process (Rowley et al., 2018). According to Rogers (1969), facilitative learning offers 

three guidelines in order to steer and facilitate the process of learning. First, the facilitator 

assists in setting the climate of the classroom, which is required for creating the learning 

experience. This is achieved through helping individuals and teams to define and clarify their 

goal. Second, the facilitator lets the learners identify their own sensible and meaningful 

goals/objectives and purposes. This provides the motivation for extensive learning. The 

facilitator then provides the learners with access to a wide range of resources. The facilitator 

should also be flexibly available and consider himself/herself as a resource for the learners. 

Third, the facilitator considers both the intellectual (academic) and the emotional 

perspectives of the learning. He/she shares his/her own emotions and participates in the 

learning, whilst also recognising his/her own boundaries/limitations.  
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Collaborative learning pays attention to students’ contributions in order to solve a problem 

in a learning environment (Teasley and Roschelle, 1993). In line with social constructivism, 

students create knowledge via social interactions (Atwater, 1996). It is evident that, to a great 

extent, collaborative learning is embedded in other learning types. It benefits students with 

cognitive and meta-cognitive outcomes. Yet, its success relies on conditions such as prior 

experience of group members, the group composition and the quality of subject elucidation 

(Janssen et al., 2010). The collaborative learning approach is not only an educational learning 

method, but has also been applied in the management field.  

One way to reflect on the learning approaches mentioned above is to compare them with 

double-loop learning. This means to consider, in each of the learning approaches, the extent 

to which the main stakeholder of the system (i.e. students) can effectively question the 

governing policies, procedures, values and ethos of the system and can actually change them 

under that particular method. This is a matter of real self-concept and identity of students’ 

learning in double-loop learning. In addition, when this issue is at stake, then the question is: 

how else would HEI institutions possibly consider students as members rather than service 

users of their institutions? These issues make a strong call for systemic approaches that 

encourage double-loop learning which empowers both learning and learning how to learn 

effectively by questioning the system’s values and policies.  

Aligned with the purpose of this research and the intended solution, the concept of learning 

would be viewed as “a process by which a system generates, shares, enhances, rectifies and 

organises knowledge in the problem-solving activities that are routines for skills and 

capability development and performance improvement”. It is assumed that the efforts in 

knowledge sharing activities lead to fresh thinking, brainstorming and value judgement in 

both operational and management challenges, as well as in enhancing the system’s capacity. 

This is enactment of both single- and double-loop learning.   

2.4.2.1.3. Knowledge Sharing and Facilitating the Collaborative Learning 

According to Rae et al. (2006), collaborative learning facilitates building new knowledge in 

order to achieve problem solving. It assists with recognition of the differences. It also offers 

support in dealing with complexities in the team or community. Bell et al. (2012) relate to 

collaborative learning through knowledge sharing in teams, based on which individual 

knowledge is shaped subsequently. Wu and Lin (2013) refer to the mediating roles that 

collaboration and learning orientation play, particularly in the process of sharing tacit 

knowledge. Bandura (1977) argues that collaborative learning saves time through getting 
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help from others and reduces the costs. Pritchard et al. (2006) highlight the role of the team’s 

generic and specific skills training and development in facilitating and enhancing 

collaborative knowledge sharing and learning.  

Buckman (2004) states that the effectiveness of knowledge sharing relies fundamentally on 

the human network (and not on the information technology or information system). 

However, Soon and Fraser (2011) reveal that information technologies can be facilitative in 

collaborative knowledge sharing among learners. Although e-learning is already being used 

for this purpose and enables collaborative learning and blended methods in learning spaces, 

Gamlath and Wilson (2017) call for using specific technologies that facilitate collaboration 

among learners when they are not able to attend face-to-face, through online knowledge 

sharing spaces and platforms. 

In the context of education, knowledge sharing and collaborative learning relate to a number 

of processes on a spectrum based on formality and informality. The formal processes are 

those that are planned, initiated and monitored by academic staff and are embedded in the 

structure of courses and module management. They are endorsed and funded as well as 

quality-checked, and are compulsory. The informal processes, in contrast, are those that are 

organic, grass-roots, initiated by students, and not monitored. They are promoted in the 

existing community of learners, unfunded, not quality-checked, and are voluntary.  Examples 

of formal processes are in class group learning & assessment and staff-monitored discussion 

forums (online). On the other hand, informal processes include learner-organised study 

groups, learner-driven Facebook groups, and coffee conversations. There are, however, 

examples of effective knowledge sharing and collaborative learning processes such as peer-

learning-assessing and staff-instigated discussions on social media that are in the middle of 

the spectrum of formal and informal processes (Gamlath and Wilson, 2017).  

Kaye (1992) explains that collaborative learning is a process manifested through seven key 

features. First, in collaborative learning, although learning happens at the individual level, 

there are a variety of influential external factors, such as group’s communications and 

interpersonal connections. Second, collaborative learning is a social process based on 

people’s interactions. Third, power relations and group negotiations, as well as role 

exchange, matter a lot. Fourth, there is synergy in the collaborative learning which makes the 

whole greater than the sum of its components. Fifth, for occasional not successful 

collaborative learning, learning from mistakes comes about as a positive consequence. Sixth, 

collaborative learning can be through an organised learning group or reliance on support 
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offered by others/to others. Seventh, the collaborative learning process is time-bound and 

therefore the help which is required would have to be adjusted to the duration of the 

process. However, Kay (1992) acknowledges that misunderstandings, disagreements and 

disputes can emerge in the collaborative learning, which will appear as a waste of time. 

All of these rationalise the significant role that a facilitator can play in the process of 

collaborative learning. Rogers’ (1969) facilitative learning approach supports student-

centred learning, in which the academics take a facilitative role to support students’ learning 

process. However, according to Rogers (1980, 1989), the power balance is an important issue 

that would emerge because of the shift of control from the lecturer to the collective of 

learners. Such a shift has a great influence on the learners, the lecturers and the education 

administrators. Ashwin et al. (2015) discuss how higher education has recently started to 

recognise the advantages of student-centred learning (also known as student-led inquiry). 

This method enables greater student interaction and permits learners to take charge of their 

own learning. Vygotsky (1978) also emphasises the facilitating role of the teacher. He 

recognises the teacher beyond merely a knowledge-transmitter. According to Rogers (1969), 

the teaching role in this approach depends on the process of learning instead of the static 

knowledge. In particular, the self-initiation and self-assessment that occur in the learning 

process are critical characteristics that sum up the quality of the involvement of the learner.  

With reference to Rogers’ (1989) elucidation of politics of power, McCabe and O’Connor 

(2014) report that the current orthodoxy still feels threatened by student-led learning based 

on facilitation theory, though teachers are being encouraged to discover possible ways to 

alternate the traditional teaching approaches with student-centred learning methods. 

Learners who have not had previous student-centred learning experience might also be 

confused with their expectations about teachers’ teaching/facilitating approach. In addition, 

Rowley et al. (2018) admit that adherence to the three facilitation principles offered by 

Rogers (1969) is difficult. However, with reference to discussion on the combinative 

perspective of VSM and SNA for the process of knowledge sharing (Section 2.4.1), it appears 

that implementing domains of viable knowledge can assist both learners and teachers 

(facilitators) in finding a way to fulfil the facilitation principles and pave the way towards 

student-centred learning and knowledge sharing.   

2.4.2.1.3.1. Capability Development and Performance Improvement 

Skills and capabilities are defined as an organisation’s capacity to organise its resources 

jointly together (explicit and tacit knowledge), which are embedded in the processes (Wang 
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and Ahmed, 2007). Skills are sometimes referred to as blocks of repeatable joint actions 

(Teece et al., 1997) as well as distinct, complex, guided and practised ways of performing 

activities (Helfat et al., 2007) which are transferable within the organisation (Teece et al., 

1997). A capability is the potential and capacity to perform things, but it is not the tasks that 

are performed (Easterby-Smith and Prieto, 2008).  

Capabilities emerge from, and rely on, purposeful knowledge sharing activities and 

collaborative learning processes (e.g. Eisenhardt and Martin, 2000; Helfat and Winter, 2011; 

Teece, 2007; Zollo and Winter, 2002) that encourage members’ interactions in problem 

solving (Zollo and Winter, 2002). Vergne and Durand (2011) highlight the role of collective 

efforts in capability development. They argue that capabilities and skills are not the result of 

isolated members’ actions but of social engagements among individual members for 

collective learning processes. This position is in agreement with Grant (1996) and Kogut and 

Zander (1996), who view capability development as being a result of collective learning.  

A number of authors have called for establishing interaction-related theories of skills and 

capability development (e.g. Barney and Felin, 2013; Devinney, 2013; Winter, 2013). 

However, what is perceived in the literature so far relates to accounts of studies at 

organisational level (e.g. Kale and Singh, 2007; Teece, 2007) or at individual level (e.g. Helfat 

and Peteraf, 2015).  

Although socialisation (Nonaka and Takeuchi, 1995) and task routines and procedures 

(Nelson and Winter, 1982) play great roles in the development and realisation of 

organisational skills and capabilities as well as in organisational learning, the literature is 

silent about linking individual capabilities to organisational competencies through the 

mechanism of social interactions (Bridoux et al., 2016). At the team level, the focus is placed 

on task knowledge. However, little attention is paid to social knowledge and social skills. In 

particular, social interactions play a significant role since, according to Senge (2006), learning 

teams would be able to constantly and more widely teach and instil knowledge and skills in 

other learning teams. According to Prichard and Ashleigh (2012), within teams also, the cycle 

of learning and working has turned into a more flexible form of operation in order to reach 

higher levels of skills, capabilities and knowledge. However, since capability development 

requires knowledge sharing through interactions, individuals might not be willing to work or 

engage with others in order to develop a skill. One reason might be that they perceive 

knowledge sharing as a costly behaviour to them (Husted and Michailova, 2002). Another 
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rationale could be that they would be scared of other people’s negative feedback (Catmull 

and Wallace, 2014). 

In addition, Schreyögg and Kliesch-Eberl (2007) report that skills and capability development 

in large and medium size institutions is not the outcome of the top manger’s arrangement. 

According to Dosi et al. (2000), this development is a bottom-up process that needs 

purposeful and intentional endeavours from the individuals who are going to use such 

capabilities. However, managers can play a key role in guiding skills and capability 

development (Catmull and Wallace, 2014). 

Upon reflection, it is very interesting to observe that collaborative learning is key to the 

development of individual skills and capabilities (Helfat and Peteraf, 2015), as well as 

organisational skills and capabilities (Teece, 2007), but team skills are the means through 

which to enhance collaborative learning (Prichard et al., 2006). This signifies the importance 

and position of the team itself, as well as the skills and capability development at team level, 

in influencing skills development at both individual and organisational levels through its 

impacts on collaborative learning. 

Further, since learning is a complex, dynamic and emergent process (Bell et al., 2012), it is 

essential to examine what type of dynamic capabilities emerge and how they can facilitate 

performance improvement in organisations. Wang and Ahmed (2007) define dynamic 

capabilities as an organisation’s “behavioural orientation constantly to integrate, 

reconfigure, renew and recreate its resources and capabilities and, most importantly, 

upgrade and reconstruct its core capabilities in response to the changing environment to 

attain and sustain competitive advantage”. They argue that dynamic capabilities are 

embedded in the organisational processes. Dynamic capabilities, according to Wang and 

Ahmed (2007), consist of adaptive capability, absorptive capability and innovative capability. 

Adaptive capability refers to the organisation’s ability to recognise and benefit from 

opportunities in the environment (Chakravarthy, 1982) and to adapt to the changes and 

arrange its resources in order to manage the environmental demand so as to survive and 

remain viable (Teece et al., 1997). Adaptive capability manifests itself in terms of strategic 

flexibility (Sanchez, 1995) and is developed along with evolving organisational forms (Rindova 

and Kotha, 2001). It can be measured through assessing whether an organisation’s 

management system motivates people to confront sacred cows and outdated practices, 

allowing the organisation to be agile towards changes in the external environment (Gibson 

and Brikinshaw, 2004). Absorptive capability relates to the ability of an organisation to 
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acknowledge the value of knowledge, absorb it and employ it to achieve organisational goals 

(Cohen and Levinthal, 1990). It is therefore evident that density of knowledge can be used as 

a measure of absorptive capability in the organisation (Tsai, 2001). The more absorptive 

capability is depicted, the more dynamic capability is exhibited (Wang and Ahmed, 2007). 

Innovative capability focuses on the ability of the firm to develop new methods and design 

new organisational forms and services through arranging and aligning strategic resources and 

innovative processes. Measures of innovative capability are strategic innovative orientation, 

innovative processes and service innovativeness (Wang and Ahmed, 2007). While dynamic 

capabilities are necessary, the way and the context in which an organisation deploys and 

utilises such capabilities are important in enabling that organisation’s success, and allowing 

it to reach its objectives to stay competitive. In this arena, there is debate on the relationship 

between capabilities, resources and routines (Easterby-Smith and Prieto, 2008). Helfat and 

Peteraf (2003) adapt to resources. Additionally, Zollo and Winter (2002) pay more attention 

to routines and procedures that make use of resources in actions or reconfigure them. In an 

attempt to respond to these issues, Winter (2003) provides a hierarchy of capabilities. 

Operational capabilities are at level 0, and focus on the routines and responsibilities of the 

organisation’s effective operations. Dynamic capabilities at level 1 (first-order) relate to 

managing, controlling, altering and modifying the operational procedures. Easterby-Smith 

and Prieto (2008) reveal that operational capabilities are evidently outcomes of dynamic 

capabilities. Learning capabilities at level 3 (second-order) are those that support the 

creation, amendment and adaptation of dynamic capabilities (see Figure 7).  

Figure 7: Creation, Amendment and Adaptation of Dynamic Capabilities – (adapted from Easterby-Smith and 
Prieto, 2008) 
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It is important to note that these levels of capability development are observer-relative. An 

observer develops operational skills at level 0, whilst carrying out the routine tasks. He/she 

can develop his/her dynamic capabilities by reflecting on his/her development process at 

level 0, which creates a feedback loop and is considered as a mechanism of learning. This 

takes him/her to skills development at level 1. A group of observers at level 1 can reflect on 

the capabilities that they develop at this level. They again create a learning feedback loop. 

This takes them to skills development at level 2. According to Easterby-Smith and Prieto 

(2008) there is a debate on the role of learning. Bowman and Ambrosini (2003) and Teece et 

al. (1997) suggest that learning is a specific kind of process underpinning dynamic capabilities 

which relate to repetitive tasks, conducting experiments and spotting opportunities. From 

the other side, Zott (2003) argues that learning about how to deploy the resources is an 

attribute of dynamic capabilities which is relevant to performance. Winter (2003) specifies 

that mechanisms of learning facilitate the development of dynamic capabilities. Zollo and 

Winter (2002) refer to dynamic capabilities as a result of learning, which in turn shape the 

operational capabilities. Upon reflection, learning itself may be seen as a dynamic capability 

of second-order type. Winter (2003) asserts that dynamic capabilities indicate development 

and change, and according to Zollo and Winter (2002) they exist in routines and procedures 

(including and in particular in high level processes) rather than merely in resources. Assessing 

the processes based on which an organisation learns is therefore deterministic in 

understanding the development and evolution of dynamic capabilities.  

In the area of knowledge management, Easterby-Smith and Prieto (2008) argue that learning 

processes intervene and contribute to development in both knowledge management and 

dynamic capabilities. Based on Winter’s (2003) grouping, these skills and capabilities that are 

developed will be of second-order type. In this vein, exploration and exploitation are 

recognised as critical learning processes (Easterby-Smith and Prieto, 2008; Zollo and Winter, 

2002) in order to critique the existing boundaries and go beyond the current practices as well 

as to ensure that the outcomes of exploitation are considered as feedback in the assessment 

of underlying routines and procedures. However, in using these learning processes, a balance 

between the two has to be appropriately managed. In addition, according to Vera and 

Crossan (2003), learning processes influence and are influenced by building and setting a 

system for learning or learning infrastructures. Evidently, knowledge sharing processes pool 

in the social interactions and procedural knowledge and therefore provide the required 

infrastructures in order to facilitate the embedded learning and capability development. 

According to Zollo and Winter (2002), learning mechanisms such as accumulation of 
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experience, communication of knowledge, and codification, can be organised at the 

operational level. At the organisational level, Orlikowski (2002) suggests that particular 

practices such as mentoring, training and rewards can be influential in skills and capability 

development. 

In the arena of collaborative learning in the context of HEIs and in order to enhance learners’ 

skills and capabilities, Jenkins and Walker (2014) suggest categorising the opportunities that 

are uncovered in courses and educational modules and lessons. Such endeavours can change 

the role and nature of the learner-tutor relationships towards more participative and 

collaborative learning modes. Learners therefore can engage more in vital learning processes 

such as detecting errors/mistakes, planning, and reviewing and evaluating their own as well 

as their peer learners’ performance. The interaction and social engagements embedded in 

these activities further lead to recognition of the needs in learners’ knowledge network and 

in developing personal qualities and capabilities. However, there is learners’ commentary 

evidence showing that time limits of lessons and modules do not allow for effective 

assessment, feedback and reflection in order for the skills and capabilities to develop. In 

addition, the literature review shows that whilst HEIs enormously focus on development of 

skills and competencies that relate to graduate employability, the level and extent of skills 

and capabilities that refer to learning processes and learning how to learn, in the classrooms, 

are yet to be fully realised.  

Through a reflection on literature mentioned in this section so far, the importance of routines 

and activity procedures is being highlighted in terms of the localities where skills and 

capabilities are germinated into life and are developed further at individual, team and 

organisational levels, as well as the importance of facilitating the embedded collaborative 

learning. This signifies the importance of routines/processes which underpin learning by 

doing as a substantial way of skills and capability development (which in turn leads to 

improvement in performance). In this vein, knowledge sharing and collaborative learning can 

also occur in action learning sets within communities of practice (Lave and Wenger, 1991) 

and other socially-situated contexts, and hence they are not exclusive to formalities such as 

accredited courses or modules and lessons in academic organisations. It is therefore evident 

that creating learners’ communities of practice within HEIs (in dealing with complexities of 

knowledge sharing and learning) is underpinned by combinations of formal and situational 

learning, with people taking advantage of both in a complimentary way for the purpose of 

capability development and performance improvement. Therefore, despite the review of the 
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literature on skills and capability development presented above, there still remains the need 

to explore action learning, experiencing and community of practice.    

2.4.2.1.4. Action Learning, Experience and Community of Practice  

Action learning literature owes its development to Revans (1981). He refers to action learning 

as a means of development (of intellectual, physical and emotional capabilities). In order to 

develop these skills and capabilities, the individuals involved in action learning are required 

to responsibly engage in the complex real-life problems. A result of such involvement is the 

development of effective multi-perspective solutions for the complex problems and reaching 

to intended change. Such change, according to Zuber-Skerritt (2002), affects both the issue 

or problem and the individuals acting upon the issue.  

Zuber-Skerritt (2002) relates to action learning as learning from experience and a 

transformational change through critical reflection on knowledge and experience in 

group/team discussions, learning with others/from them, as well as inventions. Critical to the 

process of action learning is the way a group of learners address complex issues in the context 

of an organisation. Zuber-Skerritt (2002) further specifies that the solutions developed in 

action learning may need the organisation to change. Such solutions are often challenged by 

senior managers. The distinguishing feature of action learning is that learners accept and own 

both the issues and the solutions they devise. Even when senior managers provide expert 

solutions, learners tend to proceed with their own solutions. In this way, the learners 

themselves develop as the experts on recognising the issues at hand and on the way to solve 

them.  

The form of learning that occurs in action learning is in fact based on reinterpretation of 

existing knowledge in individuals’ minds as well as their re-calling of past experiences. This is 

a social process among two or more individual learners who, because of their differences in 

knowledge and insights, make each other test and scrutinise many ideas, including the 

misconceived ones. In line with that, action learning has powerful embedded mechanisms 

that make learners aware of their own value systems. Such mechanisms demand that dealing 

with the complexities of the issue at hand does have some risk of failure and that learners 

help each other based on what they genuinely believe. The value judgement in the action 

learning therefore empowers individuals to undeceive themselves (Revans, 1981). 

When the circumstances are complex and no one knows the answer to a shared 

problem/question, action learning brings about advantages. The complexity of the issues 

might be that those charged with decision making are uncertain and do not know whether 
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they can succeed in resolving the problem. It can also be that the solutions are not cheap, 

simple or quick (Zuber-Skerritt, 2002).  

Further, similar to the argument on the importance of routines and activities in terms of the 

localities where learners’ skills and capabilities are developed, as well as the importance of 

facilitating the embedded collaborative learning, action learning relates to tasks as the means 

of learning in order to develop learners in the organisation. Revans (1998) states that: 

“No learning without action and no action without learning” (p.83). 

According Zuber-Skeritt (2002), the common understanding of the nature of action learning 

is based on learning by doing, reflection on practice, experiential learning, workplace learning 

and learning to learn. In effect, the terms “action learning” and “experiential learning” have 

been used interchangeably. Experiential learning is a cyclical process best modelled by Kolb 

(1984) and strives to raise our perception from an unconscious state of understanding to the 

conscious position. This process of becoming aware is carried out through experience of 

questioning the underlying assumptions, i.e. value judgements (Revans, 1981). Kolb’s (1984) 

model is illustrated in Figure 8.  

 

 
The optimal balance between action and learning is important in action learning. Action is 

not the end goal in action learning but the means to achieve learning (Rooke et al., 2007), 

and it is through the reflection that profound development can happen (Pedler et al., 2005). 

People in such a balanced process can develop skills and capabilities from their experience 

and realise new ways of better learning and doing (O’Neil and Marsick, 2007). In the case of 

imbalance between action and learning, reflective practice can be used as a strategy for 

future action (Raelin, 2001, 2008). Reflective practice can turn tacit knowledge into explicit 

knowledge (Raelin, 2001). This is a process in which individuals step back from experience in 

Figure 8: Kolb's (1984) Experiential Learning Cycle 
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order to comprehend what it means with a vision to plan for future actions (Coghlan and 

Brannick, 2014). Social dialogue, problem examination and systems thinking (Smith, 2001), 

individual and team feedback (Conger and Toegel, 2003) and action learning discussions 

(Maltbia and Marsick, 2008) are examples of reflective practice.  

Kolb and Kolb (2009) offer six principles for experiential learning: (1) learning is a process not 

an outcome; (2) re-learning happens in all learning; (3) coordination and conflict resolution 

are required in the learning process among opposing dialectical forms of adaptation to the 

environment; (4) learning is the process of adaptation in a holistic way; (5) learning emerges 

as a result of synergetic operations among people and the environment; and (6) learning is a 

process through which knowledge is created.   

Upon reflection, it appears that action and experiential learning have powerful embedded 

mechanisms to facilitate learners in taking on the responsibility of their own learning as well 

as collaboratively developing skills and capabilities in order to help themselves in the 

processes of acting and learning, even beyond their comfortable zones. In effect then, the 

skills and dynamic capabilities that emerge from action/experiential learning (in tasks, 

routines and developmental activities) are seen as having an influence on organisational 

performance (Zahra et al., 2006; Teece et al., 1997). 

Although action and experiential learning were originally pioneered in work organisations 

and not in the educational systems (Zuber-Skeritt, 2002), experiential learning can be 

deployed through institutional schemes of development such as student development, 

curriculum design, and faculty progress in HEIs (Kolb and Kolb, 2005).  

In the context of HEIs and the education domain, whilst the currently-emergent education 

paradigm strives to define universities as institutions that exist to create learning rather than 

institutions that exist to give instructions (Barr and Tagg, 1995), in practice there is still a long 

way to go (Catmull and Wallace, 2014). In this line, Breunig (2017) reveals that current 

literature has a consistent body of studies in relation to problem-based learning and 

transformational education. These approaches empower both the learners and the teachers 

in carrying out research, combining practice and theory, as well as in applying skills and 

capabilities. They are known as learner-orientated, instructional-centred and curricular-

centred approaches (Walker et al., 2015). Yet, learner-directed knowledge sharing and 

collaborative learning (i.e. the subjective claim of experiential learning) have not been 

explored and only too few empirical studies exist in this arena (e.g. Ossa Parra et al., 2015).  
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Experiential learning as a kind of active experimentation relates to the intended purpose that 

guides the learning process (Breunig, 2017). According to Dewey (1938), there are two 

different types of experience. Primary experience is an incidental interaction and 

engagement. The secondary experience endures the reflective examination process that 

mixes past experiences in line with thoughts for future experience. Dewey (1938) specifies 

this as an experiential continuum in a purposeful way. Buck and Akerson (2016) and Estes 

(2004) call for studies that use consistent values (both those which are perceived and those 

in practice) within education scenarios. They state that those who teach and practise the 

experiential and student-centred learning are themselves very often teacher-centred 

following hierarchal and instructional approaches. Considering such values in connection to 

devising the purpose of the system, Roberts (2012) argues that much of the experimental 

learning in the current education domain and on school campuses fails to accommodate the 

warning made by Dewey (1938) of reductionist approaches towards experience just for the 

sake of experience. Roberts (2012) therefore calls for greater purpose in experiential learning 

in the education domain.   

Since experience and experiential learning is a feature of communities of practice, and based 

on what was discussed in Section 2.4.2, HEIs in general, and classrooms in particular, are 

considered as knowledge networks or, in other words, as communities of learners. These 

communities of learners have the capacity to become purposeful communities of practice 

through implementation of routines and activities that revolve around students’ experiential 

learning. However, the literature in the education domain is widely focused on communities 

of practice for teachers and formal learning instructors. According to Wenger (2011), the first 

application of community of practice began in teacher training. It made a provision for the 

lone administrators to have access to colleagues. The trend still has an interest in peer-to-

peer activities for professional development. He emphasises that, in the education domain, 

communities of practice relate to a deep transformation. There are three educational 

dimensions that are influenced by communities of practice: (1) the internal perspective 

relates to the question of how we can arrange instructive experiences around the learning 

that happens in the schools and faculties, through participation/involvement in the 

communities of subject matter; (2) the external perspective focuses on how to link the 

students’ experience to actual practice, which happens outside school, through peripheral 

types of participation; (3) the life-long perspective pays much attention to how to set up 

communities of practice for students’ lifetime learning demands in the areas in which they 

have interests after they finish their school’s programmes (Wenger, 2011).  
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In accordance with the context of action research in this thesis, the researcher aims to 

develop an open and collaborative space community in order for students to take ownership 

of their own learning through experiential learning and practising of the subject matter of 

mathematics and statistics. In fact, the courses or modules that have elements of tacit 

knowledge, such as modules that contain mathematical and analytical concepts, can greatly 

benefit from the community of practice approach. The community style for practising maths 

based on the viable system model and social network, in contrast with the current trends of 

the literature (which focus mainly on cognitive, instructional, behavioural and top-down 

perspectives) relates to social aspects of the facilitated process of collaborative learning, and 

participation through social interactions. This community style is therefore predicted to bring 

about change in the system, to enhance the skills development and to improve the 

performance.  

In addition, the progress from single-loop learning to double-loop learning within the scope 

of action and experiential learning reminds us of Dewey (1938), who is cautioning us not to 

take the reductionist approach to experience. With due consideration and in line with the 

secondary experience that he introduces, it can be argued that value judgement in 

experiential learning is a means for understanding, questioning, critiquing and, if required, 

changing the purpose of the system, which illuminates the double-loop learning. In addition, 

the very continuous act of ‘practice’ in the cycles of experiential learning is a way to extend 

the continuum of purposeful experience, which in turn facilitates the gradual emergence of 

expert learners. This purposeful practice and experience is particularly very important when 

we are dealing with situations that involve a combination of tacit and explicit knowledge. The 

tacit element of the knowledge is very difficult to share. Learning by doing and several 

practice activities and routines that are available in the cycles of experiential learning are 

very effective mechanisms that can assist in this regard. 

With the application of the viable system model as a purpose-orientated, bottom-up and 

facilitative approach which provides friendly and non-hierarchal space/environment, this 

study strives to fill the urgent gaps mentioned above. The collaborations in experiential 

learning illustrate the progress from single-loop to double-loop learning within the 

embedded processes of knowledge sharing, through social interactions, conscious reflection, 

value judgements and further probing the conceptualisations. These contexts, as well as the 

roles that collaborative knowledge sharing and the experiential learning facilitator can play, 

along with conflict resolution processes and the demand for adaptation to the environment, 

as discussed in the previous section, reveal the relevance of using viability theory and second-
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order cybernetics. The suitability of VSM has also been justified methodologically in Section 

2.3.3.  

Finally, based on the above, it is evident that the collaborations, the progress from single-

loop to double-loop learning and its underpinning mechanism, i.e. social interactions, 

conscious reflection and value judgment, create an arena of complex interdependency and 

interconnectivity. No one is isolated in such a sphere. The evolution of individuals throughout 

the process relies on mutual contribution and experiencing and learning (Bateson, 2016). 

Such a dynamic interactive learning context contributes to the development of redundancy 

of potential command (Espinosa and Walker, 2017). This is because the potential to perform 

in an effective way is convened by sufficient concentration of knowledge and information 

(e.g. where collaborative knowledge sharing and collective learning and experiencing occur). 

The redundancy of potential command also reveals that “power resides where information 

resides” (Adams, 2011, p.151). The redundancy of potential command therefore advocates 

the development of a shared way of leadership for the system. In addition, according to 

Probst and Ulrich (1984), given that social systems are self-organising and that self-organising 

systems follow the principle of redundancy of potential command, every individual can be 

considered as a potential leader. This brings to light the co-responsibility of every individual 

and how leaders can emerge.  

In this arena, the issue of what can be the underlying mechanisms or processes that 

contribute to the development of leaders as well as development of leadership, is unsettled. 

The next section offers a literature review that revolves around the topic of leadership 

development.  

 

2.4.3. Literature Review: Leadership Development 

The discussions in this section serve to briefly provide the theories that can explain the 

leadership development and emergence of leaders.  

2.4.3.1. Leadership Development: Definition and Concept  

Leadership development has been mainly defined in the literature at the individual level and 

looks rather like leader development. There has been less focus and less frequent reports on 

leadership development at group/team level or whole organisation level (Day and Dragoni, 

2015; Day, 2000). 
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Leadership development, as Van Veslor et al. (2010) suggest, is the amplification of 

collectives’ capacity to self-organise, to find directions, to generate alignment, and to create 

commitment. Collectives can be a group, a team or an organisation of individuals. In addition, 

DeRue and Myres (2014) indicate that leadership development is “a process of preparing 

individuals and collective to effectively engage in leading-following interactions” (p.835).  

Both of these definitions can be used for the three levels of individual, team and organisation. 

Day (2000) reflects on leader development and leadership development and provides the 

distinctions between the two concepts by referring to four dimensions, namely capital type, 

leadership model, competency base and skills. Table 10 shows these differences.  

 

 

 

 

 

 

 

 

 

 

 

2.4.3.2. Leadership development: Processes at Individual Level 

At the individual level, leader development is considered as a journey for an individual with 

predisposed/inherent skills for leading (Arvey et al., 2007) based on intelligence/knowledge 

and personality traits (Judge et al., 2004). According to Day et al. (2009), the development of 

leadership skills and knowledge over time and through experience might have originated in 

earlier transformations in the person’s self-views. However, they discuss how, in determining 

whether early signs of personal transformation lead to an actualised change towards 

development of a leader, the ability of individuals to practise mindfully/consciously the 

 

Table 10: Disticntions between Leader and Leadership (Day, 2000) 
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various ways of life and interacting/communicating with others and the availability and 

access to support, are important. 

In addition, the influential factors in leadership development are the development of 

dynamic skills (Fischer, 2008) as well as the development of structures/processes required 

for one’s understanding and making sense of complex phenomena (McCauley et al., 2006).  

The structures and processes for meaning making in complex tasks (McCauley et al., 2006) 

suggest that individuals evolve from being exposed to particular assumptions, values and 

beliefs of other people to judging such beliefs in an objective way and through complex levels 

of sense-making, resulting in differentiating between other people’s beliefs and self-owned 

beliefs. This then evolves further to possibly constructing their own complex assumptions 

and values. It is evident that development in this perspective is considered as a continual 

process of knowingly judging/critiquing earlier unknowingly-believed assumptions to 

eventually creating an individual’s own identity. This is what is referred to as the process of 

self-transforming consciousness (Day and Dragoni, 2015).  

Fischer’s (2008) dynamic skills view asserts that there is no separation between cognition and 

emotion processes. Instead, they are interwoven indivisibly together to create actions and to 

provoke/inspire thoughts. According to Day and Dragoni (2015), through dynamic skills, 

individuals would function more holistically compared to traditional competencies and self-

view perspectives. Hence, depending on the variability of cognition and the stability of the 

emotions of each individual, leader development programmes can be adjusted in terms of 

level of provision and forms of resources. Such levels of cognitive variability and degree of 

emotional stability, along with hierarchy of skills distribution and deployment, justify what is 

called a web of skills development. The web of skills development is more dynamic and 

accepts that individuals are able to function at various levels of a specified skill at any time. 

This perspective offers a more precise explanation as to the complexity of leadership 

development, since leadership itself as a phenomenon is rather complex and nonlinear.  

Further, the fact that leadership can be developed has been suggested based on empirical 

evidence (Arvey et al., 2007; Van Velsor et al., 2010). While individuals can develop their skills 

over time and through coaching (Ladegard and Gjerde, 2014), mentoring (Lester et al., 2011) 

or in skills training (Dvir et al., 2002), which are offered in organisations, from the experience 

perspective, Dragoni et al. (2009) suggest three measures for predicting leadership 

development: (1) having access to developmental activities; (2) having experience in 

challenging developmental tasks; and (3) having strong learning goal-orientation. The 
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authors call for studies that consider leadership development processes and underlying 

mechanisms for turning developmental experiences into leadership skills and performance. 

Similarly, Day and Dragoni (2015) encourage future empirical studies on the developmental 

perspectives through designing methodologies which generate insights into the dynamic 

process of leadership development.  

2.4.3.3. Leadership Development: Processes at Collectives Level 

At the team and organisational levels of leadership, the overall teams’ capabilities, according 

to Hackman et al. (1978), can be explained partially as a function of the capabilities of 

individual members of the team. Day et al. (2004) also suggest that summation of individuals’ 

capabilities for leadership may partially derive the team’s leadership capacity. However, 

further research is needed to shed light on the underlying processes that create such a 

combination of capabilities. Nonetheless, according to Kalisch et al. (2009), some initial 

indicators at the team level may signal the potential for further development of collectives’ 

leadership. These include: (1) a shared understanding/mind-set about the group’s direction; 

(2) the group’s engagements/interactions in some kind of collaborative learning; (3) knowing 

each other’s skills in the group; and (4) the presence of psychological safety among group 

members.  In addition, team exposures to remedial actions or certain collective experiences 

can facilitate the leadership development at the team level (Kalisch et al., 2009). This can be 

through group training that improves teamwork (Marks et al., 2000), or training that 

enhances group coordination (Espinosa et al., 2004), as well as working together in a team 

for a prolonged span of time (Reagans et al., 2005) and having a learning-orientation 

facilitator/leader in the group/team (Kozlowski et al., 1996). However, Day and Dragoni 

(2015) call for further research to investigate whether such actions or collective experiences 

are effective in forming the collectives’ leadership capacities.  

According to DeRue (2011), the collective leadership capacity is represented through a 

shared/distributed leadership structure. This type of structure emerges as a sufficiently 

stable feature of the team and permits the team to be adaptive in responding to a variety of 

demands in the environment. Ancona et al. (2015) assert that the best adaptation to the 

demands that come from the external environment and the internal dynamic occurs in an 

organisation where a more vivid direction emerges, commitment is improved via 

interactions/engagements among those who demonstrate leadership, whether formal or 

informal, and when processes become more aligned. It is evident that within the distributed 

leadership perspective, what mainly facilitates the timely development of collective 

leadership capabilities is the intensive relational interactions among individuals in an 
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organisation (Ancona et al., 2015; Klein et al., 2006), since leadership is a process of social 

influence. Further, McKay (2016) perceives leadership as a transitory state that does not 

depend on individual leaders. He refers to leadership as “an autopoietic social system […] 

that alternates its existence with the organisation system, with the transition between them 

taking place at junctures triggered by grand uncertainty presented in the form of the ‘wicked 

problem’” (p.2). Sice et al. (2013) also relate to the autopoiesis perspective and suggest that 

for developing leadership capability “what is required is to foster an environment where 

awareness is actively developed, fragmentation of experience is avoided and language is 

used to promote creativity” (p.1).  

Having studied the aspects of leader and leadership development in this section, the last part 

of the theoretical review and conceptual analysis for this chapter is now completed. The 

following section provides a brief description of where the students’ learning and skill 

development occur in an action framework.  

2.4.4. Knowledge Sharing for Learning – Action Framework  

The action framework of the present research is provided in this section.  Figure 9 illustrates 

the position of the intervention for collaborative maths knowledge sharing, experiential 

learning, and practice, as well as skills development in this research.  

 

Figure 9: The Knowledge Sharing Action Framework of the Research  
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As is evident, there are arrangements for formal education at the research site of this study. 

There are ‘maths lectures’ in place as part of the APS module, where a lecturer teaches the 

maths concepts. There are also ‘maths tutorials’ where tutors attempt to solve certain maths 

questions and explain them to the students. In addition, within the university there is a 

‘library maths skills team’, which can help students upon request per the particular maths 

topic that each student struggles to understand. The ‘education in business school’ refers to 

the arrangement of the learning environment to become skilful in maths and statistics and 

to perform well in the APS module. The intervention for ‘collaborative maths knowledge 

sharing, experiential learning, and practice’ is in the middle of the framework and is linked 

with other arrangements. The intervention is a solution that will be designed as a classroom 

of students containing a community of learners inspired by the viable system model. Figure 

10 illustrates the schematic of how the solution will be structured.  

 

 

Figure 10: Schematic of Solution in terms of VSM in a Classroom as a Knowledge Network 
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The collaborations in knowledge sharing and practice will be carried out in teams. Teams in 

the classroom will also be able to share knowledge with each other. Students can act in each 

capacity in system 1, system 2, system 3, system 4 or system 5. What is important for them 

is to become conscious and aware of their actions and decisions and to 

appreciate/comprehend the capacity based on which they act or decide. The recognition of 

whether or not they are able to participate in the knowledge sharing and practicing activities 

in a particular system (e.g. system 1, system 2, … system 5) which requires specific capacities, 

would depend on their initial skills. By developing and enhancing their skills, as well as 

observing other students who act in other capacitates, they can also develop skills in other 

capacities through gradual participation in the work and discussions in the respective 

capacities of system 1, system 2, system 3, system 4 or system 5. Full explanations of each of 

the components will be provided in Chapter 4. 

Having discussed the literature review and action framework, the following section provides 

the research questions for this thesis.  

2.4.5. Research Questions 

Research Question 1: How can middle-ranked UK business schools strengthen their 

ability to understand and manage the complexities involved in knowledge sharing 

processes (for student learning) using a systemic multi-methodology? 

Research Question 2: How can middle-ranked UK business schools enhance learners’ 

skills development and performance improvement using a systemic multi-

methodology?  

Research Question 3: How can a systemic multi-methodology facilitate the design 

and development of effective knowledge sharing structures and processes? 

 Research Question 4: How can a systemic multi-methodology assist in uncovering 

and eliminating the structural fragmentations in a knowledge sharing network? 

Research Question 5: How can social network ties shape a team’s knowledge sharing 

skills and capabilities in a system? 

Research Question 6: How can VSM theory support network cohesion in a 

knowledge sharing network? 

The researcher intends to design a realistic and practical approach for complexity 

management in a knowledge sharing project. To deal with such complexities, the intended 
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research methodology should aim to provide a foundation for a learning process which 

assists people in improving and advancing their skills and capabilities in order to face current 

and future complexities.  



134 
 

 

Chapter 3: Research Methodology 

 

 

3.0. Introduction 

This chapter presents the orientation, paradigm, philosophy, model and methods of research 

for this thesis. It also embarks on designing a methodology in order to support the intended 

process of action research for this study. Although some authors differentiate a research 

methodology from a methodology of actions, the two are interlinked in the sense that a 

research methodology clarifies the foundations of research and a methodology of actions 

specifies the process of actions and operations (Espinosa, 2015; Midgley, 2015; Wilby, 2015 

as cited in Sanchez, 2016).  

In this research, the rationale and possibility for multi-methodological approaches emerged 

through reflection on the literature review chapter. A multi-methodology is referred to as a 

combination of systems methodologies (partly or in whole) designed to resolve a challenging 

problem situation. In effect, real-world problems are complex.  

Operational researchers are increasingly employing multi-methodologies to cope with and 

manage such complexities (Henao and Franco, 2016). Philosophers have striven to address 

the need for, and the viability of, the methodological and theoretical pluralism (e.g. Roth, 

1987). Sometimes researchers employ methodologies that were originally designed for other 

purposes. Flood and Romm (1995) term them oblique methodologies.  

Midgely (1997), however, argues that it is better to see these oblique interpretations of the 

case studies as a creative design of methods. In this vein, the combination of different 

methods and approaches is frequently referred to as a multi-methodology (Mingers and 

White, 2010; Pollack, 2009; Flood and Romm, 1996; Mingers and Brocklesby, 1997; Jackson, 

1997).  

Whilst there are challenges involved in the mix and match of the methodologies (Tashakkori 

and Teddlie, 2010), it does, however, offer significant advantages. These advantages are: (1) 

the utility and value in applications; (2) more comprehensive ways of addressing the 
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problems; and (3) generating more compelling conclusions (Ivankova and Kawamura, 2010, 

p.582). 

In this chapter, the researcher first introduces the methodological orientation of the present 

thesis in terms of philosophical positions, and research paradigms. The chapter then provides 

the theoretical arguments and discussions regarding the design and development of the 

methodological framework of the research. The chapter concludes with assessment of the 

designed methodology (see Chart 2).    

Chart 2: Sections of Methodology Chapter 
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3.1. Section 1: Methodological Orientations in Research 

There exist two main perspectives for methodological considerations in social sciences, 

namely the “reductive methodological frame of reference” and the “complexity thinking 

methodological frame of reference”. The reductive methodological frame originates from 

Descarets’s rules of reduction. The researcher is to think solely about isolating the 

phenomena from each other and from the surrounding environment. According to Montouri 

(2008), the researcher in this perspective is supposed to reduce, simplify, and clarify the 

phenomenon in terms of an “either/or” logic, which is borrowed from Aristotle. There is no 

consideration for any form of paradox or possible ambiguity, neither for interactions and 

integration. This perspective is also in accordance with Newton’s scientific method, which is 

so-called reductionism, i.e. breaking the system down into its simplest elements and 

attempting to understand them. The prevailing mind-set here revolves around perceiving the 

world as a set of components separable from and undependable on each other, assuming a 

linear cause and effect link between the components. Such linkages are also assumed to be 

reversible. This argument leads us to accept that we have an eventually knowable and 

predictable structure and behaviour.  

In contrast, under the complexity frame of reference, the variations, ambiguity and 

uncertainty are recognised and systems are understood in terms of diversity in interactions, 

relationships, structures, and emergent properties. In this frame, many systems’ components 

are dynamically interacting (Wimsatt, 1994) in a nonlinear way. It is rather up to the nature 

of interactions to determine the behaviour of the system, than the features of the system’s 

components. Therefore, the relationships among components play a pivotal role (Rogers et 

al., 2013). It is also important to note that the outcomes of interactions are co-determined 

by temporal and spatial contexts. Hence, seemingly similar systems with a dissimilar 

background/history or those in differing situations occurring in different places should be 

considered different. In addition, since there exist varied feedback loops (direct and indirect), 

it is not possible to conclude on the relationship between the scale of the outcomes and the 

scale of the causes. This issue results in unpredictability of the system’s behaviour. Further, 

according to Cilliers (2000), it is not realistic for us to claim an ultimate understanding of the 

complex systems in space or time. Hence, scientific objectivity is principally a myth. 

Moreover, according to Rittel and Webber (1973), in the complexity perspective, most 

problems are wicked. When it comes to framing a wicked issue, there exist various justifiable 

methods. Research studies under this frame of reference therefore tend to use an inductive 

approach as a method of thought in order to determine possibilities.  
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In this thesis, and as discussed in Chapter 2, the researcher argues that the process of 

knowledge sharing should be investigated through the complexity frame of reference. This 

argument is underpinned by two critical ideas. First, knowledge is a complex phenomenon. 

It is specific to each individual’s belief, past experience and ways of perceiving and 

interpreting the phenomena in the world. Second, the act of sharing only makes sense in a 

network of n-social agents (n>1). When n increases, the level and scale of interactions 

increase exponentially. The interactions by themselves are of different types and varieties. 

Therefore, it is pertinent to study the process of knowledge sharing from a complexity 

perspective.  

3.1.1. Complexity Research Paradigms and Philosophical Issues  

A paradigm, as Guba and Lincoln (1994) refer to, is a set of underlying beliefs, assumptions 

and metaphysics that illustrate a worldview. This worldview is underpinned by ontological, 

epistemological and methodological assumptions. Neuman (2003) suggests that a paradigm 

is a system of thinking and an essential orientation towards the research and the theory. 

Gummesson (2000) considers a paradigm as:  

“people’s value judgements, norms, standards, frames of reference, perspectives, 
ideologies, myths, theories, and approved procedures that govern their thinking and 
action” (p.18). 

All research studies are established as well as carried out within a philosophical paradigm. 

Every paradigm relates to specific philosophical concerns. It focuses on the debates 

surrounding ontology, epistemology, axiology, methodology and methods and interlinks 

among them. Such analysis then clarifies the most appropriate research strategy for a specific 

research study (Lehaney and Clarke, 1995).  

In social science, the philosophical debates are rooted in the two opposing viewpoints of 

positivism and interpretivism, resembling the objectivity and subjectivity of the research, 

respectively. According to Gill and Johnson (2010), the criticism of the positivistic approach 

and its propensity to use a reductionist lens for studying human behaviour, has given rise to 

interpretivist approaches. The objectivity and subjectivity in fact resemble a continuum 

based on which different paradigms and philosophies have been developed. Mukhuty (2013) 

gathers and illustrates the main paradigms, philosophical standpoints, and their important 

features (see Appendix 1).  

According to Neuman (2003), the most effective approach with which to conduct a research 

project is established around the nature of the case as well as distinctive philosophical 

assumptions, principles, and viewpoints that emerge from its context. In the context of this 
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thesis, which relates to the process of knowledge sharing and learning in a community of 

learners, the researcher aims to change the status quo, develop learners’ skills and 

competences, and improve their performance. Hence, in line with the complexity frame of 

reference for this research, and considering the philosophical objective-subjective matters 

revealed in Appendix 1, the researcher will follow a pragmatist philosophy. In pragmatism, 

practical results and consequences of actions have significant roles in determining the 

meaning and truth of social reality. The argument here is that the meaning of a concept or 

idea is connected to, and can be equated to, the conceivable practical results of the actions. 

In fact, there is an assertion that if a theory justifies itself more successfully in predicting and 

dealing with the complexities of the problem than other theories, it can be regarded as 

nearer/closer to the truth. Within the pragmatist philosophy, it is now important to discuss 

and clarify the ontological, epistemological, methodological and axiological standpoints of 

this research.   

3.1.1.1. Ontological Stance 

Ontology represents the nature of reality or existence of things. According to Burrell and 

Morgan (2017, 2009), the objective perspective, or the positivist view, considers social reality 

as something that exists tangibly out there in the world. It does not matter whether the 

individuals discover and recognise the existence of such reality and its structures. The reality 

exists in an unchangeable form and concrete structures. This is referred to as realist ontology. 

On the other hand, in the subjective perspective (anti-positivist view), it is the very human 

understanding and the interpretation that manifest the social reality. In fact, shared meaning 

among individuals and their understanding discover or provide the social reality. This type of 

ontology is therefore subjective to human cognition and is called nominalist, which fiercely 

opposes the realist ontology.  

In this vein, pragmatist philosophy benefits from an ontological view, in which the nature of 

social reality or being has the potential to be mutable. In fact, a belief can pass from being 

the reality to being unreal/untrue and back to reality again. This assumption refers to the 

truth as being relative to the concept and the way the concept is recognised (i.e. the 

conceptual scheme). The researcher therefore accepts that the social reality is not always 

ready-made but is something that both the social agents and the social reality can mutually 

make real (Putnam, 1987; James, 1975). In pragmatism, the truth is considered as the social 

agent’s transformation and revolution of experience. However, this must not be confused 

with reality becoming freely constructible or imaginable as the social agent pleases (Schiller, 
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1907). This relational property for the nature of reality or knowledge provides a relativist 

ontological standpoint for the present research.  

3.1.1.2. Epistemological Stance 

Epistemology is rooted in ‘episteme’, a Greek word which means knowledge. Epistemology 

is therefore the study of knowledge as a theory. It thus examines the way in which knowledge 

and its justification are being acquired (Jary and Jary, 2000). In other words, the questions 

that we ask or we could potentially ask are under the influence of epistemology. The beliefs 

and perceptions, as well as the rightness of and the truth about our current knowledge (what 

we already know), are also assessed through epistemology.  

With the positivism-anti-positivism continuum of epistemological assumptions, from one 

side, getting the true knowledge refers to the objective viewpoints and ensures justification 

of the claims through checking whether the hypothesis can be possibly falsified or through 

repeating the same scenario in controlled conditions. From the other side, the subjective 

anti-positivism takes a variety of forms, i.e. interpretivism, constructionist, feminist, 

pragmatism, etc., as provided in Appendix 1. According to Burrell and Morgan (2009), 

understanding the subjective viewpoints of those who are actively involved, and their 

interrelations in the case under investigation, can bring to light the true knowledge, 

compared to an external observation. Hence, closely linked with ontology, there are many 

and varied sources for creation, accumulation and continual development of social reality/ 

knowledge which are revealed in epistemology. These are referred to as epistemic sources 

of knowledge.  

In this arena, central to pragmatism is “experience”, because of its real-time relevance and 

application as well as its future prospects for the philosophy (Pappas, 2014, p.1). Pragmatists 

such as Dewey (1938) state that “experience for philosophy is method, not distinctive 

subject-matter. It also reveals the sort of method that philosophy needs”. Pragmatists 

consider experience as the best vehicle for obtaining knowledge. Pappas (2014) reveals that 

experience serves three functions. First, it critically uncovers the starting point for the 

investigations. Second, it prevents pragmatists from making philosophical fallacy mistakes 

including starting with dualism, reductionism, neglect of context and equating the social 

reality to what is known. Third, it informs and reconstructs methodological prescriptions for 

edifying the traditional concepts of inquiry, ethics, self, etc. Experience, as a method, 

therefore, underpins a variety of activities and ideas that enable social agents to act or react 

in the environment. The argument here is that for issues such as a problem requiring 
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solutions, the way the problem is selected, the data collection around the problem (which 

leads to problem structuring), and proposition/hypothesis development and 

experimentation are all steps of the experiential method. The social reality/truth then is the 

result of expected outcomes through such a method.  

For the case of this thesis, which deals with dynamic interplay between tacit (experiential) 

and explicit knowledge within processes of learning, pragmatism fits well and the variety of 

experiential activities epistemologically provide a pluralistic stance for knowledge sources. 

However, it is important to note that whilst experiential learning is squarely suited to 

pragmatism, it is the scope of research that can be decisive in terms of what type of 

experiential learning would be included in the research. For instance, incorporating the 

experience of using maths learning software such as MyMathLab was not in the scope of this 

research. If it was in the scope, then Johnson and Liber’s (2008) PLE approach could also have 

been used in the experiential learning. This is because the PLE approach uses VSM and claims 

that physical engagement with the technological learning tools plays a key role in 

empowering the learners to organise their own technological learning sphere. However, 

Johnson and Liber’s (2008) PLE approach is yet to be tested for its effectiveness in learning, 

where there is a substantial level of maths knowledge (with tacit and explicit knowledge 

interplay) involved. If it was, this could have provided another source of capturing 

knowledge.  

3.1.1.3. Axiological Stance 

Axiology refers to the position and role of the researcher. It is important to clarify the 

researcher’s role because such positions can affect the ontological and epistemological 

stances of the research. In the other words, the researcher’s position can shape the nature 

of knowledge as well as the extent of the justification, rationality and validity of the study. 

According to Collis and Hussey (2013), the question of whether the researcher is independent 

or interacts with the phenomenon being investigated is important to epistemology. 

According to Remenyi et al. (1998), a researcher under a positivist epistemology is treated as 

being autonomous from the phenomenon in such a way that neither of them affects the 

other. On the other hand, anti-positivists believe that the researcher is part of the process of 

research. For example, in participatory action research, as well as in feminism, the research 

results may be influenced by the researcher’s points of view and involvement. In fact, the 

researcher is managing the change and facilitating improvement for the phenomenon under 

investigation.  
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Axiology also relates to theory and the nature of value and discusses the issue of the 

researcher’s value. This means clarifying and discussing whether the research is value-free or 

value-laden (May and Williams, 2002). In addition, axiology captures the answer to the 

question of what is essentially worthwhile (Heron and Reason, 1997). In this vein, positivists 

assume that research is not biased by the researcher’s value, and hence it is value-free. On 

the contrary, the phenomenology perspective (anti-positivist) asserts that the researcher’s 

value does affect all types of research. Therefore, research can proceed based on an explicit 

consideration and acceptance of the researcher’s pertinent values and the understanding of 

such values as something that are not necessarily affecting the research adversely (May and 

Williams, 2002). In fact, in participatory action research, axiological questions about values 

are addressed in terms of human flourishing as a "process of social participation in which 

there is a mutually enabling balance, within and between people, of autonomy, co-operation 

and hierarchy" (Heron, 1996, p.11). Hence, “…values might be said to constitute the very 

subject matter of social sciences” (May and Williams, 2002, p.108). These values make it 

possible for "people to be involved in the making of decisions, in every social context, which 

affect their flourishing in any way" (Heron, 1996, p.11). It is clear, therefore, that pragmatism 

does not confer eternal values. The researcher and the participants in the research are 

creating the values. The creation or selection of values is underpinned by the consequences 

that such values might infer. Only if the value is considered beneficial in terms of solving the 

problem for the phenomenon under investigation will it be created/selected.  

3.1.1.3.1. Pluralism in Researcher’s Role 

Under the pragmatist philosophy for this research, the researcher’s role is considered 

pluralistic. Two key roles, namely (1) being a PhD student-researcher and (2) being a 

development facilitator, are perceived. In the position of a PhD student-researcher, the roles 

revolve around being VSM workshop facilitator, intervener, observer as well as a participant. 

From the position of a development facilitator, the roles of being a system analyst and a 

colleague/staff member, emerge in the process of operational/action research. Evidently, 

these roles are layered and complex. The combination of said roles, which necessitates an 

increased level of reflectivity for the continuous evaluation and learning, ensures an 

organisational cybernetic (cybernetics of cybernetics) study of the case. Internally also, it 

allows and facilitates the double-loop learning for the participants in their guided self-

organised teams.  

Being reflexive requires being regularly vigilant about one’s own decisions, actions, 

behaviour, and their influence on the action/operational research and on the participants. 
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The values, priorities, desires and biases are manifested in the communication and dialogues 

as well as in behaviour. This also indicates that the practitioners, system analysts, 

development facilitators and researchers are part of the system and are involved and 

engaged in said system. This participatory scheme is crucial to the reflective behaviour of 

researchers on their own assumptions and biases. In this vein, research participants are also 

reflective on their own situation, values and assumptions (Sultana, 2007). In fact, reflection 

is analysis of how knowledge creation is shaped through the shifts in the context and 

relational dependency of researchers’ social identity and their social positions (situatedness) 

among their subject participants (Brisolara, 2014). 

3.1.1.3.2. Researcher’s Values, Ethics and Biases 

With reflection on pragmatist philosophy and the very importance of the researcher’s values 

(Creswell, 2003), for this research, the researcher recognises herself as a maths 

teacher/learning practitioner with an unflinching and hands-on dedication to learning 

through experience and practice. She has completed a lot of work based on this lens before. 

She has regularly found herself noticing and judging those teaching-learning strategies that 

miss the value of second-order cybernetic, and double-loop learning, based on practice and 

experience for the tacit knowledge of maths. She assumes, therefore, that being merely an 

“unobtrusive or non-reactive” observer (Angrosino, 2005, p.732) or a “peripheral member” 

(Adler and Adler, 1987, p.39) could not fit with her practice values. From a systemic 

perspective, the change facilitator and the observer are coupled roles, important for effective 

assessment of the system (Midgely, 2000). Hence, the researcher as a conscious being can 

see that any interaction she makes contributes to the knowledge-generating system that she 

is part of.  

Ethically also, the researcher used a standard guideline for the study and based on the roles 

she makes herself known as a PhD student-researcher or practitioner when meeting 

participants and obtaining their informed consents. This is, however, voluntary and subject 

to withdrawal upon participants’ wishes.  

3.1.1.4. Methodological Stance 

Any research revolves around the framework, the overall approach and the process of that 

research. These are collectively known as methodology. Methodology includes all of the 

methods and procedures that are used in the operational conducts of the research. In 

addition, the validity and reliability of research instruments that assist the researcher in 

reaching the truth/social reality are also discussed in the methodology (Remenyi et al., 1998).  
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With reference to the objective-subjective continuum, when the focus is on objective 

perspective, methodology refers to “systematic protocol and techniques”. This relates to 

hypothesis testing through rigorous scientific benchmarks, and adapting quantitative 

methods such as surveys and tests (Burrell and Morgan, 2017, p.6). The subjective 

perspective, on the other hand, pays attention to the subject and develops a detailed and 

insightful account of its reality. The characteristics of the subjects, events and phenomena 

emerge gradually whilst the inquiry is proceeding (Burrell and Morgan, 2017; Remenyi et al., 

1998). From the subjective perspective in a pragmatist philosophy, the focal concern is placed 

on how knowledge is created. In fact, a methodology based on pragmatism contemplates the 

active role of the facilitator, intervener or researcher in establishing the data, as discussed in 

the axiological stance. This data is then used to bring to light the social reality or knowledge 

and to provide the theories. In this vein, the researcher is practically participating in the 

system in focus to explore the impacts of different techniques and tactics based either on 

his/her own actions or through close observation of others. Such applications and evaluation 

of techniques, strategies and knowledge underpin the foundation of methodological 

pragmatism.  

Further, central to methodological pragmatism is the use of various relevant methods. 

Hence, it adopts a pluralist view (Goles and Hirschheim, 2000). This means that 

methodological pragmatism establishes and uses the methods/combinations of methods, 

which provide a viable solution for the problems in the system in line with the purpose, 

context and situation of the research. 

3.1.1.4.1. Methodological Pluralism  

In systems thinking and the complexity perspective, Midgley (2000) argues that since a 

plurality of theories is acceptable, and that those theories can flow into methodology, it is 

legitimately possible to see a variety of methods or solutions combined. In addition, 

according to Burns (2007), systems thinking is a way of thinking about how social agents are 

relating to each other rather than a map of reality. He emphasises that the interactions and 

interconnections between social agents and the systems surrounding them, such as the 

organisation, underpin the transformative potentials of each situation and make each case 

unique. Lewis (2016) argues that the quality of this transformative power and the underlying 

interconnections can justify the application of a methodological pluralist approach. Burns 

(2016) uses an action research and combines participatory practices/processes/statistics, 

collective data analysis, systems mapping, story narratives, and interviewing within a 

systemic intervention. He refers to this combination as methodological plurality, 
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characterised by embedded iterative methodological reflection. He then argues that high 

levels of rigour, robustness and impacts are achieved through methodological pluralism. It is, 

however, important to state that not all pluralistic solutions are pragmatic, but pragmatism 

is pluralistic in nature (Aikin and Talisse, 2016). For the systemic action research about 

knowledge sharing in this study, and under the pragmatist philosophy, the researcher 

intended to stay flexible, responding to the conditions, circumstances and the stakeholders 

involved. The action/operational research and the systemic solution here are built on 

iterative feedback and learning based on the developmental nature of the work.   

3.1.1.4.2. Research Methods and Tools 

Methods are the individual techniques adopted in the research as well as the usage of 

relevant tools in the conduct of the investigation and data collection. They can be generally 

classified as quantitative methods/tools (objective) and qualitative methods/tools 

(subjective). According to Jary and Jary (2000), quantitative methods/tools are associated 

with the positivist perspective. Quantitative empirical techniques and tools therefore 

measure and represent the data through numbers and ordinal figures. However, qualitative 

methods/tools relate to the interpretivist and phenomenological perspective. Along this line, 

the researcher uses a generally unstructured or semi-structured approach to extract the 

information. This happens, for instance, in case studies and observations. However, it is 

possible to show the data in a quantitative form after the analysis. Although quantitative and 

qualitative methods/tools are used based on the objective-subjective nature of the research, 

according to Darlington and Scott (2002), they can be mixed or triangulated to enhance the 

rigour, relevance and the strength of the research. This, however, depends on whether a 

mixture of methods is required in the research and the researcher would have to make a 

judgment to decide upon this. Here, for this research, the methods vary, ranging from 

traditional qualitative methods such as interviewing, to more change-orientated and 

developmental methods in organisation, such as guided self-organisation team activities. 

Since this thesis aims to design a systemic methodology for the present study, further details 

about the methods are discussed in Section 2.  

3.1.1.4.3. Research Strategy 

Social sciences adopt six key research strategies. They are: (1) experimenting; (2) conducting 

a case study; (3) surveying; (4) using grounded theory; (5) ethnography; and (6) action 

research. According to Cooper et al. (2006), the experimental research strategy entails a 

researcher’s interference beyond the requisite measurement. In fact, the researcher usually 

interferes through manipulating some variables in a setting and then observing the effect of 
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the manipulation on independent variables such as the participants or the subjects of the 

study. In doing so, the experimental research strategy uses a control group. Research based 

on experimenting can be simply repeated or replicated. However, the surrounding 

environment may affect the participants or subjects of the study. The generalisability of the 

research findings might also be restricted. 

The case study strategy is used when the context plays a major role in the phenomenon. 

According to Yin (2003), case study is an effective empirical investigation of a current 

phenomenon in its living context to gain a deeper understanding of both. In particular, a case 

study research strategy is beneficial when there exist no clear boundaries between the 

phenomenon and its context. Although case study has a great potential to find answers about 

research questions, it is used mostly in exploratory/explanatory research and the results are 

difficult to generalise.  

Surveying is a research strategy based on which information is obtained from a sample of 

participants through questionnaires or interviews. This is a method of data collection via 

communicating with a sample representing the population. The researcher in this strategy 

can embark on a quick administration of an inexpensive research study and easily code the 

data and analyse it. The analysis is then interpreted and a clear means is established for 

evaluating information about the population. However, people might refuse to answer, give 

false answers, or respond in a certain direction. Systemic error in the structure, form and 

wording of the question might also occur and affect the respondents (Zikmund et al., 2003).  

Using grounded theory as a research strategy is “an inductive and more structured approach 

in which each subsequent depth interview is adjusted based on the cumulative findings from 

previous depth interviews with the purpose of developing general concepts or theories” 

(Malhora, 2010, p.189). Grounded theory is used to establish new theories through 

continuous interlinks between data collection processes and the data analysis. However, it is 

difficult to deal with the emerging large amount of data. In addition, generalisabilty of data 

is not easy to achieve.  

Ethnography is another research strategy and studies human behaviour within its natural 

context. It entails in-depth interviews and observation of behaviour as well as observation of 

context and settings (Malhora, 2010). Ethnography underpins a different qualitative form of 

data collection through which the analyst/researcher seeks to understand the influence of 

the social as well as cultural context on people’s experience (Hair, 2007). Ethnography can 
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be carried out via visual or audio recording. However, data collection, analysis and reporting 

the results are time-consuming processes.  

Action research strategy, according to Tharenou et al. (2007), is “a design that simultaneously 

combines action to bring about change in a setting and research to increase and/or develop 

understanding on the part of the researcher, client group, etc. about that social system in 

order to develop knowledge” (p.89). Action research revolves around learning as well as 

change in social settings. It leads to a deeper and richer understanding of processes that were 

not understood before. Hence, it contributes to knowledge. Action research needs 

collaboration between the researcher and the participants, and hence it is time consuming. 

In addition, generalisation of findings is not easy.  

3.1.1.4.3.1. The Choice of Research Strategy  

This research chooses to adopt a case study action research strategy in order to understand 

the knowledge sharing and learning context and the phenomenon under investigation, as 

well as to design and develop a methodology to deal with knowledge sharing processes and 

structures. This strategy is more fitted to the pragmatist philosophy and methodological 

pluralism. The following discussions will provide more details on why case study is suitable 

for this research and how parts of this research have a strong relationship with the case study 

process of action research.  

First of all, findings in a real-life problematic situation that needs transformation are 

important. According to Eisenhardt (1989), “case study is a research strategy which focuses 

on understanding the dynamics present within a single setting” (p.534). Eisenhardt (1989) 

suggests using case study investigation at the early stages of research, since it provides a 

fresh perspective on the context (p.546). This contributes to learning about the context in 

the area of application/concern. Having a deep and comprehensive understanding about the 

context in which the issues have arisen is also very important in making developmental 

decisions in order to transform the situation at later stages of the research. Importantly, in 

order to better capture the contextual processes in the organisation over time, a case study 

action research strategy can offer the longitudinal power that it has. Bengtsson and Larsson 

(2012) explain that complex organisational processes emerge and unfold over time and case 

studies have longitudinal power to reveal such patterns (p.15). The richness of interactions 

and involvement of people, teams, organisation and contexts over a time period can be 

studied better from an idiographic perspective as a case study rather than a nomothetic 

perspective on research (Bengtsson and Larsson, 2012, p.15). In addition, a case study is 
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useful when the boundaries between parts of the system and the environment are not clear-

cut. According to Yin (1994), a case study is “an empirical inquiry that investigates a 

contemporary phenomenon within its real-life context, especially when the boundaries 

between the phenomenon and context are not clearly evident” (p.13). Hence, in this study 

the implementation stage would benefit from undertaking a case study action research 

approach.  

Using the case study strategy is particularly beneficial when the research explores the 

question ‘How’ and the question ‘Why’ about a specific research phenomenon (Yin, 1994). 

According to Welch et al. (2011), case study is a popular strategy for qualitative research. 

Case study is an established research strategy in not only management and organisational 

studies (Bengtsson and Larsson, 2012) but also in complexity management studies (Hammer 

et al., 2012; Vidgen and Wang, 2009; Mitleton-Kelly, 2011; Brooks, 2010), which is the case 

for this thesis. A case study design with a complexity approach provides a new way towards 

research in the organisations (Anderson et al., 2005). As in the case for this research, the case 

study action research will be facilitative in defining and understanding the system in focus, 

as well as taking a holistic perspective that considers the system as an integrated whole. 

These are all parts of the diagnosis and intervention planning and implementation stages of 

SOCR. Anderson et al. (2005) state that:  

“Complexity theory is a useful companion to case study, because it simultaneously fosters an 
attitude of attention to emerging patterns, dynamism, and comprehensiveness while focusing 
attention on defined system properties” (p.681). 

In addition, understanding the complexities intrinsic to the system requires an observer with 

a second-order lens. Case studies provide deeper insights into processes of management, 

which are not possible through survey questionnaires or sources of secondary data (Beamish 

and Lupton (2009). This supports the choice of an organisational cybernetics perspective, as 

explained previously, and the importance placed on the role of observer in this research. It 

also facilitates the reflection/learning stage of the SCOR. This is because, according to 

Tsoukas and Hatch (2001), “complexity is not only a feature of the system we study; it is also 

a matter of the way in which we organize our thinking about those systems” (p.79). Casti 

(1986) also states that “complexity is in the eyes of the beholder” (p.149). Taking the research 

project as a complex system also, the researcher/observer benefits from evidence that 

supports the management of the research in terms of principles and associated criteria of 

canonical action research.  

Further, in terms of efforts towards theory development, a case study strategy is especially 

good for the development of a new theory for a current and new phenomenon. Case studies 
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also offer opportunities for noble narratives which increase our general academic 

understanding with reference to social phenomena (Bengtsson and Larsson, 2012; Flyvbjerg, 

2006) through provision of illustrations of complex situations even in their own right. Case 

study action research, therefore, facilitates the development of the framework of ideas in 

terms of focal and instrumental theories. 

Moreover, operationally speaking, a case study can also contribute to the understanding of 

the complexities of the learning context and collaborative knowledge sharing at the core of 

this research. This is because case study action research is helpful in studying the complex 

contextual situations and the provision of explanations that emerge from evaluation and 

reflection on the research.  

Finally, case study is particularly helpful when combining varied methods of data collection 

for which evidence can be both qualitative and quantitative (Eisenhardt, 1989, p.534). The 

case study strategy also supports the methodological triangulations, which is sought after in 

this research on the way to methodological pluralism. Such mixing of methods or 

methodologies, as Mingers (2001) suggests, supports the move from original contribution to 

knowledge through research, towards implementing the findings of the studies. This is 

helpful in particular in linking the stages of the study in this research. It is important to note 

that the research design, according to Yin (1994), is a sequence that links the empirical data 

to the research questions from one side and to the conclusion from another side. However, 

Patton (2002) emphasises that “there are no perfect research designs. There are always 

trade-offs. Limited resources, limited time and limits on the human ability to grasp the 

complex nature of social reality necessitate trade-offs” (p.228). Based on his view, there is 

no law or rule, based on which the researcher can focus his/her study. For this study, the 

research design is specific to the issues/situations being addressed. It was developed based 

on the focal and instrumental theories that the researcher, as an involved observer, found 

justifiably relevant to the case. However, the research design was flexible/adaptable in the 

emergent situations of the complex organisational environment. 

3.1.1.4.4. Research Approach  

This research will follow an inductive approach to study the structure and process of 

knowledge sharing using the combinative lens of social network analysis and the viable 

system model. This will enable the researcher to bring to light new insights and 

understanding based on empirical observation, an outcome-orientated action research 

study, and an evaluation of the concepts (Collis and Hussey, 2013). 
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3.2. Section 2: Designing and Developing a Soft Canonical Operational 

Research (SCOR) 

In light of the fact that the viable system model can be combined with the FMA soft systems 

account of action research in a transformational approach, to aid the facilitating and 

managing of change (Espinosa and Walker, 2013, 2017), I put forward a multi-methodology 

embedded in a framework which provides the practical structure and the details of combined 

methods. The purpose of this multi-methodological framework is to inform the breadth and 

depth of the action research process. The framework strikes to balance between the number 

of stages in the process and the level of details immersed within. Here in the present section 

I provide the arguments on the design and development of the multi-methodological 

framework. 

3.2.1. Action Research (AR)  

Action research has been defined as “a participatory, democratic process concerned with 

developing practical knowing in the pursuit of worthwhile human purposes, grounded in a 

participatory worldview which we believe is emerging at this historical moment. It seeks to 

bring together action and reflection, theory and practice, in participation with others, in the 

pursuit of practical solutions to issues of pressing concern to people, and more generally the 

flourishing of individual persons and their communities” (Reason and Bradbury, 2001, p.1). 

Rooted in Lewin’s (1947) work as well as Trist and Bamforth’s (1951) research in Tavistock 

clinic, action research is the main methodology for change management and organisational 

development (Baskerville, 1999) and is a type of applied research. Action research’s 

influential contribution to the literature is based on Susman and Evered (1978), who have 

formally offered a cyclical process model consisting of five stages: (a) problem diagnosis; (b) 

action design and planning; (c) implementing the actions; (4) evaluation; and (5) learning 

from the cycle. According to Thornhill et al. (2000), the action research strategy is built on 

cycles of reflections in a systemic way. The process initiates from a preliminary idea with the 

sketch and principles for operation/action research. The researcher then reflects on the 

experience and learning as well as on the theoretical and methodological pre-assumptions. 

The researcher is a part of the system within which research is carried out and so he/she is 

engaged from the very start (Checkland, 1999). This involvement happens in a collaborative 

way with the participants, towards a mutually agreed goal. In this way, the researcher acts 

as a facilitator, allowing the problems to emerge, and strives to guide the participants in 

resolving the issues (Wing et al., 2017). This is also consistent with the double-loop learning 

put forth by Argyris and Schon (1978), which persuades the researcher and the participants 
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to reflect on actions in the system.  The relationship between action and learning is vital in 

action research. In fact, a theory is developed based on understanding of this relation. As 

Baskerville (1999) states:  

“Action should continue until the immediate problem situation is relieved. Actions that relieve 

an immediate problem setting are powerful evidence of the practical effectiveness of an 

underlying theory” (p.4). 

Hence, the aim of action research is to not only understand and elucidate the event under 

observation, but also to make changes and to improve the practice (Blaxter et al., 2001).  

According to Davison et al. (2004), action research focuses on solutions for resolving 

organisational issues and at the same time it contributes to the production of new 

knowledge. However, this type of research is criticised for lack of rigorous methodology 

(Cohen et al., 1982), not being different from consultation (Avison, 1993) and, according to 

Dickens and Watkins (1999), for lacking impartiality, creating either exploration with not 

much action or carrying out actions with not much research. In addition, action research can 

be expensive in terms of time and resources. There is also no easy way for the findings of 

action research to be generalised (Gray, 2013). However, Dick (2006) challenges this claim 

on generalisability and argues that if we assume so, we should not be able to learn from 

experience. This criticism has led to the development of different forms of action research. 

The process models, structure, objectives and researcher involvement are key criteria based 

on which different forms of action research have emerged and are classified. Drawing from 

information systems studies, Baskerville and Wood-Harper (1998) use these criteria and 

categorise 10 forms of action research. Table 11 illustrates these 10 forms and their 

characteristics. In addition to these types, Davison et al. (2004) report on two other forms of 

action research, namely reflective systems development and collaborative practice. 

Klein and Myers (1999) argue that, with this wide range of variety in categories and the 

typology of characteristics, action research can hold in its nature the epistemological 

assumptions for any of positivism, interpretivism and critical theory. In this arena, however, 

action research resists the traditional reductionist view of the phenomenon in the world. It 

takes a holistic perspective and recognises the social realities as interconnected, dynamic and 

evolving (Greenwood and Levin, 1998, p.71). This view is in line and in agreement with taking 

a complexity perspective towards studying the phenomenon under investigation. It is 

important to note that in complexity and systems perspectives, positivist approaches 

towards action research are recognised as hard operation research (hard-OR). In contrast, 

interpretivist and critical perspectives are known as soft operation research (soft-OR) (Heyer, 

2004). 
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Table 11: Types and Features of Action Research – Baskerville and Wood-Harper (1998, p.96) 
 
Given the reflection on different types and features of action research in Table 11, the 

researcher chose to combine canonical action research and a soft systems account of action 

research in order to design the multi-methodology for the case study of this research, 

intervening in the problematic situation. These choices were made based on the approach, 

scope and topic of this research. For example, information system prototyping was not 

relevant because the context of this research relates to processes of experiential learning 

and learners’ participations. In addition, multi-view, ethics, clinical field work and process 

consultation approaches were not relevant because they are more used in linear approaches. 

Further, Naur’s action learning was not used because the soft systems approach could 

provide deeper action learning relevant to stages of the modelling approach. Hence, there 
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was no need for another action learning approach. Moreover, the researcher did not use 

participants’ observation and action science approaches because they both tend to go about 

generating scientific knowledge, whilst this research has an inductive approach which mainly 

aims at learning about the processes that are effective for knowledge sharing, learning and 

skills development. The choices made, i.e. canonical action research and the soft-system 

account of action research, are discussed in detail next, alongside an explanation of how this 

combination rectifies the shortcomings and criticisms of an action research; the 

methodological pluralism for this research is also provided.  

3.2.2. Canonical Action Research (CAR) 

Within all forms of action research, it appears that Canonical Action Research (CAR) is unique 

because of three characteristics. First, it is iterative, i.e. it is underpinned by the conduct of 

several cycles of activities within the cyclical operational research process, which is designed 

to deal with the challenges encountered in the organisation. Second, CAR is rigorous. This is 

because the iterations are carefully planned and activity cycles are watchfully carried out. 

Therefore, the researcher can establish a detailed and rich understanding of the problematic 

scenarios and deliberately facilitate the move towards the solution. In addition, problem 

diagnosis is a continuous process and through the researcher’s engagement with such a 

process, the pre-planned activities are dynamically modified to be relevant to the current 

understanding and experience of the issues and challenges. Such dynamic relevance is hence 

an essential factor for a canonical action research to claim that it is rigorous. Third, canonical 

action research is in essence collaborative. The organisation and the researcher must work 

together within the particular conditions of the organisational problems and take culturally-

appropriate process roles that suggest the dominance of neither the researcher nor the 

organisational client (Davison et al., 2004). Canonical action research requires investing in 

time in order to establish the essential relations with decision makers in the organisation and 

to operationalise all stages of the cycle. CAR therefore might take several weeks or even 

months and years to reach an end (Clark, 1972).  In this vein, it is important to recognise that 

within the network of organisational actors and with emergent and evolving organisational 

conditions, full control over the actions is almost impossible, for any researcher or 

organisation (Davison and Vogel, 2000; Mumford, 2001). Hence, generally a completely 

definitive drawing of plans for action is impossible. In fact, the complexities involved in the 

CAR lead the researcher to be relevant and adaptable to a great deal of varieties of the 

conditions and circumstances, rather than to stick to a pre-determined machine style of 

techniques and actions (Descola, 1996). Nonetheless, to track the truthful evolution of the 
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process, the intimate perspective on the problematic situation is developed. Constraints, 

peculiarities, and idiosyncrasies are taken into consideration. These, in turn, lead to 

producing the relevant findings for the organisation as well as enhancing boundaries of 

knowledge (Elden and Chisholm, 1993). CAR, similar to other types of research, combines the 

theory and practice. This is “through change and reflection in an immediate problematic 

situation within a mutually acceptable ethical framework” (Avison et al., 1999, p.94). The 

objective is to improve the practice as well as to contribute to theory and knowledge both 

within the boundaries of the project and beyond (Eden and Huxham, 1996).  

3.2.2.1. Canonical Action Research Principles 

CAR is structured around five principles, i.e. (1) creating agreement between the researcher 

and the client; (2) the use of a cyclical model for the process; (3) the use of theory; (4) making 

change/transformation by means of action; and (5) the principle of learning via reflection. 

The first principle relates to the development of a relation between the researcher and the 

decision makers in the organisation in order to facilitate their agreement on collaborating 

with each other (Foster, 1972). The second principle, i.e. the principle of the cyclical process 

model, refers to the necessity of commencing research and action based on a cyclical model. 

In particular, Susman and Evered’s (1978) cyclical model for action process is adopted in CAR 

and comprises five stages: (a) diagnosis; (b) action design and planning; (c) implementation 

of the planned actions; (d) evaluation; and (e) reflection and identifying the lessons learned. 

This model is illustrated in Figure 11.  

Figure 11: Cyclical Model of Action Research – adopted from Susman and Evered (1978, p.588) 
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At the diagnosis stage, problems are identified or defined first and during action planning, 

following which alternative pathways of actions are considered towards solving the 

problems. Following this, at the stage of action taking, a course of actions is selected and 

operationalised. At the evaluation stage, the consequences of the action taken are studied. 

Finally, at the learning stage the general findings are identified.  

The third principle revolves around use of theory in action research. McKay and Marshall 

(2001) assert that action research is not research if it does not relate to theory. However, 

McTaggart (1991) and Bunning (1995) disagree on the necessity of theory. Despite this, the 

prevalent argument is that the researcher’s thoughts, insights and ideas have to be organised 

through a theoretical framework to underpin and support the research, even if the precise 

theory to emerge is not known at the beginning (Davison et al., 2004).  

The fourth principle, i.e. change by means of action, essentially refers to the key role of action 

in the developmental agenda towards changing the status quo and the unsatisfactory 

situations (Hult and Lennung, 1980). If the unsatisfactory situations did not change, the 

scenario might suggest that (a) there is no significant problem, (b) the specifically-planned 

remedial action has failed to deal with the pressing issues, or (c) the consideration of other 

practically political barriers has been ignored in the client-researcher agreement (Davison et 

al., 2004). 

The last principle of CAR emphasises learning via reflection. According to Lau (1997), the most 

crucial activity of action research is to specify the learning gained from the actions taken. 

Through reflection on the outcomes of research as well as the method of reaching such 

outcomes, the researcher would fulfil his/her responsibilities towards the organisation 

concerned and the research community. This reflection would offer a report on the lessons 

learned, specifying what the research infers for the practice in terms of improvement as well 

as for the theory in terms of advancement of the boundaries of knowledge.   

A number of criteria for CAR are designed by Davison et al. (2004), using the five principles. 

Conducting a review of the issues and challenges encountered in CAR, Davison et al. (2012) 

find no report of methodological problems, yet they mention four accounts of issues when 

such principles are employed in organisations. They reveal that: 

First, after the initial stage, i.e. diagnosis, it is difficult to develop a clear-cut understanding 

of the situations in the organisation. Second, no strongly-practical explanation exists to lead 

the operations, i.e. to operationalise the strategically-intended transformations, though the 
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operation/action planning is based on theory. Third, rigorous evaluation to produce effective 

operations is difficult. Fourth, whilst theory is important in CAR, it is not easy to certify the 

infusion of theory in every activity of the process cycles. To respond to such criticism and 

issues, Davison et al. (2012) introduces two types of theories relevant to CAR, namely focal 

theories and instrumental theories. According to them, focal theories are those that provide 

the intellectual foundation and the rationale of change based on action, e.g. theory of 

planned behaviour (Ajzen, 1991) or theory of adaptive structuration (DeSanctis and Poole, 

1994).  

In comparison, instrumental theories discuss and explain the phenomenon in focus (e.g. 

Angeles, 1992). They describe the means and the processes that approve focal theories or 

analyse the activities, e.g. micro-theory (Markus et al., 2002) and theory for analysing 

(Gregor, 2006). Hence, it is perceived that instrumental theories underpin the rigour of CAR. 

In addition, the instrumental theories can mediate between researcher and decision makers 

in the organisation.  

With a focus on analysis of activities towards addressing the problems, these theories can 

also reduce stakeholders’ tensions and misunderstanding. As Hambrick (2007) explains, 

these theories facilitate us in reaching an understanding through organising our thoughts and 

creating rational explanations. Being practical, instrumental theories closely capture and 

match with reality (Weick, 1995).  

Moreover, instrumental theories are designed to complement the focal theories, because 

focal theories are less likely to resolve the issues completely. In practice, according to Davison 

et al. (2012), instrumental theories are selected at all five stages of the research.  

With these arguments on the rationale of focal and instrumental theories, Davison et al. 

(2012) enhance the previously-developed criteria to strengthen the rigour in CAR, further 

incorporating the role of theory in action research (Table 12). These principles and criteria 

will be used to examine and reflect on how rigorously the action research processes have 

been carried out in this research.  
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Table 12: Rigor and Quality Criteria for Canonical Action Research based on the Five Principles (Davison et al., 
2012) 

 

3.2.3. Reflection and Learning from Criticism of AR and CAR 

Whilst Davison et al. (2012) strive to overcome the challenges of action research through the 

five principles as well as focal and instrumental theories, the model has been developed and 

used in the field of information systems and software development. Arguably, in social 

science, including the management field of study, developing a clear understanding about 

the organisational situation as well as identifying and defining organisational issues depend 

on understanding the context and the complexities attached to said situation. In a sense, 

problems in social contexts are perceived as being interconnected, systemic and generally of 

a tacit nature. Therefore, developing solutions requires a great many contextual 

considerations. Further, the context is what makes the reflection meaningful. Reflection on 

the results that are driven from evaluation is what makes the cycle momentous because it 

produces the lessons learned. This is where the scientific knowledge (produced through 

research) is brought about to support practice. Although developing researcher-client 

agreement is a reasonable step towards recognition of the context, it appears that principles 

and criteria offered in CAR can be easily reduced to mere a checklist of questions and are not 

sufficient in social contexts. On the other hand, with systems thinking, as new ways of 

thinking, the soft systems methodologies are built around contextual conditions, 

components of the phenomenon and the role of researcher. They are powerful for systems 

design and organisational development. Soft systems methodologies use relations and 

interactions to investigate where the heart of the problems lies. This can narrow down the 

issues without breaking them into separate components. It also contributes to finding the 

most relevant methods, techniques or solutions for the problems in the organisation and can 

respond to criticism of the relevance of the solutions in the action research.  
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3.2.4. Soft Systems: Checkland’s FMA Account of Action Research 

Checkland (1985) offers a soft systems view on action research which reveals an organised 

use of rational thought. Later, in 1995, it was refined to shape and model any research. This 

soft account of action research is illustrated in Figure 12.  

Figure 12: FMA Soft Systems Account of Action Research (Checkland, 1985) 

Figure 12 hints at the significance of the researcher’s roles in explicating the framework of 

ideas (F) based on which the research methodology (M) is established. These F and M help 

the researcher to understand and interact with the case in the area of application (A). 

According to Checkland (1985), the types of learning that occur in the FMA soft-account of 

action research relate to the nature of three scenarios. First, the researcher is learning about 

the area of concern, which might also resemble the area of application. Here, understanding 

the context and situational experience play a major role in defining the area of concern or 

area of application. The second type of learning relates to the ways actions occur. The third 

kind of learning refers to the conceptual framework based on which the actions are 

established. West and Stansfield (2001) analyse learning types within Checkland’s FMA 

model and state that:  

“Representation of the notion of understanding and learning coming about as a result of 
reflection upon the practical interaction resulting from a collaborative research study in the 
tradition of action research. He goes further than authors such as Susman and Evered (1978) 
and Hult and Lennung (1980), who describe the cycle of action and learning inherent in action 
research” (p.6). 

 
Central to the FMA soft account of action research is the cycle of actions and learning. This, 

therefore, puts forward a counter argument to those who criticise FMA as being rigid on 

setting the framework of ideas at the beginning and being something unchangeable or static. 

3.2.4.1. Framework of Theories (F) 

The framework of theories offers meaning and clarifies the findings and lessons learned 

based on the context of the research. It shows awareness of the theoretical basis of the 

methodology and provides a frame of reference through which the researcher can reflect, 

interpret, evaluate the situations and move forward. It is very relevant to observe that the 
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researcher adapts or develops this framework of reference as the research proceeds (Holwell 

and Checkland, 1998). Checkland (1995) states that:  

“… but the literature of action research … was felt to be seriously deficient in one important 
respect. If descriptions of action research were to be more than merely anecdotal accounts of 
what had happened, it seemed an essential requirement that the researcher declare in 
advance the intellectual framework within which knowledge in the research situation will be 
defined. In other words, the researcher must set out the epistemology in terms of which 
findings will be expressed. … Accounts of action research without even the ghost of an 
analytical framework are no more than anecdotes” (p.2). 

 
Klein and Myers (1999) also refer to the framework of theories as a base for defending the 

research against being merely anecdotes. Clarifying such an intellectual framework of 

theories can also assist others in figuring out why the researcher has made particular 

decisions as well as any changes in the decisions said researcher has made in different 

scenarios whilst carrying out the research. Further, West and Stansfield (2001) argue that 

declaring the framework of theories provides more rigor to the action research; indeed, they 

defend the research and resist the accusation of those who claim that things are made up 

along the way. According to Holwell and Checkland (1988), such rigour would also better 

withstand the criticism from positivists.  

3.2.4.2. Methodology (M) 

According to Hughes and Sharrock (2016), in order to understand the nature of theories 

chosen for the research, the researcher has to inspect his/her own ontological and 

epistemological positions. For the purpose of the present research, these positions have 

been clarified in Section 3.1.1.1 and Section 3.1.1.2. The methodology embodies in itself the 

framework of theories (F). Hence, the adopted methodology is to be consistent with the ideas 

that underpin the theoretical framework so as to provide momentous reflections on the 

actions, findings and the lesson learned. Methodology (M) as Checkland and Holwell (1998) 

point out, is used to study research questions/themes that are relevant to the real-life 

problems. It is also important to note that the related concepts and materials are analysed 

and presented in this research in a way that is understandable for the practitioners. Closely 

linked to research positions in terms of ontology and epistemology, the consistency and 

relevance of the proposed methodology are checked using the framework of theories. The 

researcher dealt with this task in Section 2.4.1 in the literature review chapter, where the 

feasibility of the combinative perspective of VSM and SNA for the process of knowledge 

sharing was discussed. In addition, the choice of a combination of action research methods 

was discussed in Section 3.2.1. The combination of CAR and FMA was justified in Section 
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3.2.5. Data sources, collection methods, and tools for analysing the data are also presented 

in Section 3.2.5.1.  

3.2.4.3. Area of Application (A) 

For an action/operational research study, a significantly important aspect is to find and figure 

out the area of application, where there is a real-life problematic situation which needs to be 

changed. Here, the purpose is not to sell some research methods, but to find a deep and 

complex problematic situation and a desired context in which the research questions can be 

investigated using the framework of theories and the methodology. However, according to 

West and Stanfield (2001), choosing the case purely and merely based on an organisation’s 

willingness to cooperate might not be appropriate. There should be a genuine interest in the 

research on the part of the organisation. In the same way, the researcher should have a 

genuine concern about, or interest in addressing, the issues/problems and the improvement 

in the situation through change and development. Therefore, the area of application would 

not be commensurate to a testing scenario for the research. In fact, the basic requirement 

of action research is collaborative learning through participation and, as Greenwood and 

Levin (1998) explain, a balance should be reached among research, participation and action. 

West and Stanfield (2001) further discuss that collaboration is very important in a sense that 

it provides validity and appropriateness to the action research as a research strategy. If 

collaborating organisations were to merely offer a scenario or field for study, then a 

researcher’s efforts would not be considered as action research.  

3.2.5. SCOR: A Combinative Methodological Framework based on FMA and CAR 

In the arena of learning, there are two key aspects in Checkland’s FMA soft model of action 

research that go beyond Susman and Evered’s (1978) model. First, it clearly emphasises 

learning about the area of concern/application, which is directly linked to learning about the 

context. Second, it relates to learning within (as well as learning about) the process of 

research on the phenomenon. Hence, a combination of FMA and CAR will benefit from 

features of both, throughout the process of action learning. This combination provides a 

scenario for double-loop learning (learning and learning how to learn) that resembles an 

organisational cybernetic perspective on the process of conducting the research for the 

researcher. Since the context of this research relates to communities of learners and the aim 

is to develop the skills and competencies of the learners for performance improvement, the 

application of the viable system model will also provide the organisational cybernetics 

scenarios throughout the process of research for the learners in their own process of learning 

as well as learning how to learn. Clearly, there are learning interdependencies between 
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research level, learner level and learning management level. Therefore, it is possible to argue 

that the combination can deal with the complexities and plurality of levels and roles. The 

researcher in this study uses Checkland’s FMA soft-model of action research and combines it 

with the CAR hard-model, structuring the research model in such a way as to benefit from 

both soft and hard science. This combination can provide a dynamic scene for the multi-

methodology to inform the research and practice.  

 

With the above explanation on the benefits of combining FMA and CAR, Figure 13 presents 

the Soft Canonical Operational Research (SCOR) framework model for this thesis. Based on 

said framework, the researcher first explores the area of application in order to understand 

the contexts and the problems that require solutions. The next stage is about deeper 

investigations to diagnose the situations and to learn about the underlying circumstances or 

conditions from which the issues and concerns emerge. Having diagnosed the situation, the 

third stage is about planning for an effective intervention using the framework of ideas (focal 

and instrumental theories). The fourth stage relates to the actual implementation of 

intervention, which will mostly be descriptive and will explain what happened in the process. 

Stage 5 refers to assessment and evaluation of the impacts that intervention has on the 

situation of concern. The final stage of the first cycle is about reflection and the learning that 

Figure 13: The SCOR Multi-Methodological Framework of this research 
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emerges from the processes in previous stages. The second cycle of action research then 

brings forward the learning from the first cycle. It starts from the diagnoses stage and 

continues to the reflection again.  

 

3.2.5.1. SCOR Methodological Framework: Data Sources, Collection Methods/Tools 

and Data Analysis  

According to Yin (1994), multiple sources of data enable data triangulations and further 

ensure the validity and reliability of the research. This research employed both primary and 

secondary sources of data, which included maths workshop observations notes, systemic 

solution sessions, SNA questionnaire, educational records/archives, meeting notes, 

interviews, and online APS-Maths knowledge network on Facebook1.   

In terms of sample size, Patton (2002) reveals that “there are no rules for sample size in 

qualitative inquiry. Sample size depends upon what you want to know, the purpose of the 

inquiry, what’s at stake, what will be useful, what will have credibility, what can be done with 

available time and resources” (p.244). For this research, which aimed to facilitate students’ 

knowledge sharing and skills development, the sample size of the first cycle comprised 52 

learners (see Section 4.2.3.1.3.1 and Section 4.2.3.1.3.2). The second cycle contained 49 

learners participating in the research (see Section 4.3.3.1.1.1 and Section 4.3.3.1.1.2). Hence, 

the total sample size was 101 students. The total population included 700 learners in the two 

cohorts of academic years, each representing a cycle for the soft canonical operational 

research. This accounts for 344 students in year 2015-16 (see Section 4.2.1.1) and 356 

students in year 2016-17 (see Section 4.3.1.1).  

In addition, four interviews were conducted. The contents of these interviews are used to 

generate insights into, and understanding of, the meta-system and the meta-systemic issues. 

The interview questions were designed based on Espinosa and Walker’s (2011) meta-

systemic questions (see interview questions in Appendix 9).  

                                                           
1 It is important to note that the online APS-Maths knowledge network on Facebook was designed 
based on a strategy that participants decided upon at the time of participation in this research and 
hence it is a dynamic source of data that emerged within the process of this research. It is a private 
group on Facebook where participants did add themselves or the researcher added them to the group 
in order to receive the real-time information about the action research sessions (maths extra sessions) 
so they could attend. It can therefore be considered as a coordination spot for the researcher/change 
maker/observer. It also served as an online space where experiential learning in a collaborative way 
could happen (see Chapter 4 for full details). 
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The research starts with an investigation of the area of application/concerns. Table 13 shows 

the sources of data collection, the methods/tools, and the data analysis methods used 

(including relevant theories and steps). 

Table 13: Area of application – data collection methods and analysis 

According to Attride-Stirling (2001), the construction of a thematic network is not affected 

by the method which is chosen to code the data. The research question/specific topic, the 

theoretical interest and the issues which arise in the texts can be a guide in choosing the 

coding method. He mentions that:  

“The codes in the coding framework should have quite explicit boundaries (definitions), so that 
they are not interchangeable or redundant; and they should also be limited in scope and focus 
explicitly on the object of analysis, in order to avoid coding every single sentence in the original 
text. This is an important interpretative step, but the fun doesn’t really begin until this stage 
has been completed. 

In this research, the data will be coded based on two broad criteria concerning the state of 

skills development at the research site. These criteria relate to the environments that affect 

the strategies of the research site, and are (1) Higher Education Market, and (2) Secondary 

Maths Education (see Section 4.1.2.1.1 and Section 4.1.2.1.2).  

The next phase is the diagnosis stage, in which key issues of the internal context would 

emerge. In order to analyse the data at this stage, the system in focus and system’s identity 

need to be clarified. The surest way to discover/recognise what the system actually is can be 

through expressing what the system does. Normally, an identity statement is built up with 
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participation from stakeholders and enables them to capture the interplay between the 

values/meanings that they ascribe to the systems. According to Espejo et al. (1999), the 

identity makes the field/space in which stakeholders agree to take the challenge of viability, 

more visible. The researcher adapts to Espejo et al.’s (1999) TACOI, which is a soft-OR tool. 

Through this tool, the nature of intended transformation, actors, suppliers, customers, 

owners and interveners are elucidated (see Section 4.2.1.2.1). In addition, Espinosa and 

Walker’s (2013) meta questions are used to map the issues (see Section 4.2.1.2.2). Further, 

ethnographic observation is employed to accommodate Crossley (2010) on qualitative SNA 

(see Section 4.2.1.2.3 and Section 4.2.1.2.4 as well as Section 4.3.1.2.1 and Section 4.3.1.2.2).  

Table 14: Diagnosis Stage - Data collection methods and analysis  

After the diagnosis stage, the plans of actions and the design of the actions/solutions matter. 

The action/operation design stage uses three main theories. Beer’s (1972) performance 

measurement is used to analyse the performance of the past three years (see Section 

4.2.2.1.1 and Section 4.3.2.1.1). Nahapiet and Ghoshal’s (1998) social capital dimensions are 

also used to relate to a more effective way of managing social capital (see Section 4.2.2.1.2 

and Section 4.3.2.1.2). In addition, the domains of viable knowledge devised by Achterbergh 

and Vriens (2002) are used for creating a skills development method note (see Appendix 2) 
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to structure the operational processes in the classroom (see Section 4.2.2.1.3 and Section 

4.3.2.1.3).  

Table 15: Action Planning Stage: Data Sources and Planning Methods 

The implementation stage (see Section 4.2.3.1 and Section 4.3.3.1) follows the steps in the 

following table. Appendix 1 provides the method note (designed based on 31 domains of 

viable knowledge). Appendix 2 relates to the introduction to basic VSM concepts. Appendix 

3 is the motivational note. Appendix 4 and Appendix 5 address the team and individual 

feedback forms.  

Table 16: Implementation Stage: Activities 
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The evaluation/assessment stage relates to the results of soft-canonical operational 

research. Four main types of evaluation are performed. These include: (1) analysis of final 

performance in maths (see Section 4.2.4.2.1 and Section 4.3.4.1), (2) assessment of change 

in maths skills level (see Section 4.2.4.2.2 and Section 4.3.4.2), (3) assessment of change in 

maths knowledge network (see Section 4.2.4.2.3 and Section 4.3.4.3), and (4) analysis of 

strategy development (see Section 4.3.4.4).  

Table 17: Evaluation Stage: Assessment and Findings 

The final stage in each cycle is the reflection and learning stage. As shown in the next table, 

the learning from each stage will be specified (see Section 4.2.5 and Section 4.3.5).  

Table 18: Reflection and Learning Stage 
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3.3. Chapter Conclusion: Assessing the Design of Multi-Methodology 

In order to assess the design of the multi-methodology, the researcher refers to Mingers and 

Brocklesby’s (1997) framework. This framework summarises various possibilities for mixing 

the methodologies. It assists in dealing with real-world perspectives and the richness of 

viewpoints more effectively, and therefore better facilitates the different stages of research. 

It considers the philosophical assumptions, as well as the feasibility of the cultural and 

rational aspects of multi-methodologies. Mingers and Brocklesby’s (1997) framework 

systematically turns the multi-methodology into its detachable components and reveals the 

proportional strength of various methodologies.  

Reflecting on the philosophical orientation of the research laid out in Section 3.1. and the 

design of the SOCR multi-methodology in Section 3.2., the CAR provides its strengths on 

covering material/objective aspects at all four stages of the framework. 

Mingers and Brocklesby (1997) state that soft system methodologies attend to the 

personal/subjective level at all four stages of the framework. In addition, these 

methodologies also cover social, personal and material aspects at the appreciation stage.  

VSM supports covering three stages of analysis, assessment and action at social and material 

levels. Therefore, based on the mapping of the SCOR multi-methodology in Mingers and 

Brocklesby’s (1997) framework, it is safe to suggest that the combination of methodologies 

and methods in the SCOR multi-methodology covers all stages and levels in Mingers and 

Brocklesby’s (1997) framework (see the green areas in Table 19 and Table 20).  
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Table 19: Dimensions of SCOR Multi-Methodology in Mingers and Brocklesby’s (1997) Framework 
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Table 20: Mapping SCOR Multi-Methodology onto Mingers and Brocklesby’s (1997) Framework 
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Chapter 4: Soft Canonical Operational Research (SCOR) Case 

Studies 

 

 

4.0. Introduction 

This chapter serves to provide the process of data collection and analysis throughout the two 

cycles of Soft Canonical Operational Research (SCOR). Each cycle will be presented as a soft-

OR case study with multiple embedded actions/activities within a business school in a UK 

Higher Education Institution (HEI). The journey of data collection started with a call for a 

systemic solution from a business school of a UK-based university which was seeking to 

improve the academic and professional skills of its first-year undergraduate students. This 

chapter will refer to the business school as BSUKU so as to protect the anonymity of the 

research site.  

Both primary and secondary sources of data were established and data was acquired as 

discussed in Chapter 3, Section 3.2.7 and Section 3.2.8. These multiple sources of data, 

according to Yin (1994), enabled data triangulations and further ensured the validity and 

reliability of the findings in the SCOR cycles. The data analysis and findings of the first phase 

of the SCOR methodology, i.e. the area of application, will be presented first. This chapter 

then proceeds with the two research cycles, i.e. 2015-16 and 2016-2017; each of these is a 

case study, explained in Section 1 and Section 2, respectively. The chapter ends with 

reflection on this research.  

4.1. Area of Application/Concerns 

Finding the area of application/concerns in the SCOR methodology of this research is related 

to the analysis of the context/background. Table 21 shows the data collection tools and 

method of data analysis employed for this phase. Such an analysis enabled the researcher to 

gain a better understanding of the vicinity from which the issues and problematic situation 

stemmed.  
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Table 21: Analysis – Area of Application: Using Attride-Stirling (2001)  

 

4.1.1. Process 

After being sent an email on 10th August 2015 inviting her to come up with a systemic 

solution, the researcher (myself) made the first contact with the module leader at BSUKU in 

order to discuss the case. In a meeting arranged for 12th August 2015, the module leader 

introduced herself and gave a brief description of her role. She then provided the background 

information about the academic and professional skills module developed in the business 

school for first-year undergraduate students. She explained that students have three 

modules per semester in their first year. These modules are Business Environment, 

Organisational Behaviour, Marketing, Accounting and Finance, and Academic and 

Professional skills. The Academic and Professional skills module was studies in both semester 

1 and semester 2. They took varied modules to be able to decide which route they will be 

specializing in the second and third year of their undergraduate degree. Although, students 

required different knowledge level of maths/stats for their second and third year, they all 

were taught the same level and depth of the maths topics including further maths in the 

module of academic and professional skills. This module was known as APS (worth 20 

credits), and was being run from September of each year to June the next year, consisting of 

two parts. Its aim was to develop students’ maths/statistics (quantitative) skills, as well as 

their writing (qualitative) skills. The module leader further discussed the concerning 

situations which had arisen in previous years. The key issues from the module leader’s 
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perspective were students’ maths/statistics skills and their poor performance. According to 

her, this was despite the fact that most of the maths contents of this module had been taught 

in high school/secondary school education. The researcher also introduced herself and her 

professional capacities as a mathematician, as a systems analyst and as a development 

facilitator. Further, as an academic herself, she discussed her research on the systemic 

methods of knowledge sharing processes, as well as using social networks and the viable 

system model for this PhD thesis. Through discussions and negotiations, it was agreed that 

the researcher would analyse the situation and develop an action agenda and a systemic 

solution required for tackling the core problems in the APS module. The module leader also 

agreed that the researcher would collect the data from this project for her PhD dissertation. 

In order to assess and examine the width and extent of the situation and on the way to 

devising an action research and the systemic solution, the researcher decided to obtain a 

bigger picture of the phenomenon. Since the discussion was related to first-year 

undergraduate students, it was evident that the issues pertained to students who had been 

freshly admitted to the BSUKU. This brought to light the importance of investigating how 

students are admitted to universities and how universities deal with skills problems. Hence, 

the researcher analysed the UK HE reports along with additional materials. From the other 

side, since the contents of the APS module were similar to GCSE and A-level maths, it was 

beneficial to examine students’ prior maths knowledge level. Therefore, the researcher 

extracted the data from UK student performance national percentage figures for GCSE and 

A-level grades. The data and materials related to the situation were then analysed based on 

Attride-Stirling’s (2001) thematic analysis framework to provide a clearer picture of the 

phenomenon, i.e. the area of application/concerns.  

4.1.2. Findings 

Through analysis of the data, the researcher devised the basic, organising and global themes 

(see Figure 14). From a management perspective, the increased number of students and 

issues in their prior maths knowledge, as well as BSUKU’s skills development strategy, were 

responsible for the concerning state of APS Maths at BSKU.  

Figure 14: Area of Application – Basic, Organising and Global Themes (Attride-Stirling, 2001) 
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The following provides a brief of maths performance in previous years and looks at the 

concerning scenario from two perspectives, namely the HE industry market and secondary 

maths education. The two perspectives provided evidence to justify the reasons for the APS 

project and indicated the deeper roots issues. 

4.1.2.1. Concerning State of Skills Development at BSUKU (APS Maths) 

Analysis showed that despite the academic endeavours, BSUKU was facing alarmingly 

reoccurring failures in developing the maths/statistics skills of first-year undergraduate 

students. Table 22 illustrates the concerning increase in the rate of fail for three consecutive 

years.  

Table 22: Performance in Maths per year at BSUKU 

This issue was considered as a bottleneck for the learning of other modules, since the skills 

developed in this module were highly required for the successful learning accomplishments 

in the year 2 and year 3 modules for any undergraduate degree at BSUKU. In fact, according 

to the module leader: 

“A survey among lecturers who are teaching in year 2 and 3 shows that students are mainly 

struggling because they do not have the required maths skills. From students’ perspective 

also, a survey suggests that those who spend time developing their maths skills at the start of 

their studies, find their time very well spent” (APS Module Leader, Meeting notes from 12th 

August 2015). 

Yet, the increasing decline in performance rate in APS Maths was interlinked with other 

strategic decisions at higher management levels of BSUKU. The issues were in turn rooted 

partly in the changes in the HE market (analysed in Section 4.1.2.1.1 below) and partly in 

secondary maths education (analysed in Section 4.1.2.1.2). 

4.1.2.1.1. Higher Education Market Perspective  

The analysis showed that, from one side, the UK government began to lift the admissions cap 

on students’ numbers in 2012-13 and totally abolished this cap for undergraduate courses in 

2015-16. From another side, the public funding was decreased and fee income was changed, 

as shown in Chart 3. With these changes, a new realm, i.e. a must-compete situation, 

surfaced for HEIs so as to survive as well as to grow and expand their market share. Hence, 

depending on the ranking (high-ranked, middle-ranked, low-ranked), universities adopted 

different strategies. As the Dean of BSUKU points out:  
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“A low- or middle-ranked higher education institution would for example seek to increase the 

admission numbers. This in turn ensures enough finance for the schools and compensates the 

financial cuts as well as retaining the market share“ (Dean of BSUKU, 17th August 2016).  

 

Chart 3: Public Funding and Fee Income (Universities UK, 2015) 

 

The strategy at BSUKU was set to increase the number of students. Indeed, the 

implementation of this strategy is evident from the 300+ new undergraduate entrants per 

academic year at BSUKU. While many students are recruited via normal applications 

processes, there are always extra opportunities for recruiting more through clearing 

processes. In this arena, the entry requirements for the BSUKU undergraduate courses were 

not too strict, particularly with regard to maths. According to the website of this university:  

 “While we don’t have a specified entry requirement in terms of GCSE Maths and English, some 

of our courses do have these as a requirement. Certain professional training courses (nursing, 

ODP, midwifery, teacher training, social work) have numeracy and/or literacy requirements 

placed on them by the external professional body” (University Website, 2015). 

The Dean of BSUKU also specifies his strategy for recruitment as:  

“A part of my role is setting the level at which we accept students. So, if I set that level too 

low, you would have a trouble time ... If I set the level really really high, probably you would 

have much less to do. So, determining what sort of student to have is probably the most 

important thing that I do” (Dean of BSUKU, 16th June 2016). 

In addition, according to The Complete University Guide: 

“Within the context of Clearing they may well go lower than the normal offer listed on their 

prospectus” (The Complete University Guide, 2015).   

The data of APS showed that GCSE F in maths is the lowest accepted grade at BSUKU. 

Although universities welcome and accept high achievers, it appears that students with lower 
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maths and English grades can enrol easier in middle-ranked and low-ranked universities such 

as BSUKU.  

4.1.2.1.2. Secondary Maths Education Perspective  

The analysis of GCSE performance in UK secondary education showed not much promise in 

terms of maths. This meant that the solutions offered in the secondary education system for 

tackling the problems of GCSE maths performance had not yet yielded any progress. Chart 4 

shows no improvements in maths performance since approximately the same percentages 

were reoccurring each year. 

Chart 4: Secondary Education – GCSE Maths Performance in UK (Data: bstubbs.co.uk, 2015) 

 

The trend in A-level maths also showed no improvements. It was evident that the percentage 

of A graders has decreased and the percentage of B and C graders has increased year by year 

(see Chart 5). 

Chart 5: Secondary Education – A-Level Maths Performance in UK (Data: bstubbs.co.uk, 2015) 

 

This suggests that the UK secondary education system is facing stagnant issues in 

developing/improving students’ maths skills. Since the best graders are mainly absorbed by 
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the best-ranked universities, such unsolved skills problems are mainly transferred into 

middle- and low-ranked HEIs. Faced with such challenges, universities employ certain 

intervening strategies. For this purpose, BSUKU designed and developed a compulsory 

Academic and Professional Skill (APS) module worth 20 credits, which aimed to equip first-

year undergraduate students with both qualitative and quantitative capabilities and in 

particular quantitative (maths) skills. In doing so:  

“Considering APS Maths as very strategic, the ultimate objective is to level up students’ maths 

knowledge to a minimum through maths lectures, workshops, and using MyMathLab 

software” (Dean of BSUKU, 16th June 2016). 

 

4.1.3. Discussions 

With reference to Attride-Stirling’s (2001) framework for data analysis, Figure 15 shows 

basic, organising and global themes for area of application/concerns in the SCOR 

methodology of this thesis.  

Figure 15: Area of Application/Concerns – Basic, Organising and Global Themes 

 

According to McKelvey (2004), activities or phenomena that happen outside the norm of the 

context drive the system into an extremely dynamic state. In particular, in the social systems, 



177 
 

as Lichtenstein (2000) puts it, the energy flux is embodied in new episodes that interrupt the 

existing order and supply the energy and driving force for a new order to emerge.  

In this study, it is evident that major changes at industry level, such as lifting the students cap 

and reduction in universities’ teaching funds, as well as the skills situation in secondary maths 

education, are fluctuations that generate an instable state, i.e. disequilibrium in the HE 

industry system. This also supplies the energy for the new order in the HE industry. A growth 

strategy, such as the recruiting of more undergraduate students by low- or middle-ranked 

universities, is considered as a new order in the system. As Meyer, Gaba and Colwell (2005) 

explain, a requisite for the emergence of the new order is the sustenance and continuity of 

the state of disequilibrium over an extended period of time in the system. This situation, as 

Chiles et al. (2004) suggest, represents the fluctuation dynamics in the system. Prigogine and 

Stengers (1984) propose that the new order emerges through fluctuation and hence is the 

core of the dissipative system structures. During major changes such as lifting the students 

cap and reduction in universities’ teaching funds, along with facing unsolved maths skills 

problems that are derived from secondary education, the system is in a state which is far 

from equilibrium. Considering that the HE industry is an open system, these changes started 

in 2012 and the implementation has continued until the present day. At this level, lifting the 

students cap and reduction in universities’ teaching funds, as well as the status of secondary 

maths education, have shaped the disequilibrium state. These basic and organising themes 

formed the HEIs-level disequilibrium whilst HEIs such as BSUKU themselves introduced 

perturbations within their own institutions through transformations such as increases in 

undergraduate admissions in order to compete in the external environment.  

At the business school level, lack of prior maths skills and increased admission numbers are 

structurally coupled up and push the BSUKU undergraduate degree programmes into a 

disequilibrium state. Since this new situation in the HE industry (i.e. the environment in which 

BSUKU is operating) is paramount, consequently a new order in BSUKU undergraduate 

degree programmes has received the energy to emerge and sustain itself. Central to the 

emergence of the new order based on the theories of complex adaptive systems, is the 

creation and continuity of disequilibrium in the system (Lichtenstein and Plowman, 2009; 

Goldstein, 1986; Prigogine and Stengers, 1984; Schieve and Allen, 1982). Since the lack of 

prior maths skills and increased admission numbers are continuing, the disequilibrium in 

BSUKU has also become paramount. Hence, the design and development of the APS module 

in order to improve students’ skills has become the new order in the BSUKU undergraduate 

programmes, with the aim of reaching a new equilibrium.  
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In addition, BSUKU can be considered as an energetically-open, yet operationally-closed 

system that follows its defined purpose and identity. A system’s behaviour can also be 

explained via Beer’s (1972) viability theory and Ashby’s (1956) law of requisite variety. Prior 

to change in the HE industry, BSUKU could be described as a homeostatically-balanced entity 

in an equilibrium state between its own management and its external environment, subject 

to the law of requisite variety. The perturbations that came from the external environment 

(i.e. lifting the students cap and reduction in universities’ teaching funds in the HE industry 

as well as the status of secondary maths education) are external varieties. These varieties are 

clearly greater than BSUKU’s variety. To cope with the variety of the external environment, 

BSUKU must generate internal varieties, since according to Ashby (1956) only variety can 

absorb variety. In the other words, just as the impacts of lifting the students cap and 

reduction in universities’ teaching funds as well as lack of prior maths skills (as incoming 

varieties) must be managed/reduced, so must BSUKU’s outgoing managerial variety be 

enhanced through transformation. According to Beer (1972), each of the system’s parts 

offers some varieties. However, it is the responsibility of intelligence (management level – 

system 4) to tap into such variety, to arrange it, and to select it. Hence, the intelligence is 

required to amplify and strengthen the most important choice. The adopted strategy for the 

management level at BSUKU was the design and development of the APS module. At this 

level, increased admission numbers and lack of prior maths knowledge shaped the 

disequilibrium state at BSUKU. These basic and organising themes formed BSUKU’s 

disequilibrium whilst BSUKU itself offered perturbations within its own institution through 

changes such as the design and development of APS as a mechanism to (1) cope with 

increased admission numbers and (2) develop students’ skill and capability due to lack of 

prior maths knowledge. 

4.1.4. Conclusion 

Up to this point, the researcher has explored the context and critical factors that have 

affected the situation at hand. It is evident that APS-Maths at BSUKU is the area of concern, 

with maths skills problems inherited from secondary education. Since there was three years 

of continuous increase in the rate of fail, the next step for the researcher was to examine 

BSUKU’s implementation of the APS module. This will be discussed in the case studies of this 

research.  
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4.2. Section 1: First Cycle (2015-16) Case Study 

This section of the SCOR methodology presents the development of the first case study. The 

SOCR methodology of this action research case study comprises five stages, namely 

diagnosis, action planning, implementation, evaluation and reflection/learning.   

 

4.2.1. Stage 1: Diagnosis 

At the stage of diagnosis, the researcher examined how the APS module is managed. With 

the insights/knowledge of the background which emerged from area of application (Section 

4.1), the diagnostic analysis at this stage was to find the key issues and the complexities 

associated with the problems. This process enabled the researcher to gain a deeper 

understanding of the issues and the situation of the module. Table 23 shows the sources of 

information and data collection tools/methods, as well as the data analysis method for this 

stage. 

Table 23: First Cycle: Diagnosis stage – Data collection tools and Analysis Methods – 1st cycle 
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4.2.1.1. Process 

Building upon the detailed information about how the APS module is managed at BSUKU, the 

diagnosis stage for the first cycle of the SCOR methodology started from 30th September 2015 

and continued until 12th January 2016.  

The APS module had been managed through maths workshops and MyMathLab software for 

three consecutive academic years. Yet, there were increasingly alarming performance 

results, as discussed in Section 4.1.2.1. As part of the solution, during the meeting of 12th 

August 2015, the module leader explained her intention to add some tutorial sessions to the 

structure of the module and to recruit three maths tutors for the academic year 2015-16. 

Such provision was to support students in their maths skill development and hence to 

improve their performance. In this vein, since a maths tutor directly helps students and 

facilitates their learning, the researcher requested to act as a maths tutor and discussed the 

details of her SCOR methodology as a useful framework that would suitably fit the purpose 

of the APS module. Upon agreement with the module leader, the researcher was placed in a 

position where she would have access to both management level information and the data 

that she could gather from students’ level as an internal development facilitator/tutor. Two 

other maths tutors were also recruited by 1st October 2015.  

In the morning meeting of 6th October 2015, the module leader introduced the researcher to 

the teaching team and tutorial team. The teaching team included two lecturers. The first was 

an experienced maths teacher and the second was a lecturer recently employed by BSUKU. 

The tutorial team included the researcher, a PhD student and a new PhD graduate in finance. 

With 344 students enrolled on the APS module, the module leader discussed her student-

streaming plan through five groups for the first semester. Students were allocated to the 

streams based on their highest past maths qualifications. Table 24 shows the streaming plan.  

Table 24 : APS Maths – Student Streaming – First Cycle 

 

Each maths workshop was to be delivered by one of the lecturers and supported by two of 

the tutors. Five maths teaching workshops per week were planned. The new lecturer was 

responsible for teaching in stream 1 and stream 2 and the experienced lecturer was to teach 
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in streams 3, 4 and 5. Each of the 105-minute-long workshops should have had three teaching 

slots (20 minutes each) and three slots of maths problem solving on MyMathLab (15 minutes 

each). The collective decision made in the meeting was to use tutors in order to facilitate the 

first semester’s maths workshops. The tutorial sessions were left to be planned in the second 

semester, after the researcher would have examined and analysed the maths learning 

situation of the APS module. The afternoon meeting of 6th October 2015 was a student 

induction session designed to introduce them to the APS module, the module leader, the 

teaching and tutorial teams, as well as the library skills team. Evidently, this session included 

the immediate stakeholders required for running and supporting the APS module. Starting 

with the presentation by the module leader, each of the stakeholders, including students, 

had a chance to discuss their concerns/agenda in the APS module. From this session, the 

researcher took some observation notes. 

In addition, for 10 weeks starting from 19th October to 18th December 2015, each of the 

tutors, including the researcher, facilitated 19 maths workshops, helping students, via 

MyMathLab, with maths problem solving. Further, since two tutors facilitated each 

workshop, the researcher decided to observe those workshops that she was not allocated to 

facilitate. Through this approach, observation and facilitation notes were gathered from all 

five streams of students for further assessment.   

Further, during the last week of semester 1, i.e. the week commencing 14th December 2015, 

students had a diagnostic maths test. The researcher received the results of this test as well 

as students’ attendance for semester 1 on 6th January 2016 from the module leader.   

 

4.2.1.2. Finding 

For the analysis at the diagnosis stage of the SOCR methodology, viable system diagnosis 

(Beer, 1985; Espinosa et al., 2013) was adopted to find and illustrate issues in the system. In 

addition, ethnographic observations of the learning processes in each student stream were 

performed to describe the processes. A social network analysis was also carried out to 

visualise connections in system 1. The combination of these three methods provided the 

results of the diagnosis, which could be used in action planning/design, which will be 

explained in stage 2 (Section 4.2.2). Referring to Chapter 2 and Chapter 3, this section first 

identifies the system in focus and its identity, as well as system 1 and meta-systems. Findings 

are then discussed. 
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4.2.1.2.1. Viable System Diagnosis: Identifying System in Focus 

From the discussions in the afternoon meeting (stakeholders meeting) of 6th October 2015, 

the identity of the system was clarified for all stakeholders involved. Relating to the findings 

driven from area of application (Section 4.1.2), this clarification paved the way for the 

researcher to understand where the focus of this study should be placed. According to the 

Dean of BSUKU, the APS module is different from the other modules in the business school.  

“It is a school module. Lots of modules are specific to subject groups but APS is one of those 

whole school modules. The module leader is in charge and normally that would be under the 

associate dean” (Dean of BSUKU, 16th June 2016). 

At this stage, most management activities were concentrated on the methods to develop 

students’ skills/capabilities and to improve their performance. Understandably, the new 

arrangements for this purpose (i.e. adding a tutorial team to the APS-Maths workshops in 

the first semester of this academic year), would have evolved into a mechanism for the tutor 

to share more knowledge with the students, once management and students moved on to 

the second semester. Students had to attend both maths workshops and tutorials. New 

developments would have emerged when the actions in the current academic year yielded 

some results and new analysis would have to be carried out at the later stage. Therefore, the 

system in focus was “the evolving APS module in the business school”.  

In both the morning and afternoon (induction) meetings on 6th October 2015, it was clear 

that an appropriate management for APS-Maths activities was required in order to resolve 

the problems. The module leader presented a statement on the APS module’s 

purpose/identity.  

“APS is a module to develop academic skills needed for university study through (1) teaching 

simple quantitative methods (maths), (2) maths support (MyMathLab Pearson and face-to-

face), (3) information communication technology (ICT), (4) assignment writing skills, 

information skills, note taking, learning styles, (5) referencing skills and plagiarism, (6) 

personal development planning and careers” (Induction Meeting on 6th October 2015).  

Normally, an identity statement is built up with participation from stakeholders and enables 

them to capture the interplay between the values/meanings that they ascribe to the systems. 

Using TASCOI (Espejo et al., 1999), Table 25 shows the stakeholders present at the afternoon 

meeting. Although the module leader and teaching team initially developed the above 

statement, it was validated as the system’s identity by all stakeholders through questions 

and answers at the afternoon meeting. 
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Table 25: Adapting TASCOI for Identity Clarification (Source: Espejo et al., 1999) 

Both quantitative and qualitative skills were important. Maths skills assessment was through 

a purely maths exam. Writing skills assessment was through an assignment. According to the 

module leader there had been no meaningful association between the results of the maths 

exam and the results of the writing skills assignments in the previous years. The main issue 

of the APS module was the concerning state of students’ maths skills (discussed in Section 

4.1.2). Hence, the researcher defined the identity of APS-Maths for a systemic solution in this 

research as: 

 “APS-Maths is a part of the APS module to develop maths skills needed for university study 

through teaching simple quantitative methods (maths) and offering insightful and effective 

ways to provide maths support to students (e.g. face-to-face sessions and MyMathLab)” 

(Meeting on 6th Oct 2015).  

This statement regarding the system’s identity (APS-Maths’s identity) is in line with both the 

identity of APS as a module and APS as a strategy decided by BSUK’s management (discussed 

in Section 4.1.2). Whilst the researcher understands that identity is about what the system 

is, instead of what it does, the surest way to discover/recognise what the system actually is, 

can be through expressing what the system does. As Espejo et al. (1999) state, identity makes 

the field/space in which stakeholders agree to take the challenge of viability more visible. 

Here the identity statement clarifies said sphere/area as “maths skills development”.  

4.2.1.2.1.1. Viable System Diagnosis: Identifying System 1 

Having clarified the system in focus and the identity of the system, the next step was to 

identify system 1. A system 1 can be team jobs/tasks that create a product/service directly 

linked to the purpose of the system. The VSM theory suggests that each system 1 is, by itself, 

a viable system and should have operational autonomy. With reference to the system’s 

identity for this research, the primary activity of the APS-Maths module was the maths 

teaching activities. Evidently, streams of maths workshops and maths tutorials represent 

system 1 of the evolving system (APS-Maths). This clarifies that “only the maths portion of 

the APS” is considered as the system in focus. Hence, only the evaluation of the maths portion 

will be used in this research.   
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Figure 16 illustrates the unfolding complexities. According to Espinosa and Walker (2011), in 

order to focus on a specific issue, recursive analysis can be used as a powerful tool, identifying 

the viable systems relative to recursion levels (in effect this is embeddedness at the 

organisational level). This is referred to as unfolded complexities and helps to work out what 

is happening at each recursion level. Hence, it models embedded viable systems that are 

within viable systems and empowers organisations to distinguish the evolving sub-

organisational levels, demanding suitable meta-systemic management.  

Figure 16: Unfolded Complexities 
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With reference to unfolded complexities in Figure 16, the researcher understood the 

interconnectedness of the components in this model through different recursion levels, using 

two lenses.  

The first lens relates to the module perspective. At school level (level 0), primary activities 

included undergraduate degree, postgraduate degree, research, and outreach programmes 

management. Each of these programmes had its own core activities. For example, at 

undergraduate degree level (level 1), the core programmes revolved around management of 

different types of degrees. Each of these different undergraduate degrees (X) then had 

specific degree modules, optional modules and the common compulsory modules of APS as 

the primary activities to be managed (level 2). At level 3, APS’s core management activities 

were the organisation/management of APS-Maths workshops, APS-Maths tutorials and APS 

writing workshops. At level 4, APS workshops and tutorials’ key activities were designed to 

be “the teaching tasks in the five streams of students”.  

The second lens refers to APS as a school strategy manifested as a compulsory school module. 

The researcher suggests that the APS module can also be a primary activity at this level, since 

it is a strategic solution at the business school (level A). In this perspective, management of 

the APS module at level B refers to strategic decisions in the management of workshops and 

tutorials. At the next level (i.e. level C), the strategic perspective on implementation of 

teaching activities in streams of students can be considered (Figure 16).   

 

4.2.1.2.1.2. Viable System Diagnosis: Identifying Meta-System 

After defining system 1, it was important to clarify the meta-system, i.e. systems 2 to 5. The 

meta-system in fact represents the support and management functions. According to Beer 

(1979): 

Meta-system is ‘‘a collection of subsystems that exists to look after the collection of 

operational elements so that they cohere into that totality which we called the Viable System’’ 

(p.116). 

With due attention paid to the reality of APS being a school module, the researcher has 

therefore explored and reflected on the structure of the APS module. Different 

capacities/specific roles were the reference here. The unfolded complexities, as illustrated in 

Figure 16, as well as analysis of the interviews, were used by the researcher to spot systems 

2 to 5. 

System 2 in the evolving APS-Maths module was related to the module leaders’ meetings 

and email communications as a way of coordinating and managing the teaching and tutorial 
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teams in terms of regulations and tactical planning. This coordination was related to students 

streaming and timetabling, handled by the module leader and school timetabling team. The 

efforts made in this regard were to ensure that no lecturer had more than one workshop to 

manage at any given time, and no more than one teaching room was allocated to a given 

workshop. The teaching team and tutorial team then were informed of the streaming plan 

through an email on 9th October 2015. To allocate the academic staff (lecturers and tutors) 

in the work schedule, the module leader was flexible enough to let the teaching and tutorial 

teams choose which workshops they wanted to teach/facilitate with a condition that they 

cover all of the teaching slots. This was a coordinative/administrative task that the tutorial 

team, including the researcher, carried out. The discussions on the disputes/conflicts, as well 

as the use of canvases, e-learning webpages and ICT support, were also considered as a way 

of ensuring that different teaching/learning activities in system 1 did not step on each other’s 

heels. For instance, when the tutorial team emailed their planned hours to the module 

leader, she checked the slots and notified the tutorial team of the errors. Further emails were 

exchanged until the planned hours were fully efficient. 

System 3 and system 3* were realised through management activities that were required 

for smooth and optimised running of the teaching activities in system 1. In effect, the practice 

of system 3 was related to the executive management of system 1 for which the senior 

lecturer (the experienced maths teacher) was also involved in, since he was 

supervising/managing the teaching activities both in the workshops and in the tutorials of 

system 1. Notably, the senior lecturer’s management duties and communications with the 

junior lecturer and the tutorial team were in the context of participating and contributing to 

system 3. Hence, system 3 was trying to balance the preferences of elements of system 1 

with the contentment of the whole in a distinctive way. This balance refers to (1) resource 

allocation/bargaining as a two-way communication channel for discussions and negotiations 

in order to reach agreements, and (2) monitoring and controlling the teaching activities in all 

five streams of students, both in the workshops and in tutorials, as a one-way communication 

channel. This is a top-down means for expressing the official requirement and decision made 

about the choices among alternatives at the higher recursion level. The system 3 was capable 

of distinguishing and using the two channels. All these were in place as audit tasks designed 

to maintain the accountability of the teaching team as well as internal homeostasis in 

management activities. For example, preparing reports/feedback on management of 

teaching performance is a system 3 role that is performed by the module leader. Other 

management activities, such as marking exams/tests, as well as provision of feedback during 
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and at the end of the semester, could also be referred to as functions of system 3, which 

relates to accountability for student results. These includes both formative and summative 

assessment. The formative assessment was based on the in-process evaluations of learners 

and their needs. For this purpose, the module leader was asking the teaching team and 

tutorial team for their observations and feedback on students’ comprehension and progress. 

In addition, another measure to make teaching team accountable was direct feedback about 

teaching and learning activities from students in system 1 to the module leader in system 3. 

The summative assessment was related to end of the semester evaluation. The APS module 

had two elements of qualitative skills (Maths) and qualitative skills (writing). Therefore, each 

element was to be examined separately. For quantitative skills, an exam (weighing 50%) was 

designed to assess students’ learning, and for evaluation of students’ qualitative skills two 

assignment (total weigh of 50%) were designed. As part of summative assessment, the final 

mark for the APS module was calculated as the summation of the two proportions. The 

second marking was a mechanism for monitoring the quality of the marking activities. Hence, 

the teaching team that was responsible for marking/re-marking exams/tests could also be 

included as part of the development of system 3. These roles involved producing the final 

marks, and sending a report to the school exam board, in order for it to be checked. Hence, 

the exam board had the regulatory activity of system 3. The module performance reports 

could also inform the future planning in higher recursion level i.e. in system 4. System 3* 

relates to more sporadic and unplanned audits that monitor accountability interlinks 

between the primary activities of system 1 and the regulation of system 3. For instance, 

reviewing the status of the quality and effectiveness of MyMathLab software could answer 

the question of whether there is adequate infrastructure available for teaching activities to 

rely upon. This review also looks at whether the queries from system 4 for developing future 

plans are adequately answered in system 3’s management reports. In addition, it randomly 

investigates whether the mechanism deployed by system 2 are working appropriately. The 

Deans and module leader checked all of these points.  

System 4 was partly related to the managerial capacity to clarify the goals and objectives of 

the evolving APS-Maths module. The associate dean, the undergraduate degree programme 

head, and the teaching-learning champion team were part of system 4 (they would also have 

normally received detailed feedback from the module leader, allowing them to compare 

strategy vs achievements). The module leader was in charge of guaranteeing achievement of 

the APS objectives by following the school’s teaching policies and strategies. Strategic 

decisions for future plans were made by system 4. For example, upon receiving feedback 
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from the module leader (with the concerns regarding the maths rate of fail) and after 

exploring/scanning the strategies adopted by other learning providers in the environment, 

the provision of tutorial sessions as an addition to the structure of APS-Maths was approved 

by those responsible in system 4. Another example of the system 4 decision was using the 

peer-assisted learning method as a solution for students’ low maths performance for the year 

2015-16. In broader terms, system 4 had several areas in its scope. Focusing on the future, 

System 4 in BSUKU was contrasting its organisation model with the prospective changes in 

the environment. This was particularly evident from the new model of structural change that 

BSUKU was going through. Such changes were also aligned with the change program at 

higher recursion level in the whole university regarding “Shape and Size”. In addition, system 

four was connected with its resources to adapt the changes. It tried to be effective by 

managing the information exchange between the scan of the environment (market research) 

and the way school manage and present itself. This was at two levels. First level was the 

general management level where the circumstances of projecting the demand for business 

education services and new development in the field as well as government regulatory 

matters such as the “Access Scheme” were considered. It is important to note that the access 

scheme is the UK government national strategy for access and success in order to motivate 

the nation and in particular, the disadvantaged groups to study at the higher education level 

(Assests.publishing.services.gov.uk, 2014). The second level was related to effective 

management of teaching/learning and skills development for every students and especially 

new entrants. The number of new entrants were increasing because of the government 

decision to remove the cap on number of students recruited by HEIs (See section 4.1.3) and 

the access scheme. Considering these two levels of organisational management in the 

BSUKU, the information exchange between the planning of new scenarios and financial 

planning in system 4, led to a number of management decisions. An example of such decision 

in BSUKU was to recruit academic specialist staff who could serve at modules of different 

levels including the APS-Maths. Another example was related to reducing the administrative 

tasks of academic staff so they can focus more on educational services such as lecturing and 

teaching as well as development of new modules and courses. This could ensure the balance 

between the thresholds of near/mid-term future and the mid-term/long-term future, with 

respect to the volatility/instability of the environment as well as the threats/pressures and 

opportunities/prospects in the horizon.  

System 5 referred to ground rules, governance and identity of the evolving APS-Maths 

module. These were discussions in the meetings of the module leader with the 
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teaching/tutorial team in order to understand and follow the ethos and policies of APS 

management.  Through the strategic lens, i.e. school level of recursion, according to the Dean 

of BSUKU:  

“I [am] really in a governance role, to make sure it has happened and the right things are 

being taught” (16th August 2015). 

Hence, the Dean, the ethos and the governing policies of the business school were shaping 

the ground rules of the way APS-Maths is supposed to be managed. They also monitor 

whether the balance between the strategic decisions of system 4 and the 

optimisation/synergy of system 3 is maintained for APS, and for each one of the academic 

programmes offered by the school. With APS being a school module and as a compulsory 

part of every undergraduate academic programme at BSUKU, this balance suggested the 

level and extent of management capacity based on which the meta-system could effectively 

strategise/handle maths skills developments of the APS module. Consequently, system 5 

would be able to make strategic decisions on whether to, for example, increase/decrease 

student admission numbers and on setting/adjusting the entry requirements.  

“Also, the other role I suppose, what governs a lot of what you do in APS, is how good students 

are when they come. A part of my role is setting the level at which we accept students” (Dean 

of BSUKU, 16th August 2015).  

Present environment referred to current occurring events in the associated environment of 

system 1. Students in system 1 were directly interacting with their present environments 

within the course of their learning/understanding the maths/stats topics. In the university 

environment, the library skills team had a dedicated maths teacher along with other skills 

teachers so that students across all department could book a session and get help if they 

required. The interactions were not limited to university environment. For example, 5 of 

them who had a part time job were engaged with their employers. An employer’s 

requirement that asked these students to do certain calculations could motivate how they 

would respond to and engage with the school’s provision of teaching/learning activities in 

the maths lessons. One of students who had an internship job interview with Amazon, were 

asked by Amazon delegates to pass the APS-maths before joining the company so to have 

the skills of working with numerical data. Understanding what employers do value in terms 

of the effectiveness of the problem-solving methods, as well as the style of the response to 

the issues and the easiness of calculations, could add variety to the interactions between a 

student and an employer. Similar is when students could get to know what employers dislike. 

In addition, some of students were in communication with their ex-school friends who were 
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in other universities as well as with those of them who embarked on jobs in the market 

instead of joining higher education institutions. Such communications and later speaking 

about the information obtained when communicating with the current classmates as well as 

to lecturer/tutors can be considered as indirect effect of present environment on system 1. 

These examples provided students with knowledge and understanding of their present 

environment directly or indirectly. Note: Looking at APS across the whole university (see 

organisational chart in Figure 17), the role and place of the university as a supporting 

environment were paramount. On this scale, the tasks/roles were considered as support 

activities and not central to the identity of APS-Maths. For example, the university invested 

in a library to act as a facilitative knowledge sharing mechanism that supports students’ 

learning through its various operations, including provision of study skills. In this sense, the 

study skills section of the library could be considered as a system for which its system 1 was 

“teaching/tutoring in tailored maths sessions”. 

 

Figure 17: Organisational Chart Relevant to APS 
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After all, as part of viable system diagnosis, Figure 18 shows the meta-system of the APS 

module at BSUKU. In turn, it also constitutes the meta-system of APS-Maths to the extent 

that each of the elements relates to the matters of APS-Maths as part of the APS module. 

Note: Project manager is the module leader.  

To clarify what the meta-system is we need to reflect on Section 2.3.2.1.4. It was discussed 

there that, according to Beer (p.1085), any viable system has two main abstract components, 

namely operations and management, which interact with the environment. To go into detail, 

the operations part relates to primary activities and constitutes system 1. The management 

part refers to supportive activities and is also called the meta-system. Hence, systems 2, 3, 4 

and 5 are indicative of the meta-system. The environment is what surrounds the system as a 

whole (both system 1 and the meta-system).     

 

Several issues have been discovered through viable system diagnoses. The next section will 

provide the details of the problems.   

Figure 18: Defining the Meta-System 
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4.2.1.2.2. Viable System Diagnosis:  Issues  

Closely linked to the meta-system identified above, the researcher adopted Espinosa et al.’s 

(2013) interpretivist account of Beer’s (1985) viable system diagnosis. In order to diagnose 

and discover the issues in the evolving APS-Maths module as the system in focus, Espinosa 

and Walker’s (2011) meta-questions were also used as a guide (see Table 26). Certain issues 

emerged from the analysis of the observation/facilitation notes, interviews, and the module 

leader’s feedback meeting with the teaching team and the tutorial team. 

Table 26: Meta-Questions (Adopted from Espinosa and Walker, 2011, Chapter 3) 

 

System 1 issues:  

System 1 (i.e. the five streams of students) was where lecturers could share their maths 

knowledge through teaching/lecturing in workshops each week. The receivers of maths 

information were students who had to turn such information into maths knowledge through 

the mechanism of learning. To examine how effective such learning is, they were expected 

to answer some maths exercises using MyMathLab in intervals after each 20-minute lecturing 

slot in the session. Hence, such learning could lead to the development of maths skills and 

competencies. The core issues observed in system 1 were: 

First, the communication was mostly one-way from the lecturer to the students. It was so 

very rare to observe students asking questions during the lecturing slot. Student-to-student 

communication was also not encouraged, since the noise could disrupt the learning of other 

students. The layout of the workshops was not designed for effective communications, 
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collaborative learning or knowledge sharing. All workshops were taught in lecture-type 

rooms with the lecturer positioned centrally and desktop computers provided for students 

to individually answer the exercises. Hence, the mechanism and structure to allow 

knowledge flow among students were missing. In addition, there was no communication 

between lecturer and students outside the workshop hours. 

Second, although two tutors (per workshop) helped and supported students, the time limit 

for the exercise intervals (three 15-minute slots in the 105-minute workshop) did not allow 

appropriate knowledge absorptions for all. This was, however, due to too many 

mathematical concepts that had to be covered in each session. Each student was allocated 

to attend one weekly maths workshop in the first semester. There were limited chances to 

attend other streams in a given week to repeat the session, since students would have missed 

the lectures of other modules.  

Third, in the exercise slots tutors and lecturers were frequently asked about the relation 

between maths contents and business management concepts. It was understood that 

students consider the contents as not very important for their degree programmes. An 

example of such a question for a student aiming to pursue an undergraduate degree in 

human resource management was:  

“Where do we use quadratic equations in human resource management?” (Facilitation Note, 

30th November 2015).  

While it is very difficult for a lecturer or tutor to answer this question spontaneously because 

the two concepts are indeed unrelated, this incident showed a lack of real-time information 

in system 1, because the teaching contents were not attuned with skills needed for HRM jobs 

in the market. The response to these types of questions could not be as fast as required, since 

a change in workshop contents required specialist knowledge for new material development. 

Said new material then had to go through a quality approval process at BSUKU. This was 

indeed a time-consuming and bureaucratic activity and the new material could only be ready 

for the next year. Hence, the current first-year students could not benefit from the new 

materials. More importantly, such new contents development could be very complex since 

the students recruited for different undergraduate degrees were all enrolled on the APS 

module. Catering for diversified contents to satisfy every perspective was near impossible. 

Such a question clearly indicated that students are questioning the identity of APS-Maths and 

implied why teaching activities are not linked to the philosophy of APS, i.e. “for further 

university study” (see Section 4.2.1.2.1).  
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Fourth, another perspective was added later when the researcher prepared a list of APS-

Maths students who were not attending the workshops. The list was sent to the module 

leader who then asked one of the student administrators to approach them. An interview 

with the student administrator revealed that:  

“Just from what I have heard from students is that the maths for a lot of students is the problem 

for them, because I think they are just worrying about maths and they come to the business school 

in the first year. I do not think they realise they are going to be doing a module that has got maths 

in it. I think this makes them lose hope” (Student Admin Interview, 8th January 2016). 

Fifth, there was a power distance between students and their lecturers:  

“If power balance is the right word, being in an academic system they are scared sometimes. … I 

think from the student perspective they are scared to come forward for a number of reasons. They 

don’t want to come. They are sometimes embarrassed. Sometimes they do not want to be seen as 

having a problem. They want to be strong, and sometimes they feel just so nervous to approach 

the lecturers” (Student Admin Interview, 8th January 2016). 

System 2 issues:  

System 2 related mostly to coordination, stability and dispute resolutions for system 1 

activities. The issues in this system referred to the method of coordinating system 1 and 

tactical planning. 

First, the timetabling as part of system 2 did break down all students into five streams based 

on their highest past maths qualifications. In effect, this means disconnection between those 

with the highest past maths qualifications (all of whom were in one stream) and students 

with lower past maths qualifications (all of whom were in the other streams) in their lectures 

and workshops timetables as per each stream. Despite the advice given to students at the 

stakeholders meeting of 9th October 2015 (induction) to help each other in learning maths 

(cognitive capital), the streaming plan (i.e. structural capital) was a barrier for achieving this. 

Students were very new to BSUKU and many of them did not know anyone (i.e. relational 

capital). This shows that the coordination for managing the capacity of social capital 

(structural, relational and cognitive) was ineffective.  

Second, nowhere on the meta-system, and most importantly in system 2, was the interplay 

between the tacit and explicit nature of maths knowledge for students’ learning recognised. 

The method of teaching/knowledge sharing was in conflict with the nature of what was 

shared. Teaching plans and methods of workshops delivery were 

designed/approved/monitored throughout the meta-system without due strategic 

considerations for knowledge sharing/teaching methods relevant to the interplay between 

the tacit and explicit nature of maths knowledge. In addition, the knowledge sharing was 

based on the teaching activities of the only two lecturers. The experienced lecturer was to 
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teach in streams 3, 4 and 5 (insufficiently-skilled students), whilst the newly-appointed 

lecturer was to teach in streams 1 and 2 (highly-skilled students). This strategy might be more 

useful for teacher management rather than students’ learning management, since the ratio 

of students to lecturer in the streams was very high.  

Third, system 2 was also supposed to act as a channel that allows system 3 to monitor and 

assess information about the activities of system 1. However, it was not noticed by either 

system 2 (module leader) or system 3 (lecturers/examiners) that the method/tool used in 

teaching was inconsistent with the method of assessing the outcomes of teaching. For 

example, lecturers used MyMathLab as an online software tool to engage students in 

learning during the maths teaching workshops. Yet, the final assessment was set to be an 

exam on paper. The types of MyMathLab questions (i.e. only multiple choices) were also very 

different from past exams’ questions (i.e. mostly calculations and applications of 

mathematical procedures).  

System 3 and 3* issues:  

Since in principle system 3 and 3* should check, assess and audit the procedures of how 

lecturers teach (given that the primary activity of the system is teaching maths), the last issue 

mentioned for system 2, i.e. inconsistency between methods of teaching and methods of 

assessing the learning, is also relevant here. Although academic peer observation is a 

mechanism to check on lecturers’ teaching methods, this did not happen for any of the 

teaching staff in APS-Maths. Even if such observations would have occurred, implementing 

the recommendations could take time, since this is related to academic staff development. 

Hence, the current students could not reap the benefits of improvements in the teaching 

style of their lecturers.  

In addition, approaches should have been established which are more effective in linking the 

lecturers’ performance to the students’ learning. This is because of at least three factors. 

First, learning is an emergent phenomenon and is of a developmental nature. It needs time 

and practice (experience). Students asked for extra examples and more teaching to absorb 

the maths knowledge and learn how to solve the questions. It was not possible to satisfy 

these requests due to the limited teaching time scheduled by the module leader and 

timetabling. Second, there were strict rules in case of complaints received about exams’ 

marks. In fact, on the examination board, re-marking a student’s exam paper is mostly 

reduced to an administrative task of checking if the marks for each question on the paper 

add up to the final mark. Third, the feedback on exams or assignments could reach students 

after they have either passed or failed. If they fail, the feedback (if any is provided) is only 
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useful for the next round of learning of the same module. These issues reveal the importance 

of creating as many learning feedback loops as possible in students’ learning progress, prior 

to the final exam, in order to link management of teaching with management of learning. 

Clearly it was not possible for this to happen with current arrangements and resources for 

the maths workshops. For instance, the limited time in each workshop could only suffice for 

teaching the concepts with a few exercises. Neither students’ learning and reflection time, 

nor feedback provision, were proportionally budgeted in the workshop time. This therefore 

hints at the potential for creating a recursion level among the students for the purpose of 

these crucial activities.  

System 4 issues:  

System 4 had issues in making strategic future decisions in past years. As mentioned in the 

issues of system 2, the strategies devised for methods of teaching delivery lacked recognition 

of how the delivery is relevant to the nature and type of knowledge. However, it appeared 

that the strategic decisions made for 2015-16 were somehow towards such recognition, 

because the teaching-learning champion team suggested using peer-assisted learning as a 

method of teaching and knowledge sharing for students. The teaching-learning champion 

team comprised academics who scan/research the best practices at other universities and 

advise internal innovations accordingly. The module leader held a focus group research with 

the teaching-learning champion teams. Hence, the strategy made in this regard involved 

learning from similar experiences in other schools. Indeed, this decision did not mean 

scrapping previous teaching methods, and instead was a good and relevant addition to them, 

if it could be implemented. This decision, along with another decision about the provision of 

tutorial sessions for the academic year 2015-16 could have an impact on aligning teaching 

methods to be more relevant to students’ learning assessment. This is because, traditionally, 

tutorial sessions involve answering certain questions on paper, similar to an exam.  

System 5 issues:  

From the module perspective, system 5 was following the school policies through the module 

leader’s meetings. Through the strategy lens, system 5 revolved around the ethos and 

governing policies of BSUKU and monitoring how systems 3 and 4 balance their collaborative 

undertakings and feedback loops. There had been issues related to APS governance. As the 

Dean of BSUKU indicates:  

“I do not think I appreciated sufficiently how important it was. So, I think I delegated the 

running of it when I first came and it did not go well in a couple of years. I do not think I 

appreciated how strategically important it was. So,… there were 100 modules in the school to 
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look at and [I] overlooked this one though it was so much more important than the other 

ones” (Dean of BSUKU, 16th June 2016).  

 

With reference to the issues in the evolving APS module of BSUKU (mentioned above), it was 

evident that the teaching management (meta-system) had undermined the process of 

learning. In other words, it was more a system for teaching management than a system for 

management of learning, because a process of learning and skills attainment is 

developmental and emerging. For such emergence to occur, one potential solution could be 

to intentionally create the conditions (e.g. offering resources, extra time, etc.) for the 

emergence of a recursion level among students. This could promote and facilitate 

collaborative learning/practice and hands-on feedback provision, through peer-assist with a 

bottom-up approach.  In such a potential recursion, students could be empowered to learn 

how to take control of their own learning (i.e. shaping a meta-system for their own collective 

learning). Hence, said recursion is more likely to address the power distance between 

students and tutor/lecturer. In addition, at this presumed recursion level, the students could 

also form a community/network of learners for collaborative knowledge sharing and learning 

through experience and practice. The use of experiential learning techniques could therefore 

directly relate the type of knowledge involved in the maths learning with the type of 

knowledge sharing/teaching activities. 

Following the issues and insights discussed in this section, the researcher next relates to the 

ethnographic observations of the streams. The observation results and the emerging insights 

combined contribute to the design and development of a systemic solution aimed at 

improving students’ learning and performance.  

 

4.2.1.2.3. Ethnographic Observations: Processes in the Students’ Streams  

This section provides a brief qualitative account of the students’ learning processes through 

observations in each stream of the students’ network. In order to recognise students’ maths 

learning and skills development processes in system 1, the researcher used observation as 

an ethnographical technique for each of the streams. The observations started on 19th 

October 2015, with the start of the maths workshops, and continued until 18th December 

2015. These observations therefore revealed important features of the qualitative processes 

for learning in the students’ network. Depending on the stream, students engaged differently 

in the maths workshops. With the five streams designed to be the venue for teaching 
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activities as well as students’ learning and skills development, the observations offered 

insights for designing more effective and efficient structures, processes and mechanisms for 

collaborative learning/knowledge sharing and skills development.  

Stream 1 (Group A):  

Students in this stream were identified as group A, with past maths qualifications of A-level 

A-C. 56 students were assigned to this group. Through an observation on Friday 4th December 

2015 in the maths workshop which ran from 13:15 to 15:00, the researcher observed that: 

“Students had a strong maths knowledge base as well as the skills to apply the knowledge in 
the process of solving MyMathLab exercises. They finished the exercises 5 minutes prior to the 
elapse of the allocated time in each interval (10 min rather than 15 min). Finishing early, they 
were asking if they could leave early. Problems that needed assistance in exercise intervals 
were about administrative tasks such as issues in logging in and technical errors on 
MyMathLab due to simple mistakes caused by misreading the + and – signs (2 students). It 
was also observed that the use of pen and paper was a common practice (82% of attendants) 
in answering the exercises, though MyMathLab exercises were to be solved online. 
Behaviourally, there was no noticeable noise in the workshop. No communications were 
observed among students at all.  They were fully concentrated in both the lecturing slots and 
the exercise intervals.  The only webpages open on their computer screens were the ones for 
the APS module and MyMathLab. There was no mobile phone on any desk. Mobiles were on 
silent mode and away from their desks”.  

Stream 2 (Group B):  

Students in this stream were referred to as group B. 40 students were assigned to this stream. 

They were students with past maths qualifications of A-level D, E and AS levels. An 

observation on Monday 30th November 2015 at 12:15 to 14:00 revealed that their maths 

knowledge base, as well as their skills for answering the exercises, were very good. It was 

observed that: 

“They understand most of the concepts. In this session, very few students (4 students) asked 
for the tutor’s approval before applying the formula of the concepts of simultaneous 
equations as well as quadratic equations. After receiving support from the tutor, two of them 
mentioned that they required more questions so that they could practise quadratic equations. 
In addition, 76% of them (22 students out of 28 present) used pen and paper to go through 
the process of question solving on MyMathLab. Little whispering noises could also be heard 
as a few were talking to each other when doing the exercises in the corner seats of the 
workshop, though the class was quiet during lecturing slots. They were presumably listening 
to the lecturer. There were few mobiles on students’ desks. Occasionally students were using 
them in exercise time”.  

Stream 3 (Group C):  

This stream related to group C, which 85 students were assigned to. Their past maths 

qualifications were mostly GCSE A, whilst some had GCSE B. From observation in the 

workshop of 30th November 2015 at 14:15 to 16:00, it was revealed that their maths 

knowledge base was good:  

“About 40 students out of 48 who were present in the session (83%) knew the concepts enough 
and 34 of them (71%) could successfully apply the concepts in the exercises. With two tutors 



199 
 

and a lecturer in the class to assist in the exercise intervals, each dealt with 4 to 5 students in 
the session. The topics of simultaneous equations and quadratic equations were both the 
subject of the questions being asked. It was evident that students who asked questions 
required step-by-step guidance throughout the working-out process. They were keen to do 
more exercises in order to master the topic.  Tutors had to develop new questions of a similar 
type for them to solve on paper there and then rather than on MyMathLab. About 60% of 
students used pen and paper to solve the questions. There were one or two non-related pages 
open on the computer screens of five students along with the APS webpage and MyMathLab. 
They were using mobile phones in the class to send text messages. There was some noise in 
the exercise slots due to the students talking to each other”.  

Stream 4 (Group D):  

This stream was recognised as group D, comprising 82 students. The past maths qualifications 

of these students were GCSE B and C. The observation in the workshop of 30th November 

2015 at 16:15 to 18:00 exposed that: 

“16 out of 44 attendants (36%) struggled with understanding the concepts and 22 students 
(50%) had difficulty in applying the concepts to the exercises. Students were frequently asking 
for help. The tutors and the lecturer reported a noticeable lack of confidence and feeling of 
fear and frustration about the questions among students. It was evident that learning both 
quadratic equations and simultaneous equations in just one workshop was too difficult and 
stressful for them. Whilst tutors/lecturer assisted the students concerned, it was not clear 
whether they grasped the tutors’ explanations of the application of the concepts, though they 
were nodding as if they did. Hence, the lecturer and the tutors suggested that they use the 
one-to-one tutorial sessions that were on offer from the library maths skills team. The lecturer 
put the name and email address of the tutor from the library skills team on the board. In 
addition, about 60% of the students did not use pen and paper. The session was moderately 
noisy as 7 to 8 students were talking to each other in the back seats. Pages of online games 
and Facebook were open on 5 computer screens along with the ASP page and MyMathLab. 
Use of mobile phones for texting was obvious. It appeared that these students were 
disconnected from the agenda of the session”. 

Stream 5 (Group E):  

This stream was known as group E. 81 students were assigned to this stream and their past 

maths qualifications were GCSE C, D, E and F. This stream was observed on Monday 23rd 

November 2015 at 12:15 to 14:00.  

“The session had 42 students attending, 50% of whom could understand the maths concepts 
and were able to apply the concepts to the exercises. The rest lacked confidence to try. The 
tutors proactively approached 3 students who were not doing anything. Their screens had the 
APS module page and MyMathLab, yet they were not working on any exercise. They refused 
any help offered. Only 10 students used pen and paper to answer the exercises. Much talking 
noise was evident in the teaching slots of the session. At times, they were not listening to the 
lecture. The noise level was higher in the exercise intervals. 15 students were on online 
websites, games, and Facebook. Use of mobile phones was a norm and frequent. 4 students 
left the sessions for different reasons. They came back and left again. 2 students asked if they 
could change their group”. 

Although the researcher described one account of observation per stream above, each 

account provides the norm of patterns observed in each of the 10 workshops per stream 

respectively. Hence, the reoccurring observations of the learning processes in each stream 

helped to create a better understanding of the students’ learning situations.  
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Reflecting on the ethnographical observations, the underlying rules of not using mobile 

phones in the session or using pen and paper were governing the learning processes among 

students of streams 1 and 2, who had considerably strong prior maths skills. This rule could 

help them to focus on the exercises at hand. On the other side, the use of mobiles or social 

media (games, Facebook, etc.) was common within streams 4 and 5, whose members’ prior 

maths skills were very low. Lack of focus was therefore inevitable. It was, however, critical to 

create and maintain a high level of focus in the learning process. Even if students could not 

remember much from their prior maths knowledge, with enough focus on the teaching slots 

in each workshop, they could either learn the concepts and perform their exercises better or 

could become aware of areas that they did not understand. Therefore, they could plan to 

improve their understanding in another way, e.g. using library one-to-one maths skills 

tutorials. This was not happening in streams 4 and 5. In addition, attendance was an issue. It 

was not compulsory for BSUKU students to attend the sessions. However, the nature of 

maths knowledge is different from other types. Maths concepts are interlinked and missing 

even one session would be very risky for students (particularly for those of stream 5). Further, 

the communication among students could be considered as a double-edged sword. 

Communication is an empowering mechanism for problem solving. Yet, the danger for 

stream 5 students in particular was that, in the case of unsupervised/unguided 

communications, the maths misconceptions/misinformation and misapplications could 

easily mislead more students and hence worsen the overall performance. Therefore, it was 

vital to create contacts/links/interconnections among all 5 streams in order to ensure the 

flow of quality maths knowledge through discussions. If there was a mixture of all maths 

abilities in each stream, the students’ debates and discussions through communications 

could also challenge the misconceptions. Evidently, the structure of the APS students’ 

network lacked such arrangements. Moreover, lack of confidence in streams 4 and 5 was 

evident. If there was a skill-mix in all streams, then with the flow of quality maths knowledge, 

the lack of confidence could be reduced through communications and interactions. The 

following section provides the visual illustrations of the situation. 

4.2.1.2.4. Cluster Assessment of the Streams 

This section follows the viable system diagnosis and the fragmentation issues of system 1. 

The situation in the students’ network was visualised using UCINET in its descriptive mode.  

4.2.1.2.4.1. Clusters: Visual Illustrations of the Streams 

The visual illustration of students’ network could provide a better understanding of the 

structures and the relations within system 1. It could help the researcher to consider the 
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width, depth and extent of the issues along with missing links and opportunities. The 

researcher used students’ streaming data in order to illustrate the clusters. Figure 19 shows 

how 344 students were initially allocated to the 5 streams and Figure 20 illustrates how 

students attended in each stream. In order to create the graph in Figure 19, students were 

coded based on their stream and given a number to separate them from each other. It is 

important to note that steams 1, 2, 3, 4 and 5 were coded as groups A, B, C, D and E 

respectively. For example, B32 means the 32nd student in the list of students of stream B. 

UCINET was then used to created graphs of the coded data. When the graph of clusters was 

created, the researcher colour-coded the nodes based on the highest past maths 

qualifications.  

 

 
Figure 19: Clusters of First-Year Students – Streaming Based on Prior Qualifications – 1st cycle 
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In order to create the graph in Figure 20, data was first coded based on the groups and 

students. The next step was to colour-code the nodes based on the highest past maths 

qualifications (see the colour codes). Using UCINET, the next criterion was to employ the level 

of attendance in the 10 scheduled workshops as a measure to show the size of the nodes.   

 

 

From Figure 19, and based on the organisation of the streams, it is evident that there was no 

link between different streams in the time and space of the lectures/workshops. This meant 

that the network structure did not provide the opportunities for interactions between highly-

skilled and insufficiently-skilled students for collaborative learning. Students with different 

prior maths level could not interact with each other in the lecture/workshop time, basically 

because of missing links among the 5 streams of students due to BSUKU’s students-streaming 

Figure 20: APS-Maths Students’ Attendance, First Semester – 1st cycle 
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strategy. Although there was a chance for students in each stream to get to know who was 

in their group, this was not very helpful in terms of collaborative learning, practising and skills 

development. As the observation indicated, streams 1, 2 and 3 did not have many problems 

in skills development at individual level (due to learners’ prior maths knowledge). They 

therefore did not much feel the need to relate with peers in their group. For streams 4 and 5 

the situations were different. Some might have felt the need to relate with others for their 

maths skills development. Yet, those around them in the stream had the same maths level 

or slightly better or lower. This echoed the danger of the spread of confusion, mistakes and 

misconceptions (concluded on in Section 4.2.1.2.3.1). Students in streams 4 and 5 did 

understand this issue quite well. Whilst it was difficult for them to change their stream, after 

a month, some of them began to look for students in other streams. Through the dialogue 

that occurred in the workshops of streams 1 and 2, the researcher traced some of these 

efforts among students for connecting to peers with better maths knowledge. Three students 

from stream 1 and two students from stream 2 mentioned that 3 to 5 students from other 

streams had approached each of them for maths help at the weekends if possible. This 

suggests that some of the insufficiently-skilled students from streams 3 and 4 intended to 

increase their learning and development opportunities. On the other side, a measure of 

access to learning and development opportunities is how students attend their workshops. 

Whilst lecturers and tutors deliver the learning contents and share the maths knowledge with 

the students, only well-attending students benefit from their efforts. In particular, at the 

induction meeting on 6th October 2015, students were presented with the strongly-positive 

association that exists between attendance and performance. Hence, they knew the 

significance of attending the maths workshops. The greater the size of the node, the greater 

the number of workshops the student attended. 18 students (5%) never attended any 

workshop throughout the whole semester. They are represented by the nodes scattered 

around the streams.  

 

Table 27: APS-Maths – Analysis of Non-Attending Students – 1st cycle  
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Table 27 shows the analysis of non-attendants in more detail. It appears that no one from 

stream 4 had zero attendance. It also revealed that students with prior maths knowledge of 

GCSE B level in stream 3 and with GCSE E and GCSE F in stream 5 required attention from the 

module leader. In addition, since maths relates to an interplay between tacit and explicit 

types of knowledge and given that the contents of APS-Maths are connected together, 

catching up would be extremely difficult for students if they do not attend regularly. Hence, 

the researcher decided to carry out an analysis of those who attended fewer than five 

workshops in the first semester in order to figure out which streams were in a critical 

situation. Figure 21 illustrates the situation. This graph was created to show the depth of the 

issues in visual terms. The number of scattered nodes around the streams was 124. This 

represents 124 students and means that 36% of the students in APS-Maths attended fewer 

than five workshops (out of 10 workshops in the first semester). The smaller the number of 

students who attended the workshops, the smaller the chance they could learn the contents 

and achieve the maths skills required for assessment of APS-Maths.  

 Figure 21: APS-Maths Network – Indicating the Spread of Students Attending Fewer than 5 Workshops – 1st 
cycle 
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However, in a sense it was justifiable that students in streams 1 and 2 might wish not to 

attend the workshops. The maths contents were similar to the level of GCSE and A-level. To 

those students, repeating the same concepts would be boring and a waste of time. In 

addition, although enrolment on APS-Maths was necessary for every student, attendance at 

the workshops was not compulsory. However, students in streams 1 and 2 were not the least 

attending ones. Table 28 provides a detailed analysis of the scenario. 

Table 28: APS-Maths – Analysis of Students Attending 4 Workshops or Fewer – 1st cycle 

The analysis shown in Table 28 provides detailed information about each of the streams. It is 

evident that on the scale of all of the APS-Math students, those who have attended fewer 

than five workshops are mostly in streams 3, 4 and 5. Comparing the streams, it is stream 5 

that is most deficiently off, followed by stream 4 and then stream 3. If we focus on prior 

maths knowledge level, then students with GCSE D, E and F in stream 5 are those who missed 

at least 5 workshops out of 10.  As Table 28 shows, their rates of missed sessions were very 

high (45%, 50% and 63%, respectively). In addition, 50% of those with A-level B in stream 1 

also missed at least 5 sessions. Further, students with GCSE B in stream 3 and with GCSE C in 

stream 4 missed at least 5 sessions at the rate of 44% and 50%, respectively. From the 

management perspective, therefore, a challenge was how to deal with the attendance issue, 

which is an issue of access to learning and development opportunities. Further, since learning 
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and development occurs over time, students’ gradual performance assessment as a measure 

of skills attainment matters. With the formative assessment (a diagnostic test) students could 

reflect on their learning through the result of the test. Figure 22 illustrates how students in 

each stream reacted to the formative test.  

 Figure 22: APS-Maths Formative Test, First Semester – 1st cycle 
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The size and colour of the nodes represent the grades. Dark blue colour shows the highest 

mark, whilst light green reflects the middle and dark red identifies the lowest grade. 

Moreover, the greater the size of the node, the higher the mark. The spread of the sizes and 

colours of the nodes in each stream highlights the level of skills attainment in each. It is 

observed that streams 4 and 5 were not sufficiently progressing. There were as many as 184 

students who did not take the test, which accounts for 53% of them. This is represeneted 

through the nodes scattered around the streams. Table 29 shows that stream 3 also may 

have issues since its rate of absentees in the formative test was as high as the rates for 

streams 4 and 5.  

Table 29: Spread of APS-Maths Absentees in the Formative Test – 1st cycle 

Understandably, for those who did not try the formative test, feedback to reflect upon could 

not be provided. In particular, learning from mistakes based on feedback is an effective 

method for experiential learning and performance improvement. With such level of 

attendance and performance, as shown in Figure 21 and Figure 22, the goal of APS-Maths in 

bringing everyone’s maths knowledge to a minimum standard could not be achieved. While 

it was not compulsory for students to attend the maths workshops, there was no alternative 

mechanism in place to motivate students to attend the workshops. It emerged that students 

(particularly in streams 4 and 5) did not engage enough with the learning opportunities in 

the maths workshop process or in any form, through attendance, the formative test or the 

feedback that could be provided. In addition, the missing links among streams showed the 

hindrance on the flow of quality maths knowledge among highly-skilled and insufficiently-

skilled students. Hence, there was identified no indication to suggest that students’ social 

capital was managed effectively. The cognitive capital amassed in streams 1 and 2 was not 

utilised through relational capital that could be created between and among streams in order 

to help in cumulative maths learning issues in streams 4 and 5, and to a lesser extent in 

stream 3. The effective management of social capital in terms of relational, structural and 

cognitive capital was therefore forfeited. The circulations of underlying practices that govern 

the process of maths learning which emerged from observations of streams 1 and 2 (e.g. 

using pen and paper or not using distracting mediums such as phone or social media) were 
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also obstructed. Clearly, from a management perspective, students’ streaming plan of 

timetabling, as structural capital, was a barrier, since it created instead gaps/distances in the 

network of 344 APS-Maths students. 

4.2.1.2.5. Collective of Identified Issues and Categories  

Considering all of the issues revealed through viable system diagnosis, ethnographical 

observations and clusters of the streams, the researcher logged issues that were identified 

and categorised them. Table 30 shows these issues and categories.  
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Table 30: Collective of Issues in APS-Maths 

 

The issues identified in APS-Maths, gathered throughout the diagnosis stage (summarised in 

Table 30), were used in operation/action planning and design. Given that, according to the 

module leader, BSUKU was going through a major change orchestrated in the whole 

university, the researcher had to check the viability of the suggestions with the module leader 

to ensure they could be practically implemented. The following section relates to the second 

stage of SCOR methodology of this research, where the action/operation planning and design 

will be discussed in full detail.  

  



211 
 

4.2.2. Stage 2: Action/Operation Planning and Design 

In the stage of action planning and design, the researcher referred to the collective of issues 

identified through viable system diagnosis, ethnographic observations and social network 

analysis. The insights into, and understanding of, the problem, allowed the researcher to 

design a systemic solution for maths skills development and performance improvement. 

Table 31 shows the data sources as well as the planning and design methods for this stage. 

The next section describes the process of action planning and design of the solution in full 

detail. 

Table 31: Methods for Planning and Design in the Action/Operation Planning and Design Stage – 1st cycle 

   

4.2.2.1. Process 

Building upon the diagnosis and detailed analysis in the first stage of the SCOR methodology, 

the researcher designed the systemic solution from 13th to 17th January 2016. However, this 

process was rooted in several referrals to the literature review prior to this period. The 

literature review was used as a framework of ideas (i.e. F in F-M-A account of soft systems 

action research). The skeleton of the operations/actions was then shaped in accordance with 

the methodology. Since system 4 of the evolving APS-Maths was decided based on the 

provision of tutorials in the second semester, the first semester’s evaluation report and the 

designed action plan were sent to the module leader and the teaching/tutorial team, on 17th 
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January 2016. Being a PhD student, the researcher also sent this evaluation and designed 

action research for academic feedback to her two thesis supervisors. The following section 

provides the details of how the solution was designed to tackle the issues identified in stage 

1, i.e. diagnosis stage in the SCOR methodology.  

4.2.2.1.1. Viable System Model: Planning for Better Performance 

The researcher at this stage referred to the concept of performance measurement in the 

viable system model in terms of actuality, capability, and potentiality of the system based on 

the rates of students’ success in the maths exam as a KPI.  

Notably, the adoption of this approach is underpinned by the definition of the system in 

focus. Since the system in focus is “the evolving APS-Maths”, the key performance indicator 

for finding actuality, capability, and potentiality relates to the APS-Maths module level. 

Hence, the scope of this research does not cover the skills development of each individual 

student, but rather the collective of them in APS-Maths.  

4.2.2.1.1.1. Finding Actuality of the System in Terms of Exam Performance 

Actuality in the viable system model is linked to what is being done – about a specific KPI – 

given the currently-existing resources and constraints. In order to figure out the actuality in 

terms of exam success, the researcher analysed Table 22 (Section 4.1.2.1) in terms of 

students’ success rates (based on failure rates) in previous years. The actuality of the system 

in terms of students’ success rate stood at 73.85%. 

4.2.2.1.1.2. Finding Capability of the System in Terms of Exam Performance 

Capability in the viable system model refers to what the system could be doing – about a 

particular KPI – given the current resources and barriers. In other words, capability relates to 

the best achievement in productivity so far with current resources and regimes. In this sense, 

analysis of Table 22 (Section 4.1.2.1) showed that the capability of the system in terms of 

students’ success rate was 83.75%.  

4.2.2.1.1.3. Finding Potentiality of the System in Terms of Exam Performance 

Potentiality is what the system should be doing – about a particular KPI – through enhancing 

the resources or removing the barriers. However, this resource improvement or elimination 

of barriers in the system will have to be realistic. As an improvement in APS-Maths, tutorials 

were added to the structure of the teaching plans (in comparison to the years before). On 

this basis, it was expected that students’ success rate would increase to 90%. Hence, the 

system’s potentiality was declared to be 90% in students’ success rate.   
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Using the actuality, capability and potentiality of the system, it is thus possible to measure 

the productivity, latency and performance of the system.  

Productivity = Actuality/Capability = 73.85/83.75 = 0.88 
Latency = Capability/Potentiality = 83.75/90 = 0.93 
Performance = Productivity*Latency = 0.88*0.93 = 0.82 = 82% 
 

Based on viable system measurement, it was therefore expected to observe 82% success in 

exams for students during the academic year 2015-16.  

Having considered the viable system measurement for better performance, the researcher 

then considered the dimensions of students’ social capital in system 1. The following section 

explores these dimensions.   

 

4.2.2.1.2. Considerations for Managing Dimensions of Social Capital  

The researcher briefly considered three dimensions of social capital, namely cognitive capital, 

relational capital and structural capital. In APS-Maths, students’ past maths qualifications 

represented the cognitive capital. Relational capital revolved around academic relations and 

communications among students or between students and lecturer. In addition, structural 

capital in the system was students-streaming plan and timetabling.  

At this point, and during the search for an effective way to manage the dimensions of social 

capital, the researcher reflected on the rate of access to learning/development opportunities 

in system 1. The objective was to better predict/model and plan for the effective 

management of social capital as part of the system’s capacity. For this purpose, the available 

attendance results from stage 1 could be used as a proxy to plan for mixing students with 

different prior knowledge (i.e. mixing different kinds of cognitive capital) by considering how 

the patterns of their access to learning/development opportunities have emerged (their 

relational capital), and then creating the conditions that makes learning more likely 

(structural capital).  

From the perspective of access to learning and development, whilst the maths workshop 

opportunities were available to all students enrolled on APS-Maths at BSUKU, the rate of 

such access could be obtained through students’ attendance. The analysis of attendance 

provided the researcher with the means to obtain a reliable rate (as a percentage) on how 

students in different streams were attending/not attending the maths workshops.  
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Since attendance of at least 5 workshops (out of 10) was important for maths learning and 

skills development, the acceptably utilised access to learning opportunities in each stream is 

presented in the last column of Table 32. This table reminded the researcher of the necessity 

of approaching and motivating the non-attending students as well as those who attended 

fewer than five workshops.  

Table 32: Students’ Attendance in Each Stream – 1st cycle 

Having overlooked the cognitive capital of the highly-skilled students, APS-Maths was mainly 

resourced by two lecturers and three tutors (cognitive capital of 5 academic staff), to manage 

the learning and development needs of 344 students. In order to consider students’ cognitive 

capital available in system 1, the researcher referred to students’ attendance based on their 

prior knowledge levels. The reason for this consideration was that the maths contents of the 

APS were similar to GCSE and A-level maths. Table 33 provides the rate of access to learning 

and development opportunities for students with different prior maths qualifications. 

Overall, 64% of students attended at least 5 workshops.  

Similarly, if all of students could attend and complete the formative test, then the results of 

such a test could also be used for recognition of cognitive capital. Yet, since the rate of 

absence was too high (see Table 28), it was unrealistic to establish the rate of existing 

cognitive capital based on the formative test. Hence, the researcher found prior maths levels 

practically more feasible for such recognition. 

Following discussion with the lecturers and tutors, GCSE B was chosen as the middle level of 

the maths knowledge range. Reflecting on Table 33, the researcher then used three 

measures to establish the ratio of students who are very strong in maths to the rest of the 

students. First, it was important to consider that holding the highest rank of achievement is 

recognised as very strong in maths. Second, the researcher conditioned the selection based 

on rate of attendance to at least five workshops in order to increase the likelihood of the 

occurrence of an effective knowledge mix for students. The third factor was the number of 

students at every knowledge level. For example, although for AS level A and AS level B, each 

had a 100% rate of attendance for at least five workshops, the numbers of students at these 

levels were 2 and 1 respectively. Similar arguments can be used for AS level C to AS level E.  
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Table 33: Available Cognitive Capital (Prior Maths Knowledge) – 1st cycle 

In APS-Maths, the highest rank of maths qualification was A levels. The rates of attendance 

and the numbers of students holding such qualifications were far higher than the rates of 

attendance and numbers of students with AS levels (see Table 32). Therefore, the researcher 

considered students with A-level A, B, C, D and E as “very strong” in maths for the purpose 

of action planning. This class of students is referred to as the part of APS-Maths cognitive 

capital that could be used as maths helpers for the others in terms of knowledge sharing and 

collaborative learning through a guided/supervised plan of experiential learning. The 

researcher then needed to figure out the likelihood of their availability. Based on this 

classification, the data in Table 33 was analysed further to provide a new perspective. 

According to such analysis, it was found that 71.3% of very strong students were attending 

at least 5 sessions (57 out of 80). This rate showed the likelihood of availability of very strong 

cognitive capital. In addition, APS-Maths was missing 28.7% of its very strong students (for 

not attending at least half of the workshops). This rate revealed the likelihood of missing 

opportunities in employing the very strong cognitive capital as helpers. Overall, the 71.3%, 

however, amounted to 16.5% of the total APS-Maths students (57 out of 344). It was also 

exposed that the 28.7% (very strong students) who attended less than half of the workshops, 

actually represented 6.7% of the total APS students (23 out of 344). On the other hand, 61.7% 

of the not-very-strong students were attending at least 5 workshops (163 out of 264). This 
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rate was related to the likelihood of the availability of the part of cognitive capital that 

needed further maths skills/capability development. In addition, 38.2% of the not-very-

strong students missed half of the maths learning and development opportunities (101 out 

of 264). This rate referred to the likelihood of missing opportunities to help and develop the 

not-very-strong cognitive capital further. Out of this group, those in stream 5 were at very 

high risk of failure, and amounted to 13% (34 out of 264). Overall, the 61.7% who attended 

at least 5 workshops constituted 47.4% of the total APS-Maths students (163 out of 344) and 

the 38.2% who missed half of the sessions in fact constituted 29.4% on the scale of total APS-

Maths students (101 out of 344). With this information about students’ access to learning 

and development opportunities, it was possible to obtain a new understanding of the 

available cognitive capital through attendance. Further, attendance is particularly linked to 

relational capital, representing the patterns of access to learning and development 

opportunities. With the help of a facilitator/tutor, attendance could provide the 

opportunities which would make the development of relational capital more likely. This 

means that students would be able to relate more to each other, to the lecturers, to the 

tutors, to the learning materials and to the developmental activities. In this sense, availability 

of students pointed out the capacity for increasing the knowledge sharing and collective 

learning efforts among students. Derived from the information in Table 32 and Table 33, and 

despite the student streaming issue, each stream of system 1 could be capable of, and had 

the capacity for, using its current mix of students’ knowledge levels and skills. It is therefore 

suggested that, in each stream, the lecturer should ask students with better skills (higher 

levels of cognitive capital) to help others (with lower levels of cognitive capital) in the 

workshops of the same stream. For example, Table 32 reveals that the ratio of available 

students with A-level A to C was 1:3 in stream 1, the ratio of AS level D to E in stream 2 was 

2:1, and the ratio of available students with GCSE C to F was 5:1 in stream 5. In particular, 

guided/monitored by lecturers/tutors, stream 5 could benefit more from these efforts within 

the maths workshops, since the diversity of prior maths knowledge and skills in stream 5 

(cognitive capital) was higher (e.g. GCSE C, D, E and F). This cognitive mix, however, should 

be strictly supervised by lecturers/tutors to avoid the spread of misunderstanding in stream 

5, because students with GCSE C are not classified as highly-skilled or very strong in maths. 

Rather, they can help students with GCSE F with maths questions that are easy to medium 

(not difficult maths questions or contents). Alternatively (though not recommended), 

students in stream 5 could have a chance to interact with their stream fellows in order to 

plan self-organised support meetings, independent of the workshops (e.g. someone with 

GCSE C meeting and supporting someone with GCSE E). However, without support from 
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maths lecturers/tutors, there was some danger of the flow of misinformation and 

misguidance. Moreover, the attendance rate of insufficiently-skilled students could also be 

considered as opportunities for skills development. It was important to consider the 

percentages and the lists of students who actually attended at least five workshops. This 

information helped the researcher to relate to the probability of an effective mix of 

knowledge levels (cognitive capital) being planned for the tutorial sessions in the second 

semester (structural capital) in a more realistic way; indeed, this reduced the effects of the 

student-streaming strategy. Reducing this barrier could increase the access to learning and 

knowledge sharing opportunities at learner-to-learner level (relational capital). Therefore, 

from the perspective of access to learning and developmental activities, several 

opportunities came to light. First, non-attending students from all streams could be 

approached to investigate the reasons for no-attendance and to offer the support available 

at BSUKU. This could potentially increase the attendance of insufficiently-skilled students and 

provide them with the learning support needed. Similarly, it could motivate highly-skilled 

students to attend for their own learning and to support other students.  

Operational plan 1:  

In line with facilitating the access to learning opportunities through attendance, the 

researcher suggested to the module leader that the non-attending students could be 

contacted and encouraged to attend the sessions. Upon agreement, the researcher 

prepared a list of students who missed at least 5 sessions in the first semester (both 

highly-skilled and insufficiently-skilled students) and sent it to the module leader. 

Since Student Administrations at BSUKU had access to students’ comprehensive 

contact details, the module leader requested one of the student administrators to 

contact these students individually in order to understand their cases, to offer them 

the available help and support, and to motivate them to attend their maths 

workshops and tutorials in the second semester.  

Furthermore, for the second semester a different students-streaming method could be 

applied in order to mix students with different prior maths knowledge (with due 

consideration to their patterns of attendance). This could fill the disconnections in system 1, 

and could create and increase the social interactions and engagements among students of 

streams 1 and 2 with students of streams 3, 4 and 5. It also could familiarise students with 

the norms and rules of learning processes, all of which was necessary for managing the 

interplay between tacit and explicit types of knowledge. Therefore, the researcher aimed to 

mix different kinds of cognitive capital and to create the relevant structure for the emergence 
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of relational capital which is required for collaborative knowledge sharing and learning. Such 

a cognitive capital mix was expected to create more experiential learning through 

collaborative practice and reflective understanding. These efforts could then lead to the 

development of skills and capabilities and improvement of the performance. 

Through a learning management lens, since the knowledge is re-created in students’ frame 

of reference, the possible result of lecturers’ knowledge sharing is students’ learning by 

means of reflecting on the feedback and understanding (experiential learning). Since this 

loop is emergent by nature, knowledge management/sharing here was much about creating 

an environment that facilitates more learning. The greater the number of interactions 

between very strong and not-very-strong students in the maths workshops/tutorials, the 

greater the provision of feedback, the higher the number of reflections on the feedback, and 

the greater the amount of understanding and learning which can occur. Therefore, in order 

to organise the maths skills-mix, the researcher extracted the ratios of cognitive capital 

availability, as provided in Table 34.  

Table 34: Ratios of Cognitive Capital Availability – 1st cycle 

It is important to acknowledge that despite the ratios in Table 26, the researcher was aware 

of the complexities involved in the case of students’ attendance. Although this modelling 

could create a better way to organise and mix students with different maths skills, it was 

difficult to assert beforehand which sessions out of the 10 workshops they would attend. The 

worst case, for example, could be that every highly-skilled student chooses to attend just 5 

sessions – those 5 sessions that no low-skilled students attend. In this situation, they will 

never be in the same workshops. However, looking at the data, the proportion of those who 

attended just 5 sessions in total was 9% (3% for highly-skilled and 6% for lower-skilled 

students). While the researcher did not have access to the attendance of each student per 

workshop, this 9% suggests that, among those who attended at least 5 sessions, 91% 

attended more than 5 sessions and this dramatically increased the likelihood of highly-skilled 
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and low-skilled students being in the same workshops. Hence, the ratio of 1:4 in the first 

scenario is still reliable. 

Operational plan 2: 

The researcher prepared four lists for the second semester timetabling. The first list 

included very strong students who attended at least five workshops. The second list 

comprised very strong students who attended fewer than five workshops. The third 

list was for not-very-strong students who attended at least five sessions, and the 

fourth was for not-very-strong students who attended fewer than five sessions. The 

ratio and rationale of how to allocate students to the tutorial sessions in such a way 

to have an equal number of students from each list in each of the workshops and 

tutorials (and to be repeated the same in each week) was explained to the module 

leader in an email on 12th January 2016. The timetabling team and module leader 

were to use these files in order to officiate the process.  

It is important to note that the decision to provide tutorials in the second semester could 

potentially promote two-way communications and reduce the power distance between 

learners and tutors/lecturers. This is because the nature of a tutorial session is based on 

questions and answers.  In addition, creating a knowledge network in system 1 of APS-Maths, 

either in the tutorials or separately in such a way that learners could learn how to take control 

of their own learning and skills development, could compensate for the issues in system 3 

and system 3* in terms of providing feedback on time. This could also be a potential recursion 

in the students’ network level and could facilitate collaborative learning and knowledge 

sharing, which is essentially based on continuous learning feedback loops of experiential 

learning. Such potential recursion requires guided self-organisation in a friendly environment 

with a bottom-up approach.  In order to provide a relevant action plan to address these 

matters of system 1, the researcher used Achterbergh and Vriens’ (2002) 31 domains of 

viable knowledge. Such domains of viable knowledge were used to design the tutorials in 

terms of structures and functions of knowledge management (see Appendix 2: Method Note 

– 31 domains of viable knowledge).  

4.2.2.1.3. Viable System Model: Domains of Viable Knowledge 

In order to plan for the required organisational improvements, the primary activity in a maths 

tutorial session for the system was defined as collaborative peer-assisted experiential 

learning in teams. Each team was to consist of 1 very strong student and 4 not-very-strong 

students, since the ratio of very strong to not-very-strong students was 1:4 (see Table 34). It 
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is important to note that the term “very strong student” means a highly-skilled maths 

student. To shape the structures of the desired knowledge network in the tutorials or in 

separate sessions and the expected self-organised processes in both primary activities of 

operation and the meta-system, Achterbergh and Vriens’ (2002) 31 domains of viable 

knowledge were used as a blue print. Such domains (as they were originally designed for) 

provided the necessary functions required for enhancing knowledge management/sharing. 

They also particularly offered the means for students to collaboratively play effective roles in 

their own learning because students were to take the functional roles in their teams and 

implement the tasks (and they could undertake various tasks/roles along their learning 

development process). Hence, these domains refer to creating a new organised structure 

(teams as system 1) using VSM criteria.  

This approach is very different from a simple process where teaching maths becomes a task 

for the very skilled students. What is on offer based on the 31 domains of viable knowledge 

should not be mistaken/misunderstood as a way of outsourcing the teaching function to the 

highly-skilled students. In order to justify the benefit of attending the extra maths sessions, 

the researcher discussed the opportunities for developing the skills of team-working, 

mentoring, critical thinking, problem solving and knowledge sharing as part of the collective 

knowledge sharing and collaborative learning. Development of team working skills was based 

on goal setting, role definition and collaborations towards attainment of the goals. 

Mentoring skills could be developed through checking teammates’ work, providing advice on 

how to deal with the problem at hand, justifying the relevant techniques and assisting 

teammates toward solutions for the problem and regulating the processes of learning within 

the team. Critical thinking skills could be improved through scrutinising performance level 

against the goals, adjusting the goal, based on team’s capabilities or offering new goal 

relevant to tasks in the team. Problem solving skills could be enhanced via identification of 

the problems when dealing with maths questions and team’s dynamic issues, brainstorming 

pertinent strategies to tackle the concerning issues and effectively resolving the problems. 

Knowledge sharing skills could be developed through finding the sources of knowledge, 

motivating knowledge seekers to ask questions and encouraging each other to share 

knowledge. This discussion happened in the first week of the extra maths sessions and 

students were informed that they can add these skills on their CVs and that the researcher 

would be happy to review their CVs. The researcher also offered to provide mock job 

interviews and to act as a referee for any of their job applications (see Section 4.2.3.1.3.1 and 

Section 4.3.3.1). They fully understood and acknowledged the benefits of this approach both 
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verbally and by attending the extra maths sessions. Table 35 presents the interpretation of 

each viable domain in the system in focus, followed by action plan 3.  
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Table 35: Interpretation of 31 Domains of Viable Knowledge in the context of Knowledge Sharing and 
Learning 

Using the above domains required for viability of the tutorials, the researcher then designed 

the session plan accordingly.  
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Operational plan 3 

Each student was supposed to have one maths workshop and one tutorial per week. 

Structurally, the module leader intended to schedule 5 maths workshops and 10 

maths tutorial batches. The researcher planned the first week of tutorial sessions as 

conversations with participants to reach the conclusive tutorials’ goals and purposes, 

and to come up with the teams’ goals, as well as an agreement on/understanding of, 

the identity. In addition, a discussion was planned around getting to know the 

method of collaborative knowledge sharing and experiential learning, both in teams 

and in the class.  For this purpose, students were handed a note about the method 

based on the interpretations of 31 domains of viable knowledge in order to read, 

reflect and discuss in the class (see Appendix 2). Further, the basics of the viable 

system model and its five systems were to be discussed briefly to justify the approach 

(see Appendix 3). The expected benefits for highly-skilled and less-skilled students to 

participate in the tutorials were also considered through provision of a motivation 

note (see Appendix 4). For tutorial operations of the second week onwards, the 

researcher designed a team feedback form and a member feedback form (see 

Appendix 5 and Appendix 6), as well as a scheduled session plan (see Appendix 7). 

After discussion with the two lecturers, the relevant materials and maths 

questions/practice exercises were suggested/prepared for printing on a weekly 

basis.  

 

The action plans 1, 2 and 3 were discussed in the meeting of 18th January 2016. There was 

uncertainty regarding whether timetabling would be able to arrange the structural design of 

the students’ network for the second semester both in the workshops and in the tutorials, 

due to a university-wide major change. Considering the likely timetabling barrier, the 

researcher suggested an alternative and offered to carry out extra maths sessions in case the 

timetabling team was not successful in implementing action plan 2. The extra maths sessions 

could be arranged based on the same principles and the actions could proceed further. The 

process of operation/action planning and design was finalised on 25th January 2016. From 

ethical compliance perspectives, BSUKU’s procedure was also carried out. The ethical 

compliance was approved on 11th February 2016 and the research implementation was 

officially authorised (see Appendix 10). Following the ethical approval and the agreement on 

action plans between the researcher and the module leader, the next stage of the SOCR 

methodology of this thesis was action implementation, which will be discussed in the 

following section. 
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4.2.3. Stage 3: Implementing the Actions/Operations 

In the action/operation implementation stage, the researcher related to the three plans of 

actions, designed in stage 2.  

Table 36: Implementing Operational Plans – 1st cycle 

 

4.2.3.1. Process  

Building upon the operation/action planning discussed in the second stage of the SCOR 

methodology, the researcher implemented the operation plans from 8th January to 17th May 

2016. It is important to note that the researcher’s role in the implementation processes of 

operational plans 1 and 2 was limited. However, it was the sole operational work of the 

researcher to implement operational plan 3, which is the core of the systemic solution. The 

following sections provide the implementation processes in detail.  
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4.2.3.1.1. Implementing Operational Plan 1 

The implementation of operational plan 1 was carried out by BSUKU’s student administrator. 

This was because of BSUKU’s internal policies for compliance with the Data Protection Act 

1998. According to such policies, accessing the personal contact details of students was only 

allowed for authorised staff members. Through contacting non-attending students, the aim 

of this process was to facilitate their access to learning opportunities. Hence, the researcher’s 

involvement was to the extent of preparing a list of students who missed at least 5 sessions. 

Further, the researcher interviewed BSUKU’s students administrator. The module leader also 

provided a colour-coded list of students based on whether and how they responded to the 

contacts. From the interview, there emerged a wide range of underlying issues that students 

were struggling with:  

“Firstly, not all of them attended the meetings and not all of them got back to me. Some of 
them would answer the email and kind of give me the reasons why they would not be 
engaging and I offered email support. Obviously sometimes there are some groups of students 
that can’t engage no matter what you do. So, typically, I would have a conversation on the 
phone and invite them for a meeting” (Interview with Student Admin, 8th January 2016). 

Or: 
“So, the students were having personal issues, sometimes financial issues, kind of other life 
factors, juggling jobs and all sorts of things… Sometimes when students miss a lot of work, 
they are scared to approach the academics” (Interview with Student Admin, 8th January 2016). 
 

The remedial actions suggested/taken by BSUKU’s students administrator were: 

“So, I would be then sitting and working with students to figure out what the issues are, talking 
through practical solutions, what we could do with them, and can you change that hour for 
students who have a part-time job…. Trying to help them with practical life things that are 
affecting their academic works, so I worked very closely with support services around the 
university, wellbeing teams, skills team, language learning centre and I encouraged students 
to access that kind of support and encouraged them to go and see their module leader, and 
lecturers” (Interview with Student Admin, 8th January 2016). 

Or:  

“So, what I would try to advise them is to spend a bit of time looking through the work and 
identify things that they don’t know and need help with and approach the academic that way. 
Don’t just go to the academic and say I have not attended I don’t know what I need to do. 
Come up with focused questions, so you can make the most of your time with the academic” 
(Interview with Student Admin, 8th January 2016). 
 

Form the colour-coded list, it was found that upon the communications/discussions with the 

students, and the remedial actions, three of them decided to withdraw from the 

undergraduate business management programme. This list was used later after the second 

semester and the final exam to assess how many of them had actually attended the second 

semester’s workshops and tutorials and how many of them had passed the final exam. This 

information will be provided at the assessment and evaluation stage of the SCOR 

methodology.  
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4.2.3.1.2. Implementing Operational Plan 2 

BSUKU’s timetabling team was responsible for implementing operational plan 2. The aim was 

to restructure the skills-mix of students in the maths workshops and tutorials as a new 

students-streaming strategy for the second semester. The researcher’s involvement was up 

to the stage of designing the skills-mix. Students were divided into four lists based on both 

their maths skills and attendance, as mentioned in Section 4.2.2.1.1.3. Providing the four lists 

and ratio of skills-mix, the researcher expected that the timetabling team would be able to 

create and maintain this ratio in all of the maths workshops and tutorials. The module leader 

was in direct contact with the timetabling team. Despite every effort by the timetabling team 

and module leader, it was not possible to restructure the skills-mix. As revealed from the 

interview with the Dean of BSUKU, he also got involved in the case of APS-Maths scheduling.  

“So you need a support in timetabling and organising. Timetabling for APS was a nightmare 
last year. I had to make a formal complaint to timetabling about this” (Dean of BSUKU, 16th 
June 2016). 

Or: 
“We are reshaping the university at the moment and there is going to be a person in each 
school who does nothing but look after timetabling, scheduling and that sort of thing. That 
sort of person would need to take this course of work” (Dean of BSUKU, 16th June 2016). 

Reaching this point meant that implementing operational plan 2 was not possible. APS-Maths 

for the second semester therefore consisted of 5 streams of workshops and 10 streams of 

tutorials repeated for 10 consecutive weeks, with the same cognitive mix as the first 

semester. At this stage, with no chance to create the underlying skills-mix structures, the 

researcher decided to proceed with the agreed alternative, i.e. provision of extra maths 

sessions in order to operationalise the systemic solution, alongside maths workshops and 

tutorials.  

4.2.3.1.3. Implementing Operational Plan 3 

On 20th January 2016, the module leader requested that the tutorial team to select the maths 

workshops and tutorial sessions they want to deliver. However, contrary to the first 

semester, this was to allocate only one tutor per workshop for learning facilitation (along 

with the main lecturer of each workshop). Tutorials were separate sessions; one tutor could 

lead each. The tutorial team responded to the module leader’s request on 25th January 2016 

accordingly. Tutorials changed to become of a traditional type (i.e. the solving of certain pre-

determined maths questions by a tutor in the session). The maths workshops started from 

1st February and maths tutorials began on 8th February 2016 and continued every other week. 

Hence, either a workshop or a tutorial was there for students to attend each week.   
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In order to implement the third action plan (creating a knowledge network and/or potentially 

a new recursion level), the researcher scheduled the extra maths sessions (see Appendix 7). 

The schedule was set to commence after the normal teaching hours at BSUKU in order to 

avoid conflicts with the timetables of other modules and lessons.  

The researcher printed the schedule for the extra maths sessions as well as a note on their 

expected benefits and distributed said schedule among students in the workshops and 

tutorials. Since the researcher was also acting as a tutor in the streams of workshops and 

tutorials, it was possible to connect to both highly-skilled and low-skilled students and invite 

them to attend the extra maths sessions. This could make students aware of the collaborative 

knowledge sharing and experiential learning in such sessions. The schedule was also 

announced on e-bridge (the online software for module management and learning).  

With the four lists of students as per operational plan 2, designed by the researcher, it was 

possible to create the teams’ skills-mix in each extra maths session, facilitating collaborative 

knowledge sharing and experiential learning. Therefore, the details of operational plan 3 

were used to be implemented in the extra maths sessions.  

 

4.2.3.1.3.1. Implementing the First Week’s Activities  

Upon announcement, initially 40 students with different skills-mixes attended the 3 sessions 

in the first week of extra maths sessions (19th - 26th February 2016). Since these sessions were 

part of the systemic research for this thesis, participants signed the consent forms (see 

Appendix 11 and Appendix 12). The sitting layout of the class was turned to banquet style in 

order to accommodate teamwork. In each session, the researcher asked one of the highly-

skilled students present in the session to sit with a group of four low-skilled students. The 

four lists were handy here when they signed in.  

The researcher introduced herself as a researcher (PhD student) and a systems thinker with 

a first class degree in mathematics. This was followed by discussion of a brief account of 

relevant issues diagnosed in the APS-Maths module. Since the researcher was extensively 

involved in the maths workshop facilitation in the first semester, students did consider her 

as an internal expert and a facilitator for maths skills development rather than an external 

expert. The relationships built up beforehand in the first semester substantially reduced the 

expected anxiety and concerns over the types of relations and power balance between 

students and the researcher. However, the researcher sensed anxiety among students 
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regarding their own level of maths knowledge. In the discussion, one of the students 

mentioned the following and a few others nodded as if agreeing with the statement: 

“I think my problem is that maths is not for me. I do not understand it. My brain does not get 
it” (Student Comment, session 1).  

Another student stated:  

“I got an A-level D in maths but sometimes I make very silly mistakes when I solve maths 
questions. How can I resolve this?” (Student Comment, session 1). 

The researcher then invited every team to self-organise together a discussion and present a 

goal for their teams with due consideration paid to the needs of those who felt anxious about 

their maths skills. In addition, a sample of maths questions was handed to each team in order 

for them to envisage an image about the skills level they needed to reach in order to succeed 

in the final assessment. Picture 1 reveals students’ reflections on the sample of maths 

questions as well as discussions on the team goal. Picture 2 reflects a team discussion in order 

to define a collective goal for their team. The researcher here advises students to work as a 

team.  

  
After this team activity, the researcher facilitated a discussion in order to reach an agreement 

for a class goal and an identity of the extra maths sessions in line with identifying the evolving 

APS-Maths at the higher recursion level. Students began to discuss and link all team goals 

and ultimately agreed on a collective class goal, relevant to the identity of the APS-Maths 

module. Teams’ goal (representing system 1’s objectives) was: 

“To answer all questions by helping each other in the teams”.  

The class goal and identity for these sessions (referring to system 5’s function) was: 

“To create a maths knowledge network for developing maths skills and getting passed in the 

exam”. 

Picture 1: A Team Reflection on the Sample Picture 2: A Team Discussion to Define a Team Goal 
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The next step was to persuade students to use the method of achieving the goal and identity. 

The researcher handed the method note of knowledge sharing and collaborative experiential 

learning (see Appendix 2) to each of the students so that they could read it, reflect, discuss 

and scrutinise. The conversation was followed by a brief introduction to the basics of the 

viable system model and its five systems (see Appendix 3). The researcher explained how the 

viable system model and the method note are related. Members of teams were willing to 

learn how to take control of their own experiential learning through the method provided. 

They then began to understand the expected benefits of the knowledge sharing method for 

all team members with different skill levels. Evidently, involvement in the clarifications in a 

simple and comprehendible way could encourage and motivate students to engage in their 

skills development and performance improvement.  

At this point in the first week, the researcher referred to the relevant issues of the first 

semester, suggesting that some governing rules could be decided on for the sessions; indeed, 

she gave a specific example of “not to use social media in the sessions”. Students were asked 

to discuss, in their team, the conditions under which they can learn maths better. The 

researcher intended not to force change but to facilitate a dialogue on the status quo, asking 

if students were interested in a new status quo. Evidently, the skills-mix of the team was 

helpful here since different behaviours and manners were exposed to both highly-skilled 

(very strong in maths) and low-skilled (not-very-strong in maths) students. The dialogue led 

to an agreement: 

• To maintain a friendly learning-focused environment 

• To undertake teamwork in order to solve maths questions and to practise 

• To cover lots of concepts in a short period of time 

• To allow snacks and soft drinks 

• To receive phone calls only if it is an emergency 

• To respect the code of conduct of BSUKU 

 

These rules clearly represent the ethos, code of conduct, and governance of the system, 

indicating system 5 in the viable system model.  

4.2.3.1.3.2. Implementing the Activities of the Second Week and onwards  

The systemic solution of collaborative maths knowledge sharing activities was implemented 

from 8th March to 17th May 2016, and the number of participating students reached 52. 

Despite the extra maths schedule, which was planned for 10 sessions, the number of 

collaborative sessions expanded beyond the plan. There occurred 16 sessions based on the 

students’ feedback forms (19 sessions in total including the first week’s sessions). However, 
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the students knew that 17th May was the deadline, since the final assessment was scheduled 

by BSUKU on 18th May 2016. Similar to the first week, the 1:4 ratio of very strong students to 

not-very-strong students was the basis for team assembly in each session. Having understood 

the method of collaborative knowledge sharing and experiential learning in teams during the 

first week, students embarked on solving maths questions and practising together in teams, 

every session afterwards. However, this was not the only agenda for students. The researcher 

facilitated 10 minutes at the end of each session for students to reflect on their practice and  

brainstorm/discuss/approve ideas for improvements and progress (see Table 37). 

Table 37: Session Plan for Systemic Solution on Maths Skills Development 
 

Pictures 3 and 4 refer to processes of experiential learning and collaborative knowledge 

sharing in teams and in the class.  

Picture 3: Teams’ Processes of Experiential Learning – 1st cycle 
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Picture 4: Teams’ Processes of Experiential Learning – 1st cycle 

 

Whenever all of the teams struggled in understanding the question or a concept, the 

researcher explained the question/concept to all on the board. Having reached an 

understanding of the questions, students then attempted to answer said questions. Since 

teams were sitting close to each other, it was therefore possible for them to seek help from 

the other teams during the sessions. In addition, picture 5 shows two students from a team 

who successfully answered the questions and agreed to stay longer to help the second team. 

These highly-skilled students in fact became the knowledge brokers. 

 

Picture 5: Knowledge Brokering in Two Teams – 1st cycle 

 

Finally, as part of the feedback provision in each session, students were asked to rate their 

ability and confidence in the practice of solving maths questions on the feedback forms at 

the beginning and at the end of each session. The feedback forms also captured information 

on how students shaped the way they analysed their teams and their class system. The 

following sections provide three main types of internal feedback loops.  
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4.2.3.1.3.2.1. First Type of Feedback Loop: More Experiential Learning 

Students reflected on their skills development and recognised which maths areas/concepts 

still need more questions for practice in each session. This indicated the importance of the 

experiential learning cycle and choosing relevant strategies through team reflections. In this 

case, the strategy was to continue the experiential cycle until everyone in the team could feel 

confident in solving the maths questions. The researcher was selecting the practice questions 

dynamically to be printed for the next session. This was contributing to the alignment of 

practice materials with the strategy that students found viable for their skills development 

and performance improvement in their teams and in the class. This could be interpreted as 

system 3’s effort in monitoring and regulating the processes in system 1 as well as the tactical 

planning of system 2.  

4.2.3.1.3.2.2. Second Type of Feedback Loop: Access to an Online Platform 

Since a few of the students forgot the time schedule of the sessions, they asked if an online 

platform could be developed so that they could be notified on the day of the maths sessions 

through their mobile phones. Creating a Facebook group for this purpose was suggested, so 

that everyone could join. This could reduce the lack of focus observed in the first semester’s 

workshops (due to the social entertainment on Facebook) by redirecting students’ attentions 

and engaging them with their learning agenda. With the practice sessions scheduled in such 

a group, all members could be notified an hour before the session and could have a chance 

to attend. Students debated this suggestion. They argued that it is also possible to solve some 

of the questions by taking a picture of any question they feel is difficult and posting it on that 

group to get help from anyone who can solve it. This could be through posting a picture of 

the solution in the comment section of said question. They asked the researcher to create 

the group, advertise the maths sessions there and also monitor/check the answers to the 

questions. The researcher created this Facebook group and named it “APS Maths Knowledge 

Network” to resonate with what they do. The description of the group was “Here is the APS 

Maths Knowledge Network designed for effective, efficient and modern way of learning and 

practising Maths in a happy and collaborative environment. Please feel free to add your APS 

classmates”. 

4.2.3.1.3.2.3. Third Type of Feedback Loop: Managing Teams’ Complexities  

An important capture on the feedback forms related to the two sessions in which not enough 

highly-skilled students attended to help low-skilled students (with the ratio of 1:4). Those 

highly-skilled students who attended were frustrated with regulating the balance between 

responding to questions/checking the answers/discussing the methods for team members 
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and their own practice/learning. The coordination task was an overwhelming issue here and 

they rated their personal skills and confidence low. With the relations built up among the 

students in the class, they then started to strategise on how to resolve this issue. They found 

that they should become more active in attracting highly-skilled students to attend the 

sessions. They then decided to find more highly-skilled students in their timetabled tutorials 

and workshops and to add them to their Facebook group so that they would receive the 

notifications and attend the practice sessions. The member area of this Facebook group 

showed the surge of new students being added/asking to join after that discussion. Students 

joined the group in the practice sessions afterwards. The figure eventually reached 108 

students. This case represented the awareness of the link between system 1 and the local 

environmental conditions. While the Facebook group was mainly created to act as system 2, 

it also had the potential to serve as a complete online system on its own. It is important to 

note that the researcher did not use the data from this Facebook group to create the SNA-

graphs. This was because members could delete their posts and comments. Therefore, using 

online communication data in an accurate way was not possible.   

 

4.2.3.1.3.3. System’s Evolutions: Emerging Phenomenon 

As the number of extra maths sessions increased, students reached a higher level of 

confidence and exhibited an improved ability to solve maths questions. This was evaluated 

by self-ratings of students’ perceptions of their skills as well as confidence at the beginning 

and at the end of each session. The time series developed by this data showed such 

improvement in maths problem solving (see assessment stage of SCOR methodology). They 

could take control of their process of experiential learning, since they were strategising for 

their maths skills development in a friendly environment with no hierarchal structure and the 

researcher guided/facilitated the self-organisation of activities. It appeared that two specific 

types of event started to emerge.  

4.2.3.1.3.3.1. Emerging Event: Development of Knowledge Leaders 

It was in session 12 that one of the highly-skilled students (A56) asked if she could be given 

the opportunity to lead the maths session and to manage the collaborative learning in the 

teams and in the class. She also repeated her request in session 14. During session 14, the 

researcher discussed this possibility with her and it was agreed that, at the end of the session, 

they would ask the students if they wished for her to take the lead in a class. Since students 

found her very helpful in monitoring/checking/discovering/correcting their mistakes in the 

previous sessions, the debate resulted in a consensus in the class which was in favour of this 
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decision.  At the end of session 14, she stayed longer to have a look at the feedback forms in 

order to foresee the type of maths questions required. She and the researcher mutually 

selected the questions for session 15. It was agreed that the researcher would attend the 

session only as an observer, to give her the opportunity to experience full class leadership. 

The researcher then booked the space for session 15, announced it on the Facebook page, 

and printed the maths questions using staff facilities at BSUKU. The student led session 15 

effectively. It was observed that she could manage the team processes and facilitate the 

session well. She asked the teams to fill in the feedback forms and they debated the issues, 

as well as the possible solutions to said issues. They then strategised on how they wanted 

the next session to be.  

 

Picture 6 shows that the same pattern of activities emerged in the session led by this student. 

Said event presented the evidence to show that she is what the researcher tends to call a 

‘knowledge leader’. She emerged from being a knowledge broker between teams to a 

knowledge leader of the session where she ventured to lead/guide the whole class in their 

collaborative knowledge sharing and teams’ experiential learning. This newly-developed 

knowledge leader discussed with the researcher her intention to continue in the same way 

during session 16, which she in fact did.  

Further, as part of their strategy development and considering that their exam was 

approaching, students decided to reflect and revise on whatever they had practised from 

session 3 to session 17. They wanted to bring in questions that they had doubts about as the 

agenda for session 18. Hence, they asked for a day-long maths session. The researcher carried 

out this session. The last session of the systemic solution (session 19) was a further revision 

session in the first cycle.  

Picture 6: The Team Processes in the Session Led by One of the Students (A56) – 1st cycle 
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4.2.3.1.3.3.2. Emerging Event:  Ability of the System for Self-Reproduction   

From session 14 onwards, students started to ask if the researcher could facilitate the same 

types of sessions for their accounting and finance module. It was not possible for the 

researcher to take on this request. However, one of the students (C39) suggested that, if the 

researcher were to book the space, he would organise and facilitate the experiential learning 

sessions for the accounting and finance module. It appeared that he had strong accounting 

skills. Making such an arrangement led to actual implementation of the same method, this 

time for another module. The students used the method note given to them in the APS-Maths 

extra sessions as the blueprint.  

Picture 7 shows that he is monitoring the activities. The researcher attended this session and 

observed the experiential learning going forward, similar to what happened in the APS-Maths 

practice sessions. He also used the Facebook group to announce the accounting practice 

sessions. Here, through participation, the students produced observations and practical 

evidence which showed that the system for APS-Maths practice sessions is serving its 

purpose and identity. This evidence provided enough motivation for them to think of the 

same method, reproducing a similar system in order to serve the purpose of skills 

development in performance improvement in the accounting/finance module. 

 

 

Having presented the processes involved in the implementation stage of this action research, 

the next section evaluates the impact of the implemented action plans.    

  

Picture 7: Teams’ Processes in the Accounting and Finance Session, Organised/Led by One of the Students – 1st 
cycle 
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4.2.4. Stage 4: Evaluation and Assessment  

At the assessment and evaluation stage, the researcher related to the impacts of the three 

plans of actions planned and implemented in stage 2 and stage 3. Such impacts emerged in 

both forms, namely qualitative and quantitative results. Table 38 shows the types of 

assessments.  

Table 38: Evaluation and Assessment of Implemented Plans – 1st cycle 
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4.2.4.1. Assessment of Operational Plan 1 

Although the researcher designed operational plan 1 to contact 124 students whose 

attendance was fewer than 5 sessions, the module leader and the BSUKU students’ 

administrator had to carry out the plan only for those with attendance of fewer than 3 

sessions, due to time constraints. 

4.2.4.1.1. Results of Contacting Non-Attending Students 

The students’ administrator and module leader together contacted 46 students and arranged 

to meet them in person and discuss the issues related to their non-attending. Figure 23 shows 

how students responded to the emails and telephone calls from the students administrator 

and the module leader.  

 

Figure 23: Response Rate to School Contact – 1st cycle 

 
On average, the attendance rate of those who responded to the call increased to 2 sessions 

in semester 2, but those who did not respond had the same average of 1 session per semester 

(see Figure 24). In fact, the attendances in semester 1 and semester 2 had a weak correlation 

of r=+0.34. 

Figure 24: Operation 1, Change in Average Attendance – 1st cycle 
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In terms of progress in maths skill development and performance, Figure 25 illustrates a very 

similar trend for both categories on average. The test results and exam results were strongly 

correlated to one another, with r=+0.98. Total attendance for this group (low attending 

students), however, was not correlated much with final exam performance, since r=+0.22. In 

addition, it appears that the level of no-show and fail absorbed 57% of the performance (see 

Figure 26). 

Figure 25: Operation 1, Performance Progress – 1st 
cycle 

Figure 26: Operation 1, Exam Performance – 1st cycle 

 

Digging further through the streams reveals the decrease in attendance for those in streams 

A and B and an increase for those in streams C, D and E in semester 2, though the highest 

average attendances were in 3 sessions in semester 2 (see Figure 27).   

In addition, stream D, and mostly stream E, were responsible for the majority of no-shows in 

the formative test and final exam (see Figure 28). Further, there was not much difference in 

average performance for streams A, B, C and E in the formative test and final exam. However, 

stream D exhibited a sharp increase in average performance (see Figure 29). Moreover, as 

Figure 30 reveals, fails in the final exam came from streams C, D and mostly E.   
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Figure 27: Change in Attendance per Stream, OP 1 – 1st 
cycle 

 

 

Figure 28: No-Show in Formative Test and Final 
Exam, OP 1 – 1st cycle 

 

Figure 29: Average Performance in Formative Test and 
cycle st1 –Final Exam, OP 1  

 

Figure 30: Students Failed in Exam Per Stream, OP 1 – 
1st cycle 

Overall, considering the figures above and the interview with BSUKU’s administrator 

discussed in Section 4.2.3.1.1, it appears that implementing operational plan 1 in order to 

attract low-attending students has mainly revealed students’ underlying personal issues and 

basic conditions that are to be dealt with first, in order for academic engagement to begin. 

The data shows that these low-attending students have mainly GCSE D, E and F grades. The 

university, therefore, has to offer more substantial support to those being recruited with 

such maths background upon admission.  
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4.2.4.2. Assessment of Operational Plan 3/Maths Knowledge Network 

This section presents the results of various evaluations of the aspects of operational plan 3.  

4.2.4.2.1. Results of Assessing Maths Exam Performance  

Figure 31 illustrates the overall APS-Maths performance, whilst Figure 32 and Figure 33 

represent the performance of those involved in the systemic solution (maths knowledge 

network) and the performance of the rest of the students, respectively. The first major 

change in the APS-Maths module that emerged in this arena related to the increased rate of 

pass for those students who participated in the maths knowledge network. The second major 

development was the rate of no-show.  

 

Figure 31: Overall APS-Maths Performance – 1st cycle 

 

Figure 32: APS-Maths Performance, Involved in OP3 

(Maths Knowledge Network) – 1st cycle 

Figure 33: APS-Maths Performance, Not involved in 

OP3 (Maths Knowledge Network) – 1st cycle 

 

 

Figure 34: APS-Maths Proportional Exam Performance - 1st cycle 
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Figure 34 illustrates a proportional perspective on the APS-Maths final exam performance 

for both those involved in the maths knowledge network and those not involved. A whole 

student view also illustrates that those involved in the maths knowledge network had 2% fail 

out of the total 21% fail in APS-Maths. Further, all of those involved in the maths knowledge 

network attended the final exam, while there was 14% for final exam no-show among the 

rest of the APS-Maths students (Figure 32 and Figure 33). The researcher relates to this 

behaviour as increased motivation, which emerged because of the confidence gained in the 

process of maths skills development.   

It is important to note that in order to appropriately compare the result of those who 

attended the maths knowledge network and those who did not, a control group needs to be 

used. However, in this research it was not practically possible to select a control group 

because of ethical factors involved in the process. The BSUKU policy for students’ equal 

treatment and uniformity did not allow the plan for the maths knowledge network to be 

implemented only for a particular group of learners (even if randomly selected), with the rest 

excluded. In addition, the social field environment gives a greater degree of freedom to 

individuals, in contrast with laboratory research. Similarly, in the present research, 

attendance was not compulsory. Hence, non-equivalence of the experimental groups and 

the control group could easily happen. Further, experimenting in the social field is more 

difficult since the unit of intervention shifts from an individual to a larger group, such as 

teams or communities, etc. (McKillip, 1992). Nonetheless, in order to partially compensate 

for the infeasibility of having a direct control group, a literature review on self-organisation 

within socio-technical teams has been provided in Section 2.3.3.6.1. The studies reviewed 

are similar to this research, which supports the claim that if teams are self-organised and 

make their own decisions within the context of the agreed goals and objectives, they perform 

better than teams which are not self-organised. Further, despite not having a direct control 

group, the design of this action research happened to have pre-test and post-test features 

which created some opportunities to consider and discuss certain results.  

The researcher created four exam mark bands and used a paired two sample t-test to obtain 

the means of each band (see Appendix 13 and Appendix 14). The effect size of each t-test 

was then calculated, which supported the provision of some indicative inferences in this 

research. Chart 6 shows the mean differences between the formative test and the final exam 

per mark band for those involved in the maths knowledge network (OP 3) and those not 

involved (all P-values were less than 0.05). Table 31 shows the effect size of the mean 

difference for each mark band. 
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Chart 6 shows that, in each mark band, those who participated in the learning network were 

able to increase their performance more than those who did not participate. Whilst it is not 

surprising to observe that the average increase for those in band marks 60-69 and 70+ being 

involved in the maths knowledge network was high, it appears that the average increase for 

those in band mark <50 was also high; in fact, it was double the figure for those who did not 

participate in the maths knowledge network.   

In addition, according to Table 39, the size effect of the mean difference in each mark band 

for those who participated in the maths knowledge network was greater than that for those 

who did not participate in the maths knowledge network. The size effect is a means for 

quantifying the difference between the two groups. It measures the strength of an 

intervention. It is important to note that an effect size of 0.2 to 0.5 is considered as a small 

effect. The effect size of 0.5 to 0.8 shows a medium effect and the effect size of 0.8 and higher 

refers to a large effect. The higher the effect size, the stronger the relationship between an 

intervention and an outcome. The effects size here in this research conveys the estimated 

magnitude of a possible relationship. Effect size, however, makes no statement about the 

true relationship. 

Table 39: Effect Size of Mean Differences per Mark Band 

Chart 6: Mean Differences per Mark Band – 1st cycle 
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4.2.4.2.2. Results of Assessing Change in Maths Skills Level 

The researcher performed correlation and regression analyses on the data gathered at each 

session. Table 40 shows the results of these analyses, whilst Figure 35 illustrates the 

fluctuations in the process of maths skills and confidence development. 

As the purpose of the systemic solution was to develop the maths skills, the skills developed 

at the end of each session were important. Table 40 shows that skills and confidence at the 

end of the sessions were strongly correlated to skills and confidence at the start of the 

sessions (all correlation coefficient values were greater than 0.81). In this arena, regression 

analysis reveals that the skills developed at the end of the session related to a combination 

of confidence at the start (r=-0.29), skills at the start (r=+0.44) and confidence at the end of 

each session (r=0.79), as they all had p-values less than 0.05 (with a coefficient of 

determination r-square of 0.89). The negative weak correlations between confidence rate at 

the end of the session and the skills developed at the start of the sessions might be an 

indicator of fear and stress about maths, resulting in a small loss of confidence among 

students at the start of each session. With F-significance being less than 0.05, ANOVA also 

suggests that the means of skills and confidence levels perceived at the beginning of the 

sessions were different to those at the end of the session. The observation number of 174 

Table 40: Correlation and Regression Analysis for Skills Rate-End in APS-Maths OP3 (Maths Knowledge Network) 
– 1st cycle 
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represents the number of times data was collected from the learners who organically 

attended the extra maths sessions.  

Figure 35 shows that skills and confidence development accelerated after progressing 

through two thirds of the sessions. In addition, Table 41 reveals that students’ satisfaction 

regarding the facilitator’s support was correlated to their satisfaction with the support 

received from peers (with r =+66).  

 

Regression analysis provides further reference to said correlation.  

Table 41: Regression Analysis for Satisfaction with Facilitator’s support in OP3 (Maths Knowledge Network) – 

1st cycle  

Since the r-squared is 0.44, therefore 44% of the data on how happy teams are with the 

support received from the facilitator can be explained through the data on how happy teams 

are with the support received from each other in the team. Hence, the two components are 

Figure 35: Fluctuations in the Process of Skills and Confidence Development in OP3 (Maths Knowledge 
Network) - 1st cycle 
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associated together with a positively moderate strength. This might refer to a particular part 

of the facilitator’s role, namely arranging the team structures so that they could support each 

other, along with other roles. Figure 36 illustrates the fluctuations in the satisfaction with the 

support received from peers or from the facilitator.  

Figure 36: Fluctuations in the Satisfaction with the Support Received from Facilitator and from Peers in OP3 

(Maths Knowledge Network) – 1st cycle 

 

The following section provides further illustration on help seeking cases in the teams and 

across the teams along the course of extra maths sessions through a basic social network 

analysis. 

 

4.2.4.2.3. Results of Assessing Change in Maths Knowledge Network 

The researcher performed a basic social network analysis in order to reveal the changes in 

the maths knowledge network after the actions/operations. Figure 37 reveals the underlying 

structure of said knowledge network. Teams are shown in dark blue squares and individual 

students are the red circles. This graph was developed based on every 5 students who 

organically formed a team together in each session. The only adjustment was that if there 

was not a highly-skilled student in the team, the researcher advised them to swap places 

among teams to maintain the ratio of 1:4. This happened only in the initial sessions. After the 

first week, they naturally assembled their team accordingly. Since in each session they 

reported who was in their team on the feedback forms, it was possible to use this data and 

to develop Figure 37, comprising all of the sessions.  
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Figure 37: Students Attending Different Teams Throughout the OP3 (Maths Knowledge Network) – 1st cycle 

It is evident that knowledge sharing and collaborative experiential learning/practice occurred 

within teams and expanded further across teams. It is important to note that the 37 teams 

were arranged throughout the sessions. Hence, the team numbers also show the order of 

team creations through time.  

In addition, Figure 38 illustrates which teams are the key components of the network in 

connecting students together, without which some students may be disconnected from the 



249 
 

network. In this graph, all normal components, whether teams or individuals, are 

represented in red colour. Those in blue colour are the cut-points. As discussed in Section 

2.2.2.1, cut-points are nodes, and if they are removed, the network will break into detached 

segments. Blocks are the parts/segments that are produced by a cut-point.   

Figure 38: Blocks and Cut-Points in Maths Knowledge Sharing Network, OP3 (Maths Knowledge Network) – 1st 

cycle 
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It is evident that 11 teams were in critical positions to keep everyone connected throughout 

the sessions. There is also one individual (E79) who connected two other individuals (C18 and 

D49) in team 14 with six other teams, i.e. teams 16, 21, 22, 34, 35 and 36 (with reference to 

his/her presence and hence knowledge in team 14). Therefore, he/she connects subgroups 

together. 

In order to understand the level of connectivity among students, the researcher reflected on 

their network of ties. Figure 39 shows the total ties which emerged in collective knowledge 

sharing and collaborative learning/practice. 

Figure 39: Ties that Emerged in Knowledge Sharing and Collaborative Learning /Practice, OP3 (Maths Knowledge 

Network) – 1st cycle 
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Figure 40 represents the strength of student ties in the maths knowledge network. This graph 

was developed based on the data gathered in each and every session through individual 

feedback forms. The data came from answers to a question on this form which asked: who 

was most helpful to you in your team (see Appendix 6)? The width of the ties in each of the 

pairs is an indicator of the number of times each student found the other one satisfactorily 

helpful in knowledge sharing and collaborative experiential learning, and hence had stronger 

ties. Indeed, a weaker tie represents communications and a stronger tie shows helpfulness 

and effectiveness. 

 Figure 40: Strength of Student Ties in the Maths Knowledge Network, OP3 (Maths Knowledge Network) – 1st 
cycle 
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In terms of measures of the network, Table 42 offers the features of the maths knowledge 

network. 

 Table 42: Connection Measures, Knowledge Network – 1st cycle 

Density refers to the number of ties as a percentage of the number of pairs in the network 

and reveals the level of information/knowledge flow through the pairs. The density of 32% 

for a network is considered a healthy level because it promotes knowledge sharing. As Burt 

(1992) suggests, a healthy density does not generate redundant information. Overly dense 

networks in comparison would be more relevant when tight control is needed, yet they are 

ineffective for generating new and innovative solutions. In addition, with reference to a 

network’s distance-based cohesion, it can be stated that the concerned knowledge network 

has a considerable cohesion level of 55.3%. In qualitative terms, this figure means that agents 

of the networks are quite well-connected and engage/interact together well. The average 

distance relates to the average number of steps in order to access all participants in the 

network. The average distance of 2.079 in the network shows that, on average, in two steps 

everyone can be reached. It therefore indicates that collective knowledge sharing and 

collaborative experiential learning/practice between highly-skilled and low-skilled students 

in the knowledge network are highly likely.  

From the perspective of individual connections, the researcher used three main measures, 

namely degree centrality, eigenvector closeness and flow betweenness. Table 43 shows the 

degree centrality measure.  

Table 43: Degree Measure, Knowledge Network – 1st cycle  



253 
 

Micro level of analysis: The highest in-degree values referred to agents A56, A32 and D25 in 

that order. Most of the other agents often related to these three actors for discussion 

respectively. This indicates that these three agents are in the position to be asked for help. 

In addition, agents D25, A32 and A56 had the peak out-degrees respectively. The high out-

degrees suggest that they can be considered as the most influential agents.  

Meso level of analysis: With reference to distribution of agents’ degree centrality, the mean 

of agents’ degree was 16.56. This is very moderate, since there are 51 other actors. In 

addition, with reflection on standard deviations and variances, it is observed that the 

variability across the agents in in-degree was slightly more than the variability across the 

agents in out-degree and that the range of in-degree was a little bigger than that of out-

degree. These measures justify the structural homogeneity or heterogeneity in a network. 

Here, the coefficient of variation was 79% for both in-degree and out-degree. Therefore, the 

network appears to be heterogeneous in influence (out-degrees) and prominence (in-

degrees). 

Macro level of analysis: The graph degree centralisation indicates the overall integration of 

the network. In more centralised networks, economy of scale is important and in less 

centralised networks speed, flexibility, local regulations and accomplishment are prioritised. 

Network centralisation measures show how unequally the degrees are spread out as a 

percentage. Here the out-degree and in-degree centralisation of the network were 9.6% and 

12%, respectively. This evidence which makes it possible to conclude that there is no 

substantial concentration in the network. In other words, the power of individual agents does 

not differ significantly. Therefore, positional advantages of knowledge level are evenly 

spread out in the network. 

Hence, another impact of the methods used in the OP3 (maths knowledge network) is the 

improvement in the knowledge network structure. This is through a change from highly 

centralised classrooms/lectures around the main figure, i.e. the lecturer, to a quite 

decentralised network structure where students with diversified levels of maths knowledge 

are connected together. In this scenario, skills development and performance betterment 

did speed up locally using learning/practice accomplishments in self-organised teams. This is 

in line with the plan of arranging teams with a 1:4 ratio of highly-skilled to low-skilled 

students, which has now shown its impact in the whole maths knowledge network.  

Table 44 refers to eigenvector geodesic closeness to find the most central students who are 

globally influential in the overall structure of the knowledge network. This is to complement 
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the degree centrality measure. Whilst degree centrality refers to locally influential students, 

Eigenvector closeness extends the scope of the centrality measure to the overall network. 

According to the eigenvector closeness analysis, the scores of Eigenvectors reveal the more 

central agents. Here, A56, A32 and D25 were the most central students in the knowledge 

network. 

 
Table 44: Eigenvector Closeness, Knowledge Network – 1st cycle 

Micro level analysis: The eigenvalue approach provides a tidied-up form of measure for 

closeness centrality. Referring to the first eigenvector scores, the greater the score, the more 

central the agent is among all the agents in the key pattern of distances. Here, A56, A32 and 

D25 represented the most central agents in the leading pattern.  

Meso level analysis: The eigenvalues assert how the general pattern of distances among 

agents is reflective of global patterns, and more local/extra patterns. Percentage of general 

variation in distances for the first agent is important. Here, the first Eigenvalue had 26.8% in 

terms of overall percentage of distances. This suggests that the main pattern in the 

knowledge network emerges from a little more than one fourth of all distances and indicates 

that the leading pattern is not extensive. The first Eigenvalue was 2.1 times higher than the 

second Eigenvalue. This indicates that the leading pattern is 2.1 times more significant than 

the secondary pattern. Since the leading pattern was at least 1.5 times larger than the second 

pattern, the centrality measure is considered robust.  
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Macro level analysis: The Network centralisation index for the knowledge network was 

moderate (48.39%), which implies the level of concentration in the distribution of agent 

centrality and power. This is normal in the knowledge network, since low-skilled students 

were referred to, and asked for help from, highly-skilled students. When they discovered 

whom the most reliable sources of knowledge were, the number of referrals to these 

particular sources/agents increased; hence, some additional and stronger ties were created 

that led to more concentration on these three agents’ centrality. However, the 48.39% 

network centralisation was not very moderate. It would not cause problematic inequality for 

the defined purpose of the network in developing maths skills and improving performance.   

Table 45 relates to flow betweenness centrality.  This measure accepts that agents will adapt 

all of the pathways linking them, based on proportion of the pathways’ lengths.  

 
Table 45: Flow Betweenness Measure, Knowledge Network – 1st cycle 

The flow betweenness provides another picture of the knowledge network. Evidently, E79, 

C79 and A56 were the most key mediators for knowledge flow (the importance of E79 in 

knowledge flow is because it is a cut-point in the network). In addition, based on the 

descriptive statistics in Table 45, the coefficient of variation for flow betweenness of students 

was relatively high (0.84). Nonetheless, the degree of concentration/inequality in the 

spreading of flow betweenness within the knowledge network was as low as 7.465%. In other 

words, knowledge flows in the network quite smoothly.  
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4.2.4.2.4. Results of Assessing Developments in Strategies  

Throughout the implementation of the domains of viable knowledge, as discussed in Section 

4.2.3.1.3.2, students were empowered based on feedback loops that they created in each 

session on their collaborative knowledge sharing and cooperative experiential 

learning/practice. This empowerment manifested itself in terms of team and class strategies 

that they developed for their progress in maths skills development and performance 

improvement. Figure 41 shows the gradual development of strategies.  

 
It is evident that the journey of maths skills development and performance improvement 

started from knowledge sharing and learning in teams and led to a strategy for debates and 

discussions in the full class. The implementation of systemic actions/operations then ended 

with the two emergent phenomena, as discussed in Section 4.2.3.1.3.3.1 and Section 

4.2.3.1.3.3.2. The next section provides the reflection, lessons learned and the discussion on 

the four stages in the first cycle of the SCOR methodology to close the first cycle. The 

researcher will use the insights and lessons from the first cycle to feed into the second cycle.  

Figure 41: Gradual Developments in Strategies, Knowledge Network – 1st cycle 
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Stage 5: Reflection and Learning  

At this reflection and learning stage, the researcher refers to the impacts of the earlier four 

stages and the cycle is settled. Such impacts emerged from both the qualitative and 

quantitative results. The researcher used an interpretive approach to understand each of the 

impacts and to link them together in a pragmatist way. The new insights generated through 

the interpretations are discussed at this stage.  

Table 46: Reflection and Learning – 1st cycle 
 

Carrying out stage 1, i.e. diagnosis, the researcher reached a deep understanding of the 

context, structures and issues for the skills/competencies/performance situation in APS-

Maths at BSUKU. According to viable system diagnosis, management of students’ learning 

processes and their cognitive capital was undermined by the meta-system (teaching 

management). In this arena, the ethnographic observations provided rich insights into 

diverse learning processes and featured norms in different students’ streams. In addition, 

analysis of clusters of students revealed that the type of students-streaming strategy is 

creating a structural fracture in their learning system. Hence, the missing link among strongly-

skilled and low-skilled students hindered/blocked the flow of quality maths knowledge. The 

collective of identified issues is presented in Table 30.   

Taking the findings from the diagnosis stage into account, the researcher designed a systemic 

solution for maths skills development and performance improvement. This was achieved 

through performing a quantitative analysis of APS performance data for the last three years 

using Beer’s (1972) actuality, capability and potentiality measures of the system. In addition, 

dimensions of students’ social capital were considered. The availability of cognitive capital 

was used to more realistically design and plan the operations/actions. In this vein, maths 

teachers/specialists do know how to use students’ attendance (with different cognitive 
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capital levels) data in order to increase the likelihood of creating and designing an effective 

knowledge mix and learning/practicing scenarios. However, the researcher discovered that 

non-maths specialists, including the module leader at BSUKU (who admitted she does not 

know much about maths teaching) are less interested in differentiating the type of maths 

knowledge (as an interplay between tacit and explicit) from other types of knowledge. This 

is one of the major issues when a meta-system attempts to design learning/teaching 

methods. In addition, the researcher used domains of viable knowledge in order to structure 

the functionalities of the collaborative learning/practising sessions. Ultimately, the result of 

this stage was three operational plans. Operational plan 1 was to approach those who did 

not attend at least half of the maths workshops in the first semester, so as to investigate the 

causes and to motivate them to attend in the second semester. Operational plan 2 was about 

timetabling strategy and the planned details for the second semester based on which a ratio 

of 1:4 for highly-skilled to low-skilled students could be created in each workshop and tutorial 

(this ratio was designed based on their attendance rate). Said underlying desired structure 

could facilitate operational plan 3. Operational plan 3 (which later became well-known as the 

maths knowledge network), comprised facilitating a session for a basic understanding of the 

viable system model among students, creating goals, purposes and identity as well as an 

interpretation of domains of viable knowledge in the context of learning. The latter was a 

method of collaborative knowledge sharing in guided self-organised teams, which leads to 

learners’ skills development and performance improvements.  

In terms of implementation in this research, operational plan 3 was dependent upon the 

successful implementation of operational plan 2. Yet, the university’s change agenda could 

not maintain the plan since the timetabling team was technically not able to stream students 

according to operational plan 2. Hence, an agreement was made with the module leader to 

implement operational plan 3 through providing extra maths sessions (maths knowledge 

network) rather than via tutorials.  

The researcher evaluated the impacts of implementing plans 1 and 3 (the timetabling team 

could not execute operational plan 2). In terms of operational plan 1, it was understood that 

those who attended fewer than three sessions in the first semester had some personal 

conditions that obstructed their attendance. The administrator and the module leader had 

discussed the different types of help available, including the opportunity of attending extra 

maths session in their communications with these students. However, it was revealed that 

these students did not attend the extra maths sessions. This suggests that there are other 
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priority issues among these students. The interviews showed that personal, financial and job 

schedule issues were affecting the situation. The researcher learned that help in resolving 

their issues could be provided centrally through the university’s student services rather than 

at BSUKU. Reflecting on the impacts of operational plan 3 (i.e. the maths knowledge 

network), it is evident that the plan gained success in skills development and performance 

improvement. Table 47 presents the level of change in maths performance for those who 

participated in the extra maths sessions (systemic solution). 

Table 47: Change in Rate of Fail – 1st cycle 
 

With reference to the viable system performance measurement (see Section 4.2.2.1.1), it 

was evident that APS-Maths, as the evolving system, underperformed in terms of reaching 

students’ success performance rate of 82% (because 78% < 82%). It was therefore 

understood that merely adding tutorials to the structure of the APS-Maths module was 

insufficient in terms of improving the maths exam performance. Instead, the group of 

students who participated in the systemic solution (in the extra maths sessions/maths 

knowledge network) and the workshops and tutorials, outperformed with regard to students’ 

performance compared to those who did not attend the systemic solution. Their success rate 

was 87%, which was clearly above the 82% expected performance.  

In addition, the researcher learned that the systemic solution based on the combination of 

the viable system model and social network analysis could create a heterogeneous structure 

in the students’ knowledge network (see Section 4.2.4.2.3). The next impact was establishing 

the high level of cohesion (0.55) and considerable density (32%) achieved in the maths 

knowledge network. 

Further, the action research made it clear that students were truly empowered in taking 

control of their own and collective learning. This is because the method helped them to 

create a meta-system for their knowledge network. They recognised the progress made in 
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maths skill development. It was their own judgment to compare their abilities/skills 

throughout the sessions.  

With real progress made, agent A56 appeared to develop himself/herself into a ‘knowledge 

leader’ when he/she offered to run the last two sessions using a method similar to that 

employed by the researcher. The code of this student shows that he/she was from group A 

(stream 1) and that his/her maths knowledge was A-level A to C. Hence, he/she was a highly-

skilled student. In addition, social network analysis showed that he/she was one of the most 

influential (measure of degree centrality), powerful/central (Eigenvector degree closeness 

measure) and key knowledge mediators/brokers (flow betweenness measure). Therefore, 

actor A56 is called a knowledge leader, justified based on both practical terms and academic 

analysis. According to social network analysis, it is also predictable that if the systemic 

solution would have continued for a few further sessions, A32 also might have shown some 

interest in leading a session; this is because he/she was the second best in most of the 

measures mentioned above. The knowledge network was also heterogonous. A56 was one 

of the key agents in the leading pattern (slightly more than 1/4) of the network. Another key 

agent was A32, who could develop more ties to become a knowledge leader, along with A56. 

Similarly, agent C39, who also initiated self-reproduction of the system for skills development 

in the accounting and finance module, joined the session at the later stage (after session 10). 

It is predicted that, if he/she was present from the start of the extra maths sessions, his/her 

social network measures would have likely ranked him/her among the first three in all three 

measures.  

The researcher presented the results of the systemic solution to the module leader and the 

teaching team on 28th June 2016. The possibility of carrying out the same solution for the 

next academic year was also discussed. The module leader stated that for the next academic 

year timetabling might still not be able to help with streaming students based on the required 

knowledge mix in operational plan 2. It was therefore concluded that the researcher would 

be better off in practice if next year the solution could be through operational plan 3, i.e. 

extra maths sessions and creating the knowledge network in order to facilitate maths skills 

development and performance improvement.  

Finally, carrying out the first cycle of SCOR at BSUKU, the researcher learned that 

improvement in quantitative results is more important in the eyes of the module leader than 

qualitative and emerging outcomes. However, the researcher suggests that they each 

contribute equally to development of the other.  
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4.3. Section 2: Second Cycle (2016-17) Case Study 

This section of the SCOR methodology refers to the second case study. It comprises five 

stages, namely diagnosis, action planning, implementation, evaluation and 

reflection/learning, similar to the first cycle. Since the organisation site of the second case 

study is the same as the first cycle, and the researcher used the information, plans, analysis 

and learning of the first cycle, the components, structures and conditions have not changed. 

The descriptions will not be replicated here so as to avoid unnecessary rewriting and re-

analysis. 

 

4.3.1. Stage 1: Diagnosis 

Table 48 shows the data collection methods and tools, as well as the data analysis method 

for this stage. 

Table 48: Second Cycle: Diagnosis Stage, Data Collection and Data Analysis Methods – 2nd cycle 
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4.3.1.1. Process 

For the academic year 2016-17, the module leader invited the same teaching and tutorial 

teams from year 2015-16 for the APS planning meeting on 13th September 2016. This meeting 

was to reorientate everyone so that everything was the same as the previous academic year. 

The tutors cooperatively decided on a schedule of work based on their availability. In this 

meeting, it was also decided to have a quick maths test to gauge students’ current knowledge 

rather than relying on their highest past maths qualification. The teaching team was 

responsible for designing the questions and the test was to be taken at the end of students’ 

induction session on 4th October 2016. With regard to marking the test, teaching and tutorial 

teams were involved. Similar to the year before, the induction session was a collective 

assembly of new students, where they were introduced to the APS module, the module 

leader, the researcher, and other immediate stakeholders required for running and 

supporting the APS module. The process of this session was the same as the year before. The 

only difference was the new students. In the first semester, the researcher and the other two 

tutors each facilitated 18 maths workshops from 12th October 2016 to 20th December 2016. 

There were 356 students registered for APS in 2016-17 and they were allocated to five 

streams, as shown in Table 49.  

Table 49: APS-Maths – Student Streaming – 2nd cycle 

Although the researcher was informed that the timetabling would try (if possible) to allocate 

students to groups randomly, it appeared that the randomness was not effective enough. 

Based on Table 49, the skills-mix in each stream was different from that of the other streams. 

Evidently, stream 1 contained the highly-skilled students. The low-skilled students were in 

streams 2, 3, 4 and 5. Stream 5 appeared to be the most concerning one. Hence, the pattern 

of groping students in the second cycle suggests that all strong students were separate from 

the others.  

 

4.3.1.2. Finding 

For the diagnosis stage of the SOCR methodology in the second cycle, the researcher used 

the results of the viable system diagnosis (Beer, 1985; Espinosa et al., 2013) gathered in the 

first cycle. This was because the structures and processes in system 1 and the meta-system 
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did not change for the academic year 2016-17. Here, therefore, the system in focus, the 

system’s identity, system 1 and the meta-system, as well as the diagnosed issues (discussed 

in Section 4.2.1.2.1 and Section 4.2.1.2.2) remained the same for the second cycle case study 

of this action research. However, since the second cycle’s participants were students who 

had been newly admitted to the school, ethnographic observations of their learning 

processes in each student stream (system 1) in the first semester were performed to describe 

the processes.  

 

4.3.1.2.1. Ethnographic Observations: Processes in the Students’ Streams 

In order to provide an account of the learning processes of the students from each stream, 

the researcher performed ethnographic observations from 12th October 2016 to 20th 

December 2016. Similar to the year before, the observation helped in reaching insights into 

learning processes specific to students in the cohort of 2016-17. These insights could then 

feed into the design of relevant structures and mechanisms for collaborative knowledge 

sharing and skills development.  

Stream 1 (Group A):   

Stream one, identified as group A, comprised 49 students whose marks in the quick maths 

test ranged from 62 to 80. The researcher observed the maths workshop of this group on 

Friday 9th December 2016. The workshop started at 13:00 and ended at 14:50. It was 

observed that:  

“Students were very quiet and focused during the whole session whether in lecture slots or in 
the exercise time. They knew the maths theories and application of the concepts very well 
when solving MyMathLab exercises. Only three students asked for help from the tutor in the 
exercise intervals. Two of the issues were about simple arithmetic errors and the other 
pertained to technical problems with signing into MyMathLab. They were quick to answer the 
questions and the answers were correct. 26 students out of 35 present in the session (74%) 
used pen and paper to answer the questions, despite the fact that MyMathLab was online. 
They all merely concentrated on the online pages for MyMathLab and the APS module. No 
student-to-lecturer or student-to-student communications was observed. No mobile or 
distracting device was in sight. 27 students (77%) finished all exercises early and asked if they 
could leave early”.  

 

Stream 2 (Group B):   

Stream two, i.e. group B, consisted of 57 students. Their marks on the quick maths test were 

in the range of 40 to 62. Through an observation on Thursday 8th December 2016 at 16:00 to 

15:50, it was revealed that:  

“Students’ ability to solve the exercises was very good. They know the concepts too. Six 
students asked questions. Three wanted to make sure their method of applying theory to the 
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exercises were correct. Two of them asked questions about the concept to clarify the right 
formula and the method to apply it. Another one referred to the application of quadratic 
equations and discussed why he has not reached the correct answer. This student asked for 
another example from the tutor to fully understand the concept and its application. 25 
students out of 40 present in this session (63%) used pen and paper to answer the questions 
on MyMathLab. Two students were whispering/chatting with each other. Hence, there was a 
little noise at the exercise intervals. The class, however, was quiet at the lecturing intervals. 
There were five mobiles seen on students’ desks. The students used them sometimes”. 
 

Stream 3 (Group C):  

This stream, known as group C, contained 84 students. In the quick maths test, students’ 

marks ranged from 37 to 58. On Friday 9th December 2016 at 15:00 to 16:30, it was observed 

that:   

“There were 53 students present in the session. Students had a moderate level of maths 
knowledge, both in terms of concepts and in application. In total, 24 people asked tutors and 
the lecturer for help at the exercise intervals. Out of these 24 students, 6 students did not 
know the concept of compound interest at all and 9 of them did not know how to apply the 
formula. There was a need to explain the contents further through extra examples for those 
who struggled to understand the concept and the application. 50% of those present (27 out 
of 53) used pen and paper to solve maths questions on MyMathLab. Behaviourally, whilst 
students were quiet at the teaching intervals, a little distracting noise was heard at the 
exercise intervals in the back corners of the class. Five students were talking about something 
irrelevant to the maths session. Although MyMathLab was open on their screens, other pages 
(online games) were also open and active. In addition, four students used a mobile in the 
session”.  

 

Stream 4 (Group D):   

Stream 4, identified as group D, consisted of 85 students. Their marks on the quick maths 

test ranged from 14 to 47. The researcher observed this stream on Wednesday 7th December 

2016 at 11:00 to 12:15. It was revealed that:  

“There were 50 students present in this session. Their maths knowledge in terms of concepts 
and application was below average. Only 20 out of 50 (40%) did use pen and paper to solve 
the questions. Tutors and the lecturer responded to 20 calls for help at the exercise intervals. 
40% of the calls were about issues in understanding the concept of compound interest as well 
as simultaneous equations, whilst 60% related to the application of the concepts concerning 
the questions at hand on MyMathLab. Observing lack of skills at the exercise intervals, the 
lecturer suggested to the whole class to book one-to-one tutorials with the library skills team 
if they felt less confident and struggled with particular topics in maths. Noise was evident in 
this session, as all of the back seats were chatting to each other. Online shopping webpages, 
games and Facebook were observed open and active on the screens of eight students. In 
addition, 10 students were disengaged because of using their mobile in the class”.  

 
Stream 5 (Group E):  

Stream 5 was identified as group E. There were 81 students assigned to this stream. Their 

marks on the quick maths test ranged from 0 to 41. Through an observation on Thursday 8th 

December 2016 at 11:00 to 12:50, it was found that:     
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 “There were 45 students attending this session. Their maths knowledge was concerning. Half 
of students (24 of them) were very confused on the concepts as well as application of the 
rules/procedures in the questions at hand. Students expressed their lack of confidence, fear 
and stress about maths lessons to the tutors. The lecturer asked all to each book an 
appointment with the library skills team if they were struggling. Only eight students used pen 
and paper to complete the exercises on MyMathLab. On one occasion in a teaching slot, half 
of the students were chatting with each other. Their chat was not relevant to the maths lesson. 
The class was very noisy. The tutor had to ask the lecturer to stop in order to reorientate/re-
engage those talkative students who were not listening to the lecturer at the teaching 
interval. Social media webpages were open on screens (10 students). Three students left the 
class. It appeared normal to use/play with mobiles (15 students)”.  

 

The ethnographic observations described above were brief accounts of the norms in the 

teaching/learning processes of each stream. Reflecting on these accounts, it was evident that 

stream 1 represented highly-skilled students. Their norms of using pen and paper for solving 

maths questions, as well as not using mobiles/social media/games in the session, could help 

to produce a deeper focus on the questions at hand. These norms were not widespread in 

other streams and the lack of focus was clear (particularly in streams 4 and 5). Stream 4, and 

particularly stream 5, were in a concerning state due to lack of sufficient knowledge of maths 

concepts and procedures. Streams 2 and 3 were generally on the safe side in terms of both 

moderate prior maths knowledge and level of focus. However, if students in streams 4 and 5 

could create and maintain the culture and conditions to focus in the maths workshops, it 

would have been possible to learn the concepts and apply the mathematical notions in order 

to solve the questions at hand. This was not happening in streams 4 and 5 at all.  Attendance 

in streams 4 and 5 was also not satisfactory. With the maths contents being interlinked, it 

was vital for them to attend every single workshop. Hence, absence was a big risk for students 

in stream 5. In terms of communication, there was no goal for student-to-student 

communication that could orientate them towards the maths learning. Therefore, the level 

of distracting noise, especially in stream 5, was high. In this arena, it was highly 

recommendable to create guided/supervised communication and collaborative learning 

mechanisms to improve maths performance. This is because communication is a double-

edged sword. Creating connections among the five groups of skill-mix could challenge the 

misconceptions through guided students’ communications/debates/discussions. In addition, 

lack of confidence in streams 4 and 5 was evident. Through communications and interactions, 

the lack of confidence could be reduced, when quality maths knowledge could be shared 

among students with different skills (if the skills-mix could be arranged in all streams). 

Evidently, similar to the first cycle, the second cycle of APS students did not have such 

arrangements. Overall, it appeared that the dynamic learning processes in each stream of 

the second cycle were similar to those of the first cycle.  
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4.3.1.2.2. Cluster Assessment of the Streams 

This section provides the situation in the students’ network. The researcher wanted to better 

understand the structures and relations within system 1 in the second cycle.  

4.3.1.2.2.1. Clusters: Visual Illustrations of the Streams 

Figure 42 visualises how 356 students were streamed in five groups, namely A, B, C, D and E. 

The colours of the nodes show the range of marks for each stream. Dark blue is for the highest 

marks. As the blue colour becomes lighter, the marks decrease. The light green, phosphoric 

green, yellow and orange all indicate lower marks, respectively. Dark red indicates the lowest 

mark.  

 

Figure 42: Clusters of First-Year students – APS-Maths Streaming – 2nd cycle 
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Figure 43 illustrates how students performed in the quick maths test. 30 students were 

absent on the day. The scattered nodes indicate their absence. The colour codes for Figure 

43 are the same as for Figure 42. The sizes of the nodes show how high or low the marks have 

been. The researcher found streams D and E, and particularly stream E, in a critical situation. 

 
 

Figure 43: APS-Maths Formative Test, First Semester – 2nd cycle 
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In addition, since a measure of access to learning/developmental tasks is attendance, Figure 

44 refers to the attendance of students in the second cycle. The sizes of the nodes reflect 

attendance in each stream and the colours of the nodes depict students’ marks in the 

formative quick maths test. Dark blue shows the highest mark. Light blue, phosphoric green, 

light green, yellow, orange and dark red illustrate lower marks, respectively. Of the 10 maths 

workshops planned for APS-Maths by the module leader, 41 students did not attend any of 

them. Evidently, attendance in stream E was the lowest.  

Figure 44: APS-Maths Students’ Attendance – 2nd cycle 
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Further, since maths’ concepts are connected/interlinked together, continuous attendance 

at maths workshops was vital. The researcher therefore decided to investigate how many 

students attended at least five maths workshops.  

Figure 45 shows this situation. It appears that 222 students attended fewer than 5 

workshops. It is also evident that stream E was in a concerning state in terms of attendance.  

 

Figure 45: APS-Maths Students’ Attendance (More than Five Sessions) – 2nd cycle 
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Table 50 also shows that the attendance of those in stream D and stream E was very low. 

Table 50: Rate of Access to Maths Skills Development Sessions – 2nd cycle 

In addition, the clusters, as shown in Figure 42, Figure 43, Figure 44 and Figure 44, revealed 

that there was no relation/connection between students in stream A and students of the 

other streams. This was not in favour of stream D, and certainly not in favour of stream E, 

whose students had much lower maths skills. Hence, quality maths knowledge flow and 

collaborative experiential learning based on mixed skills were hindered.  

Overall, the patterns and trends of the streams in the first and second cycle were the same. 

Management of students’ social capital was therefore inefficient due to the type of student 

streaming. In other words, effective organisation/connections of cognitive, relational and 

structural capital in the students’ network were sacrificed. Similarly, sharing/learning from 

the underlying norms/practices that govern the learning in each stream was also obstructed. 

Evidently, students’ streaming strategy and timetabling (i.e. structural capital) were the key 

obstacles in both cycles. The only difference in the two cycles was having the formative test 

at the very beginning of the semester in the second cycle. Since the test was taken at the end 

of the induction session, where almost all students attended, many more students took the 

test compared to the formative test in the first cycle. Hence, the researcher and the module 

leader could better understand the current level of the students’ maths skills. In addition, 

since it was a paper-based test, this was an extra step (though the only) in recognition of 

aligning the type of test during the semester with the type of test in the final exam. However, 

choosing the level and type of questions was not in the vicinity of the researcher’s role. Whilst 

in this way one of the issues identified in the first cycle was responded to, further 

configuration/alienation of the level of questions in such a test with the level of questions of 

final exam is recommended. Moreover, performing this basic cluster assessment was 

important in order to ensure that the issues identified in the first cycle were also relevant to 

the second cycle students. Using these issues, the next section relates to the second stage of 

the second cycle in the SCOR methodology and provides the operation/action planning and 

design. 
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4.3.2. Stage 2: Operation/Action Planning and Design 

Table 51 shows the data/information sources as well as the planning and design methods for 

this stage. 

Table 51: Methods for Planning and Designing in Operation/Action Planning and Design Stage – 2nd cycle 
 

 

4.3.2.1. Process 

Reflecting on the diagnosis and detailed analysis of the first stage in both the first and second 

cycle of the SCOR methodology, the researcher designed the systemic solution from 5th to 

15th January 2017. The plan of actions/operation was discussed with the module leader, as 

well as the teaching and tutorial team in a meeting on 26th January 2017. The details of how 

the systemic solution was designed are presented next.  

4.3.2.1.1. Viable System Model: Planning for Better Performance 

At this stage of the second cycle, the concept of performance measurement in the viable 

system model was used, similar to the first cycle. For this purpose, the researcher referred 

again to the notions of actuality, capability and potentiality of the system. Understanding 

that learning is emergent, the aim, however, was not to quantify the processes of 

teaching/learning.  
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4.3.2.1.1.1. Finding System’s Actuality, Capability and Potentiality – Exam Performance 

In order to figure out the system’s actuality in terms of students’ success rates, the researcher 

analysed Table 47 (Section 4.2.5), based on their failure rates in the previous years. It was 

evident that the system’s actuality in terms of students’ success rate can be explained from 

two perspectives. First, the system’s actuality for student success rates based on the tutorials 

added to the structure of APS-Maths stood at 78%. Second, when the exam results that 

emerged from the systemic solution were taken into consideration, the actuality of student 

success rates was 87% success in the exam. Since the aim was to examine and observe the 

effect of the systemic solution in terms of the maths knowledge network in the two cycles of 

operational research, the researcher focused on the first perspective. Therefore, for the 

second cycle the actuality of the system for the KPI of student success rate was considered 

as 78% success in exam. In order to figure out the capability of the system for this KPI, the 

researcher used Table 47 again. Such analysis showed that the capability of the system in 

terms of students’ success rate was 83.75%. With regard to potentiality, since the module 

leader decided to continue providing the tutorials as part of the teaching structure in the 

second cycle, the potentiality of the system in terms of student success rate remained 

unchanged at 90%. Using actuality, capability and potentiality for this KPI, it was possible to 

measure the productivity, latency and performance of the system, relevant to student 

success rate.  

Productivity = Actuality/Capability = 73.85/83.75 = 0.93  
Latency = Capability/Potentiality = 83.75/90 = 0.93 
Performance = Productivity*Latency = 0.93*0.93 = 0.86 = 86% 
 

In other words, it was excepted to observe 86% students’ success in the exam for the 

academic year 2016-17. Whilst the actuality, capability and potentiality of the system in 

terms of students’ success rate were figured out and declared, the researcher considered 

finding a practical way towards managing the dimensions of students’ social capital in the 

system. The following section explores these dimensions.   

4.3.2.1.2. Considerations for Managing Dimensions of Social Capital  

As part of planning for action research, the researcher referred to the students’ rates of 

access to learning/developmental activities through their attendance results in the first 

semester. Similar to the first cycle, the effective management of social capital could then be 

achieved through mixing students with different maths skills (i.e. mixing different kinds of 

cognitive capital) by considering how the patterns of their access to learning/development 

opportunities have emerged (their relational capital), and by creating the conditions that 
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make learning more likely (structural capital).  For this purpose, the researcher first analysed 

the data in Table 50 to shed light on the ratios of access to developmental workshops of 

maths learning. Table 52 shows these ratios.  

Table 52: Ratios of Access to Maths Sessions – 2nd cycle 

Acknowledging the complexities involved in the case of students’ attendance, similar to the 

first cycle, the researcher assessed the likelihood of the worst case, in which every highly-

skilled student would choose to attend just five sessions (those five sessions that no low-

skilled student attended). Referring to the data, among those who attended at least 5 

sessions, only 33 out of 356 (9.3%) students attended just 5 workshops (1.4% highly-skilled 

and 7.9% lower-skilled students). Since the researcher did not have access to the details of 

sessional attendance per student, this 9.3% advocated that from those who attended at least 

5 sessions, 90.7% of them attended more than 5 sessions and this dramatically increased the 

likelihood of highly-skilled and low-skilled students being in the same session. Hence, the 

ratio in the first scenario is very reliable.  

Comparing Table 34 and Table 52, it is evident that the ratios of the two research cycles 

differed in the second and fourth scenarios. Since 100% attendance very rarely happens in 

reality, the fourth scenario would not be realistic. The second scenario shows that if all low-

skilled students in the APS-Maths module were attending at least five workshops, then there 

was only 1 highly-skilled student available per 11 of them in order to create a team with a 

skills-mix. Yet, based on one of the findings in the first research cycle (see Section 

4.2.3.1.3.2.3), teams comprising more than five members could not effectively help each 

other. This shows that the situation could be worsened in the second cycle if all low-skilled 

students decide to attend at least five workshops, whilst only a few highly-skilled students 

would be attending. The ratio of the first scenario was more likely to emerge again in the 

second semester of APS, since it was only relying on those who attended at least five 

workshops in the first semester. Therefore, the researcher aimed to group students into 

teams of five, similar to the first research cycle. Each team of five comprised one highly-
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skilled student and four low-skilled students in order to achieve the skills-mix required in 

collaborative knowledge sharing and experiential learning. 

4.3.2.1.3. Viable System Model: Domains of Viable Knowledge 

Similar to the first cycle, the structure of the desired knowledge network for the extra maths 

sessions was shaped by Achterbergh and Vriens’ (2002) 31 domains of viable knowledge. 

Since the exact same interpretations of these domains were used in the second cycle, the 

researcher avoids rewriting them in this section (see Section 4.2.2.1.2).  

With reference to Section 4.2.5 (the reflection and learning from the first cycle), the 

conclusion was to carry out the second cycle of the systemic solution in the extra maths 

sessions through action research. This meant creating a maths knowledge network, in order 

to develop students’ maths skills and to improve their performance. Having identified the 

ratio in the teams and declaring the desired structure, next was the implementation of 

operational plan 3, which was the extra maths sessions/maths knowledge network (for 

operational plan 3, see Section 4.2.1.3).  
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4.3.3. Stage 3: Implementing the Actions/Operations  

In the implementation stage of the SCOR methodology, the researcher referred to 

operational plan 3, as discussed in stage 2 of the second cycle (Section 4.3.2).  

Table 53: Implanting Actions/Operations, Operational Plan 3 – 2nd cycle 

4.3.3.1. Process  

The researcher reflected on the design of the actions/operations. The plans of actions were 

implemented from 15th February until 18th May 2017. To carry out this study for the second 

cycle, the system in focus was the extra maths sessions and the primary activity for the 

system was defined as knowledge sharing and collaborative experiential learning in teams. 

4.3.3.1.1. Implementing Operational Plan 3/Maths Knowledge Network 

Since the researcher was involved in both the workshops and tutorials of APS-Maths, it was 

possible to promote the extra maths sessions to students of each stream throughout the first 

semester. They asked if they could register their names and be informed of the first session. 

42 students registered to attend at this stage. Checking their names against their formative 

quick test results, it was evident that both highly-skilled and low-skilled students were willing 

to attend the extra maths sessions. Their enthusiasm came to light when six students from 

different workshops approached the tutor and asked when the extra sessions would start. 

The researcher decided to arrange a preliminary gathering. This session was an introduction 

to hear students’ opinions about their experiences and their perceptions of maths prior to 

implementing the first week’s activities. Hence, the researcher sent an email to these 42 
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students on 19th November inviting them to attend the gathering on 24th November 2016. 

Attending this session, the researcher started informally asking how they were, how their 

day was, and how their studies were going on. Greeting respectively, they expressed their 

stress and anxiety about APS-Maths. One of the students said: 

“I was not in a good high school. Different supply teachers or teaching assistants taught in our 
maths lessons and that was not helping at all” (Student Comment, Preliminary Session).  

There were six other students nodding that this was also the case for them. Five additional 

students mentioned that they had heard from the last year’s students about extra maths 

sessions and decided to attend. The researcher talked about the achievements of the 

previous year’s students as part of her PhD action research. She then informed students that 

the extra maths sessions would be carried out in the second semester. She ensured the 

learners that they would enjoy their time of learning together and this would reduce their 

stress to a great level and increase their confidence. In addition, the researcher invited 

students to join the APS-Math Facebook group (staged the year before) to be informed 

promptly of the schedule of the first week’s sessions. They appeared happy with this 

arrangement. On 12th February 2017, the schedule of the first week of extra maths sessions 

was posted on the Facebook group.   

4.3.3.1.1.1. Implementing the First Week’s Activities  

The first week of implementation comprised two sessions (15th and 20th February 2017). 

Students signed the consent forms. The banquet-sitting layout and team assembly ratio of 

1:4 were applied in these sessions. Welcoming students, a brief recall of the gathering of 24th 

November 2016 was discussed, followed by a short debate on issues involved in APS-Maths. 

The researcher then handed out a sample of the maths questions and asked the students to 

reflect on the level of the questions, and to devise a goal for their teams in terms of how they 

would work to reach such a level of maths skills. Pictures 8 and 9 illustrate their efforts.  

 

Picture 8: Teams discussions for their team goals - 
2nd cycle 

Picture 9: A team reflection on the sample - 2nd  
cycle 
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The researcher then facilitated a dialogue to reach an agreement on the goal and the identity 

of the extra maths sessions, similar to the first research cycle. In addition, after each student 

had been handed the method of knowledge sharing (see Appendix 2), they reflected, asked 

questions and discussed the method in relation to achieving their goals. After these activities, 

the researcher started to introduce the basics of the viable system model with a discussion 

on how it relates to the method of knowledge sharing (see Appendix 3). Students also learned 

how this method was expected to benefit them through a motivation note (see Appendix 4). 

Following this, the researcher referred to the differences in the learning processes found 

through ethnography in different streams of students and asked them if they were interested 

in defining their own ground rules/norms – something that they all stated they would be 

committed to. Here, they started to appreciate the skills-mix more. Table 54 reveals students’ 

agreements.  

Table 54: Teams’ goal, Identity & Class goal and Ground rules – 2nd cycle 
 

4.3.3.1.1.2. Implementing the Activities of the Second Week and onwards  

The activities of the second week and onwards were from 21st February to 16th May 2017. A 

total of 49 students attended 15 extra maths sessions for collaborative knowledge sharing 

and experiential learning (18 session in total, including the first week’s sessions). The process 

of scheduling the extra maths sessions in the second cycle turned dynamic. In each session, 

the researcher planned for the date and timing of the next session. Information about the 

next session was then put on the Facebook group to remind students. Since the researcher 
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was involved in the maths workshops and tutorials, she was informing other students about 

extra maths sessions accordingly. 

The sitting style and ratio of 1:4 were the same as the session in the first week. The choice of 

topics and practice questions was based on discussion with students in each session. 

Questions were then printed and made ready for students to practise in the next session. 

Students understood the method of collaborative learning/practising in the first week of the 

solution, and therefore they easily engaged with solving maths questions in the second week 

using the method note. Picture 10 shows the collaborative learning and practice of 

experiential learning in two teams. The two teams were sitting beside each other and could 

ask each other’s members if they could not reach a conclusion in their own team. This 

enabled the process of knowledge brokerage. 

 

Picture 10: Teams Discussions and Processes of Experiential Learning – 2nd cycle 

They also allocated 10 minutes at the end of each session to reflect on their experiential 

learning, to brainstorm on the strategies for improvement in the teams, and then to 

collectively discuss in the class and approve an idea that sounded more beneficial to all. They 

recorded their strategies in each session through filling in individual and team feedback forms 

(see Picture 11).  

 
Picture 11: A Team Discusses Filling in the Feedback Forms – 2nd cycle 
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4.3.3.1.1.2.1. First Type of Feedback Loop: More Experiential Learning 

The researcher understood the type of feedback loop based on what students decided for 

their performance improvement. This was highlighted on their feedback forms, both 

individually and in the teams. They recognised the need for more questions and more 

collaborative practice sessions in order to fully understand the maths concepts and 

comprehend how to solve the questions. They also suggested what resources could be used 

to select more questions. The researcher then facilitated the organisation/printing of those 

questions. Hence, their strategy was the continuous experiential learning cycle, up to the 

point where everyone in the team could feel confident and become skilful on each topic. 

Reflectively, this strategy was a mechanism for system 3 to monitor and regulate the 

activities of system 1 in their skills development and performance improvement. The tactical 

planning in system 2 was also clarified based on this strategy. 

4.3.3.1.1.2.2. Second Type of Feedback Loop: Managing Teams’ Complexities  

Another key feedback loop referred to teams’ complexities. With the learning from the first 

cycle, the researcher was cautious about the number of students in each team. In two of the 

sessions where the number of present students was not a multiple of five, it happened that 

one team was left with only three students. Based on the feedback forms from both sessions, 

students in the team of three members strategised and planned to be in a team of more 

students next time. Although it was expected that this situation would be in favour of low-

skilled students (more time for obtaining support from the highly-skilled students in their 

team), this instance appeared to show that more viewpoints in the team discussions 

contributed to a better process of collaborative experiential learning. Notably, team 

complexities at the implementation stage of each of the first and second cycles were 

different. In the two instances in the first cycle, it was the highly-skilled students who 

reported frustration with excessive regulatory tasks of monitoring, checking and discussions 

in their bigger teams (Section 4.2.3.1.3.2.3). In the two instances in the second cycle, it was 

the low-skilled students who reported the demand for more students in their team in order 

to have more perspectives in their team’s discussions.   

Another observation of team complexity management in the second cycle related to a 

dyslexic student (D53), who was slower than his/her teammates. The researcher observed 

that the team self-organised itself in order to provide more discussion, more details and to 

be more patient to accommodate their teammate. This practice clearly paved the way for 

the dyslexic student to develop his/her skills effectively to an extent that later she could 

monitor and check her teammates’ work and help them. For example, when solving a 
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quadratic equation in the team appeared to be a complex task to understand, he/she 

confidently offered to explain it in detail and checked how other peers had proceeded in their 

process of solving the questions. It was apparent that the team’s self-organisation 

empowered him/her to a great extent, so much so that he/she could play a proactive role in 

her team and the class.   

4.3.3.1.1.2.3. Third Type of Feedback Loop: Access to an Online Platform 

From the beginning, students joined the APS-Maths Facebook group (staged the year before) 

in order to be notified of extra maths sessions on their mobiles. While the researcher could 

create a new Facebook group for these students, it was decided that joining the same 

Facebook group would create a bigger supportive learning network for students. Although 

students could use this platform to solve a question together online (by posting it in the group 

and proceeding with the process of solving it in the comments, similar to the approach which 

students of the year before adopted), they used this online platform more for coordination, 

announcement and organisation of the extra maths sessions. In addition, the emerging 

events, which will be discussed next, were organised and arranged on this Facebook group. 

Hence, for the second cycle students, the Facebook group was a pivotal mechanism of system 

2.  

4.3.3.1.1.3. System’s Evolutions: Emerging Phenomenon 

With the progress in the skills development for students, the following events emerged.  

4.3.3.1.1.3.1. Emerging Event: Development of Knowledge Leaders 

Since students demanded more maths sessions, after session 8, one of the highly-skilled 

students (A6) asked the researcher if he/she could facilitate and lead a maths session. There 

was no objection to this request. Therefore, he/she used the Facebook group to ask students 

whether they wished to get together for an extra maths event (see a screenshot of his/her 

initiative in Picture 12).   

Picture 12: Initiative for a Session by a Highly-Skilled Student – 2nd cycle 

Said session (session 9) was finalised for 20th April 2017, and facilitated by the student using 

the same method of collaborative experiential learning/practising. After this event, the 

researcher facilitated the next extra maths session. The same student asked again to 
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facilitate/lead another session. Upon agreement, that student’s next session (session 11) was 

scheduled for 27th April 2017 (see a screenshot of his/her initiative in Picture 13). 

 

 This session was also performed in a way similar to a normal extra maths session facilitated 

by the researcher. Students worked in teams, discussed and debated each other’s work, and 

strategised with a view to achieving better performance in the session after. The researcher 

observed these two sessions and it was evident that this highly-skilled student turned into a 

knowledge leader who could manage and guide the whole class of students for their 

collective knowledge sharing and collaborative learning in their teams. After these student-

led sessions, the researcher continued the facilitation of the rest of the extra maths sessions. 

Further, the Facebook platform created a collaborative environment between the students 

involved in the first cycle (2015-16) and those involved in the second cycle (2016-17) in such 

a way that two of the students from the first cycle offered to lead a maths session for the 

students of the second cycle. One of them was the same highly-skilled student who led two 

sessions the previous year. The other was another student who attended one of the extra 

maths sessions and helped the researcher in facilitating the team processes for the 

experiential learning/practising (Picture 14). This was also a new type of feedback loop. The 

insights from the collaborative experiential learning in the first cycle could be fed back by a 

student to the collective knowledge sharing and collaborative experiential learning in the 

second cycle.  

 

Picture 13: Invitation for Another Session by a Highly-Skilled student – 2nd cycle 

Picture 14: Facilitating of Collaborative Learning by an APS-Maths Student from the Year Before – 2nd cycle 
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4.3.3.1.1.3.2. Emerging Event:  Ability of the System for Self-Reproduction   

After session 8, students reached an understanding that the method used in their extra 

maths sessions served the purpose and identity. They decided that they could also create 

some collaborative experiential learning/practice sessions for their module of accounting 

and finance. They asked if the researcher would facilitate such sessions. Although this was 

not possible for the researcher, one of the students (C53) took the initiative, announced the 

aforementioned organisation of learning events on the Facebook group, and then 

created/facilitated the events. Picture 15 shows a screenshot of said coordination.  Students 

used the same method of collaborative learning and experiential practice in those sessions.  

 

The first of the series of the system’s self-reproduction was created for 20th April 2017 

(Picture 16).  

 

Reflecting on the events which emerged in the first and second cycles, the researcher 

observed that students in both cycles were proactive in self-organising relevant activities 

towards the identity and purpose of their own learning system. The researcher recognised 

the importance of providing the opportunities for students to lead a session. With the 

learning and insights gained from managing the first cycle, the researcher became more 

facilitative towards students’ collaborative skills development and performance 

improvement. 

Picture 15: Arrangement for System’s Self-Reproduction – 2nd cycle 

Picture 16: Initiative of a Self-Reproduction Event – 2nd cycle 
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4.3.4. Stage 4: Evaluation and Assessment  

In this section, the researcher illustrates and discusses the evaluation of operational plan 

3/the maths knowledge network for the second cycle.  

Table 55: Evaluation and Assessment of Implemented Plan – 2nd cycle 

 

 

4.3.4.1. Results of Assessing Maths Exam Performance  

Figure 46 shows the overall APS-Maths performance, whilst Figure 47 and Figure 48 illustrate 

the performance of those under the systemic solution (maths knowledge network) and the 

performance of the rest of the students, respectively.  

Evidently, there was a major increase in the pass rate for those who participated in the maths 

knowledge network for their maths skills development. The next achievement of the 

systemic solution was 0% rate of no-show.  
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Figure 46: Overall APS-Maths Performance – 2nd cycle  

 

Figure 47: APS-Maths Performance, Involved in Maths 
Knowledge Network (OP3) – 2nd cycle 

 
 

Figure 48: APS-Maths Performance, Not Involved in 
Maths Knowledge Network (OP3) – 2nd cycle 

 

 
Figure 49: APS-Maths Proportional Exam Performance – 2nd cycle 

 
 
Figure 49 shows a proportional perspective on APS-Maths final exam performance for both 

those involved in the maths knowledge network and those not involved. It also shows that 

those involved in the maths knowledge network (OP3) exhibited 2% fail out of the 19% fail in 

the whole APS-Maths module. In addition, whilst all students involved in the maths 

knowledge network (OP3) attended their APS-Maths final exam, there was a 9% no-show in 

the final exam for the rest of the students (Figure 47 and Figure 48). This is evidence of 

increased motivation for final exam performance in terms of attending. The researcher 

relates to this motivation as emergent from confidence that students gained in the process 

of skills development under the systemic solution. 
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Similar to the first cycle, the design of this action research happened to have pre-test and 

post-test features which created some opportunities to consider and discuss certain results. 

The researcher created four exam mark bands and used a paired two samples t-test to 

determine the means for each band (see Appendix 15 and Appendix 16). Effect size of each 

t-test was then calculated, which supported the provision of some indicative inferences in 

this research. Chart 7 shows the mean differences between the formative test and the final 

exam per mark band for those involved in the maths knowledge network (OP 3) and those 

not involved (all p-values were less than 0.05).  

 

 Table 56 shows the size effect of the mean difference for each mark band. 

Chart 7 shows that the average increase of marks for those involved in the maths knowledge 

network was greater than the average increase for those who were not involved in the maths 

knowledge network in each of the mark bands. The level of increase was also impressive. In 

addition, it is interesting to observe that the average increase for those in band mark <50 

was higher than in any other band. This means that the approach adopted in the knowledge 

network has been more effective for those who were initially low-skilled. Comparing the 

results in cycle 1 and cycle 2, it appears that when students took the formative test at the 

very beginning of the semester, the situation was more beneficial for low-skilled students 

(those in mark band <50, see Chart 6 and Chart 7). They could self-organise their learning and 

 Table 56: Effect Size of Mean Differences per Mark Band 

16.5

9.42 8.8

10.94

6.8

4.9

2.9

0

2

4

6

8

10

12

14

16

18

 <50 50-59  60-69 70+

M
ea

n
 D

if
fe

re
n

ce
 B

et
w

ee
n

 
Fo

rm
at

iv
e 

Te
st

 a
n

d
 F

in
al

 E
xa

m

Mark Bands

Involved in maths knowledge network Not involved in maths knowledge network

Chart 7: Mean Differences per Mark Band – 2nd cycle  



286 
 

perform better. Further, according to Table 56, the effect sizes of mean difference in each 

mark band for those who participated in the maths knowledge network were greater than 

those for the students who did not participate. The size effect is a means for quantifying the 

difference between the two groups. It measures the strength of an intervention. The higher 

the effect size, the stronger the relationship between an intervention and an outcome. The 

effect size here in this research conveys the estimated magnitude of a possible relationship. 

Effect size, however, makes no statement about the true relationship. 

 

4.3.4.2. Results of Assessing Change in Maths Skills Level 

Table 57 presents the results of correlation analysis on data taken from all sessions.  

Table 57: Correlation and Regression Analyses for Skills Rate – end in APS-Maths OP3 (Maths Knowledge 

Network) – 2nd cycle 

Referring to Table 57, it is evident that skills and confidence at the end of the sessions were 

strongly associated with skills and confidence at the start of each session (all correlation 
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coefficient values were more than +0.84). Maths skills developed at the end of each session 

were related to a combination of confidence at the start (r=-0.17), skills at the start (r=+0.39) 

and confidence at the end of each session (r=0.75). All p-values were less than 0.05 and the 

coefficient of determination (r-square) was 0.86. The slight fear and anxiety about maths that 

can lead to loss of confidence was observed in the negative week correlation between 

confidence rate at the start and the skills developed at the end of the sessions. Figure 50 

depicts the fluctuations in the process of maths skills development. It appears that skills and 

confidence development accelerated after progressing half way through sessions. 

 

Figure 50: Fluctuations in the Process of Skills and Confidence Development in OP3 (Maths Knowledge 
Network) - 2nd Cycle 

 

Further, Table 58 shows regression analysis for satisfaction with facilitator’s support.  

 

Table 58: Regression Analysis for Satisfaction with Facilitator’s Support in OP3 (Maths Knowledge Network) – 
2nd cycle 
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As Table 58 shows, students’ satisfaction with the facilitator’s support was associated with 

their satisfaction with support received from their peers (with r =+73). Based on regression 

analysis, since r-square was 0.53, therefore 53% of the data on how happy teams are with 

the facilitator’s support was explained by the data on how happy teams are with the peer 

support in their teams. This is a positively moderate strength correlation. It might refer to 

the certain part of the facilitator’s role for organising the team structures so that they could 

support each other. Figure 51 shows the fluctuations in the satisfaction with the support 

received from the facilitator and from peers. 

 

Figure 51: Fluctuations in Satisfactions – Receiving Support from Facilitator and Peers in OP3 (Maths 
Knowledge Network) – 2nd cycle 

The next section further illustrates help seeking cases in the teams and across the teams 

along the course of extra maths sessions through a basic social network analysis. 

 

4.3.4.3. Results of Assessing Change in Maths Knowledge Network (SNA) 

A basic social network analysis was performed to uncover the changes in the maths 

knowledge network after the systemic solution. Figure 52 illustrates the underlying structure 

of the network.  

Teams are shown in dark blue squares and individual students are the red circles. Evidently, 

knowledge sharing and collaborative experiential learning/practice occurred within teams 

and expanded further across teams. It is important to note that the 39 teams were arranged 

throughout the extra maths sessions. Hence, the team numbers also show the order of team 

creations through time.  
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Figure 52: Students Attending Different Teams Throughout the OP3 (Maths Knowledge Network) – 2nd cycle 

 

Figure 53 illustrates which teams are the key components of the network in connecting 

students together, without which some students may be disconnected from the network. In 
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this graph, all normal components, whether teams or individuals, are represented in red 

colour. Those in blue colour show the cut-points. Eight teams were in critical positions to 

keep everyone connected throughout the sessions. 

 

Figure 53: Blocks and Cut-Points in OP3 (Maths Knowledge Sharing Network) – 2nd cycle 
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In addition, the level of connectivity among students is recognised through their ties. Figure 

54 shows the total ties which emerged for knowledge sharing and collaborative experiential 

learning/practice.  

 

Figure 54: Total Ties which Emerged for Knowledge Sharing and Collaborative Learning/Practice, OP3 (Maths 
Knowledge Network) – 2nd cycle 
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Figure 55 illustrates the strength of students’ ties in the maths knowledge network. The width 

of the ties in each of the pairs indicates the number of times each found the other one 

satisfactorily helpful in knowledge sharing and collaborative experiential learning, hence 

stronger ties. Weaker ties show interactions/communications and stronger ties depict 

helpfulness and effectiveness.  

 

Figure 55: Strength and Viability of Student Ties in the OP3 (Maths Knowledge Network) – 2nd cycle 
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Table 59 offers the features of the maths knowledge network.  

 
Table 59: Connection Measures, Knowledge Network – 2nd cycle 

It appears that density of the knowledge network was at a healthy level of 39% and it 

promoted knowledge sharing among the learners. In addition, it can be specified that the 

knowledge network had a considerably high cohesion level (60%). In qualitative terms, this 

figure means that agents of the networks were quite well-connected and engaged/interacted 

together well. The average distance of 1.866 in the network reveals that, on average, in less 

than two steps everyone can be accessed. Hence, collaborative experiential learning/practice 

between highly-skilled and low-skilled students is highly likely.  

In addition, the researcher used three main centrality measures of degree, Eigenvector 

closeness and flow betweenness (see Table 60, Table 61 and Table 62). Table 60 refers to the 

degree centrality measure.  

 
Table 60: Degree Measure, Knowledge Network – 2nd cycle 

 

Micro level of analysis: According to Table 60, agents A6, C53 and D53 had the greatest in-

degrees. They were therefore in the position where most of the other agents were often 

asking them for help in the discussions around maths problem solving and experiential 

learning/practising. The highest out-degrees were for agents D53, A6 and C9. These agents 

are referred to as the most influential ones.  
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Meso level of analysis: From the perspective of distribution of degree centrality among 

agents, it is evident that the mean of 18.71 is very moderate for the 49 agents. In addition, 

there was a little more variability across agents in terms of in-degree when compared to out-

degree. However, the in-degree range was also a little more than the out-degree range. The 

coefficient of variation for in-degree was 79% and for out-degree was 73%. Overall, it can be 

concluded that the knowledge network structure appears to be heterogeneous (slightly more 

heterogeneous in prominence (in-degree) than influence (out-degree)). 

Macro level of analysis: Based on the network degree centralisation of 13.537% for in-degree 

(prominence) and 9.992% for out-degree (influence), it is justifiable to assert that there is not 

much degree centralisation or concentration in the knowledge network and that, in general, 

the advantages of knowledge level positions and power are equally distributed in the 

network. 

Therefore, the enhancement in the knowledge network structure is another impact. Here 

there was a decentralised network structure where students with diversified levels of maths 

knowledge were connected together. In this scenario, skills development and performance 

improvement accelerated locally using learning/practice accomplishments in self-organised 

teams.  

Table 61 shows the Eigenvector geodesic closeness analysis of the network.    

Table 61: Eigenvector Closeness, Knowledge Network – 2nd cycle 
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Micro level analysis: Using the scores of the Eigenvectors, the most central students who are 

globally influential in the leading pattern of the overall structure of the knowledge network 

can be identified. Evidently, A6, C9, D53 and C53 were the most central agents in the leading 

pattern of the network.   

Meso level analysis: Table 61 provides the first three Eigenvalues for the knowledge network 

and assists with understanding the extent of the global, local and other pattern/trend of 

distances among students. The first Eigenvalue had 29.1% overall variance. This means that 

the main pattern in the knowledge network emerged from nearly one third of all distances 

among students. This is not a high percentage in the whole network and reveals that the 

leading pattern was not extensive. In addition, the ratio of the first Eigenvalue to the second 

was 2.75:1. This specifies that the leading pattern was 2.75 times more significant than the 

secondary pattern. Since the leading patterns was at least 1.5 times larger than the second 

pattern, the centrality measure is considered robust. 

Macro level analysis: The Eigenvector centralisation index for the knowledge network was 

very moderate (49.76 %), thus implying a moderate level of concentration in the distribution 

of the actor’s power for these three. However, the key actors in the knowledge network have 

been in various teams throughout the course of the extra maths sessions. In addition, low-

skilled students referred to and asked for help from highly-skilled students. The 49.76% 

network centralisation was very moderate. Hence, there is no problematic inequality for the 

defined purpose of the network in developing maths skills and improving performance.   

Table 62 shows the flow betweenness analysis.   

Table 62: Flow Betweenness Measure, Knowledge Network – 2nd cycle 
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Based on Table 62, it is uncovered that A6, C53 and B47 were the most key mediators and 

brokers for knowledge sharing. In addition, the coefficient of variation for flow betweenness 

of students was moderate (0.66). The degree of concentration/inequality in the spreading of 

flow betweenness within the knowledge network was also as low as 4.632%. Hence, 

knowledge flows in the network very smoothly.  

4.3.4.4. Results of Assessing Developments in Strategies 

Implementing collaborative knowledge sharing and experiential learning in the students’ 

knowledge network, there emerged feedback loops along the journey of the systemic 

solution. These feedback loops manifested the strategies developed for the teams and for 

the class, aiming at maths skills development and performance improvement (see Figure 56). 

Figure 56: Gradual Developments in Strategies, Knowledge Network – 2nd cycle 
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Reflecting on the development of the strategies in the two cycles of the systemic solution in 

the extra maths sessions, Table 63 provides the analysis of each strategy (the letters beside 

the numbers in the first column show the strategy level. T refers to Team level and N refers 

to Network level).  
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Table 63: Analysis of Evolving Strategies in the Teams and in the Network 
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4.3.5. Stage 5: Reflection and Learning  

At this stage, the researcher reflected on the process and impacts of the four stages 

performed earlier in the second cycle case study of the SCOR methodology. An interpretive 

approach was used to understand the impacts and to connect them together in a pragmatic 

fashion. The results are new insights, which are discussed in this section. Table 64 shows the 

main sources of the reflection.  

 

Table 64: Reflection and Learning – 2nd cycle 

 

In performing stage 1, i.e. diagnosis, while the management processes and structure of APS-

Maths at BSUKU did not change in the second cycle, the researcher ensured to have reached 

a comprehensive view of the new cohort of students and their leaning processes. This was 

through ethnographic observation of the learning processes of new students and analysis of 

their social network. The insights and understanding gained at this stage were rich and deep 

in terms of varied governing rules of learning in different streams of students, as well as type 

of streaming strategy, which created structural separation in the learning network of 

students. Hence, managing students’ cognitive capital and their learning processes was 

undermined. The results of the diagnosis in the learning situation and processes were similar 

to the first cycle and this paved the way for the researcher to conclude that the use of 

diagnosis in cycle 1 (Table 30) is highly relevant for the second cycle.  

With due attention paid to the learning which emerged from the first cycle and the systemic 

diagnosis, the researcher revised the design of the systemic solution plan for better 

performance. This was achieved through using the last four years of APS performance, in 

order to relate to Beer’s (1972) actuality, capability and potentiality measures of the 

performance success in the system. In addition, managing students’ social capital was similar 
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to the first cycle, through recognising the ratio of highly-skilled to low-skilled students. 

Referring to the reflection stage in the first cycle, the focus for the second cycle was on 

operational plan 3. Similar to the first cycle, the design therefore included facilitating a 

session for familiarising students with the basics of the viable system model, reaching 

agreements on the purpose and identity and creating goals for skills development and 

performance improvement. The researcher used the interpretation of domains of viable 

knowledge for designing/structuring functionalities of the solution. This was a method of 

collaborative knowledge sharing and experiential learning/practising in guided self-organised 

teams within the extra maths sessions (which turned into a maths knowledge network).  

The implementation stage in the second cycle was based on activities of the first week as 

well as second week and onwards. Operationalising the activities proved quite non-

problematic. Students were informed of these sessions during their induction day. Word of 

mouth from the previous year’s students also had an effect on their willingness to participate. 

In fact, second-cycle students were more proactive in asking when and where the extra 

maths sessions (systemic solution) would take place.  

The suggestion for leading a maths session as well as the initiative for adopting the same 

method of collaborative experiential for another module emerged earlier in the second cycle. 

This reveals more self-organisation and more learning goal orientation among the second-

cycle students. Further, the presence of the researcher as a tutor/facilitator in the maths 

workshops/tutorials (formal lecture sessions) was an advantage because students could 

share their willingness to attend the extra maths session or ask questions about the systemic 

solution (extra maths sessions) straight away within the workshops/tutorials. This suggests 

that becoming an internal member of a system can largely facilitate the coordination and 

dynamic of the developmental change programmes.  

The researcher then evaluated the impacts of implementing operational plan 3. The results 

showed that the systemic solution through operational plan 3 had further success in 

developing students’ maths skills and in improving the performance, in the second cycle. 

Table 65 shows the rate of fail and the change which occurred in the years 2012-13 to 2016-

17.  
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Table 65: Change in Rate of Fail – 2nd cycle 

With reference to performance measurement (see Section 4.3.2.1.1), Table 65 reveals the 

underperformance in the APS-Math as the evolving system. While it was expected that 

students’ performance would reach 86%, the result shows 80% success in students’ maths 

performance. The situation for those who attended the systemic solution (extra maths 

sessions) was different. The rate of success was 90% and is above the performance 

expectation of 86%. Since this performance appeared to happen in both cycles, it can be 

concluded that performance improvement in APS-Maths needed something more than 

merely adding tutorials to its structure. The method used in the systemic solution proved to 

provide beyond the performance expectations.  

One might argue that receiving an additional 25-30 hours for extra support/practice normally 

helps in achieving better results. However, this was not the case in the present research. 

Attendance at these sessions was not compulsory. Students involved in the maths knowledge 

network attended the sessions very organically and mainly as a replacement for attending 

their timetabled tutorials. Reflecting on their attendance at the maths knowledge network 

(six sessions on average per person), it is evident that they did not get such a huge number 

of hours for extra support. Those who were not involved in the maths knowledge network 

had, on average, five sessions of tutorials attendance. It was in fact the self-organised 

method of collaborative learning and knowledge sharing that made those involved in the 

maths knowledge network perform better.  

In comparing the results of 2012-13 with those of 2015-16, it is important to keep in mind 

that the rate of fail was reduced despite admission of more low-skilled students (see Section 

4.1.2.1). Hence, though the result of 2015-16 with the systemic solution does not seem like 
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an impressive change, based on the contextual information about the two cohorts and 

students’ prior maths qualifications, it is safe to argue that this was a good change.  

The researcher also learned that the combination of the viable system model and the social 

network analysis used in the systemic solution led to recognition of heterogeneity in the 

maths knowledge network as well as cohesion and density of 60% and 39% respectively.  

In addition, when agent A6 offered to facilitate and run two sessions using a method similar 

to that employed by the researcher, the emergence of a ‘knowledge leader’ became evident. 

This person was one of the highly-skilled students form stream A (see Section 4.3.3.1.1.3.1). 

The social network analysis of the knowledge network also revealed that he was one of the 

most influential (measure of degree centrality), most central/powerful in the leading pattern 

(Eigenvector degree closeness measure) and a key knowledge mediator/broker (flow 

betweenness measure). Feedback given by knowledge brokers revealed that they were 

involved in different key activities. For instance, one reported “too many questions to answer. 

Quadratic equations are hard. We need to do more on that”. This knowledge broker was 

involved in early and continuous needs evaluation for his/her team. Moreover, another 

broker mentioned “lets create a Facebook group to have an online platform” and “we have 

to practise more questions and share things on the Facebook page”. This illustrates that said 

broker scanned the environment and looked for ways to resolve his/her team’s maths’ 

problem-solving issues. Additionally, by mentioning “do the work with those who know how 

to answer the questions” as well as “meeting new people” and/or “we would ask for help 

when stuck”, they intended to and actively sought to develop their network. In effect, 

according to Contractor et al. (2000), they are positioned to share knowledge with others 

including those who do not share knowledge. Further, another knowledge broker stated that 

“we have good team collaborations and a friendly environment”, which indicated the 

facilitation of learners’ skills development through knowledge sharing. Moreover, the above-

mentioned examples suggest brokers’ own capacity development based on evidence to 

inform their decisions whether and when to broker for the knowledge from outside their 

team. Evidently, these key activities are in line with Dobbins et al.’s (2009) characteristics of 

knowledge brokers. Overall, knowledge brokering among teams of learners in this case study 

coincides with Hartwich and von Oppen (2000) and Loew et al. (2004) to confirm that 

knowledge brokers are facilitative to the processes of learning in the knowledge network.   

Further, an innovative example of system self-reproduction was evident when agent C53 

suggested using the same method of extra maths sessions for their learning in the accounting 
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and financing module. He/she coordinated/managed/led a few sessions for this purpose (see 

Section 4.3.3.1.1.3.2). Social network analysis showed that C53 was an influential as well as 

a central /powerful agent in the leading pattern and a key knowledge mediator/broker in the 

knowledge network.  

Moreover, this research showed the capacity of the maths knowledge network to empower 

students to take charge of their own as well as their collective learning. They recognised the 

importance of meta-systemic roles for their knowledge network in order to 

organise/regulate the progress in maths skills development. Students also recognised the 

superiority of the methods used. This became evident when they nominated the researcher 

as the best tutor at the student-led teaching awards. The researcher was selected as best 

tutor at BSUKU. 

Finally, the researcher learned that the two cycles of the SCOR methodology had similar 

quantitative and qualitative/emerging results and that with the learning and experience 

gained from the first cycle, the results of the second cycle operation were enhanced further. 

The researcher and the module leader discussed the results of the systemic solution. There 

was agreement in terms of maths skills development and performance improvement beyond 

the expected results.  

 

4.3.6. Chapter Conclusion 

This chapter provided the process of action research based on the SCOR multi-methodology. 

The purpose was to investigate the reasons for re-occurring failure in learning performance 

and to develop and implement solutions for students’ skills development and performance 

improvement. It started with examination of the area of application/concern. Two cycles of 

action research were then performed. Each cycle comprised five stages, namely diagnosis, 

action planning, implementation, assessment, and reflection/learning. The research was 

performed in an academic module at a UK-based business school. This chapter revealed the 

level of success as well as lessons to be learned for management of learning and skills 

development.  
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Chapter 5: Thesis Discussions 

 

 

5.0. Introduction 

In this chapter the researcher provides the discussions on 1) assessing the design of soft-OR 

multi-methodology; 2) on using a soft-OR Multi-Methodological approach; 3) on VSM+SNA 

as a combinative tool for learning about complexity; 4) on VSM+SNA for leadership 

development and autopoiesis; and 5) on evaluating the multi-methodological 

action/operational research.  

5.1. On Assessing the Design of Soft-OR Multi-Methodology  

There exists a growing amount of research using soft-OR multi-methodologies (Espinosa and 

Walker, 2013; Paucar-Caceres and Espinosa, 2011; White, 2009). However, the initial thought 

on using a multi-methodology in this research, by combining a soft systems account of OR 

with Canonical Action Research methodology, as well as using a variety of methods and tools, 

emerged based on a literature review of knowledge sharing (discussed in Section 2.4.1 and 

Section 3.2.5). Neither the role of OR in knowledge management (KM) nor the role of OR in 

KM within social networks are clear (Edwards et al., 2009). According to the literature review 

of this thesis, there is a scarcity of studies on knowledge sharing that use OR, soft-OR or 

action research with social networks. Flood and Jackson (1991), Mingers and Brocklesby 

(1997), Zhu (1998) and Ormerod (2001) are the first to advocate for designing research multi-

methodologies using soft-OR. The researcher used Mingers and Brocklesby’s (1997) 

framework for mixing methodologies and evaluated the design of the soft-OR multi-

methodology of this research.  

As discussed in Section 3.2.1 and Section 3.2.5, the combination of CAR and F-M-A represents 

a multi-methodology combining hard and soft systems methodologies, respectively. The 

researcher acknowledges that the paradigmatic epistemological and ontological assumptions 

of the two are different. Yet, the pragmatist philosophy of this research made it possible to 

capitalise on the advantages of both and to rectify the pitfalls of each. Although the SCOR 

multi-methodology is a result of combining two research methodologies, namely F-M-A and 

CAR, it is important to note that each of the stages (diagnosis, action planning, 
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implementation, evaluation and reflection) has also been designed based on a combination 

of various methods and tools. The green areas in Table 66 and Table 67 relate to dimensions 

and characteristics of the SCOR multi-methodology based on Mingers and Brocklesby’s 

(1997) framework. In effect, the strengths of CAR are in covering the material/objective 

aspects in all four stages of the framework. The SCOR multi-methodology also comprises two 

more stages for evaluation and reflection. According to Mingers and Brocklesby (1997), the 

soft system methodology attends to the personal/subjective level at all four stages of the 

framework. In addition, it covers social, personal and material aspects in the appreciation 

stage. VSM supports three stages of analysis, assessment and action at social and material 

levels (see Table 66).  

Table 66: Dimensions of SCOR multi-methodology on Mingers and Brocklesby’s (1997) framework 
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This research agrees with Espinosa and Walker’s (2013) contention that F-M-A and VSM fit 

well and complement each other. For example, in order to agree on identity at the beginning 

of the present project, soft-OR tools such as TASCOI were used to generate understanding, 

insights and consensus. SNA was also useful to highlight structural issues, disconnections, 

fragmentations and missed opportunities. The main theories involved in this research were 

VSM and SNA (VSD and domains of viable knowledge are methods which stemmed and were 

developed from VSM). Table 67 reveals the mapping of SCOR multi-methodology in Mingers 

and Brocklesby’s (1997) framework. The combination of methodologies and methods in the 

SCOR multi-methodology covers all stages and levels in this framework.  

Table 67: Mapping SCOR multi-methodology on to Mingers and Brocklesby’s (1997) Framework 
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5.2. On Using a Soft-OR Multi-Methodological Approach  

This research started with exploring the area of application/concerns and the background 

analysis of the problematic situation in the environment that surrounded the case study 

business school. This ensured an in-depth understanding of the root causes of the inherited 

problem. The next stage was to diagnose the internal organisational situations relevant to 

the issues and concerns. As Espinosa and Walker (2013) suggest, a good starting point for 

resolving the issues in a project is to agree on identity and to find the core issues. Combining 

soft-OR tools/methods drawn from VSM and SSM was useful in the diagnosis stage and 

ensured a shared understanding, thus allowing possible appreciation of multiple views. 

Therefore, the issues diagnosed in this approach were not built upon the researcher’s 

perspective, but rather on the internal people at the management level as well as at the 

learners level in the business school. In this sense, the use of soft-OR methods and tools was 

found particularly relevant at the beginning of managing this complex project, thus 

reconfirming Winter (2006). Notably, the soft-OR tools used in this research were drawn from 

theories referred to as instrumental and focal theories in the canonical action research 

methodology. The instrumental theories helped the researcher in explaining, diagnosing, 

planning and evaluating the events and processes. Examples of instrumental theories are 

Beer’s (1972) viable system theory, Beer’s (1985) viable system diagnosis method, Freeman’s 

(2000) social network theory, and Nahapiet and Ghoshal's (1998) dimensions social capital 

theory. Focal theories intellectually guided the researcher in leading the action-orientated 

solution. Rogers’ (1969) facilitation theory, Achterbergh and Vriens’ (2002) domains of viable 

knowledge, and Nahapiet and Ghoshal's (1998) dimensions of social capital theory are 

examples of focal theories in the cases of this research. 

The multi-methodology of this research promoted Davison et al.’s (2012) CAR methodology 

by introducing area of application (A) from Checkland’s (1985) F-M-A Soft systems account 

of AR, in order to create an in-depth contextual understanding of the interlinked problematic 

issues between the business school and the environment within which it operates. This 

ensured that that diagnosis stage in the CAR methodology was focused on discovering the 

internal organisational problems, reaching a clearer understanding of the issues. Therefore, 

better insight from both internal and external situations provided opportunities for 

innovative solutions in the business school to handle the environmental complexities more 

effectively, as discussed in Section 4.1.3.  
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The multi-methodology also promoted Checkland’s (1985) F-M-A Soft systems account of AR 

by specifying its framework of ideas to be drawn from relevant theories, and by classifying 

said ideas into two categories, namely instrumental and focal theories – an idea from the 

role of theories in CAR. Moreover, since instrumental theories have a projecting role in the 

selection and assessment of focal theories, the interdependencies among F, M, and A were 

more relevant. Similarly, CAR’s cyclical process model being enriched/supported by focal and 

instrumental theories contributed to additional clarification of M (methodology) in F-M-A in 

a more structured way (see how Figure 57 and Figure 58 formed Figure 59). The learning in 

and about methodology then derived/emerged throughout each of the stages in research.  

 

Figure 57: Checkland’s (1985) F-M-A 

 

Figure 58: Davison et al.’s (2012) CAR 

 

 

Figure 59: SCOR Multi-Methodology – Combining Checkland’s (1985) F-M-A and Davison et al.’s (2012) CAR 

 



309 
 

Further, the SCOR multi-methodology of this research became even more rigorous after 

adopting Davison et al.’s (2012) CAR principles and criteria.  

 

5.3. On VSM + SNA as a Combinative Tool for Learning about 

Complexity 

The soft-OR study in this research was very beneficial in learning about the practical use of 

VSM and SNA. VSM and SNA were used as a combinative interpretive tool (through the 

method note (see Appendix 2) and team composition) in supporting learners’ understanding 

of/learning about the organisation/reorganisation of their collective learning within the 

evolving maths knowledge network.  

Referring to cybernetics of the observer (Von Foester, 1981) and deeper perceptions of 

cognition (Maturana and Varela, 1980), this research shifts from the classical functionalistic 

perspective of VSM, offering a theoretical and practical example.  

The diagnosis of systemic issues was based on Espinosa and Walker’s (2011) VSM meta- 

questions, as well as qualitative social network analysis (i.e. ethnographic observation). This 

created a learning context in which to understand the issues and concerning circumstances. 

Subsequently, the plans of action were supported by the predictive information/knowledge 

(Ay et al., 2012) of such learning. Hence, the action plans were considered as guided self-

organisation mechanisms for the BSUKU to tackle the concerning issues at the meta-systemic 

level of the APS-Maths project.  

The design and implementation of the maths knowledge network (extra maths sessions) at 

the learner’s level were underpinned by the VSM theory of organisational viability and built 

on Achterbergh and Vriens’ (2002) domains of viable knowledge. These two stages also 

provided a learning arena in which a shared understanding among learners was developed 

(see Section 4.2.3.1.3.1). Learners could also make decisions/strategise individually and in 

teams in line with organisational viability criteria for their maths knowledge network (see 

Section 4.2.3.1.3.2).  

During the first week’s activities (Section 4.2.3.1.3.1), which included a brief introduction to 

VSM, the leaners gained an understanding of operational and meta-systemic tasks. This gave 

them the powerful vehicle to regularly think and re-think about the organisation of their 

maths knowledge network. They became familiar with a viable method of collective 

knowledge sharing and collaborative experiential learning/practising, which assisted them in 
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effectively dealing with complex maths activities and tasks. During the second week’s 

activities, and those which followed (Section 4.2.3.1.3.2), they found the extra maths 

sessions in their maths knowledge network very useful, and they could use these to manage 

to overcome their initial fear and anxiety, and brainstorm and narrate the strategies that they 

wanted to peruse for the betterment of their own learning transformation/performance. 

Examples of these strategies are more communications, more experiential learning sessions, 

using online platform for announcements, searching for/inviting more highly-skilled peers to 

the sessions, and restricting team size.  

In addition, the distinction of the facilitative methods used in the knowledge network 

provoked innovative thoughts among learners in both cycles. First, one of the learners asked 

to facilitate/lead a maths session (knowledge leadership, proven by SNA) and said learner did 

just that. Second, in another instance the learners decided to implement the same 

processes/methods of collaborative learning/practising for another module in the first year 

of their undergraduate course. This showed their understanding of the viability and identity, 

as well as their ability to use such understanding in another module.  

Further, the researcher was acting as the facilitator for students in their process of learning 

in both first-order learning and second-order learning, as well as in their experience 

throughout the continuous transition from one to another (i.e. skills development).  

One constraint of this research was that students’ VSM learning was limited to basic concepts 

and a discussion on the method of VSM application in the maths knowledge network. At this 

level, the learning was to the point and successful. However, from one side, there was a fear 

that if the researcher provided expert VSM information, then students may experience 

difficulty in understanding the terms and concepts, since they were first-year students at 

undergraduate level and mainly without work experience. From the other side, the maths 

was, by itself, a difficult subject to learn. Hence, the researcher consciously decided to 

introduce the basic VSM ideas only. Future research may seek to provide more insights into 

whether VSM being taught by an expert has a more positive/negative effect on the maths 

learning of first-year undergraduate students. There is also the question of what would be 

the effects of expert VSM teaching on teams’ knowledge brokering and on the leading 

patterns of their maths knowledge network? Better insights and understanding are sought in 

this regard.  
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5.4. On VSM + SNA for Leadership Development and Autopoiesis  

Another key benefit of this research was learning about how VSM and SNA are facilitative in 

developing knowledge leaders as well as in discovering the ability of the system to reproduce 

itself.  

In this soft-OR study, the researcher implemented Achterbergh and Vriens’ (2002) domains 

of viable knowledge, in which the first two domains are about setting strong learning goals 

and about defining the identity of the maths knowledge network. In accordance with Day 

and Sin (2011), goal setting/alignment was a process of self-organisation that guided the 

primary tasks and contributed to perseverance/determination and motivational resources in 

developmental experiences.  

Another process of guided self-organisation was facilitated through team composition with 

the ratio of 1:4, which created a supportive sphere for low-skilled learners with strategic 

access to a highly-skilled peer. In keeping with Seibert et al. (2017), Eisenberger et al. (2014) 

and McCauley et al. (2006), such access proved to provide low-skilled learners with an 

immediate key resource available within their teams to assist them in experiencing the maths 

skills development in the knowledge network.  

In addition, the application of domains of viable knowledge in this research established the 

conditions and structures for learners’ collaborative experiential learning/practising in 

solving maths questions, i.e. ‘primary operational tasks’. The maths questions to be solved 

were also provided. This gave the learners access to highly developmental tasks and provided 

them with the opportunities to gain continuous experience in solving the challenging maths 

questions individually, as well as within and between the teams in the knowledge network. 

VSM also set the foundations for the highly-skilled learners and those who had recently 

become skilled, to gain access to the developmental tasks that were pertinent to 

management of experiential learning/practising activities, i.e. ‘meta-systemic tasks’ (a 

second-order learning by co-designing the tasks/methods to address them). This was 

achieved through responsibilities for checking/helping other low-skilled learners, 

brainstorming and approving plans for rectifying the problems, as well as modifying the 

goals/procedures that came up. Learners therefore also gained continuous experience on 

these developmental meta-systemic tasks.   

Overall, based on the above, it was evident in this research that the VSM application in the 

context of learning management was characterised by (1) strong learning goal orientation, 
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(2) providing access to developmental tasks (both primary and meta-systemic) and (3) 

permitting the accumulation of experience on both primary tasks and on meta-systemic 

tasks. These features appear to coincide with Dragoni et al.’s (2009) criteria of leadership 

development (see Section 2.4.3). In this vein, SNA was useful to capture the power, 

dominance and centrality of the emergent knowledge leaders. This is in agreement with Deng 

and Chi (2015), Owen-Smith and Powell (2004), Hansen (1999), Wasserman and Faust (1994) 

and Brass (1984). The researcher therefore considers that the application of VSM+SNA for 

knowledge sharing and collaborative learning in an educational context is an effective 

approach for enhancing the process of leadership development. Through the combination of 

VSM+SNA, it was not only possible to answer the question of why knowledge leaders had 

chances to emerge, but also to spot who is a knowledge leader in the knowledge network. 

Given Day and Dragoni’s (2015) call for holistic empirical studies on the developmental 

perspective regarding leadership through designing methodologies that generate 

understanding about its underlying mechanisms and processes, as a future area for research, 

it will be interesting to investigate whether the application of VSM+SNA in other contexts 

provides empirical evidence for leadership development.  

Moreover, according to Malekovic and Schatten (2008), leadership is the key component for 

autopoiesis to emerge. The examples of autopoiesis (i.e. the ability of the system to re-

produce itself) in this research refer to the occasions when a student creatively suggested 

implementing the same structures/processes/methods of the knowledge network for 

another module. This was successfully carried out in both cycles by the students. In this 

arena, by accepting that the application of VSM+SNA is an effective leadership development 

approach, which helps to identify knowledge leaders in the network, it can therefore be 

suggested that, in this way, the emergence of autopoiesis is explained/accommodated by the 

original VSM theory.  

 

5.5. On Evaluating the Multi-Methodological Action/Operational 

Research 

What a specific multi-methodology action research proposes is a model of the real-world 

situation. Multi-methodological approaches to action/operational research are yet lacking a 

prescribed or systematic means for their impacts evaluation (Espinosa and Walker, 2013; 

Jackson, 2003). As Mingers and Rosenhead (2004) indicate, at times the outcomes of multi-

methodological action/operational research are naturally intangible (e.g. reaching better 
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insights or an enhanced understanding). Therefore, the assessment of these outcomes’ 

contribution and effectiveness becomes challenging. However, the combination of 

qualitative and quantitative analyses of both VSM and SNA showed that some of the learning 

that naturally and intuitively occurs during VSM-orientated action processes can be 

measured and supplemented by analytical techniques. Following previous studies combining 

VSM and SNA (Al-Hinai, 2017; Espinosa and Walker, 2011; Cardoso, 2011; Knowles, 2011; 

Watts, 2009), this research also provides examples of how such combination can be achieved 

and the nature of measurements that can be implemented.  

5.5.1. Effectiveness of Systemic Multi-Methodological Research  

The utilisation of Mingers and Brocklesby’s (1997) framework to mix the methodologies and 

methods was useful in confirming whether the subjective and objective matters in the 

appreciation, analysis, assessment and action stages in the three levels of social world, 

personal world and material world have been covered. As discussed in Section 5.1 (see Table 

66 and Table 67), the SCOR multi-methodology of this research has striven to cover all stages 

and levels of the Mingers and Brocklesby (1997) framework.  

After two cycles of action research, there remained no doubt that the solution offered and 

implemented in this research was beneficial, leading to a number of positive outcomes 

(briefly discussed below). The strengths of this research were its diagnosis and action design 

stages, in which issues in processes and structures were identified and possible solutions 

were designed. Carrying out the designed plans in the next stage then led to desirable 

outcomes as well as valuable learning and insights. From a project management level 

perspective, the core purpose of the solution in terms of performance improvement was 

achieved beyond the planned results, in both cycles (see Section 4.2.2.1.1, Section 4.2.5, 

Section 4.3.2.1.1.1 and Section 4.3.5). This improvement was due to continuous skills 

development at the student level. At this level, the skills-mix in teams led to better and more 

effective interactions, communication and tasks allocation among learners. In addition, as 

part of organisational cybernetics, this study presented a new approach to using VSM as a 

focal tool for developing the structures and processes of collaborative experiential learning. 

The researcher also used VSM as an interpretive instrument for understanding/learning 

about self-organisation, leadership development and autopoiesis in a maths knowledge 

network. In addition, Achterbergh and Vriens’ (2002) domains of viable knowledge were used 

to support the learners in taking control of their own learning in a more informed way, 

through making decisions for improvements in their knowledge network. The learners also 

reached a clearer and a shared understanding of their learning tasks’ complexities as well as 
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the communication patterns within the processes of knowledge sharing and collaborative 

experiential learning.  

The researcher felt that this could not be achieved through common sense or via generic 

conceptual models such as SSM as effectively as through VSM. While in SSM social agents 

structure their generic tasks in order to resolve the issues, SSM is silent in the provision of 

theory and instruments for diagnosing organisational problems or designing the remedial 

actions. The VSM clearly does this, as discussed in Section 4.2.1 and Section 4.2.2. The nature 

of SSM elucidations/solutions is also intuitive and based on participants’ current insights, 

whereas the solutions which emerged from VSM, as the methodology of this research did, 

generated a deeper understanding which was related to self-origination mechanisms as well 

as issues of viability in the organisation (discussed in Section 5.3).  Hence, the consistency in 

the viability theory of VSM permitted learning about complexity management in 

organisations in more innovative ways. In other soft-OR methodologies, the importance of 

social agents and their issues do not come first in the rank of priorities for achieving the 

results, since the researcher’s aim is to support and fulfil certain organisational needs (e.g. 

strategic planning, managing projects, products development, etc.).  

Instead, the VSM approach in this research focused on learners’ enablement and 

empowerment through supporting them in recognising their learning difficulties and by 

encouraging communications/social interactions in the knowledge network. With their active 

engagement and participation in implementing the solutions/strategies (which they co-

designed), the social agents became owners of the success. For instance, the method note 

(see Appendix 2) developed based on the domains of viable knowledge was used as an 

analytical tool to help learners focus on their areas of skills weaknesses (primary tasks) and 

to re-organise their team’s goals/objectives and the network’s knowledge-sharing strategies 

(meta-systemic tasks) around them, which showed transformation in learning as well as in 

management of learning. These transformations resulted in an increased success in 

performance (Section 4.2.5 and Section 4.3.5) and in a more cohesive network with a 

heterogeneous structure (Section 4.2.4.2.3 and Section 4.3.4.4), as well as the emergence of 

leaders and the system’s ability to reproduce itself (Section 4.2.3.1.3.3 and Section 

4.3.3.1.1.3) in both cycles. 

Moreover, learners in the maths knowledge network felt that their learning was effectively 

guided and that they learned how to learn collectively through detecting and implementing 

more viable changes and better strategies for their learning performance improvement. They 



315 
 

learned that self-organisation through knowledge sharing in a team enhanced their 

experiential learning and they felt more confident about the maths skills achieved in each 

session. Throughout the sessions designed to find a solution, the collaborations among teams 

also created a consensus for the knowledge network in order to evolve and move forward.  

However, the researcher acknowledges the need for further research to confirm how 

effective the approach in this research will be in other knowledge networks e.g. in knowledge 

networks that deal with types of knowledge other than the tacit type. The key mechanisms 

for dealing with interplay between tacit knowledge and explicit knowledge are social 

interactions and experiential learning/practising. However, do these mechanisms work for 

areas/topics that handle implicit knowledge in education or in other contexts (e.g. political 

sciences, tourism, health sciences, etc.)? Equally, echoing Verburg and Andriessen (2011), it 

would be desirable to further investigate how this research approach will affect things in 

different basic types of networks (e.g. informal networks, Q&A networks, strategic networks 

and online strategic networks) in terms of the need for designing different operational and 

management/organisational supports? 

This research highlighted some of the core issues at the student and management levels 

which hindered learners’ knowledge sharing, learning, skills development and performance 

improvement (see Table 30), and illustrated an effective contribution from a soft-OR 

approach for managing the complexities involved. This was undertaken in order to advocate 

an innovative way of using soft-OR in the context of education for knowledge sharing and 

experiential learning as well as to epitomise how it has been applied in the two cycles of a 

case study. The researcher did not have the intention to present a fully established/tested 

soft-OR multi-methodology, but rather one ‘with potentials to test’. The researcher 

acknowledges that there is a need for further testing of this multi-methodological 

action/operational research in other contexts so as to develop its scope of transferability.  

5.5.2. Robustness of the Systemic Action/Operational Research 

Mingers (2011) questions the robustness of the soft-OR case studies. Robustness becomes 

pivotal when the proposed systemic operation/action research is about setting out the 

scientific methods or those methods that pursue robustness of knowledge propositions 

(Midgley et al., 2013). Despite sharing this limitation, similar to other soft-OR approaches, 

this research was an inductive study and was exploratory in nature. The researcher gained 

insights through learning and reflections on how to better facilitate the process of self-

organisation in teams. Hence, in the second case study cycle, the learners could more 
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collaboratively share their knowledge and go through the team’s cycles of experiential 

learning and practising. It is also important to report that the researcher became more open-

minded and provided fewer ready-made directions, but asked the learners more about their 

own thoughts in their process of solving the questions in the team as well as facilitating 

further teamwork. This is where Rogers’ (1969) facilitation theory became even handier in 

the researcher’s own learning. In addition, with reference to the goal of the APS project in 

the BSUKU in terms of maths performance improvement, the use of Beer’s (1972) viable 

system performance measurement proved that the multi-methodology action/operational 

research has been effective in students’ skills development and performance improvement 

beyond expectation in both cycles (as discussed in Section 4.2.5 and Section 4.3.5). Further, 

in both cycles, the network of learners became denser, of higher cohesion, and with much 

lower power distances. SNA proved to be a powerful technique with which to identify and 

present these characteristics, as well as a vehicle for evaluating the power structure that 

emerged in the learner’s knowledge network. The latter was useful in explaining the 

unforeseen events of knowledge leadership and the ability of the system for self-

reproduction that emerged in both cycles through the leading patterns.  

5.5.3. Legitimacy of the Systemic Action/Operational Research 

The concerns over the legitimacy of the multi-methodological action/operational research 

pertain to whether the research approach is suitable. Based on Midgley et al. (1998), in order 

to create the foundation of legitimacy, an iterative process of thinking was needed 

throughout all of the actions and operations by reflecting on whether the suggested actions 

were aligned with the goals/aims/objectives of the learner participants and the case study 

business school, as well as whether the power balance was sufficiently addressed. With the 

pragmatist worldview in this research, which conveyed a goal-orientated approach, it was 

possible, at the diagnosis stage, to uncover the unaddressed knowledge power distance in 

maths teaching/learning between the learners and the teaching team as well as among 

learners of different groups (due to streaming strategy). In order to deal with this issue, the 

researcher considered management of social capital based on Nahapiet and Ghoshal's (1998) 

theory. The evaluation of social network analysis in both cycles showed that the two 

problems have been eliminated, to the scale that the cyclical systemic solution was 

implemented.  
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5.5.4. Rigour and Quality of the Systemic Action/Operational Research  

In order to assess the rigour, relevance and quality of the systemic action/operational 

research, the researcher used Davison et al.’s (2012) principles and criteria of canonical 

action research. Table 69 shows how each criterion has been met in the two case studies, 

referring to the specific sections. Reflecting on Table 69, it is justifiable to claim that the 

rigour, relevance and quality of the systemic action/operational research was maintained, 

through meeting the principles and criteria of canonical action research.  
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5.5.5. Transferability of the Systemic Action/Operational Research 

In evaluating systemic action/operational research, validity becomes important when 

methodological knowledge is going to be produced and used outside the immediate research 

contexts (Midgley et al., 2013). Similar to other soft-OR approaches, the purpose of the SCOR 

multi-methodology of this thesis is not to provide ‘testable results’ but rather to offer deeper 

insights and better understanding (Ackermann, 2012). This issue provokes thinking about the 

problem of impact assessment and the concerns regarding transferability of the methods. 

Vidal (2004) reveals a lack of consensus over how to assess soft-OR studies. Checkland (2000) 

emphasises that the requisite condition for drawing a conclusion on transferability is decades 

of research by means of multiple and varied cases studies. In this sense, the typical length of 

a PhD programme in the UK is limited to four years. This timespan does not allow for building 

a multi-methodology that can be established fully through several empirical case studies in 

order to claim transferability. The researcher’s goal was therefore modest, aiming to develop 

and test a soft-OR multi-methodology with ‘transferability potentials’. In addition, 

transferability across contexts was limited during this PhD action research. As Pawson (2006) 

states, participatory research collaborations, establishing mutual understanding and 

developing agreements that can influence organisational policies are important but time 

consuming and, by nature, situational. Therefore, in the two cycles of this action/operation 

research, the researcher could only ‘test’ the multi-methodology through arranging two 

contextual case studies in a single business school. The evaluation and assessment of the two 

case studies offer other scholars the knowledge, insights and understandings that can be 

Table 68: Meeting Principles and Criteria of Canonical Operational Research in SCOR Methodology of this 
Research 
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‘transferred’, adopted or reused. As Tracy (2012) states, other scholars or practitioners who 

use this multi-methodology would have to reflect on its implementation and evaluation for 

their specific situational contexts. 
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Chapter 6: Thesis Conclusions 

 

 

6.0. Introduction 

This research project commenced after a call for a solution with which to improve students’ 

skills development and performance in maths. The issues surfaced because of increasing 

rates of performance failure for three consecutive years in an undergraduate academic 

module (APS-Maths), in a UK business school (BSUKU). In order to deal with the complexity 

of the problems, and informed by a literature review to develop the framework of ideas (focal 

and instrumental theories), a soft-OR multi-methodological framework was designed and 

implemented for this research. The outcomes were assessed in terms of improvements in 

students’ performance. The reflection on the research project provided valuable insights 

into, and learning about, the original questions which motivated this research, as illustrated 

in the following sections.   

 

6.1. Answers to Research Questions 

At the beginning of the research journey towards designing the SCOR multi-methodology and 

its systemic solution, six research questions were developed which are answered in the 

present section. 

6.1.1. Answer to Research Question 1 

How can middle-ranked UK business schools strengthen their ability to understand and 

manage the complexities involved in knowledge sharing processes (for student learning) 

using a systemic multi-methodology? 

In the case of BSUKU, the answer to this question was mainly through investigations in the 

area of application (Section 4.1) and the diagnosis stage (Section 4.2.1 and Section 4.3.1) of 

this research. The in-depth exploration and analysis in these stages led to the identification 

of conditions and the clear recognition of key problems affecting students’ performance. 

Table 30 presents a summary of collective issues found at the diagnosis stage. As CAR (hard-

OR) and F-M-A (soft-OR), along with VSM and SNA, were combined in this multi-

methodology, each of the analyses resulting from these stages provided specific (and 



324 
 

complementary) lessons and learning. Very importantly, the research offered valuable 

insights into the importance of learners’ self-organisation at the personal and team level. The 

research project contributed to demonstrating to the module team – including the module 

leader in BSUKU – better ways of managing the complexities involved in the processes of 

knowledge sharing and students’ learning through better design. It was understood more 

clearly how guided self-organisation influences the learning and affects the performance. As 

a result, the BSUKU could appreciate the efforts needed in order to guide the self-

organisation among students at individual and team levels in the particular module of APS-

Maths, where there were clearly issues obstructing students’ effective knowledge sharing 

and learning. The lessons learned can be thought-provoking for other middle-ranked 

business schools in the UK that aim to advance their understanding in order to manage the 

complexities of learners’ knowledge sharing, learning processes and performance 

improvement.   

6.1.2. Answer to Research Question 2 

How can middle-ranked UK business schools enhance learners’ skills development and 

performance improvement using a systemic multi-methodology?  

For the BSUKU as a middle-ranked business school, this question was answered through two 

cycles of action research presented in Chapter 4, implementing a solution for collective 

knowledge sharing and collaborative experiential learning among students in the module of 

APS-Maths. Notably, the action planning stage suggested in this research followed an in-

depth diagnosis of the situation and its outcomes, which proved to be very useful and 

resulted in more relevant actions plans. In this vein, the use of domains of viable knowledge 

for the purpose of skills development and performance improvement shaped a more 

structured bottom-up approach in which learners took the ownership and regulation/control 

of their maths skills problems and of the methods/solutions to said problems. This bottom-

up approach promoted self-organisation at the individual and team level and led to higher 

level of skills development, learning and performance improvement. This proved that, at 

least in the present exploratory case study, by guiding/enhancing the students’ self-

organisation processes for knowledge sharing and learning, BSUKU did manage to enhance 

learners’ maths skills development and to improve their academic performance in the first 

year of their university degree. This was facilitated through a series of experiential learning 

activities by the researcher.  

Although it is difficult for higher education institutions to let go of hierarchical teacher-

centred solutions (Buck and Akerson, 2016; Estes, 2004), this research suggests that a 
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genuinely learners-centred bottom up approach can lead to a more effective way of learning 

management, skills development and performance improvement, rather than just 

management of the teaching. This is also in agreement with Sakata (2019), Noble et al. 

(2019), and Kitta and Tilya (2018). It is therefore recommended to foster more bottom-up 

approaches that promote self-organisation, such as the one in this systemic multi-

methodology, to improve students’ performance. 

6.1.3. Answer to Research Question 3  

How can a systemic multi-methodology facilitate the design and development of effective 

knowledge sharing structures and processes?  

In the case of the APS-Maths project at the BSUKU, the multi-methodology of this research 

helped in several ways towards designing the knowledge sharing structures and processes. 

At the diagnosis stage (Section 4.2.1), key issues were discovered based on viable system 

diagnosis. The VSM diagnosis in this stage revealed missing structural links and misalignment 

between issues and solutions. For example, it revealed missing links between streams of 

highly-skilled and low-skilled students and missed opportunities for knowledge sharing 

among them.  

The qualitative SNA, through ethnography, revealed differences in the governing processes 

of learning and knowledge sharing. The design and development of more effective 

knowledge sharing structures and processes in the action design stage (Section 4.2.2) were 

informed by the results of the diagnosis stage. Using domains of viable knowledge was 

effective in appreciating the roles, functions and structure of the knowledge sharing 

processes at the learners level, thus creating the space and environment for self-

organisation. These domains, which were originally devised for knowledge management by 

Achterbergh and Vriens (2002), were adapted for the context of learning in the classroom 

(see Section 4.2.2.1.3, Table 35). The researcher then used these context-orientated domains 

and created a method note for learners (see Appendix 2). The method note was prepared to 

facilitate learners’ understanding regarding the basics of the roles, functions and structures 

needed for knowledge sharing and collaborative learning in their teams and in the knowledge 

network. During the course of extra maths sessions in the knowledge network, the learners 

were given enough freedom to suggest and to reform such functions and structures, if they 

felt it was useful.   

In order to manage knowledge sharing/learning processes in teams and in the learning 

network, three dimensions of social capital (cognitive, relational and structural) were 
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considered. This resulted in the suggestion of an optimised skills-mix, which guided the 

process of self-organisation within the teams. This was through facilitating teams’ purposeful 

social interactions and communications, to enhance the process of collective knowledge 

sharing and collaborative experiential learning.  

Moreover, in order to measure how effective the solution has been in terms of facilitative 

processes and structures of knowledge sharing and learning, the researcher used 

performance measurement concepts from both the viable system model and SNA. Results 

provided in Section 4.2.2, Section 4.2.4.2.3, Section 4.2.5, Section 4.3.2, Section 4.3.4.3 and 

Section 4.3.5 showed that these performance measures are indicative of the effectiveness of 

the solution.  

6.1.4. Answer to Research Question 4 

How can a systemic multi-methodology assist in uncovering and reducing structural 

fragmentations in a knowledge sharing network? 

With reference to the case study of the present research, the answer to this question lies in 

the diagnosis stage (Section 4.2.1.2.4.1 and Section 4.3.1.2.2.1), the action planning stage 

(Section 4.2.2.1.2 and Section 4.3.2.1.2) and the evaluation stage (Section 4.2.4 and Section 

4.3.4.3). The knowledge network was suffering from structural disconnections among 

students with different skills levels. This was a barrier for knowledge sharing between highly-

skilled and low-skilled students. As a result, an operational plan was designed based on 

students’ skills-mix in teams to reduce the disconnections and to promote the 

effective/purposeful interactions, which in turn could guide/facilitate the self-organisation 

process. Implementing the skills-mix plan by assembling teams within the extra maths 

sessions (operational plan 3) was successful and led to more heterogeneity in the structure 

of students’ knowledge network (Section 4.2.4.2.3 and Section 4.3.4.3). The social network 

analysis of students’ knowledge network at the end of the experience proved that structural 

fragmentation has been reduced and that the knowledge sharing network was 

heterogeneous with a healthy degree of cohesion. Overall, SNA was useful for depicting the 

connectivity, power influence and prominence in the learning/knowledge network. 

Moreover, the VSM was beneficial in the management of the knowledge network by 

providing criteria with which to design a context for more viable interactions/communication 

loops and regulations. This study proved that VSM diagnosis and SNA are complementary 

methods when it comes to addressing and managing structural fragmentation.  
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6.1.5. Answer to Research Question 5  

How social network ties can shape a team’s knowledge sharing skills and capabilities in a 

knowledge network? 

Figure 40 in Section 4.2.4.2.3 and Figure 57 in Section 4.3.4.3 reveal the strength of ties in 

pairs of students (the width of the link between the two) in the APS-Maths knowledge 

network. These ties were underpinned by purposeful cycles of communications and 

interactions. The tie strength was based on the number of times each learner found another 

learner in the team helpful to himself/herself, in terms of sharing knowledge and 

collaborative support in experiential learning. Weaker ties showed the 

communications/interactions, and stronger ties illustrated effectiveness of the 

communications in terms of knowledge sharing and success in maths problem solving. This 

is particularly important since the presence and strength of social network ties is indicative 

of the team’s process of self-organisation towards its objectives/goals. In effect, in order to 

shape the team’s knowledge sharing skills through ties, two processes occurred within the 

teams. One process relied on continuous experience of sensing the mistakes of peers in 

solving maths questions and sharing knowledge to rectify them (i.e. single-loop learning) at 

the team level. From the other side, the learners were not bound to stay in the same team 

during all sessions. This was partially due to their voluntary attendance.  In addition, they 

gradually became aware of who were the best helpers in the network. Students could then 

form/reform their teams of five (with a skills-mix ratio of 1:4) in an organic way, e.g. by asking 

a particular highly-skilled student to join their team. Hence, there were constant 

opportunities for students to manage their different team situations. This, on its own, shaped 

new scenarios for the team’s self-organisation. Experience in managing such different team 

situations was then developmental in terms of skills for managing the team towards 

collective knowledge sharing/collaborative experiential learning. Hence, the next process for 

development of knowledge sharing skills through ties involved the continuous experiential 

learning cycles on meta-systemic tasks. These meta-systemic tasks comprised detecting 

mistakes in the team’s goal decisions, team-working rules, communicating such information 

in the team, strategising on the team’s further learning development, reaching a consensus 

and modifying said consensus (i.e. double-loop learning) in a rather self-organised and 

reflective way within the teams. These meta-systemic roles were developed based on 

domains of viable knowledge (see Section 4.2.2.1.3, Table 35) and were implemented 

through method notes (see Appendix 2) in the extra maths sessions. The two processes 

mentioned above were dependent on each other. It was the continuous transitions from 

single-loop learning to double-loop learning that led to the overall skills development at the 
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individual and team level. Since team members were not fixed in each of the sessions (though 

the skills-mix ratio was fixed) the organic skills-mix of teams could also enhance the skills 

development while simultaneously improving the performance at the network level. Hence, 

the presence and strength of ties played a crucial role in the process of self-organisation 

towards objectives/goals at both the team and network level. 

While this action research provided some evidence for network ties and how they shape the 

team’s knowledge sharing skills, more research is required to shed further light on whether 

network structures for a team’s skills development can be separated based on ties for 

primary tasks and ties for meta-systemic tasks, e.g. how those who only do the primary tasks 

and never take part in the team’s meta-systemic tasks develop their respective skills in 

contrast with those who are actively involved in both. This will give us an even deeper 

understanding of what else happens within a team’s self-organisation of learning processes.  

 

6.1.6. Answer to Research Question 6 

How can VSM theory support network cohesion in a knowledge sharing network?  

Fragmentation and structural disconnections in the network can be revealed through social 

network analysis. However, SNA is an analytical tool and not a management 

model/approach. On the other hand, VSM provides a more consistent and comprehensive 

theory, as well as a tool for systemic management. With reference to this research, viable 

system diagnosis revealed the issues including the misalignment/disconnection between 

management of teaching activities and management of learning activities (discussed in 

Section 4.2.1.2.2, system 3 and 3* issues). It also uncovered the missing links between 

streams of highly-skilled and low-skilled students due to the streaming and timetabling 

strategy (discussed in Section 4.2.1.2.2, system 1 issues). Network cohesion is defined based 

on number of communication/interaction ties among learners, and evidently such 

knowledge sharing ties were missing/not-very-active among students at the beginning. The 

actions designed and implemented in the two case studies of this research at the learners 

level were a bottom-up response to such issues, facilitating the development of the students’ 

team/network ties, and guiding the self-organisation within the teams and among the teams 

at the knowledge network level. Hence, it is pertinent to say that guided self-organisation 

increased the cohesion in the network. In this research, goal setting as a self-organised 

process among team members was carried out by implementing the first two domains of 

viable knowledge. This self-organised process (in system 1) further motivated the learners to 
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preserve the developmental experiences of knowledge sharing and learning/practising 

activities (reconfirming Day and Sin, 2011). It also encouraged them to implement the other 

domains of viable knowledge e.g. regulating the team learning processes towards network 

goal/identity (as with the role of system 3), hence supporting the cohesion in the knowledge 

network. Notably, the collaborations in the team’s learning processes and joint task 

undertakings supported students with different skills in becoming connected to each other 

in the team and in the knowledge network. Since students with different skills levels were 

following different norms for their maths learning (discussed in detail in Section 4.2.1.2.3), 

such connections/interactions helped them to share and to experience such different norms 

of maths learning processes and in turn to decide on the best norms to follow as a team. 

Creating/increasing interactions and communications loops, i.e. generating and 

strengthening ties among learners (role of system 2) as well as regulating the required loops 

for managing resources and performance and the balance between the two (role of system 

3), did increase the network cohesion. Managing resources was about managing 

knowledge/cognitive capitals (e.g. different levels of knowledge/skills), relations (e.g. the 

interactions among learners) and structures (e.g. teams’ skills-mix compositions). 

Performance was related to learning outcomes and skills development. The innovative 

strategies that students brainstormed and agreed upon (through increased interactions) in 

order to better manage their teams in terms of skills development (role of system 4) in fact 

strengthened the ties among them in their knowledge network. The above-mentioned are 

the functions of system 2, system 3 and system 4 of the VSM. These are all fully clarified in 

the domains of viable knowledge provided in Section 2.3.3.3 (Table 9) and the equivalent of 

that in the context of knowledge sharing/learning in Section 4.2.2.1.3 (Table 35).  

Furthermore, important for creating cohesion in the knowledge sharing network is variety 

engineering. As presented in Table 63 (discussed in Section 4.3.4.4), some of the strategies 

formulated in the extra maths sessions were variety engineering strategies (amplification, 

attenuation, the balance and maintenance) in the teams and in the network. While VSM is 

proficient in devising such strategies and creating network cohesion, SNA as an analytical tool 

can only reveal part of such cohesion. This is because SNA relies merely on the ties among 

learners and not on the contents of ties where strategies might reside.  
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6.2 Contribution to Knowledge  

An indispensable part of a doctoral thesis is the emergence/creation of new knowledge 

(Tracy, 2012). The contribution to knowledge in this research relates to the processes and 

mechanisms within a learning context, which enable a system to self-organise and to 

reproduce itself. In the context of learning, these mechanisms facilitate students’ skills 

development and performance improvement (within an educational institution). This 

research, therefore, offers relevant insights into the management of students’ learning.   

First contribution:  

Guided self-organisation is a more effective approach for skills development and 

offers better results than traditional methods.  

This action research shows that learners’ skills emerged more effectively when essential 

mechanisms to guide the learners’ self-organisation processes were in place and facilitated 

knowledge sharing and learning, as explained below.   

In the first week of the action research, the provision of a basic introduction to the concept 

of VSM (as the theory of effectiveness) and Achterbergh and Vriens’ (2002) domains of viable 

knowledge (as per method note in Appendix 2) shaped a shared mental model and collective 

understanding of the maths knowledge network’s governance and identity. This shared 

understanding emerged and guided the subsequent self-organising processes.  

In effect, the first two domains of viable knowledge (as per method note in Appendix 2, 

handed in to the learners in the first week) facilitated the development of a shared language 

and the rest of those domains guided the organisation/management of the network, in 

relation to the structure and mechanisms of the team’s effective knowledge sharing. The 

note also permitted the learners to become aware of and reach a common understanding 

about their maths knowledge network by clarifying goals of the teams as well as reaching an 

agreement on the maths knowledge network’s identity. It also allowed them to perceive how 

the teams can co-evolve together in the knowledge network through knowledge sharing 

among said teams. As soon as this shared understanding emerged, more and more effective 

organisation appeared in teams and in the knowledge network.  

Hence, there was more self-organisation with less conflict due to clarity on key tasks/roles, 

joint undertakings and the new means of interactions. The result was purposeful 
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communications for knowledge sharing, effective synergies/collaborations, and a 

heterogeneously-distributed network without a top-down control.  

Hence, the knowledge sharing within the network became more efficient through 

collaboration and cooperation. Changes were manifested in collaborative knowledge sharing 

processes, and in development of internal strategies towards skills development and 

performance improvement in the learners’ knowledge network. In such a context, the 

practice of carrying out the regulative processes was evident in each session through 

feedback reports containing the agenda/strategies for making knowledge sharing processes 

topic-specific and focused on communications/interactions, in relation to the problems at 

hand.  

The researcher recognised that self-organised knowledge sharing tasks and collaborative 

learning processes have key roles in how skills and capabilities are developed. This coincides 

with Helfat and Winter (2011), Teece (2007) and Zollo and Winter (2002). In addition, 

learners found out in such processes of skills development that in order to create and 

complete the feedback loop of knowledge sharing and collaborative learning/practising, they 

need to attempt to solve the maths problems by themselves first (i.e. personal self-

organisation), based on which they would then be able to ask for help from others, discuss 

and reflect (i.e. team self-organisation).  

In addition, and in line with Espejo (2015), this research established that it is through gaining 

experience in the process of continuous transitions from Argyris and Schön’s (1978) single-

loop learning to Argyris and Schön’s (1978) double-loop learning in circular loops, that skills 

and capabilities at individual, team and organisation levels are developed and strengthened.   

• First-order learning: A learning process within which continuous Kolb’s (1984) 

experiential learning cycles on primary tasks occurred.  

• Second-order learning: A learning process within which continuous Kolb’s (1984) 

experiential learning cycles on meta-systemic tasks occurred. 

 



332 
 

Figure 58: Recursive Performance: Individual, Team and Network Levels 
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Guided self-organisation at each level in fact increased the accumulation of such experience 

as well as the number of transitions from one state to another in the processes of learning. 

Performing the agreed tasks in the extra maths sessions (individually, in teams and in the 

network) was found to act as a proxy for first-order and second-order learning and such 

learning enabled the development of primary and meta-systemic skills/capability, 

respectively. This was a guided self-organised process. Skills development started from 

operational ones and then expanded to meta-systemic skills/capabilities and following this it 

fed back again to operational skills in a circular developmental loop. Evidently, these 

developmental loops were recursive, hence performance at each of the levels was improved 

recursively. To understand these recursive performances, Figure 58 illustrates a typical 

knowledge network model. For simplicity in explaining the recursive skills development and 

performance improvement, a team is considered to have two members and the network to 

include two teams. Bigger teams and larger networks follow similar recursive principles. This 

is how the first-order learning and second-order learning happened in VSM terms and 

provided empirical evidence for epistemological and methodological dependency of the two, 

at least in the context of classroom education. 

An important aspect of the self-organisation that was noticed in both cycles of action 

research was the need for guidance. Espejo (2015) asserts that guided self-organisation is 

needed for creating a learning organisation. This was through, for example, arranging the 

teams’ skill-mix, which in turn improved the capacity of the teams and subsequently the 

capacity of the network to act autonomously. It reaffirmed that the right learners are in the 

right places to collaborate in knowledge sharing, learning and practice. Ay et al. (2012) 

consider the existence and maximisation of predictive information/knowledge as of a vehicle 

for self-organisation. Here in this research, the ratio of 1:4 in teams (mentioned above) 

enabled the process of teams’ dynamics to be steered towards the goal/desired outcome 

(i.e. skills development and performance improvement) and in the direction of maintaining 

the identity of the maths knowledge network. At the network level, the researcher also 

guided the self-organisation by motivating the teams to broker knowledge from other teams, 

which could increase the synergy for further maths knowledge sharing in the knowledge 

network. This was carried out through throwing thought-provoking questions into the 

discussions that were relevant to both primary tasks and meta-systemic tasks.  

The researcher used students’ overall attendance rates as the logic of team composition 

(predictive information) so as to promote the effective management of their social capital. 

Notably, this logic of team composition should not be misunderstood as high attendance for 
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everyone. In other words, the logic of team composition does not say that the same students 

were attending the sessions based on a particular rate. In fact, students were attending 

organically and voluntarily. In effect, this means that overall, in each session, there was a 

sufficient number of highly-skilled students and enough low-skilled students in order to 

assemble teams based on the ratio of 1:4. The ratio of 1:4 for highly-skilled to low-skilled 

students was not only helpful for knowledge sharing but was also as a measure for guiding 

self-organisation in teams. The presence and knowledge sharing/contribution of a highly-

skilled student among the other four learners (who were less skilled in maths) was such a 

measure. This also helped to reduce the conflicts/frictions among team members with their 

varied methods of solving the maths questions and to increase their understanding about 

conflicting methods of maths problem solving through discussions/synergy (since the highly-

skilled student could effectively assess those methods and explain to others which method 

is better and why). In addition, the skills-mix allowed the emergence and development of 

team goals. This again was because the highly-skilled student could share with the other four 

teammates his/her differing personal learning governance practice, including the need for a 

goal to be achieved. Becoming goal-orientated was therefore guiding/facilitating the team 

self-organisation process. Hence, guided self-organisation is a better description of what was 

performed in the action/operations of this research.  

Further, from a knowledge network perspective, since the cohesion and density of the 

network increased, there remained no doubts that the network became more viable. This 

created a distinctive context where feasible ways of meta-systemic skills and capacity 

development for coping with learning complexities and improving learning performance 

emerged. This was not the case for those who did not participate in the extra maths sessions 

(in both cycles). Hence, this research agrees with Gershenson and Rosenblueth (2012), who 

state that “a self-organizing method is scalable, adapting to the complexity of a scenario and 

exploiting its maximum capacity”. Likewise, this action research suggests that implementing 

self-organisation mechanisms such as those mentioned above can lead to results that are 

closer to optimal learning performance.  

Similar to Polani et al. (2013), guided self-organisation in the knowledge network of this 

research had at least three characteristics, namely:  

• First, there was an increase in the re-organisation of forms and/or functionalities, 

since learners were free to reform the functional aspects in their teams.  
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• Second, there was not explicit guidance from any external agent for the local 

knowledge sharing/collaborations.  

• Third, task-dependent goals were made by the team and in line with task-dependent 

limitations/constraints. This is part of the system’s self-organising behaviour.  

Overall, the findings of this action research suggest that self-organisation in a knowledge 

sharing network has the following features: 

A) There is shared understanding of the viability of the knowledge network. 

B) Provision of critical task specifications is minimal. Reliance is on 

teamwork/collaborations and there is common ownership of the results.  

C) Effective knowledge sharing networks are bound by small teams with a diverse 

skills-mix and flexibility. 

D) Tasks might be undertaken jointly, hence requiring more interactions.  

E) Mistakes can be noticed at their origin/source and can be resolved there.  

F) Knowledge/information flows through communications.  

G) Feedback loops communicate the effectiveness of individuals, teams and 

networks. 

H) Developing strategies for survival is an ongoing process and is based on 

continuous cycles of learning and experiencing.  

I) Those who operationalise a plan are more likely to provide the most effective 

strategies. 

J) Autonomy emerges based on self-organised learning. 

Moreover, knowledge network in this research is considered as a self-organising system that 

moved away from entropy. Since there were knowledge varieties in the knowledge network, 

entropy was restricted. The system became negentropic through guided self-organisation in 

its proxy, i.e. teams. Teams were loaded with energy and information. Since individual team 

members were not bound to stay in one particular team in every session, information spread 

in the network in an organic way. Within the knowledge network, this information was 

translated in order to become relevant and applicable. New knowledge was generated when 

the translated information was communicated with others as they interacted and 

collaborated in teams. Learners understood said knowledge in relation to the system and in 

relation to the task at hand. This meant that the energy/information was absorbed more 

effectively in the collaborative learning/practising processes of the system and was 
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represented in terms of skills developed. This system, according to Von Foerster (2003), was 

able to enhance its own order internally.  

 

Second contribution: 

Guided self-organisation creates an effective context for autopoiesis.  

This action research reveals that a learning/knowledge sharing network becomes 

autopoietic, provided there is an effective context in place. Such effective settings can be 

created through guided self-organisation, as explained next.  

In both cycles of this action research, the learning/knowledge sharing system appeared to 

reproduce itself. Initially students asked the researcher to facilitate the same types of 

sessions for their accounting and finance module. As this was not possible for the researcher, 

one of the highly-skilled students offered to facilitate extra sessions for knowledge sharing 

and collaborative experiential learning for that module. As soon as the timings/space for their 

gatherings were arranged, they gathered and implemented the same knowledge 

sharing/learning structures and processes that they had found, through experience, to be 

effective in extra maths sessions, for their extra accounting and finance sessions. In addition, 

similar to the use of a Facebook group for maths knowledge sharing, they used their 

Facebook group to announce/remind people of the timings and locations of accounting 

practice sessions. The researcher attended these sessions and witnessed that their approach 

for knowledge sharing/learning towards skills development was reproduced from those in 

the extra maths sessions. It was evident that through participation and collaboration in extra 

maths sessions, the students’ observations and practice showed them that the maths 

knowledge network is serving its purpose and identity. Such evidence provided enough 

motivation for them to think of and to use the same methods/mechanisms/processes for 

developing the skills required in the accounting and finance module, i.e. reproducing their 

learning/knowledge sharing system in a self-organised way.  

The identity of the extra maths session as a system was “to create a knowledge network for 

skills development and effective performance” and this identity remained 

unchanged/untouched for the extra accounting/finance sessions. In this arena, Beer (1980) 

asserts that a social system is autopoietic as long as it has an identity and it keeps that identity 

alive. This research understands the learner’s knowledge network as a social system and 

reconfirms that it was an autopoietic system though upholding its identity. It is important to 
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mention that the identity of a social system is geared by understanding its structures and the 

way it organises its dynamic processes and mechanisms. In this research, the learners could 

understand what their knowledge network does, who does it, whom they do it for, and 

who/what is involved. This shared comprehension developed their understanding about 

what their knowledge network is, and hence its identity. This is in line with Espejo et al. (1999), 

who suggest that the surest way to establish a system’s identity (i.e. what the system is) is to 

figure out what the system actually does.  

In this arena, steering/guiding the dynamics of the system towards its goal and identity is a 

guided self-organisation process which facilitates the system to achieve the outcomes sought 

after or to realise the desired systems’ configurations. In this research, such a process 

happened without any explicit guidance/order from an external agent to the learning 

network. Instead, teams decided their learning goals depending on the tasks/activities at 

hand with due consideration paid to teams’ knowledge constraints. For instance, when the 

mathematical concepts behind the questions to be solved were difficult to absorb, one team 

decided to answer five questions instead of eight, but to make sure everyone with any level 

of maths knowledge in the team fully understood the approach and the solutions of those 

five questions. Coinciding with Polani et al. (2013), this is a characteristic of guided self-

organisation in a knowledge network. Said goal-constraint dependency also showed that the 

system has self-defining boundaries and that the internal relations and dynamics of the 

system generate the elements of the boundaries. The notion that the system’s identity is 

geared by its structures and its way of organisation is in accordance with Maturana and 

Varela (1980), who assert that it is the structure and organisation of the system that helps 

the system to reproduce itself and that such a process is contained within the system’s 

boundaries. Their definition of autopoietic system is self-explanatory in this regard (see 

footnote)2.  

The interactions and recursive communication cycles in teams and in the network were the 

key factors for autopoiesis to emerge. In effect, such communication cycles were inherent in 

the continuous processes of maths knowledge sharing and collaborative learning, aiming at 

skills development and performance improvement (reconfirming Malekovic and Schatten, 

                                                           
2 Maturana and Varela (1980) mention that: "An autopoietic machine [system] is a machine [system] 
organized (defined as a unity) as a network of processes of production (transformation and destruction) 
of components which: (i) through their interactions and transformations continuously regenerate and 
realize the network of processes (relations) that produced them; and (ii) constitute it (the machine) as 
a concrete unity in space in which they (the components) exist by specifying the topological domain 
of its realization as such a network" (pp. 78-79). 
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2008). The question of why/how interactions could relate to collaborations can also be 

explained. Communication/social interactions do structurally couple a social agent with 

others by means of language. While system 2 of the VSM was responsible for easing the 

collaborations and for resolving the competitions/conflict among teams in the knowledge 

network, the sense of cooperation and collaboration was developed within teams and among 

teams in the knowledge network, based on basic feelings/moods such as fairness, mutual 

respect, friendliness, trust and acceptance. These feelings (which according to Maturana, and 

Verden-Zoller (2008) are predominantly features of love) were opposite to competition, 

rivalry, or viciousness. As discussed in Section 2.3.3.2.6, competitive relations/interactions 

are not indicative of self-organisation. On the other hand, collaboration/cooperation as well 

as communications/social interactions facilitate social agents to exist and maintain their 

collective existence and are indicative of self-organisation. These authors suggest that such 

a natural/organic way of cooperation/collaboration is underpinned by biology of love and 

results in enhanced social consciousness. This illustrates a higher level of perception and is 

in line with Sice et al. (2013), who state that autopoiesis emerges in a fostered environment 

underpinned by active increase in awareness, avoiding fragmentation of experience and the 

use of discursive language for promoting creativity.  

Overall, the researcher considers that this action research (soft-OR), underpinned by 

organisational viability theory (VSM), has provided interesting connections between guided 

self-organisation, knowledge sharing, collaborative experiential learning as well as 

skills/capability development, and performance improvement. The soft-OR approach of this 

research and the two case study applications open an avenue through which to explore and 

examine how business schools such as the BSUKU are able to diagnose, design and 

implement effective methods in order to support learners’ knowledge networks with the aim 

of enhancing the institutional effectiveness through more guided self-organisations 

processes.  

With reference to the answers to the research questions and the two contributions 

mentioned above, this research provides insights into, and understanding of, the practice of 

learning management. Contributions to practice are discussed in the next section.  

 

6.3 Contributions to Practice 

Reflecting on the area of application/concern (Section 4.3.1), the research questions and the 

answers provided (Section 6.1.1, Section 6.1.2, Section 6.1.3, Section 6.1.4, Section 6.1.5, and 
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Section 6.1.6) in this research contribute to the practice of maths teaching and learning in 

the UK higher education institutions. They provide a soft-OR multi-methodology that 

facilitates a deep understanding of the management of knowledge sharing practices and 

students’ learning processes, through six stages of assessing the area of 

application/concerns, diagnosis, action planning, implementing the plan, evaluating the 

outcomes and reflection/learning. This research provided an effective approach to tackle the 

complexities involved in the process of maths learning as well as the management of maths 

learning.  In agreement with Frade and Borges (2006), maths knowledge in this research is 

considered as an interplay of tacit and explicit knowledge. In particular, the use of viable 

system diagnosis made it possible to find the mismatch between the type of knowledge and 

the ways of sharing it with students. The researcher discovered this by going deeper into the 

learning processes and by understanding them better rather than by examining the teaching 

structures only (see Section 4.2.1.2.2). Having stated this important point, however, the 

researcher is concerned with the ‘level of awareness’ that module leaders/lecturers or even 

sometimes learning design analysts (with their capacity/roles in system 2) have about 

typologies of knowledge and how each type requires differing solutions for knowledge 

sharing/teaching. Here, a second-order cybernetician might be able to possibly activate such 

awareness through being part of the system of learning management and via observing the 

observed.  However, this activation still depends on the level and extent to which the 

observer (as a system) interacts with the observed system and how much the institutions are 

ready to accept the issues and alternative solutions. For those schools that teach maths as a 

pure field of study, in general, they are organically aware of how to share it with students 

through encouraging the interactions and the continuous experiential practice which covers 

the dynamic interplay between the tacit and explicit nature of maths knowledge. Yet, when 

it comes to sharing maths knowledge in a business school, e.g. where module 

leaders/managers/lecturers’ main speciality is not pure maths, but rather the application of 

maths in other fields, then spotting the difference between types of knowledge is not very 

easy. Hence, less effective knowledge sharing mechanisms might be applied. In this arena, it 

is recommended to involve or at least consult with a pure maths lecturer about the superior 

ways of sharing maths knowledge as a default check-up.  

In management of teaching and learning, it is also recommended to increase (rather than 

reduce) the number of face-to-face sessions for maths knowledge sharing (or teaching), 

though unfortunately it has become a policy trend in the HEIs to decrease the number of 

sessions. It is also worthwhile to remind the practitioners that while maths learning software 
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technology such as MyMathLab is a teaching tool, it is less effective in sharing tacit 

knowledge of maths.  

There are different types of pedagogies in the educational domain, but they promote 

methods of teaching that are mainly based on students’ style of learning (such as blended 

learning, use of technology, etc.) and are less facilitative in collaborative practices and 

interactions. Recently though, students’ peer-assisted approaches have been practised. Yet, 

it is important to have a peer in the team who knows the subject extremely well and who 

patiently guides the process of learning through practising, because learning/practising 

maths is time consuming and also needs facilitation. Here is where this research offers a way 

to apply ‘guided self-organisation’ based on the structure of the skills-mix and facilitate 

learning/knowledge sharing. The guided self-organisation in teams is particularly important 

when there is fragmentation in students’ network (revealed by SNA), which represents a 

barrier to effective management of social capital. In this research, such fragmentation was 

based on streaming strategy and timetabling at management level. Hence, the skills-mix ratio 

of 1:4 for highly-skilled to low-skilled students in teams was calculated and suggested (see 

Section 4.2.2.12 and Section 4.3.2.1.2).  

Another contribution to practice in this research relates to providing a method of 

collaborative experiential learning based on domains of viable knowledge that is truly 

bottom-up and learner-centred. It also reduces the power distance between learners and 

lecturers/tutors. In addition, it works effectively for skills development and performance 

improvement and is easy for practitioners to understand (see method note in Appendix 2). 

Chapter 4 of this thesis represents the application of systemic action/operational research in 

two cycles. Therefore, it is recommended to consider the approach in this research as one 

way of moving away from teacher-centred solutions.  

 

6.4 Limitations and Implications for Further Research   

Despite academic contribution to knowledge and practice, any research is bound by 

limitations. It is important to recognise the limitations and to suggest areas for further 

studies. This research is no exception. 

First, the time limit of UK doctoral research degrees (which is four years) limits the full 

establishment of action research methods as well as longitudinal and cyclical studies. This 

timeframe also limits the researcher’s capacity to test the effectiveness of the ideas, methods 
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and approaches in other contexts, in order to make a strong claim on the transferability of 

the research. Hence, the researcher could only claim that the SCOR multi-methodology of 

this research has ‘potential for transferability’.  

Second, the case study university (the BSUKU) of this research was under a major change to 

centralise the management operation processes e.g. timetabling. HR, finance, etc. Among all, 

timetabling was the process that disrupted operational plan 2 of this research. Hence, the 

designed skills-mix could not be actually scheduled in the tutorial sessions. If this could have 

happened then all students could have benefitted from the present action research. 

Nonetheless, the researcher managed to implement a solution by voluntarily offering extra 

maths sessions, as in operational plan 3. Although the number of participants became limited 

to 101 students (collectively in both cycles), it created an opportunity to compare the final 

performance of those who participated in the systemic solution and those who did not.  

Further research could focus on implementing the systemic solution in the tutorials of the 

full cohort of first-year students and on having a higher number of participants. This would 

lead to a larger amount of data and might provide a better understanding of the processes 

and complexities involved in managing learners’ maths knowledge network, though it is 

operationally much more difficult.  

Third, in the implementation of operational plan 3 (maths knowledge network), students 

learned the basics concepts of VSM and discussed the method of application of VSM in the 

maths knowledge network. However, since maths contents are by nature difficult to learn, 

the researcher was cautious and reasoned not to increase the level of difficulty by 

introducing expert VSM concepts, because learners were first-year undergraduate students 

and mainly had no previous work experience which could be used to fully relate to and follow 

the complex concepts. Nonetheless, better insights and understanding are required on how 

expert VSM might affect a team’s knowledge brokering, and how it influences the leading 

patterns of knowledge sharing in the maths knowledge network. However, educational 

providers might resist following this.  

Fourth, incorporating the use of maths learning software such as MyMathLab was not in the 

scope of this research. However, in terms of organising technology for learning, it would be 

interesting to investigate whether Johnson and Liber’s (2008) PLE approach can effectively 

support the maths learning. Similar to VSM implementation in the SCOR multi-methodology 

of this research, Johnson and Liber’s (2008) PLE approach permits the learners to take control 

of their own learning. They use VSM and assert that physical engagement with the learning 
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technological instruments plays a key role in empowering the learners to organise their own 

technological learning sphere. If Johnson and Liber’s (2008) PLE approach could effectively 

handle the complexities involved in learning maths, then the SCOR multi-methodology can 

be developed further to also include use of technological software tools in maths learning as 

well as in management of maths learning.  In fact, the two approaches can be 

complementary, because capturing change in skills development through the use of 

technology would be much easier. This can be achieved for example through allowing the 

learners to use technological learning instruments, evaluating their own skills at the 

beginning and end of each session. Hence, the highly-skilled learners would not be too 

stressed by administrative tasks. However, this complementary idea needs empirical 

evidence to show its effectiveness in maths skills development and performance 

improvement.  

Fifth, and as discussed in Section 2.3.2.1.2 and Section 4.2.1.2.2, a system for management 

of teaching is different from a system for management of learning, since learning is emergent 

and developmental. As part of management of learning, there is the potential to intentionally 

create the conditions for the emergence of a new level of recursion (e.g. through allocating 

resources, offering extra time, etc.). This research provides some evidence that might 

possibly signal the emergence of such recursion in the learner’s knowledge network. For 

instance: 1) there were physical spaces allocated for learners to perform their activities (e.g. 

the rooms booked in the university); 2) the module leader announced the scheduling of extra 

maths sessions on the E-bridge for all. The lecturers also suggested that the learners attend 

the extra maths sessions. This was a recognition of the learners’ collective efforts in their 

knowledge network; 3) the learners learned how to perform their duties; 4) intangible 

outcomes such as skills and capabilities were developed in the extra maths sessions over 

time. This gradually improved the students’ performance in terms of success in the final 

exam. It would be interesting to further study other mechanisms and conditions, along with 

those presented in this research, and how long would be needed for the new recursion level 

to stem out or strengthen its own capabilities and to become fully developed, recognised and 

institutionalised in the system for management of learning.  

Another area for further research pertains to the idea of considering the university learners 

as co-creators, co-producers or collaborators of knowledge as opposed to costumers. 

Although these theories have been back-dropped in reality (Bovill et al., 2015), it is important 

to investigate how said concepts can be better introduced again in order to shape the ways 

of knowledge sharing and management of learning. In particular, since those back-dropped 
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theories are not soft-OR-orientated, combining soft-OR tools and methods in such 

approaches can be facilitative in the management of learning.  

Further, since this research provided empirical evidence regarding the application of 

VSM+SNA for collective knowledge sharing as an effective approach for leadership 

development in the educational context, further research is needed in other contexts, e.g. in 

business organisations, in healthcare, in engineering, and in the military environment.    

Finally, this research attempted to provide evidence to counter the argument of Ulrich (1981) 

and Jackson (2003) regarding VSM being merely a functionalist-mechanistic approach that 

does not deal with social aspects and motivation. In this research, all of the students who 

participated in the maths knowledge network and set/aligned their goals were highly 

motivated to attend their exam in order to achieve the outcomes of their efforts. They all did 

so in both cycles. In contrast, of those who did not participate, 14% in the first cycle and 9% 

in the second cycle were not motivated to attend the exam, and they were revealed by a 

mark of no-show. It is important that other interested researchers lead this line of evidence 

further. Empirical justifications for or against this claim are sought greatly. In particular, it is 

suggested to sufficiently focus on the first two domains of viable knowledge in Achterbergh 

and Vriens (2002).  
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Third Wave of Systems Thinking Theories – Critical Systems Theories 
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Appendix 1: Different Paradigm and Philosophies (Mukhuty, 2013; p.154) 
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Appendix 2: Method Note – 31 domains of viable knowledge  
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Appendix 3: Basics of Viable System model 
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Appendix 4: Motivational note 
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Appendix 6: Individual’s Feedback form  
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Appendix 8: Schedule of OP 3 sessions – 2nd cycle 
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Appendix 12: Interview Questions 
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