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Abstract 

The current PhD project focuses on the integration of gesture with their co-occurring 

speech with the use of non-invasive brain stimulation. The project investigated ‘where’ 

and ‘when’ gesture-speech integration takes place. Building on the paradigm of Kelly et 

al., (2010) which provides a reaction time index of automatic gesture-speech 

integration, it was tested whether left middle temporal gyrus (pMTG) as well as left 

Inferior frontal gyrus (LIFG) are causally involved in gesture-speech integration. A 

follow-up study investigated the time window for this integration of gesture and speech 

in pMTG. This study found that gesture has a priming effect on the semantic retrieval of 

speech. This effect only manifested itself after gesture had been clearly understood and 

before the semantic analysis of speech. Based on the common coding hypothesis, this 

finding was interpreted in terms of gesture and speech originating from a common 

coding system, with both LIFG and pMTG as its neural underpining, enabling bi-

directional influences between both domains. 
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Chapter 1.  General introduction                                                                                                                                        

  

Language has a standard of form and structure and conveys meaning in a linear-

segmented way. Words are composed of morphemes with a strict and systematic linear 

sequence, sentences are composed of words with a layered structure, and discourse is 

composed of sentences governed by the syntax of a language. The structure unfolds 

along the single dimension of time—morphemes, words, sentences, discourse. The 

process of comprehension of language involves mapping sound onto meaning. The 

meaning of language in nature is an arbitrary system referring to objects and concepts. 

For the comprehension of language, not only the linguistic information but also the 

context and world knowledge should be taken into consideration.  Furthermore, because 

of the multisensory system of human beings, any extra-linguistic information that co-

occurs with language may also have an influence on the comprehension of language. 

In daily communication, language comprehension can be enhanced by the access to 

some other sources of information, for example, visual information like facial 

expressions and lip movements, especially in noisy environments or when the hearing is 

impaired (Grant et al., 1998; Grant et al., 2000; Sekiyama et al., 2003; Summerfield, 

1992). These behavioural advantages are explained as reflecting the superiority of bi-

modal information over unimodal information (Frens et al., 1995; Perrott et al., 1990). 

This thesis focuses on one source of information that has often been found to be 

accompanying speech: hand gestures. The co-occurring of speech and gesture happens 

not only during face-to-face communication but also when the communicators cannot 

see each other (Bavelas et al., 1992; Krauss et al., 1995). An ongoing question concerns 

the role those hand gestures play in conversation.   
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As extra-linguistic information, gestures have often been observed to accompany 

language, for example, an inverted V-hand in a wiggling manner while saying “he 

walked across the street”, or an upward hand movement in a climbing manner when 

saying “he climbs up the wall”. Speakers convey information in both gesture and 

speech, while listeners are sensitive to information available in both modalities (Goldin-

Meadow et al., 1999; Kelly et al., 1998). This thesis focuses on how the information 

conveyed through the two different modalities interacts to form a ‘single unified 

system’, as has been hypothesized by some researchers (Hagoort, 2004, 2005; Ozyurek 

et al., 2007). To investigate the relation of information conveyed in both gesture and 

speech, how information is conveyed through gesture will be considered first, before 

moving on to investigate the relationship between gesture and speech.   

1.1. Gestures  

Gestures are defined as spontaneous hand movements that are produced during the act 

of speech (McNeill, 1992). There are two parameters for gesture. One is the form of the 

hand which includes aspects like the shape of the hand, shape of trajectory etc; the other 

is the motion of the hand, which includes aspects like palm and finger orientation, 

gesture space, space where motion is articulated and so on. Together the two parameters 

make up a gesture to take on a symbolic function. The form of the hand can serve as a 

symbol of a character that the co-occurring language is referring to and the motion as a 

symbol of the character in motion. For example, consider the gesture of an index figure 

rolling from left to right, together with the words, ‘he rolls over the bridge’. In this 

example, the index figure is a symbol of ‘he’ and the rolling of the figure from left to 

right is a symbol of ‘the rolling of the character’. Gestures are free from standards of 

form. In the last case, one index finger was used as a symbol of the character, one might 

also use two figures, or a fist as the character symbol. To symbolize the ‘roll over the 

bridge’ motion, it can makes two rolls, three rolls or draw an arc in the air. Gestures 
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always occur with speech and represent aspects of the same representation described in 

speech.  

1.1.1. Definition of gesture 

When people talks, there are always hand and arm movements, but not all of them can 

be classified as gestures. There are two criteria that need to be fulfilled in the definition 

of a hand movement as a gesture.  

First of all, gestures are hand movements that are part of communication. Gestures are 

produced as part of an intentional communicative act that is constructed at the moment 

of speaking (McNeill, 1992). This makes gestures different from other forms of 

nonverbal behaviour such as adaptors or emblems that can also accompany speech. 

Adaptors are adaptive hand movements that are maintained by habit; examples of 

adaptors would be smoothing of the hair, pushing up of the glasses now and then, 

holding or rubbing of the chin and so on.  Such adaptive hand movements are 

performed with little awareness and have no intent of communication; thus, they cannot 

be classified as gestures. Emblems, at the other end of the awareness spectrum, are hand 

movements that are held to standards of form, for example, the ‘thumbs up’, the ‘okay’, 

the ‘shush’. In emblems, the change of handedness or the shape of the hand will lead to 

a different movement with a different meaning.  The meaning of emblems does not 

depend on speech, they can act independently and can be understood with or without the 

accompanying speech (Goldin-Meadow, 2003).  

Secondly, gestures do not have a codified system. They are free to take on forms that 

speech cannot assume and are consequently free to reveal meanings that speech cannot 

accommodate. The continuum by McNeill (1992) is useful in distinguishing gestures 

from other hand movements. According to this continuum, there is an ordering of 

gestures: 
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‘Sign languages’, such as American Sign Language (ASL) are fully-fledged linguistic 

systems in which hand signs are used to communicate with and by the deaf. Sign 

language, to the deaf, is like spoken language to hearing people. Sign languages have 

standards of well-formedness, are conventionalized, symbolic and are produced in 

hierarchical combinations (McNeill, 1992).  

‘Emblems’ as discussed above, must meet standards of well-formedness. Like words, 

they hold a conventionally structured code and can be understood by members of the 

community in the absence of context of explanation (McNeill, 1992).  

‘Pantomimes’ are enactions or demonstrations of an action without using an object. 

Therefore pantomimes can ‘stand on their own’ in conveying information, as speech is 

not obligatory. McNeill (1992) stated that successive pantomimes can create sequence-

like demonstrations. 

‘Language-like gestures’ have similar form and appearance to gesticulation; the 

difference is that language-like gestures are grammatically integrated into the utterance. 

For example, in the sentence, ‘The parents were all right, but the kids were [gesture]’, 

instead of an adjective, a language-like gesture is used to fill the grammatical slot.  

Gestures refer here to the left end of the spectrum: ‘gesticulations’ are idiosyncratic 

spontaneous hand movements without holding conventional codes like those in 

language. According to McNeill (1992), in gesticulation, the meaning cannot be 

combined. 

Pantomimes  Gesticulation  Emblems  
Language-

like Gestures 
Sign Languages 

From left to right: (1) the obligatory presence of speech declines, (2) the presence of language-like 
properties increases, and (3) idiosyncratic gestures are replaced by socially regulated signs 

Figure 1.1 Gestural continuum by McNeill (1992) 
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Thus, there is a clear definition for gestures. They are spontaneous hand and arm 

movements that are directly related to the speech they accompany and are produced 

with communicative intention. 

1.1.2. Gesture types 

There are five gesture classification schemes that have been proposed (see Table 1-1 for 

detail). As can be seen from the table that even though the sub-categorization of 

gestures varies, all schemes classify the same movements as gestures. In that sense, all 

these schemes are interconvertible. This thesis will use the scheme offered by McNeill 

(1992), which classifies gesture movements into four major categories based on the 

meaning and function that gesture possesses. 
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Krauss, Chen, and 

Gottesman (2000) 

McNeill 

(1992) 

Ekman and 

Friesen (1969) 

Freedman and 

Hoffman (1967) 

Efron (1941) 

Lexical gestures Iconic 

gestures 

Kinetograph 

gestures 

Literal-

reproductive 

gestures 

Physiographic 

gestures 

Pictograph 

gestures 

Kinetographic 

gestures 

Metaphoric 

gestures 

Ideograph 

gestures 

Concretization 

minor and 

major 

qualifying 

Ideographic 

gestures 

Underline 

gestures 

Spatial 

movement 

gestures 

Deictic gestures Deictic 

gestures 

Deictic gestures  Deictic gestures 

Motor gestures Beat gestures Baton gestures Punctuating Baton gestures 

Rhythmic 

gestures 

Table 1-1 Overview of gesture classification schemes (cited from McNeill, 1992; Goldin-Meadow, 2003) 

1.1.2.1. Iconic gestures 

A gesture can be classified as an iconic gesture if it fulfils two conditions: first of all, it 

should represent images concretely and transparently, for example, an arcing-upward 

motion produced while saying ‘I have to go upstairs to find my slippers’, or a tracing of 
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a circle in the air with the index finger while saying, ‘It is a round ornament’. The image 

that iconic gesture represents can be body movements, movements of objects (without 

holding that object, thus different from object manipulation), people in space as well as 

the shapes of objects or people.  

Secondly, the meaning of an iconic gesture has to be generated online on the basis of 

gesture form and the co-speech context in which the gesture is observed. For example, a 

rotating gesture made with a pointing hand could be accompanied by the speech, ‘She 

does lovely pirouettes’. The gesture represents a ballerina’s movements. However, the 

same gesture could refer to a hand twisting off a jar lid accompanied by, ‘Which 

direction shall I turn this?’ This illustrates that iconic gestures do not have conventional 

or unambiguous meanings in the absence of speech (Feyereisen et al., 1988; Krauss et 

al., 1991).  

1.1.2.2. Metaphoric gestures 

Metaphoric gestures can represent abstract images like concepts, knowledge, language 

itself, the genre of the narrative and so on (McNeill, 1992), for example, the drop of the 

right hand to illustrate the abstract feature of the sentence, ‘The man gets down to 

business ’. Metaphorics are similar to iconic gesture in that they both represent images. 

While iconic gesture depicts some concrete event or object by creating a homology to 

aspects of the event/object, metaphoric gestures present abstract images that are 

invisible, or depict a concrete metaphor for a concept by creating a visual and kinetic 

image that is similar to that concept.  

1.1.2.3. Deictic gestures 

Deictic gestures are pointing movements that are used to indicate objects, people, or 

locations (McNeill, 1992), for example, a pointing to a hat while saying, ‘This is our 

new fashion’. Deictic gesture can also indicate object or event that is not in the real 
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world. In narratives and conversations, a deictic gesture can be made meaningful by 

selecting a part of the gesture space and attaching a referential value to that space. An 

example would be pointing to the space between self and interlocutor while saying, 

‘Where did you come from?’ 

1.1.2.4. Beats 

Beats are short, quick hand movements that move along with the rhythmical contour of 

speech. A typical beat is a simple flick of the hand or fingers up and down, or back and 

forth in the space of the periphery of the gesture space. Beats tend to have the same 

form, regardless of the content. Beats do not present a discernible meaning; their value 

is their semiotic value to index the word of phrase they accompany as being significant 

(McNeill, 1992). 

1.1.3. Gesture phases 

According to McNeill (1992), gesture phases are different based on whether the gesture 

depicts imagery or not. Iconics and metaphorics are imagistic and generally consist of 

three phases: a preparation phase, a stroke phase, and a retraction phase (McNeill, 

1992). Figure 1.2 provides an example of the three phases with the gesture ‘break’. In 

the preparation phase, the hand and arm move away from their rest position to a 

position in gesture space where the stroke begins. As can be seen in the first row, that in 

illustrating the preparation phase of the ‘break’ gesture, the hands held into fist down 

are rise to centre front. In the stroke phase, the meaning of the gesture is expressed. It is 

performed in the central gesture space, and it is this phase that is synchronized with the 

linguistic segments with which it is co-expressive. An illustration of the gesture ‘break’ 

in the stroke phase would be the two fists moving 90 degrees outside and then back into 

the face down position  (see second row of Figure 1.2). The retraction phase is the 

return of the hand from the stroke to the rest phase; in the ‘break’ example, it is where 

the fists move from the centre front back into the rest position (see third row of Figure 
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1.2). For non-imagistic gestures like beats, there are only two movement phases (see 

beats in 1.1.2 gesture types).  

 

 

 

Figure 1.2 An illustration of the gesture phases of the 'break' gesture.  

The first row shows the preparation phase, the second the stroke phase and the third the retraction phase 

 

1.1.4. Meaning conveyed in gesture 

This thesis focuses on one type of imagery gestures--the iconic gesture, and their 

relationship with speech. In the following part of this thesis, whenever referred to 

gesture, it means iconic gesture. From the earlier description, it can be learned that 

gesture occurs together with speech and conveys meaning relevant to the speech 

(Goldin-Meadow&Sandhofer, 1999; Kelly&Church, 1998). Gestures are particularly 

adept at describing concrete information like spatial or motor contents (Beattie et al., 

1999; Krauss, 1998). Gestures can also convey additional information not present in the 

accompanying speech (Church et al., 1986). Gestures do not have a standard of form 

like speech, the meaning is dependent on the accompanying speech. Therefore iconic 

gestures have the potential to offer a different view of the speaker’s thought in addition 
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to speech, as has been described by Goldin-Meadow (2003) that iconic gesture provides 

a ‘window on the mind’.  

Compared to language, which has standards of form and conveys meaning in a linear 

segmented way, gestures have some unique properties of conveying meaning (McNeill, 

1992): 

First of all, the meaning conveyed in an iconic gesture is global and synthetic. Gesture 

makes sense as a whole, and the meaning of each kinetic of the gesture is determined by 

the whole.  The meaning of the whole is not a linear-segmented combination of separate 

meaningful parts, it is a syncretization of different meaningful segments (McNeill, 

1992).  For example, the meaning of the sentence, ‘He rolled over the bridge’ can be 

expressed by a single arc of the finger drawing in the air. 

Secondly, gestures do not combine to form larger, hierarchically structured gestures. 

Each gesture is a complete expression of meaning, depicts the same aspect of the 

underlying thought or memory as that described in accompanying speech (McNeill, 

1992).  

Thirdly, gestures do not have standards of form. Speakers display the gesture based on 

their own understanding and experience. Therefore, even for the same context, different 

speakers may gesture in a slightly different way, incorporating a core meaning but 

adding details based on their inner thought.  

1.1.5. Summary 

In summary, gestures are hand movements that are produced as an intentional part of 

the verbal language. Types of gesture are categorized based on the meaning they 

possess. Iconics are defined as gestures that depict concrete aspects of the images, while 

metaphorical gestures depict abstract aspects of the images. Deictics are used for 

indication, and beats are used to highlight the accompanying speech. Gestures are free 
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of form, yet generally, there are three phases for each gesture. Meanings are conveyed 

in gestures in a global and synthetic way. The meaning of iconic gesture has to be 

generated online on the basis of gesture form and the co-speech context in which the 

gesture is observed. As has been pointed out by Goldin-Meadow (2003), gestures 

provide a ‘window on the mind’ to describe the speaker’s inner thought in addition to 

speech. 

1.2. The relationship between gesture and speech 

Speakers gesture in face-to-face communication, but also when they are on the phone 

where they cannot see the person they are talking to (Bavelas et al., 1992; Krauss et al., 

1995). It has been found that speakers gesture even when they are blind and they 

themselves cannot see the gesture (Iverson et al., 1998). The meaning conveyed in 

gesture is global, synthetic and needs to be analysed as a whole, while the meaning 

conveyed in speech is linear, segmented and unfolding over time. This raises the 

question, what functions gestures serve. How is the speaker’s inner thought described in 

the two different modalities? The following part will review evidence about the function 

of gestures for both speakers and listeners, about the relationships between the 

information conveyed in the two modalities, before moving on to explain how gesture 

and speech interact with each other.  

1.2.1. Gesture function 

1.2.1.1. Gesture functions for speaker 

With the use of gesture, a speaker is able to produce a speech description more 

informatively and fluently. For example, in a study carried out by Rime et al. (1984), 

after subjects were impeded from making the principal movements they normally 

performed during a conversation, the content analysis revealed a significant decrease in 
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the vividness of imagery1 during movement restriction. In a study carried out by 

Rauscher et al. (1996), they found out that compared to when the speakers could not 

gesture, there tended to be fewer filled pauses in speech when they were free to gesture. 

They also found out that the spatial content of speech was less fluent when the speakers 

could not gesture, but the nonspatial content was not affected by gesture condition 

(Rauscher et al., 1996). In terms of speech content and fluency, the effects of preventing 

speakers from gesturing resembled those of increasing the difficulty of lexical access, 

either by trying to use as many obscure words as possible (obscure-speech condition) or 

by avoiding using words that contained a specified letter {constrained-speech 

condition). Based on these results, Rauscher and colleagues concluded that their results 

illustrated that co-speech gesture can facilitate access to the mental lexicon.  

Gestures can also provide formats of new thoughts that have not been developed enough 

to be coded in speech (Goldin-Meadow, 1999). For example, Crowder (1996) found the 

gestural foreshadowing effect in science lessons, children tended to use gestures to 

precede the ideas they themselves eventually articulated in speech. By offering a route 

to try out and leave an expression of new ideas, gestures can facilitate the change of 

one’s repertoire (Goldin-Meadow, 1999).   

1.2.1.2. Gesture functions for listener 

Gestures can communicate information about speakers’ inner thoughts that can also be 

comprehended by listeners. There are plenty of studies showing that compared to a 

speech only condition, listeners have a better comprehension when they are presented 

with both speech and gesture (Hostetter et al., 2011; Kelly, 2001; Valenzeno et al., 

2003). This is especially the case when gestures contain supplementary information 

with co-occurring speech. Gestures can facilitate comprehension of the spoken message 

                                                           
1 The degree of speech imagery was quantified using a computer program (Hogenraad et al., 1981), in 
which the imagery valence of the verbal material was compared within a dictionary. 
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when they convey the same information, while impeding comprehension when they 

convey conflicting information (Goldin-Meadow, 1999). For example, in a study by 

Broaders et al. (2010), they found that spontaneous gestures containing mismatched 

information could lead witnesses to report incorrect details. In another study carried out 

by Goldin-Meadow, &Sandhofer (1999), gestures that conveyed different information 

from the speech were observed to hinder the listener’s ability to identify information in 

speech. 

When the information is hard to comprehend, as in the case of non-native speakers or 

someone with weak verbal abilities, listeners tend to attend to the accompanying 

gestures for additional cues.  For example, Sueyoshi et al. (2005) demonstrated that the 

presence of gestures improved the comprehension of bilinguals who were of low 

proficiency in their second language, while for those of high proficiency, there was no 

such improved gesture effect. McNeill et al. (2000) asked both preschool children and 

kindergarten children to select blocks under either a no gesture condition, gesture 

reinforced speech condition or gesture conflict speech condition. The speech message 

was complex for preschool children but not for kindergarten children. They found that 

for preschool children, the reinforcing gesture condition facilitated speech 

comprehension, and the conflicting gesture condition hindered comprehension.  For 

kindergarten children, however, there was no such facilitation or hindrance effect 

among the three gesture conditions. 

1.2.2. Theoretical views on the relationship between gesture and speech  

The relationship between gesture and speech has been investigated for quite some time. 

Some accounts deny a communicative impact of gesture, with the thought that gestures 

are just random hand movements to dissipate tension during the action of speech (T. 

Dittmann et al., 1969) or the opinion expressed by Krauss et al. (1991) that hand 

gestures are not as communicative as speech, the relationship between gesture and 
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speech is comparatively unreliable. Despite all of these disagreements, the evidence that 

gestures formulate the production of speech for speakers and serve as a way of 

conveying information for listeners reduces the possibility of the gesture being just 

random.   

McNeill et al. (1994) artificially created gesture-speech mismatches to investigate the 

relationship of gesture and speech during comprehension. In the study, participants were 

presented with a videotape of someone telling a story with gesture-speech mismatches 

in three conditions (manner mismatches, perspective mismatches, anaphor mismatches) 

and asked to retell the story. The results showed that all of the three gesture-speech 

mismatches in the videotape produced a detectable effect on the participants’ retellings. 

In addition, the effect of the mismatches was evident in gesture, speech, as well as in 

both gesture and speech. Based on these findings, McNeill concluded that participants 

were sensitive to information from both gesture and speech. Information was coded 

independent of modality, participants tried to form a coherent understanding of the 

information and coherent information was stored in memory without specific indexing 

of the modality.  

Kelly et al. (2010b) presented participants with action primes (e.g. someone chopping 

vegetables) and bimodal speech and targets where one part of the target (speech or gesture) 

was related to the prime. Kelly et al. (2010b) found that gestures influenced speech 

comprehension, and speech influenced gesture comprehension in a comparable way in 

terms of N4002 latency and amplitude. Moreover, this bi-directional influence of gesture 

and speech still existed when participants were told to focus only on the speech 

information. From these results, Kelly et al. proposed the ‘integrated system hypothesis’ 

that during comprehension the information from both gestures and speech interacts 

                                                           
2 A negative-going deflection of ERPs waveform between 300 and 550ms post-stimulus, see part 1.2.3.3 
for detail. 
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mutually with each other in an automatic, obligatory way. According to this view, the 

relation between gesture and speech is like ‘two sides of the same coin’. 

From the above illustrations, it can be seen that speech and gesture are bi-directionally 

influenced by each other, as speech influences how people gesture and gesture 

influences what is produced in speech. The bi-directional influence of gesture and 

speech appears to take place automatically in that there is no need for extra effort or 

intention, people just cannot help paying attention to information from both modalities.  

1.2.3. Bi-directional influence between gesture and speech 

Green et al. (2009) stress three points for the bi-directional influence of gesture and 

speech: first of all, gesture interacts with speech and does not act as an ‘auxiliary support’. 

Second, this interaction takes place at a semantic level and differs from the relationship 

between lip movement and speech, which is based on form matching. Third, this 

interaction is implicit, as gesture and speech are automatically processed in the brain. To 

have a clearer look at the relationship between gesture and corresponding speech,  these 

three points will be developed in detail below. 

1.2.3.1. Gesture and speech interact with each other 

The interaction of gesture and speech involves two levels. First of all, speech and gesture 

are temporally aligned with each other. The onset of gesture usually precedes the onset 

of the relevant speech segment by less than a second (Morrelsamuels et al., 1992). 

Secondly, there exists a bidirectional influence of gesture and speech in terms of external 

form. In a study carried out by Bernardis et al. (2006), they found that compared to 

unimodal conditions, multimodal voice spectra (especially formant 2, F2)3 were enhanced 

by gestures, whereas multimodal gesture parameters (like gesture time, maximal height, 

                                                           
3 Formants are distinctive frequency components of the acoustic signal produced by speech. There are 
three types of formants in phonetics, formant 1 (F1) with the lowest frequency, formant 2 (F2) the 
second, and formant 3 (F3) with the highest. Formants can be calculated using the PRAAT software 
(Bernardis et al., 2006). 
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hand oscillation amplitude, maximal peak velocity, the number of velocity peaks) were 

reduced by words. They concluded that spoken words and gestures are coded as a single 

signal by a unique communication system. Last but not least, the bidirectional influence 

of speech and gesture also appears at the semantic level. In a study carried out by Kita et 

al. (2003), participants were presented with an American animated cartoon video and 

asked to tell the story to a listener who did not see the video in three languages: English, 

Turkish and Japanese. Their narrations were videotaped and the gestures and languages 

that were produced in the narratives elicited from the same stimulus were analysed. The 

findings showed that gestures used to express the same motion events were influenced 

simultaneously by how features of motion events were expressed in each language. 

Participants also tended to use gestures to express motion events if the spatial information 

in the stimulus could not be verbalized. Based on the results, Kita et al. (2003) concluded 

that gestures are generated from spatial-motoric processes that interact on-line with the 

speech production process, speech affects what people produce in gesture, and gesture, in 

turn, influences what people produce in speech. In another study by Kelly et al. (1999), 

participants were presented with video segments of someone pointing at objects, and were 

asked to identify the referred- to object. Results showed that participants identified the 

intended object more often in the speech-gesture condition than in the gesture only 

condition, demonstrating that the referent of the pointing gestures is determined by both 

the gestures and the speech accompanying them. Moreover,  Kelly et al. (2010b) 

presented participants with action primes (e.g. someone chopping vegetables) and 

bimodal speech and targets, and asked them to identify if any part of the target (speech or 

gesture) was related to the prime. The results showed that participants related primes to 

targets more quickly and accurately when they contained congruent information (speech: 

‘chop’, gesture: ‘chop’) than when they contained incongruent information (speech: 

‘chop’, gesture: ‘twist’). More importantly, the results did not show an interaction 
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between incongruence and target modality. The authors concluded that gestures 

influenced speech comprehension, and speech influenced gesture comprehension in a 

comparable way.  

1.2.3.2. Gesture and speech interaction can be implicit 

 There are several studies suggesting that the interaction between gesture and speech is 

obligatory in the sense that people cannot help but pay attention to information in both 

modalities during language comprehension. For example, in Kelly et al. (2009), 

participants performed a Stroop-like task in which they watched videos of a man and a 

woman gesturing and speaking about common actions. The video differed as to whether 

the gender of the gesture and speaker was the same or different and whether the content 

of the gesture and speech was congruent or incongruent. The task was simply to identify 

whether the man or the woman produced the spoken portion of the videos while accuracy 

rate, reaction times (RTs) and Event-related potentials (ERPs) time-locked to the spoken 

targets were recorded. Results yielded an N400 effect for incongruent speech-gesture 

pairs compared with the congruent ones. Additionally, RTs were slower for incongruent 

versus congruent gesture-speech stimuli. This suggests that although not relevant to the 

task, participants paid attention to the semantic relationship between the speech and the 

gesture. Also, Kelly et al. (2010a) observed that even though the task did not include 

instructions to respond to gestural information contained in the videos, participants’ 

accuracy scores demonstrated sensitivity to gesture by becoming decreasingly accurate 

as semantic incongruity with speech increased.  

While speech and gesture integrate automatically, the interaction can also be modulated 

by some controlled processes. For example, Holle et al. (2007) showed that the presence 

of non-meaningful gestures (e.g., grooming behaviors) modulates the extent to which 

meaningful gestures set up semantic expectations for speech later in a sentence. 

Obermeier et al. (2011) found that when gestures did not temporally overlap with the 
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homonyms and when participants were not explicitly asked to pay attention to gestures, 

speech- gesture integration did not occur. Kelly et al. (2007) demonstrated that if the two 

modalities are perceived as not intentionally coupled (i.e. gesture and speech being 

produced by two different persons) the integration is less strong (difference between 

incongruent speech-gesture pairs in terms of N400 effect) compared with when they are 

perceived as being intentionally coupled (i.e. gesture and speech being produced by the 

same person).  

1.2.3.3. Gesture and speech interact on semantic level 

Kutas et al. (1980) discovered a negative-going deflection of the event-related potentials 

(ERPs) waveform between 300 and 550ms post-stimulus (the so-called N400 effect) with 

an enhanced amplitude if the word of a sentence is semantically incongruent (I take my 

coffee with cream and dog) compared to when it is congruent (I take my coffee with 

cream and sugar). Subsequent research has shown that the N400 effect can be generated 

by more or less subtle differences in the semantic fit between the meaning of a word and 

its context, where the context can be a single word, a sentence or a discourse (Hagoort et 

al., 2007). The N400 effect has been used as a dependent variable in psycholinguistic 

experiments to examine whether there is a semantic or conceptual processing induced by 

the stimulus event (Kutas et al., 2000). 
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Figure 1.3 A waveform showing several ERP components (image from Wikipedia) https://en.wikipedia.org/wiki/Event-
related_potential 

The N400 effect has also been used to investigate the effect of iconic gestures on speech. 

Kelly et al. (2004) presented participants with gestures (primes) corresponding to a 

property of an object (size or shape of that object) preceded by spoken words (targets). 

When the information contained in gesture and words was incongruent, they observed an 

early P1/P2 effect4, followed by an N400 effect. Kelly and his colleagues argued that the 

gesture primes influenced word comprehension, first at the level of 

“sensory/phonological” processing and later at the level of semantic processing. Also, 

researchers found an N400 effect in cases when incongruent iconic gestures produced in 

the course of conversation were compared with congruent ones (Wu et al., 2005). An 

N400 effect was also observed to a word later in the sentence if the meaning of that later 

word did not match with the meaning indicated by the gesture earlier in the sentence 

(Holle&Gunter, 2007).  

In a study carried out by Ozyurek et al. (2007) ERPs were measured while subjects 

listened to spoken sentences with a critical verb (e.g., knock), which was companied by 

an iconic co-speech gesture (i.e., knock). The semantic fit of speech (i.e., a critical verb) 

                                                           
4 P1 and P2 are ERPs waveforms. P1 is a waveform component that peaks at about 100ms post-stimulus, 
and P2 peaks at about 200ms. 
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and/or gesture in relation to the preceding part of the sentence (global integration) as 

well as the semantic relation between the temporally overlapping gesture and speech 

(local integration) were manipulated. This resulted in four conditions: a correct 

condition [gesture (G) +, language (L) +]; a language mismatch condition [G + L -]; a 

gesture mismatch condition [G - L +]; and a double mismatch condition [G - L -]. 

Results showed that language, gesture, and double mismatch conditions modulated the 

N400 in a similar way, in terms of N400 latency and amplitude. Ozyurek, et al. claimed 

that this illustrated that verb and gesture are integrated into parallel into the semantic 

context. This suggests that language comprehension involves the incorporation of 

information into a ‘single unification space’ (Hagoort, 2004, 2005; Ozyurek et al., 

2007) with overlapping neuronal sources. 

1.2.4. Time window for the interaction of Iconic gesture and speech  

From above it was learned that even though gestures convey information in a global-

synthetic way, while speech conveys information in a linear segmented way, there is a 

bi-directional influence between the two. Speech influences how people gesture and 

gesture influences what is produced in speech in an automatic, obligatory way (Kelly et 

al., 2010a). Yet gesture does not have independent meaning and needs to synchronize 

with speech in order to interact with speech (Habets et al., 2011; Krauss et al., 1991; 

Morrelsamuels et al., 1991; Obermeier et al., 2011). This raises the question of the 

critical time window for the interaction of gesture and speech.  

Obermeier et al. (2011) explored the asynchrony of gesture and speech by replacing 

complete gesture with only meaningful gesture fragments. The original stimuli were 

two 2-sentence utterances in which there was either a dominant or a subordinate word 

that acted as target. Sentences were uttered simultaneously with the performance of a 

gesture. Gesture fragments were determined using a gating study, in which Obermeier 

and colleagues presented participants with gesture videos of various length that started 



21 
 

at the onset of the preparation phase with 40ms increment of each of the video. Based 

on the gestural information presented in the gesture videos, participants had to decide 

whether the homonym that was presented 500ms ahead of the onset of gesture referred 

to dominant meaning or subordinate meaning. The disambiguation point (DP) was 

located when participants gave 10 consecutive correct answers. Meaningful gesture 

fragments with minimal length that had a communicative impact were then decided as 

the period from the onset up to the DP. Using a similar method, Obermeier et al., 

conducted another gating study to locate the identification point (IP) of the homonym as 

the earliest point in time at which participants could identify the homonym. In one 

experiment, Obermeier et al., replaced the original gesture in the sentence with gesture 

fragment in such a way that the temporal alignment of the onset of the gesture fragment 

with the homonym was identical to the alignment of the original gestures. Results 

showed that gesture fragments were able to disambiguate the speech only when the 

participants were explicitly asked to pay attention to the information in both the speech 

and the gesture fragments. There was no such disambiguating effect of gesture 

fragments on speech when participants were asked to do a shallow task in which they 

were not required to actively combine both streams to solve the task. In another 

experiment, Obermeier et al. manipulated the synchrony between gesture and speech by 

moving the offset of the gesture fragments to the same time point as the onset of the 

homonym identification point. Results showed that gesture fragments were able to 

disambiguate the speech even in the shallow condition. Based on these results, 

Obermeier et al. concluded that when gesture fragments and speech are in synchrony, 

there is an automatic integration between them.  

To further investigate the time window for the synchrony of gesture and speech to be 

integrated, Obermeier et al. (2015) manipulated the temporal alignment of the 

homonym and the gesture into four conditions: the offset of the gesture fragments was 
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either -600ms, -200ms ahead of, synchronous with (0ms) or +120ms behind the onset of 

the IP of the homonym. ERPs were recorded to both the homonym and the target word. 

Results showed significantly triggered N400 effect for both homonym and the target 

word in the -200ms condition, the 0ms condition, and the +120ms condition. For the -

600ms condition, there were only significant ERP effects for the target word.  

Obermeier et al. (2015) concluded from the results that significantly triggered ERPs to 

the homonym reflected a local integration of gesture and speech, which happened at 

least in a time span from -200ms to +120ms. The significantly triggered ERPs to the 

target word reflected a global integration of gesture with the sentence, which may have 

taken place at multiple positions.  

Habets et al. (2011) investigated the degree of synchrony with the manipulation of both 

the synchrony of gesture and speech and the semantic congruency between gesture and 

speech. In their study, there were three degrees of synchrony of gesture and speech:  the 

SOA 0 condition in which the onset of gesture that started from the stroke phase and 

speech were presented simultaneously; the SOA 160 condition the SOA 360 condition 

in which the onset of the stroke phase of gesture was presented 160ms and 360ms 

respectively ahead of the onset of speech. Habet et al., (2011) compared the semantic 

congruency N400 effect in the three asynchrony conditions. They hypothesized that the 

semantic difference between the three asynchrony conditions in terms of N400 effect 

would reflect the different integration processes of gesture and speech. Results showed 

a greater negative N400 component in the semantic incongruent condition compared to 

the semantic congruent condition in only the SOA 0 condition and the SOA 160 

condition, while in the SOA 360 condition, there was no such a significant N400 effect. 

Based on these results, Habets et al. concluded that there is a certain time span for the 

integration of gesture and speech, in this case, the time span should be within 360 ms’s 

difference between the onset of the stroke phase of gesture and speech. It should be 
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pointed out that Habets et al. also conducted a gating study which showed that 

participants can have a steady interpretation of the gesture at about 360ms after the 

onset of the gesture. Therefore in the SOA 360 condition, the interpretation of the 

gesture will no longer be influenced by the speech, resulting in no significant difference 

between the match and mismatch of gesture with speech, as explained by Habets et al. 

In summary, all of the above studies investigated the time span for the integration of 

gesture with speech.  Obermeier et al., (2011, 2015) used the disambiguation point (DP) 

to replace the full gesture with the hypothesis that from the onset of the gesture to the 

DP is the minimal fragment of gesture for which meaning can be disambiguated by the 

participants. They also used the identification point (IP) as the point from which 

participants can have a clear understanding of the meaning of the homonym.  They 

found there is a direct integration of gesture with speech when the time span from the 

offset of the DP of the gesture to the onset of the IP of the speech is within -200ms to 

+120ms. Habets et al. (2011) used words instead of sentences and found the integration 

of gesture and speech when the onset of the stroke phase of gesture precedes the onset 

of the word by 0-160ms.  

1.2.5. Summary 

In summary, this part discussed the relationship between gesture and speech. Even 

though gestures convey information in a global-synthetic way, while speech conveys 

information in a linear segmented way, there is a bi-directional influence between them. 

First of all, in production, the product of speech will influence not only the external 

form of the gesture (Bernardis&Gentilucci, 2006), but also the semantic information 

conveyed in gesture (Kelly et al., 1999; Kita&Ozyurek, 2003), and vice versa, the 

produce of gesture influences the production of speech (Bernardis&Gentilucci, 2006), 

as well as the information conveyed in speech  (Kita&Ozyurek, 2003).  Secondly, in 

comprehension, an N400 effect will be triggered by the semantic fit between gesture 
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and speech (Kelly et al., 2004) as well as the semantic fit between either gesture and 

speech with the context (Holle&Gunter, 2007; Ozyurek et al., 2007; Wu&Coulson, 

2005), in a similar way in terms of N400 latency and amplitude (Ozyurek et al., 2007). 

Last but not least, the bi-directional influence between gesture and speech can be 

implicit (Holle&Gunter, 2007; Kelly et al., 2010a; Kelly et al., 2007; Obermeier et al., 

2011). 

Since gesture does not have independent meaning, the information a gesture conveys is 

dependent on the accompanying speech. The synchronization of gesture and speech has 

been investigated by several researchers (Habets et al., 2011; Obermeier&Gunter, 2015; 

Obermeier et al., 2011). Obermeier and colleagues defined the synchronization of 

gesture and speech as at least within -200ms to +120ms between the DP of the gesture 

and the IP of the speech. They also found the disambiguation function of the gesture to 

the global sentence. In the study of Habets et al., (2011), they examined the 

synchronization of gesture with word, with a definition of the synchronization as the 

time span between the onset of the stroke phase of gesture and the onset of the speech 

and found time span is at least within 160ms. Even though they have similar findings, 

their definition of synchronization is different.  

Based on the bi-directional influence of gesture and speech as well as the 

synchronization of the two, some researchers assumed that gesture and speech are not 

separate communication systems as have been assumed by some researchers (Hadar et 

al., 1999; Hadar et al., 1998; Levelt et al., 1985). Instead there is a common origin in 

which a synthesis of opposite modes of thought – global-synthetic imagery information 

temporally extended to the linear-segmented temporally verbalization (McNeill, 1992). 

According to this view, utterances and thoughts realized in them are both imagery and 

language. Speakers use gestures as if they are the functional equivalents of lexical units 

in spoken language, alternating them with spoken elements within a sentence 
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(Slamacazacu, 1993). From a functional point of view, gestures can be regarded as ‘part 

of language’ (Kendon, 1997) to integrate with speech with overlapping neural 

architecture. 

1.3. The neural architecture underlying gesture-speech integration  

The evidence reviewed above suggests that gesture and speech are integrated with each 

other at the semantic level with overlapping neural architecture. As two different 

modalities (gesture: visual sense; speech: auditory sense), this integration may first 

involve the integration of auditory and visual modality, followed by the integration of 

semantic information from both gesture and speech. Therefore, the neural substrates 

underlying this integration should respond not only to isolated gesture (visual stimuli) or 

speech (auditory stimuli) but also to the bimodal integration, which should be no longer 

a linear combination of the two unimodal stimuli (Calvert et al., 2004). 

Two traditional language areas, the posterior portion of the left superior temporal sulcus 

and adjacent superior temporal gyrus (pSTS/STG, Wernicke’s area) have been 

consistently implicated in the integration of speech-related audiovisual (lip movements) 

information (Callan et al., 2003; Calvert et al., 2000; Sekiyama et al., 2003). The left 

inferior frontal gyrus (LIFG, Broca’s area) has also been found to be activated in human 

action observation (Arbib, 2005). Researchers using either mismatch manipulations 

(Willems et al., 2007) or disambiguation paradigms (Holle et al., 2008) to manipulate 

semantic integration load between gesture and speech also reported activation of the 

pSTS/STG (Holle&Gunter, 2007; Holle et al., 2010; Straube et al., 2011) and LIFG 

(Willems et al., 2007).  

1.3.1. Semantic integration in LIFG  

In the study by Willems et al. (2007), participants were presented with iconic gestures 

that were either congruent (verb: write, gesture: write) or incongruent (verb: write, gesture: 
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hit) with speech, and found a significant greater activity in left IFG in incongruent 

conditions compared with congruent ones. Green et al. (2009) found a greater activation 

in IFG when iconic gestures were unrelated to the accompanying speech as compared to 

iconic gestures that were related to speech. Dick et al. (2012) also found stronger 

activation of LIFG when iconic gestures added information to nonspecific language 

(gesture contains disambiguating information with respect to speech), compared with 

when they conveyed the same information in a more specific language context (gesture 

contains redundant information with respect to speech). 

Straube et al. (2011) compared the neural integration of metaphoric gestures (MP) and 

speech with that of iconic gestures (IC) and speech, with the implication that in MP 

gestures the ‘integration load’ is high compared with that of IC gestures. IC gestures refer 

to the concrete content of sentences (for example, the drop of the right hand to illustrate 

the concrete feature of the sentence, “The man goes down the hill”), while MP gestures 

illustrate abstract information (for example, the drop of the right hand to illustrate the 

abstract feature of the sentence, “The man gets down to business”). Results showed that 

IFG was activated during both MP and IC conditions. A similar result was also found by 

Willems et al. (2009) who investigated the brain area that underlines the integration of IC 

coverbal gestures and pantomimes. Pantomimes are enactions or demonstrations of an 

action without using an object, therefore pantomimes can ‘stand on their own’ in 

conveying information, while IC gestures need language to be meaningfully interpreted, 

therefore the ‘integration load’ is supposed to be high in IC compared to the pantomimes. 

Willems found the involvement of LIFG in the integration of both pantomimes and IC. 

1.3.2. Semantic integration in pSTS/MTG 

In a study carried out by Holle et al. (2008), participants watched videos in which 

sentences containing a homonym (e.g. she touched the mouse) that had both a more 

frequent dominant meaning (e.g. the animal), as well as a less frequent subordinate 
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meaning (e.g. computer device). The homonym was accompanied by three gestural 

conditions: a meaningless gesture condition; a gesture supported the less frequent 

subordinate meaning condition, and a gesture supported the frequent dominant meaning 

condition. Holle et al. found that compared to the meaningless gesture condition, there is 

a significant activation of the left STS, but no LIFG, in both the dominant and the 

subordinate types of gesture condition. Additionally, Holle et al. (2010) provided 

evidence for the involvement of pSTS/STG in gesture-speech integration with the use of 

both bimodal enhancement property and inverse effectiveness property. Holle et al. 

hypothesised that the brain area that underpins the integration of gesture and speech 

should show a significantly greater activation in gesture-speech bimodal condition 

compared to gesture unimodal condition. Besides, such an advantage of bimodal over 

unimodal should survive in both the good signal to noise ratio (SNR) of speech condition 

as well as in the moderate SNR of speech condition, with a greater neural response in the 

moderate SNR condition compared to the good condition.  With the above assumptions, 

Holle et al. created five experimental conditions: gesture-speech good SNR condition; 

gesture-speech moderate SNR condition; speech alone good SNR condition; speech alone 

moderate SNR condition; gesture alone condition. Results showed a main effect of both 

the property of bimodal enhancement and inverse effectiveness in   pSTS/STG. Holle et 

al. concluded from the above two experiments that pSTS/STG plays a key role in the 

involvement of gesture in the facilitation of comprehension of speech. 

Straube et al. (2011) found the left posterior middle temporal gyrus (lMTG) to be 

activated during the IC condition. Additionally, Willems et al. (2009) found left and right 

pSTS/MTG were involved in the semantic integration of speech and pantomimes. Dick 

et al. (2012) also found activation of MTGp when iconic gestures disambiguated the 

speech compared to when they conveyed the same information as speech. 



28 
 

1.3.3. The role of LIFG and pSTS/MTG in semantic integration 

Based on the above evidence, it may be safe to say that two particular areas (IFG and 

MTG/STS) may be associated with this gesture-speech integration. Some researchers also 

pointed out that there may be a possible division of labour between LIFG and pSTS/MTG 

in the integration of iconic gestures and speech. The pSTS/MTG may mainly be involved 

in the integration of highly overlearned, strongly associated material (Hein et al., 2007; 

Naumer et al., 2009) where there is a relatively stable common object representation 

(Willems et al., 2009). In contrast, LIFG may integrate unrelated or incongruent gesture-

speech combinations where the bimodal processing load is high (Straube et al., 2011) and 

where there is an online construction of a new and unified representation of the input 

streams (Willems et al., 2009). Some authors suggest that LIFG and pSTS/MTG work 

together to integrate multimodal information (Willems et al., 2009), with a modulatory 

role of LIFG to select/control/unify semantic information, and a more integrative role for 

pSTS/MTG (perceptual matching or activation of a common stable representation) 

(Willems et al., 2009).  Finally, Fuhrmann Alpert et al. (2008) found pSTS/MTG precedes 

activation in LIFG in time by providing participants with simultaneous sounds (auditory 

stimuli) and images (visual stimuli) using a passive paradigm. 

1.3.4. Summary 

From the studies summarized above, it can be seen that some researchers found mere 

activation of IFG in gesture-speech integration (Green et al., 2009; Willems et al., 2007; 

Willems et al., 2009), while some researchers reported only the involvement of pMTG in 

gesture-speech integration (Holle&Gunter, 2007; Holle et al., 2010). There are also 

studies that found the activation of both IFG and pMTG during the integration of gesture 

and speech (Dick et al., 2012; Straube et al., 2011). To date, no consensus has been 

reached as to which of these areas is causally, and not merely epiphenomenally, involved 

in this merging process. Meanwhile, IFG and pMTG are anatomically connected 
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(Friederici, 2009) which can produce correlated patterns of activation between these 

regions (Whitney et al., 2011), which makes it possible for both areas to be activated 

during gesture-speech integration, with only one area crucially involved, while the 

activation of the other is merely a consequence of the strong anatomical connection. 

FMRI studies are in this respect limited with respect to the degree to which they allow 

inferences of causality. Therefore, this thesis used non-invasive brain stimulation (NIBS) 

to provide causal, direct evidence for the involvement of brain area(s) in gesture-speech 

integration.  

1.4. Non-invasive brain stimulation (NIBS) 

Non-invasive brain stimulation (NIBS) is a way to study cognitive functions. NIBS can 

induce transient changes in brain activity of the brain area being stimulated. If there are 

changes in behaviour following stimulation of that particular brain area, it leads to the 

conclusion that this area is critically involved in the behaviour being observed. In 

contrast, if no changes are observed, the assumption is that the stimulated area is not 

critical for that process. In this way, NIBS can establish a causal relationship between 

activity in a given cortical area and the ongoing motor, perceptual or cognitive 

processes (Hallett, 2000; Walsh et al., 2000), thus avoiding the drawback of correlative 

approaches used for functional imaging techniques (Miniussi et al., 2013). There are 

two main types of NIBS methods, transcranial magnetic stimulation (TMS) and 

transcranial electrical stimulation (tES). Each affects neuronal states through different 

mechanisms and thus may result in different neuronal effects.  

1.4.1. Transcranial magnetic stimulation (TMS) 

TMS relies upon the properties of electromagnetic induction. Specifically when a high 

voltage current is passed through a coil, held to the scalp over a cortical region of interest 

(ROI), a rapidly changing magnetic field is generated. That magnetic field induces 

electrical current in the underlying cortical tissue that interferes with the normal neural 
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activity pattern. Thus creates a transient ‘virtual lesion’ by adding noise to the normal 

firing pattern, which results in behavioural changes, and thereby provides exactly the 

information on causal relations between brain and behaviour that cannot be provided by 

imaging techniques (Pascual-Leone et al., 2000). TMS parameters include stimulation 

intensity, frequency, and duration. In general, the stimulation intensity should be strong 

enough to produce a motor evoked potential (MEP), which is varied among different 

populations. The choices of other parameters (stimulation frequency and duration) 

depends on the purpose of the experiment, with different physiological or behavioural 

effects for different forms of stimulation.  

 

Figure 1.4  Illustration of the mechanism of TMS stimulation (image from Hallett, 2000) 

 

Figure 1.5 Illustration of the various types of TMS stimulation (image from Parkin et al., 2015) 
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1.4.1.1. Single Pulse TMS  

This procedure involves the application of single pulses of TMS during task 

performance. Each pulse lasts approximately 1 ms, and has only a transient effect on 

normal cortical functioning. Due to its high temporal resolution (a few tens of 

milliseconds), single pulse TMS is normally used to establish at what point in time a 

specific brain area becomes involved in a cognitive process – often in conjunction with 

a highly sensitive measure of behaviour, such as the recording of motor-evoked 

potentials (Pascualleone et al., 1994). The interval between pulses in single-pulse TMS 

should be long enough to prevent consecutive-pulse interactions, a typical pulse interval 

is about 6-7s. As such, single pulses of TMS are sufficient to elicit a measurable 

response.  

1.4.1.2. Low-frequency Repetitive (r) TMS 

Offline low-frequency TMS protocols involve the application of a series of low 

frequency (≤1Hz) single pulses with an intensity set above motor threshold for several 

minutes (usually 10-25 minutes) before the experimental task. This type of protocol has 

been shown to decrease cortical excitability of the stimulated area for several minutes 

thereafter (Kobayashi et al., 2003). The effect of this type of protocol is that interference 

in cortical functioning carries over into the task, causing a performance deficit that lasts 

until excitability recovers to normal levels (approximately half the duration of the 

stimulation train, for example, 5 - 10 minutes following a 10-minute stimulation 

period)(Robertson et al., 2003). This offline paradigm of low-frequency TMS is useful 

in that it allows participants to be free of TMS during task performance, and thus avoid 

disruption from the side-effects of TMS stimulation such as the discomfort, noise, 

muscle twitches etc. (Rafal, 2001). Moreover, it allows experimenters to more 

realistically simulate the effects of brain lesions in the laboratory (Rafal, 2001).  
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1.4.1.3. High-frequency Repetitive (r) TMS  

This procedure is similar in that TMS is also applied during task performance and at 

stimulator intensities above motor threshold. However, rather than using single pulses, a 

series (or “train”) of pulses is delivered in rapid succession to a cortical region, hence 

repetitive TMS. A typical high frequency (10 Hz) rTMS procedure might involve the 

application of five pulses over a period of 500 ms at stimulus onset so that normal 

cortical functioning is interfered with for 500 milliseconds at a time. This method can 

produce behavioural effects that are stable enough to be measurable using reaction times 

(RT) and/or accuracy measures. High frequency rTMS protocols of this kind are 

typically used to establish whether a brain area of interest is essential for a cognitive 

process but not at which point in time. 

1.4.1.4. Theta-burst TMS (TBS)   

Theta-burst TMS (TBS) is similar to the low frequency rTMS, with the exception that 

TBS is applied at high frequency over a short period of time (e.g., three trains of 50-Hz 

pulses applied with an interval of 200ms) (Huang et al., 2005). There are two types of 

TBS protocols, continuous TBS (cTBS) and intermittent TBS (iTBS).  cTBS involves 

applying the burst trains for 20-40s, at an intensity of 80% active motor threshold 

(aMT) and has an inhibitory effect on the excitability of the motor cortex (the aftereffect 

for 20s of cTBS is about 20 min, and up to 1 h for 40s of cTBS; Huang et al., 2005). 

iTBS, in which the burst trains are applied for 2s with an interval of 8s and then 

repeated for 190s, on the contrary, has a facilitatory effect over the motor cortex (Huang 

et al., 2005). The differences between low-frequency TMS and TBS are, for our 

purposes, related to experimental efficiency. Low-frequency TMS requires a 10-minute 

stimulation period to produce approximately five minutes’ interference. TBS, on the 

other hand, requires only seconds of stimulation to produce an interference lasting up to 

30 minutes (Nyffeler et al., 2006). Depending on the anatomical region of interest (ROI) 
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it is sometimes preferable to use TBS when stimulation is causing discomfort, as it is 

finished more quickly. 

1.4.2.  Transcranial electrical stimulation (tES) 

In transcranial electrical stimulation (tES), a  weak direct current (typically used 1 – 2 

mA) driven by a battery simulator with two or more surface electrodes is applied 

(Nitsche et al., 2000).  At least one of the electrodes is applied to the scalp to induce 

current flow through the brain. This current flow will change the intrinsic neuronal 

excitability and induce a subthreshold polarisation of cortical neurons, in this way 

influencing the subject’s responses to an afferent signal. It is said that, there are three 

goals in the usage of tES in the cognitive field: (1) to provide a causal relationship 

between the brain area and the behaviour; (2) to understand the physiological 

mechanisms of the causal relationship and (3) to inhibit the excitability or facilitate the 

excitability of a given brain area (Parkin et al., 2015). There are three different 

variations of tES based on the type of electrical current used, namely, transcranial direct 

current stimulation (tDCS) ,transcranial alternating current stimulation (tACS) and 

transcranial random noise stimulation (tRNS). 

1.4.2.1. Transcranial direct-current stimulation (tDCS) 

There are two electrodes in tDCS, with current flow delivered under the electrode from 

the positive charge (anodal stimulation) to the negative charge (cathodal stimulation). 

tDCS can introduce a uniform steady state extracellular electric field in neural tissue 

(Bikson et al., 2004), with anodal stimulation over the motor cortex eliciting a larger 

motor evoked potential (MEP) with the application of TMS, cathodal stimulation over 

the motor cortex results in a reduced MEP. The principle behind tDCS is that tDCS can 

induce membrane depolarization with anodal stimulation, and membrane 

hyperpolarisation with cathodal stimulation. Depolarisation (anodal stimulation) will 

increase cortical excitability in the stimulated brain area and thus facilitate relevant 
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behaviour, and hyperpolarisation (cathodal stimulation) will decrease cortical 

excitability, thus inhibiting the relevant behaviour. The position of the electrode is 

commonly located through the international 10-20 electrode placement system 

(Oostenveld et al., 2001). tDCS can be used online or offline. The after-effects elicited 

by tDCS dependent on the stimulation duration and/or intensity. For example, Nitsche, 

&Paulus (2000) showed that 9min of cathodal stimulation and 13 min of anodal 

stimulation at an intensity of 1mA can modulate the excitability of motor cortex for up 

to 1 hour.  

1.4.2.2. Transcranial random noise stimulation (tRNS) 

tRNS is a relatively new technique of transcranial electrical stimulation (tES) which 

involves the application of a random electrical oscillation spectrum over the cortex, thus 

stimulating the two brain areas at the same time in a similar way. There are three 

frequency ranges of tRNS stimulation: the entire spectrum (from 0.1 to 640 Hz), the low 

band spectrum (from 0.1 to 100Hz), and the high band spectrum (from 100 to 640 Hz) 

(Terney et al., 2008). The frequency band spectrum influences neuronal excitability as 

shown by Terney et al. (2008) who found that 10min tRNS stimulation over the motor 

cortex can induce an after-effect of up to 60 min, through both the measurement of 

motor-evoked potentials (MEPs) that resulted from single-pulse TMS stimulation and 

the behavioural measurement of implicit learning. Besides, high frequency stimulation 

increased excitability and low frequency stimulation decreased the excitability, 

according to Treney et al.(2008). Moreover, the neuroplastic effect of high-frequency 

tRNS is said to be analogous with clear advantages over the anodal tDCS stimulation.  

Fertonani et al. (2011) showed that the behavioural performance that is enhanced by 

high-frequency tRNS stimulation is larger than that caused by anodal tDCS stimulation 

if applied over the visual cortex. 
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1.4.2.3. Transcranial alternating current stimulation (tACS)  

Unlike tDCS, which has an anodal electrode and a cathodal electrode, in tACS in half of 

one cycle of the alternating current oscillation, one electrode will serve as anodal and 

the other one as cathodal, while in the other half, the pattern will reverse, the former 

anodal electrode becomes cathodal and the former cathodal electrode becomes anodal 

(Woods et al., 2016). In this pattern, all stimulated brain areas are modulated in a 

similar way. tACS works by the principle of intrinsic resonance, which means that the 

coincidence of the stimulation frequency with the existing brain oscillation of a 

particular cognitive process will lead to facilitation of that cognitive process (Zaehle et 

al., 2010). Thus, by amplifying or interfering with the oscillatory pattern of a specific 

brain activity, tACS can build up the causal relationship between the brain and the 

corresponding behaviour. There is no linearity between the effects of tACS and the 

intensity of the stimulation. In a study carried out by Moliadze et al. (2012), they 

stimulated primary motor cortex with tACS at 140Hz, and found that low stimulation 

intensity of 0.4mA resulted in the decrease of the amplitudes of MEPs in response to 

TMS stimulation, high intensity of 1mA resulted in increase of the MEPs amplitude, 

whereas intermediate intensity of 0.6mA or 0.8mA showed no significant effect in 

terms of the amplitude of MEPs.  
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Figure 1.6 Three types of Transcranial Electrical Stimulation (image from Wikipedia) 

https://en.wikipedia.org/wiki/Transcranial_direct-current_stimulation#cite_note-28. 

1.4.3. Comparison of TMS and tES  

1.4.3.1. Comparison of the two protocols from a theoretical perspective 

TMS and tES are two types of non-invasive brain stimulation that follow different 

mechanisms. TMS can cause direct above-threshold depolarization, thus leading to trans-

synaptic depolarization or hyperpolarisation of the targeted neurons depending on the 

stimulation protocol. In contrast, tES is too weak to evoke action potentials, but can 

modulate the responsiveness of neurons by inducing a polarisation/depolarization of 

neurons at a subthreshold level (Miniussi et al., 2013).  

1.4.3.2. Comparison of the two protocols from a stimulation perspective 

With a figure of eight coil, TMS stimulation can be very focal, and thus can effectively 

induce changes in the neuronal activity. In the meanwhile, stimulation of TMS can cause 

some unpleasant feelings, especially for the online phase-synchronize stimulation, which 

may cause some distraction from the behavioral task.   

What’s more, even though low-frequency TMS is supposed to decrease cortical activity, 

while high-frequency TMS is supposed to increase the cortical activity, this does not 
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necessarily imply that applying these protocols to a task-relevant area will always result 

in an increased behavioral performance (e.g. reaction time). Luber et al. (2014) reported 

cases where TMS resulted in facilitated, rather than the usually expected inhibited 

cognitive performance.  

Unlike the figure of eight coil used in TMS, in tES stimulation, the electrodes are quite 

large (usually 2cm*2cm). Therefore, tES induces a more wide-spread change in 

excitability which is less focal and effective compared to TMS. Yet, in tES, participants 

rarely experience sensations related to the treatment, may just be a slight itching sensation 

(Nitsche et al., 2008), which reduces the distraction from the experimental task, and 

makes it easier to conduct a sham condition. 

There are two electrodes in tES stimulation, which makes it possible to both inhibit the 

excitability of a given brain area with cathodal stimulation and facilitate the excitability 

with anodal stimulation (Parkin et al., 2015). Thus, makes it possible to relate the caused 

behavioural changes to the change of brain excitabilities. 

1.4.4. Summary 

In summary, there are two types of non-invasive brain stimulation, transcranial 

magnetic stimulation and transcranial electrical stimulation. Whereas TMS stimulation 

can be very focal and effective, the muscular side effect caused by TMS might cause a 

distraction from the experimental task, besides, the behavioural performance caused by 

increased and/or decreased brain activity induced by TMS is quite task-dependent. On 

the contrary, tES induces a more wide-spread change in excitability that is less focal and 

effective, but the sensation caused by tES is almost ignorable, moreover, tES can 

provide the changes of behavioural performance by both increased and decreased brain 

excitability. Despite the side effects of NIBS such as headache, twitching, scalp 

discomfort, and tinnitus, both of them are safe modalities, especially when safety 
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guidelines are followed (Krishnan et al., 2015), and can effectively induce changes in 

neuronal activity. This thesis will makes use of TMS to directly and focally interfere 

with the ongoing activity to investigate the integration of gesture and speech. 

Meanwhile, tDCS would be used to induce both increased and decreased excitability of 

IFG and pMTG to provide further evidence for the involvement of the two brain area in 

gesture-speech integration, as well as tRNS to stimulate the two brain areas 

synchronously to investigate whether the two anatomically connected brain areas 

compensate for each other. 

1.5. Overview of the present thesis 

1.5.1. Summary of background and research aims  

As extra-linguistic information that has often been observed to accompany language,  

gesture is proposed to be regarded as ‘part of language’ (Kendon, 1997) to integrate with 

speech (Ozyurek et al., 2007). The information from gesture and speech is incorporated 

into a ‘single unification space’ (Hagoort, 2004, 2005; Ozyurek et al., 2007) with 

overlapping neuronal sources. This thesis used Non-invasive brain stimulation (NIBS) to 

investigate ‘where’ and ‘when’ the integration of gesture and speech takes place. 

Even though IFG and pMTG have consistently been found to be involved in the 

integration of gesture and speech, there is no consensus regarding which brain area is 

causally involved. Some studies found the involvement of IFG (Green et al., 2009; 

Willems et al., 2007; Willems et al., 2009), some found the the activation of pMTG 

(Holle&Gunter, 2007; Holle et al., 2008; Holle et al., 2010) and others observed 

activation of both IFG and pMTG (Dick et al., 2012; Dick et al., 2014; Straube et al., 

2011).  In Chapter 3, it was aimed to provide causal evidence for the involvement of IFG 

and pMTG in the gesture-speech integration with the use of transcranial magnetic 

stimulation. It was also aimed to provide further evidence for the involvement of IFG and 
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pMTG in gesture-speech integration with the use of transcranial electrical stimulation in 

Chapter 5. 

Previous studies that investigated the time window for the integration of gesture and 

speech do not have a unified manipulation of the synchronization of gesture and speech. 

In the studies of Obermeier et al., (2011, 2015), they manipulated the synchronization 

between the offset of the DP of the gesture and the IP of the speech, while Habets et al., 

(2010) manipulated the synchronization between the onset of the stroke phase of gesture 

and the onset of the word. Moreover, given that both the closeness in time and the 

similarities in semantics will have an influence on whether two sources of information 

will be perceived as one unified event, it is believed that the question of the integration 

of gesture and speech cannot be addressed by simply manipulating the synchronization 

between the two. In Chapter 4, the 400ms after the onset of speech was split into 10 time 

windows and applied double-pulse TMS stimulation over each time window to provide 

clear evidence for the time window associated with the integration of gesture and speech. 

1.5.2. Overview of present thesis  

There are three purposes in this present thesis. 1. To provide causal evidence for the 

involvement of IFG and/or pMTG in the gesture-speech integration; 2. To investigate the 

time point for the integration of gesture and speech in pMTG; 3. To investigate the effect 

of decreased or increased excitability of IFG and/or pMTG on gesture-speech integration. 

There are three chapters of experiments in this thesis, corresponding to each of the 

questions.  

1.5.2.1. Overview of Chapter 2  

For all our experiments, the experimental paradigm of Kelly et al. (2010a) was used, in 

which they presented participants with videos of a man and a woman gesturing and 

speaking about common actions. The videos differed as to whether the gender of the 
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gesture and speaker was the same or different and whether the content of the gesture and 

speech was congruent or incongruent. The reaction time of identifying the gender of the 

voice the subject heard was recorded. Kelly et al. found that even when participants were 

not asked to pay attention to the content of the gesture and speech, their reaction times 

were significantly longer when the content contained in gesture and speech was 

incongruent compared to when it was congruent. Kelly et al. interpreted this result as an 

illustration of an ‘automatic integration’ of gesture and speech.   

Chapter 2 introduced the general methodology that was used for all the experiments. First 

of all, three pre-tests were conducted to create and validate our experimental stimuli. In 

pre-test 1, the relationship between gesture and speech was rated on a 5 point rating scale, 

to verify that the semantically congruent or incongruent combinations of gesture and 

speech were indeed perceived as such. In pre-test 2, stimuli was validated by replicating 

the results of Kelly et al. (2010a) with the hypothesis that even when participants are not 

asked to pay attention to gesture, the information contained in gesture still has an 

influence on the reaction time to judge the gender of the speaker, with significantly longer 

reaction time in gesture-speech incongruent condition compared to the congruent 

condition. In pre-test 3, participants were asked to use one verb to describe the gesture 

presented in the video, in order to make sure that the stimulus set could be characterized 

as containing iconic gestures. 

A quantitative meta-analysis of several published functional magnetic resonance imaging 

(fMRI) studies on iconic-speech integration was also conducted to find the consistently 

activated brain areas, which were then used as our stimulation sites.  

1.5.2.2. Overview of Chapter 3  

In chapter 3, transcranial magnetic stimulation (TMS) was used to test for a potential 

causal role of IFG and/or pSTS/MTG in gesture-speech integration. LIFG and pMTG 
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were stimulated with the assumption that if either area is critically involved in gesture-

speech integration, TMS would disrupt that integration, which would be reflected in terms 

of the reaction time to judge the gender of the speaker.  

There are two experiments in chapter 3. In Experiment 1, offline theta-burst TMS 

stimulation on both IFG and pMTG was applied to directly interfere with any ongoing 

activities. Participants were asked to judge the gender of the speaker by pressing the 

button as quickly and accurately as possible. It was hypothesised that even though the 

participants were not asked to pay attention to the semantic relationship of the gesture 

and speech, the semantic relationship would still have an influence on their reaction time 

(RT) for judging the gender of the speaker, with RTs in the gesture-speech semantic 

incongruent condition significantly larger than the congruent condition. In Experiment 2, 

online TMS stimulation on pMTG was applied, in which participants performed the 

experimental task under concurrent pMTG stimulation. It was intended to replicate the 

pMTG results from Experiment 1, and thus provide more evidence for the involvement 

of pMTG in gesture-speech integration, as well as validate the TBS stimulation. 

1.5.2.3. Overview of Chapter 4  

Chapter 4  aimed to find the time window for the integration between gesture and speech. 

The 400ms after the onset of the speech was divided into 10 time windows (TW): 0/40ms, 

40/80ms, 80/120ms, 120/160ms, 160/200ms, 200/240ms, 240/280ms, 280/320ms, 

320/360ms, 360/400ms and applied double pulse TMS stimulation to pMTG during each 

time window. It was assumed that if any time window is critically involved in gesture-

speech integration, TMS would disrupt that integration, which would be reflected in terms 

of the reaction time to judge the gender of the speaker.  

There are two experiments in Chapter 4. In Experiment 3, the gestures were presented 

200ms ahead of speech, and double pulse TMS stimulation was applied over each of the 
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ten time windows. It was hypothesized that double pulse TMS stimulation would interrupt 

any integration activity during a specific time window, resulting in a significantly reduced 

semantic congruency effect in the pMTG condition, relative to control site stimulation. 

The subsequent Experiment 4 determined the gating point for each gesture, with a 

definition that the gating point is the earliest point in time at which a clear understanding 

of that gesture emerges. Then reanalysed the data obtained in Experiment 3, but taking 

the individual gesture gating points into account. This involved equalizing the effect of 

different gating points for the gestures, so that Time Window 1 always corresponded to 

the earliest point in time at which a gesture interpretation became possible.  

1.5.2.4. Overview of Chapter 5  

In chapter 5, transcranial electrical stimulation (tES) was used to investigate the effect of 

selectively increasing or decreasing the excitability of pMTG and IFG on gesture-speech 

integration.  

There are three experiments in chapter 5. In Experiments 5 & 6, transcranial direct current 

stimulation (tDCS) was applied over either IFG (Experiment 5) or pMTG (Experiment 

6). The hypotheses were motivated by the observation that anodal tDCS stimulation 

increases cortical excitability, whereas cathodal tDCS stimulation decreases cortical 

excitability. Therefore, it was expected a significantly reduced semantic congruency 

effect in the cathodal condition compared to the sham condition and a significantly 

increased semantic congruency effect in the anodal condition as compared to the sham 

condition.  

 The effect of simultaneously changing excitabilityty in both areas at the same time was 

also being observed. Such a study could shed light on whether IFG and pMTG can 

compensate for each other in the integration of gesture and speech, or whether they make 

independent contributions.   



43 
 

Therefore, in Experiment 7, transcranial random noise stimulation (tRNS) was applied to 

both IFG and pMTG synchronously. It was hypothesized that low frequency tRNS over 

both IFG and pMTG would decrease the excitability of the two brain areas in a similar 

way, while high frequency would increase the excitability of the two brain areas. If both 

areas form a functional network, with one area compensating for the other, then it should 

be expected to only see an effect in Experiment 7 (where excitability of both areas is 

changed at the same time), but not Experiments 5 and 6, where only one area’s excitability 

is changed at a time..  
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Chapter 2. General methods 

2.1. Participants 

The participants in all experiments were native speakers, and were classified as right-

handed according to the Edinburgh Handedness questionnaire (Oldfield, 1971). They also 

had normal or corrected-to-normal vision and be screened for TMS exclusion criteria 

using a medical questionnaire. All the experiments were approved by the Ethics 

Committee of the Department of Psychology, University of Hull. Participants were 

remunerated at a rate of £8 per hour for taking part in the experiment.  All participants 

had to sign the consent form prior to taking part in this study. 

2.2. Stimuli 

The stimuli in all experiments were based on a list of 44 common action verbs that could 

easily be expressed by a gesture without using an actual object (e.g., e.g., typing on a 

keyboard, throwing a ball, zipping up a coat). The action verbs were selected based on 

previous studies on co-speech gestures (Dick et al., 2014; Drijvers et al., 2017; Kelly et 

al., 2010a). Each action was performed by two native speakers of English (1 male, 1 

female) with only the torso visible, while simultaneously naming the corresponding 

action verb, yielding 88 video items. Stimuli were edited subsequently so that each 

gesture started with the stroke phase. The spoken words were subsequently re-recorded 

using the same speakers, who were also gesturing while saying the word. The re-recorded 

words were then digitally inserted 200ms after the onset of each gesture stroke.  

By digitally inserting sounds into the relevant videos, two experimental manipulations 

were created. First, gender congruency was manipulated. In order to achieve this, half of 

all the videos included a gender congruent voice (e.g. a man doing a gesture combined 

with a male voice; or a woman doing a gesture combined with a female voice), whereas 

the other half of the videos included a gender incongruent voice (e.g. a man doing a 

gesture with a female voice; or a woman doing a gesture with a male voice).  
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Second, semantic congruency was also manipulated. To achieve this, half of all the videos 

included a semantically congruent speech token (e.g. a man or a woman doing a ‘cut’ 

gesture while saying ‘cut’), while the other half of the videos contained a semantically 

incongruent speech token (e.g. a man doing a ‘cut’ gesture while saying ‘stir’). 

Thus, there are two factors in the experimental design, semantic congruency (semantic 

congruent vs semantic incongruent), and gender congruency (gender congruent vs gender 

incongruent) (see Fig.2).  

2.2.1. Pre-test1: semantic congruency rating of gesture-speech stimuli 

To verify that the semantically congruent or incongruent combinations of gesture and 

speech were indeed perceived as such, a separate set of participants (n=21) rated the 

relationship between gesture and the speech on a 5 point rating scale (1 means “no relation” 

and 5 means “very strong relation”). Based on the rating results, two pairs of stimuli were 

excluded from the stimulus set for ambiguous relationships and two further pairs of 

stimuli were moved from the main stimulus set to the practice set. The 40 remaining 

stimuli were used for further pre-tests. The mean rating for the remaining set of congruent 

pairs was 4.71 (SD = 0.32), and the mean rating for the incongruent pairs was 1.28 (SD 

= 0.29). Paired sample t-test showed that there is a significant difference between the 

congruent pairs and the incongruent pairs (t (79) = 98.8, p=.000). Thus, it was verified 

that the semantic congruent pairs were been perceived as have a very strong gesture-

speech relation (4.71 out of 5), while the semantic incongruent pairs were been perceived 

as have no gesture-speech relation (1.28 out of 1). The semantic congruent and the 

semantic incongruent sit on the opposite side of the semantic congruency of gesture and 

speech with a significant difference.  
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2.2.2. Pre-test 2: validation of stimuli by behavioural replication of Kelly et al., 2009 

Next, it was aimed to see whether the behavioural finding of Kelly et al. (2010a) could 

replicate with the stimulus set. Since each video-sound pair existed in four different 

versions, corresponding to the four conditions (see Figure 2.2 for an example), the total 

stimulus set consisted of 320 items. The video started at the stroke phase of the gesture, 

the speech onset occurred 200ms after the onset of the video. Reaction time was recorded 

relative to the onset of speech, the video stopped at the moment when the participant 

pressed the button. During the variable inter-trial interval (ITI) of 1.5 to 2.5 sec, a fixation 

cross was presented on the centre of the screen.  All 320 items were presented in five 

blocks using Presentation software (www.neurobs.com) in a pseudo random order. 

Participants were allowed to have a break after each block and were told to press any 

button if they were ready to continue.  

37 Participants (7 male, 30 female, age 18-45, mean age 21.57, SD=5.87) took part in 

Pre-test 2. They were informed that the gender they saw on the screen and the gender of 

the voice they heard might be different, or might be the same. They were asked to indicate 

the gender of the voice they heard by pressing one of two buttons on the keyboard (key 

assignment was counterbalanced across participants). During the experiment, they were 

asked to look at the screen but only pay attention to the gender of the voice they heard, 

and press the buttons as quickly and accurately as possible. Their reaction time and the 

button being pressed were recorded. Only the correct responses were used for analysis of 

RTs. Participants made very few errors on the task (overall accuracy > 99%), therefore 

accuracy data were not statistically analysed. 

Following a 2.5% trimmed mean procedure (removal of the lowest 2.5% and the highest 

2.5% for every participant), it was found that participants were slower to judge the gender 

of the speaker when speech and gesture were semantically incongruent (M=643.09ms, 

SD= 108.34) relative to when they were semantically congruent (M=632.92ms,  
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SD=103.84). In addition, gender congruency negatively affected reaction time, with 

gender incongruent trials eliciting slower reaction times (M=650.68ms, SD= 102.81) than 

gender congruent trials (M=625.68ms, SD= 109.50).  

Table 1-2 Mean reaction times in ms(SEM) for Pre-test 2 

A 2 (Semantic Congruency) by 2 (Gender Congruency) repeated measures ANOVA on 

the RT data revealed a significant main effect of gender congruency, F (1, 36) = 63.45, 

p<.001. There was also a significant main effect of Semantic Congruency, F (1, 36) = 

15.12, p<.001, but no significant interaction of semantic congruency by gender 

congruency, F (1, 36) = 1.92, p=.18. 

Thus, in Pre-test2, the experimental paradigm has been validated by replicating the results 

of Kelly et al. (2010a), who used a similar experimental setup and task. Along with a 

main effect of gender congruency, Kelly et al. also found that semantic congruency 

between gesture and speech has a significant influence on participants’ reaction time in 

judging of the gender of the voice. Kelly et al. (2010a) concluded that gesture and speech 

are automatically integrated with each other, and that people cannot help but pay attention 

to information conveyed in both modalities. Thus, the magnitude of the reaction time 

effect for semantic congruency (RT (semantic incongruent) –RT (semantic congruent)) 

can be taken as a behavioural index of gesture-speech integration.  

To maximize the statistical power of the brain stimulation experiments, the results of 

Pre-test 2 was used to select those item pairs that produced the strongest semantic 

 Semantic congruent Semantic incongruent 

 Gender 

congruent 

Gender 

incongruent 

Gender 

congruent 

Gender 

incongruent 

Reaction time 

(SE) 

619(18) 648(17) 633(18) 654(17) 
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congruency effect. To this end, those four stimulus pairs were excluded from the 

stimulus set that did not show a semantic congruency effect in the expected direction 

(RT (semantic incongruent) –RT (semantic congruent)). Thus, the final stimulus set 

consisted of 32 gestures (16 pairs, see Appendix A). Since each gesture was performed 

either by a male or a female actor, as semantically congruent or incongruent, and also as 

gender congruent or incongruent, the total stimulus set consisted of 256 videos 

(32*2*2*2).  

 

Figure 1.7 Still frame examples of the semantic congruency and gender congruency 

2.2.3. Pre-test 3: naming study of gesture stimuli 

Gestures differ with respect to the meaning and function that gesture possesses, 

According to McNeill (1992), there are four major categories of gestures (see the ‘gesture 

types’ in Chapter 1, page 9 for detail). This thesis focused on iconic gestures, which were 

defined by McNeill as spontaneous hand actions that represent body movements, 

movements of objects without holding the object, whose meaning has to be generated 

online on the basis of gesture form and the co-speech context in which the gesture is 

observed.  To guarantee the hand actions used in the experiments were iconics, Pre-test 3 

was conducted. 
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Another separate set of participants (42 native speakers, 20 male, 22 female) were asked 

to use one verb to describe the gesture presented in the video. All the items were 

presented without speech.  For each gesture, the percentage of participants that provided 

the correct label was then calculated. The overall mean nameability index of the final 

stimulus set of 32 gestures was 49%. This indicates that as a whole, the stimulus set is 

best characterized as containing iconic gestures, which are characterized by a certain 

ambiguity when presented in the absence of speech (Drijvers&Ozyurek, 2017; Hadar et 

al., 2004). 

2.3. Brain stimulation coordinates 

A coordinate-based quantitative meta-analysis of several published functional magnetic 

resonance imaging (fMRI) studies using Ginger Ale 2.3 (www.brain.org) was performed. 

The activation likelihood estimation (Eickhoff et al., 2009) was based on iconic-speech 

integration (e.g. multimodal>unimodal) from 7 studies using healthy participants(Dick et 

al., 2012; Green et al., 2009; Holle et al., 2008; Holle et al., 2010; Straube et al., 2011; 

Willems et al., 2007; Willems et al., 2009).  Two sites corresponding to Montreal 

Neurological Institute (MNI) coordinates were identified as consistently activated across 

studies, the left IFG (-62, 16, 22) and the left pMTG (-50, -56, 10), and were used as the 

two stimulation sites in my study. The Vertex was used as a control site.  

To enable an image-guided TMS navigation, high resolution (1 x 1 x 0.6 mm) T1 

weighted anatomical MRI scans of each participant were acquired at Hull Royal 

Infirmary using a GE medical systems scanner with a field strength of 3 Tesla. MNI 

coordinates of the target areas were defined as regions of interest (ROIs) using Marsbar 

(marsbar.sourceforge.net) and SPM12 (see Fig. 2.3). These ROIs were then 

backprojected from MNI space into each participant’s native brain space, using 

SPM12’s inverse transformation function. Subject-specific ROIs were then imported 

into BrainVoyager and superimposed on the surface reconstruction of the two 

http://www.brain.org/
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hemispheres and defined as targets during neuronavigation. This ensured precise 

stimulation of each target region in each participant. 

 

Figure 1.8 Overview of stimulation sites in MNI space.  

IFG (-62, 16, 22) and pMTG (-50, -56, 10). Vertex was used as control site. 

2.4. Data analysis 

In all subsequently reported experiments, the experimental paradigm of Kelly et al. 

(2010a) was used by presenting participants with videos of a man and a woman gesturing 

and speaking at the same time. Participants were instructed to look at the screen but only 

pay attention to the gender of the voice they heard, and press the relevant button as quickly 

and accurately as possible. Their reaction time was recorded and analysed as the primary 

outcome variable. All experiments were conducted with one type of non-invasive brain 

stimulation, either online (the rTMS used in Chapter 3) or offline (the TMS used in 

Chapter 3 and the tES used in Chapter 5). In the online stimulation studies, participants 

performed the experimental task under concurrent rTMS stimulation; in the offline 

studies, participants first received a period of brain stimulation (either to an area of 

interest or of a control site), followed by completion of the experimental task. The 
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experimental factor of the stimulation site was realized between sessions in all offline 

studies, but within sessions in the online stimulation study. 

To eliminate the influence of outliers, after excluding incorrectly answered trials, outliers 

were determined as those scores that were located in the extreme 5% on either end of the 

Z normalized distribution of reaction times. This is equivalent to removing scores above 

and below 1.65 SD of a subject’s mean RT. It was interested in three effects: The first 

analysis of each study was a repeated ANOVA, typically consisting of the factors 

Semantic Congruency (congruent, incongruent), Gender Congruency (same different) 

and a factor Stimulation site (e.g, vertex, pMTG). Based on Kelly et al. (2010a) and the 

results of the pre-tests, longer reaction times under control site stimulation when gesture 

and speech were semantically incongruent were expected. The critical test was whether 

the magnitude of this semantic congruency effect interacted with the factor Stimulation 

Site. The ANOVA was then followed up by paired t-tests, where appropriate, to see 

whether the magnitude of the semantic congruency effect (RT (semantic incongruent) –

RT (semantic congruent)) differed between the stimulation condition and the Vertex 

condition. To see whether brain stimulation selectively affects the semantic congruency 

effect, the gender congruency effect between the stimulation condition and the Vertex 

condition was additionally compared with the use of a paired sample t-test.  
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Chapter 3. The involvement of IFG and pMTG in gesture-speech integration5 

3.1. Introduction 

Although spoken communication is often considered a purely auditory-vocal process, 

research in the past decade has provided unequivocal evidence that speech is 

fundamentally multimodal (Ozyurek, 2014). Across all spoken languages, speakers 

additionally take advantage of the visual-manual modality during communication in the 

form of hand gestures. For example, speakers may spontaneously use their hands to 

outline patterns (e.g., when describing the layout of their house) or re-enact actions 

(making a strumming movement while saying ‘He played the instrument’). This                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                   

happens not only during face-to-face communication, but also when the communicators 

cannot see each other (Bavelas et al., 1992; Krauss et al., 1995). There is now also 

convincing evidence that listeners pick up the additional information provided by 

gestures (Gunther et al., 2015; Kelly et al., 2010a; Wu et al., 2007). For example, a 

study carried out by Kelly et al. (1999) presented participants with the speech “I stayed 

up all night” together with the gesture pantomiming drinking, and asked the participants 

to write down what they heard. Participants’ responses convey information from both 

the gesture and the speech with the sentence “I stayed up all night drinking”. They may 

even not been able to tell whether a particular piece of information originated in the 

speech or the gesture channel if asked later (Alibali et al., 1997), suggesting that the 

visual information originating from gesture is integrated with the auditory information 

from speech into a single coherent semantic representation (Ozyurek, 2014). A 

contentious question has been where in the brain the merging of gesture and speech 

information occurs. Since the information extracted from each modality is qualitatively 

different (linear, segmented information with arbitrary form-meaning mapping in the 

                                                           
5 Please note that the work described in this chapter has been submitted for publication (Zhao, W., 
Riggs, K.J., Schindler, I., Holle, H..) Transcranial magnetic stimulation over left inferior frontal and 
posterior temporal cortex disrupts gesture-speech integration. Under review. Journal of Neuroscience. 
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case of speech vs. holistic, parallel information with motivated form-meaning mapping 

in the case of gesture), answering this question promises to deepen our understanding of 

the cortical interface between linguistic and pragmatic information.  

Some authors have argued for a critical role of the IFG (Willems et al., 2007; Willems 

et al., 2009) in the integration of information from both gesture and speech. For 

example, in a study carried out by Willems et al. (2007) participants were presented 

with iconic gestures that were either congruent (verb: write, gesture: write) or 

incongruent (verb: write, gesture: hit) with speech, and found a significant greater 

activity in left IFG in incongruent conditions compared with congruent ones. Green et 

al. (2009) also found a greater activation in IFG when iconic gestures were unrelated to 

the accompanying speech as compared to iconic gestures that related to speech.  

Others suggest that pMTG is critically involved (Holle et al., 2008; Holle et al., 2010) in 

the integration of gesture and speech. Holle, &Gunter (2007) asked participants to 

watched videos in which sentences containing an ambiguous word (e.g. she touched the 

mouse) were accompanied by either a meaningless grooming movement, a gesture 

supporting the more frequent dominant meaning (e.g. animal) or a gesture supporting 

the less frequent subordinate meaning (e.g. computer device). They found that when 

compared to the grooming movement, both types of gesture (dominant and subordinate) 

activated left STS. Another study by Holle et al. (2010), provided evidence suggesting 

that the integration of iconic gestures and speech takes place in pSTS/STG.  

There are also researchers who suggested that both areas might be causally involved in 

linking semantic information extracted from the two domains (Dick et al., 2014). For 

example, Dick et al. (2012) found stronger activation of both LIFG as well as the 

activation of pMTG when gestures contain disambiguating information with respect to 

speech compared with when they contain redundant information with respect to speech. 
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Straube et al. (2011) also found the left posterior middle temporal gyrus (MTG) been 

activated during the iconic gesture condition, with the involvement of the IFG restricted 

to paradigms that induce semantic conflict. 

To date, no consensus has been reached as to which of these areas is causally, and not 

merely epiphenomenal, involved in this merging process. IFG and pMTG are 

anatomically well-connected (Friederici, 2009) which can produce correlated patterns of 

activation between these regions (Whitney et al., 2011). It is therefore also possible, for 

example, that activation of pMTG alone is crucial for gesture-speech integration, with 

IFG activation merely a consequence of its strong anatomical connection with pMTG 

(or vice versa). FMRI studies are in this respect limited with respect to the degree to 

which they allow inferences of causality.  

In Experiments 1 and 2, we used transcranial magnetic stimulation (TMS), a method 

that is ideally suited to identify causal brain-behaviour relationships. This allowed us to 

disrupt activity in either left IFG or pMTG and observe its effect on gesture-speech 

integration. Using the Kelly et al. (2010a) task, we tested whether the magnitude of the 

semantic congruency effect is reduced when activity in these areas is perturbed using 

TMS, relative to control site stimulation. 

In Experiment 1, we used ‘off-line’ theta-burst TMS stimulation over both IFG and 

pMTG to examine the role of the IFG and pMTG in gesture-speech integration. In the 

second experiment, we used online TMS stimulation over pMTG to directly interfere with 

any ongoing activities. Online TMS, in the form of repetitive transcranial magnetic 

stimulation, has the advantage that perturbation of cortical activity can be synchronized 

with the presentation of the experimental stimuli. This enables a more powerful statistical 

comparison of the effects of brain stimulation on gesture-speech integration compared to 

the ‘off-line’ theta-burst TMS stimulation. 
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3.2. Experiment 1 

In Experiment 1, we explored whether disrupting activity in areas hypothesized to 

underlie gesture-speech integration (left IFG and/or left pMTG) leads to a reduction of 

the semantic congruency effect. In a within-subject design, participants underwent three 

sessions, where continuous theta burst stimulation (cTBS) was either applied to the left 

IFG, pMTG or a control site (vertex). The session order was counterbalanced across 

participants. After stimulation, which occurred at the beginning of each session, 

participants completed the reaction time task described above (section Pre-test 2, 

Chapter 2). Thus, the full experimental design was a 3 (Stimulation Site: IFG, pMTG, 

Vertex) x 2 (Gender Congruency) x 2 (Semantic Congruency) factorial design. During 

the statistical analysis, Greenhouse-Geisser correction was applied where necessary. We 

predicted an interaction between Stimulation Site and Semantic Congruency, in the 

form of a reduction of the semantic congruency effect following either IFG or pMTG 

stimulation, relative to control site stimulation. The factor of Gender Congruency was 

used as an additional control, to see whether brain stimulation specifically disrupts the 

processing of semantic (in)congruencies, or more generally interferes with task 

processing. 

3.2.1. Method 

3.2.1.1. Participants  

Twenty participants took part in Experiment 1 having given written informed consent. 

Three participants were excluded from the analysis, one for not being able to follow 

instructions, and another two because of computer malfunction. The experimental 

protocol was approved by the Ethics Committee of the Department of Psychology. The 

final sample consisted of 17 participants (6 males and 11 females, age 20-42, mean age 

25.06, SD= 5.87). All were native English speakers, and were classified as right-handed 

according to the Edinburgh Handedness form (LQ=73.51, SD=22.12), had normal or 
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corrected-to-normal vision and were screened for TMS suitability using a medical 

questionnaire. 

3.2.1.2. Apparatus and stimuli 

The stimuli consisted of 256 videos, as described in Chapter 2. A Magstim Rapid² 

stimulator was used to generate repetitive magnetic pulses. A cTBS train of 804 pulses 

was used (268 bursts, each burst consisting of three pulses at 30 Hz, repeated at intervals 

of 100 ms). Stimulation intensity was set to 40% of maximum machine output and lasted 

for 40 s (Nyffeler et al., 2009; Nyffeler et al., 2008). The pulses were delivered with a 

standard 70mm figure-8 coil. 

The centre of the cTBS coil was targeting either the left IFG (-62, 16, 22), the left pMTG 

(-50, -56, 10), (corresponded to MNI coordinates that was previously determined in the 

meta-analysis of FMRI studies), or Vertex. Each stimulation condition was realized in a 

separate session. The position of the coil was confirmed by the MRI based 

neuronavigation system, in this way the coil can targeting the stimulation point based on 

individual brain scan. Duration and intensity of the cTBS stimulation are both within 

participants’ bearable limit and the neuropsychological application safety limit (Anand et 

al., 2002). 

3.2.1.3. Procedure 

There are three sessions with cTBS stimulating either pMTG, IFG or Vertex. Sessions 

were scheduled to be at least one week apart. In each session, participants were guided to 

sit in front of a computer and keyboard. After theta-burst stimulation, they were asked to 

complete the experimental task consisting of 256 gesture videos. Participants were asked 

to pay attention to the gender of the speaker and respond as quickly and accurately as 

possible. Responses were made using the left and right index finger, and key assignment 

was counterbalanced across participants. 
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3.2.2. Data analyses 

All incorrect responses (302 out of the total number of 8160, 3.7% of trials) were excluded. 

To eliminate the influence of outliers, the lowest 2.5% and the highest 2.5% for every 

participant in each session were also excluded. We focus our analysis on the main effect 

of semantic congruency and its interactions with stimulate sites, as well as the gender 

congruency effect as a control effect. 

We ran a 3 (stimulate site: Control condition, pMTG condition and IFG condition) * 2 

(semantic congruency: semantic congruent vs semantic incongruent) *2 (gender 

congruency: gender congruent vs gender incongruent) repeated measures analysis of 

variance (ANOVA) on the RTs to see if Theta-burst TMS stimulation caused any 

significantly reduced magnitude of gesture-speech integration.  

3.2.3. Results 

The trimmed reaction time data were subjected to a repeated measures ANOVA with the 

factors Stimulation Site (IFG, pMTG, vertex), Gender Congruency (same, different) and 

Semantic Congruency (congruent, incongruent). The ANOVA yielded a significant main 

effect of Semantic Congruency (F (1, 16) = 14.64, p = .001), reflecting longer RTs or 

semantically incongruent trials (M = 543, SE = 16.6) than congruent trials (M = 530, SE 

= 13.7). Furthermore, a significant main effect of Gender Congruency (F (1, 16) = 45.37, 

p < .001) was observed, indicating that reaction times were longer when speech and 

gesture were produced by different genders (M = 554, SE = 15.2) than the same gender 

(M = 518, SE = 15.4). Crucially, there was a significant Semantic Congruency by 

Stimulation Site interaction (F (1.944, 30.466) = 3.53, p = .042), indicating that the 

magnitude of the semantic congruency effect was modulated depending on the brain area 

stimulated. No such modulation was observed for the gender congruency effect, as 

indicated by a non-significant Stimulation Site by Gender Congruency interaction (F 

(1.944, 30.466) = 0.50, p = .60). The full pattern of results is shown in Table 3.1  
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 Semantic congruent Semantic incongruent 

 Gender 

congruent 

Gender 

incongruent 

Gender 

congruent 

Gender 

incongruent 

IFG 519 (17)    

 

549 (17) 526 (22) 562 (19) 

pMTG 495 (11) 535 (13) 508 (13) 543 (13)  

 

Vertex (control) 521 (17) 559 (19) 540 (20) 578 (22) 

Table 3-1 Mean reaction time in ms (SEM) for Experiment 1 

Simple effects analyses indicated that the size of the semantic congruency effect was 

significantly reduced (t (16) = 2.58, p = .020) when cTBS was applied to the left IFG (M 

= 19.3, SE = 9.10), relative to control site stimulation (M = 38.6, SE = 10.1) (see Fig. 3.2). 

A similar pattern was observed following stimulation of pMTG (M = 21.1, SE = 4.6), 

although this comparison did not reach full significance (t (16) = 2.05, p = .057). There 

was no evidence that stimulation of either pMTG or IFG modulated the size of the effect 

of gender congruency (all t < 0.77, all p > .451, see Fig. 3.3). 

  

Figure 3.1 Magnitude of semantic congruency effect (ms) for Experiment 1. Error bars show M±SE. 
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Figure 3.2 Magnitude of gender congruency effect (ms) for Experiment 1. Error bars show M±SE Discussion 

Experiment 1 was designed to test whether IFG and/or pMTG is critically associated with 

gesture-speech integration with the use of Theta-burst TMS.   

We can see from the results on the effect of semantic congruency that, compared to the 

control condition, cTBS stimulation of IFG caused a significantly reduced difference 

between the reaction time in the semantic incongruent condition and the semantic 

congruent condition. For the effect of gender congruency, there is no significant 

difference between the Control condition and the IFG condition, suggesting that cTBS 

stimulation of the left IFG specifically disrupts gesture-speech integration. 

The results on the RTs in the Control condition (vertex stimulation) showed a significant 

difference between the semantic incongruent condition and the semantic congruent 

condition. That means that, even if participants were not asked to pay attention to the 

gesture information, the information contained in gesture still had an influence on 

participant’s behaviour, suggested an automatic integration of gesture and speech, as 

reported by Kelly et al. (2010a).  

In summary, we may conclude from Experiment 1 that IFG is causally involved in 

gesture-speech integration, whereas the pMTG has displayed only a tendency to be 

involved in the automatic integration of gesture with speech. 
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3.3. Experiment 2 

In Experiment 1, the effect of brain stimulation to pMTG on the semantic congruency 

effect did not reach full significance (p = .057, see results section). To further investigate 

a possible role for pMTG, Experiment 2 was conducted using online TMS, as opposed to 

offline cTBS, to disrupt brain activity. Online TMS, in the form of repetitive transcranial 

magnetic stimulation (rTMS), has the advantage that perturbation of cortical activity can 

be synchronized with the presentation of the experimental stimuli. This enables a more 

powerful statistical comparison of the effects of brain stimulation on gesture-speech 

integration. Experiment 2 employed a 2 (Stimulation Site: pMTG, vertex) by 2 (Gender 

Congruency) by 2 (Semantic Congruency) factorial design. We predicted that pMTG 

would significantly reduce the semantic congruency effect, as indicated by a significant 

Stimulation Site by Semantic Congruency interaction. Furthermore, we hypothesized that 

rTMS of pMTG would specifically disrupt gesture speech integration, but not general 

task processing, as indicated by an absent interaction of Stimulation Site and Gender 

Congruency. 

3.3.1. Method  

3.3.1.1. Participants 

Thirteen participants participated in Experiment 2. One participant was excluded for not 

following instructions. The final sample used for statistical analysis consisted of 5 males 

and 7 females (age range: 20-36, mean age: 24.08, SD= 4.36). All were English native 

speakers, and were classified as right-handed according to the Edinburgh Handedness 

form questionnaire (Oldfield, 1971), with a Mean Laterality Coefficient of 71.32 

(SD=21.42). All other participant details were as described in Experiment 1. 

3.3.1.2. Apparatus and stimuli 

The same stimuli as before were used. rTMS was delivered using a 70mm figure-of-eight 

coil. Five pulses over a 500 ms period, with a frequency of 10HZ repetitive TMS (rTMS) 
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were delivered at a fixed intensity of 45% of the maximal stimulator output were used in 

Experiment 2. These pulses were delivered ‘on-line’ during each video item. The first 

pulse coincided with the onset of the sound, and the last pulse was 400ms after the onset 

of the sound.  Given the fact that the gesture started 200ms prior to sound, and previous 

research indicates that semantic gesture-speech integration takes place between 350-

550ms after the onset of the gesture stroke (Ozyurek et al., 2007), we predicted that such 

stimulation over a relevant brain should impair the possible integration process. Duration 

and intensity of the rTMS stimulation are both within participants’ bearable limit and the 

neuropsychological application safety limit (Anand&Hotson, 2002). 

3.3.1.3. Procedure 

Each participant completed four blocks of alternating pMTG (-50, -56, 10) or vertex 

stimulation in a single experimental session. Presentation order was counterbalanced 

across participants. Within each block, 64 trials were presented. The experimenter 

explained to the participant that they would be presented with a number of videos with 

rTMS stimulation on either pMTG or Vertex as a control site. The videos were presented 

using Presentation software (Version 17.2, www.neurobs.com). All other experimental 

details were as described in Experiment 1. 

3.3.2. Data analyses 

A total number of 106 trials were excluded because of incorrect responses or failing to 

respond within 2000ms (5.5% of trials). To eliminate the influence of outliers and prevent 

the possibility of a false positive, a 2.5% trimmed mean for every participant were also 

excluded. We focus our statistical analysis on the effect of semantic congruency (which 

is taken as an index of gesture-speech integration) and its interactions with the factor 

stimulation site (pMTG, control) to see whether the magnitude of gesture-speech 

integration is reduced when activity in pMTG is stimulated, relative to vertex stimulation. 

Besides, we used the effect of gender congruency (the magnitude of reaction time 

http://www.neurobs.com/
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between gender incongruent condition and gender congruent condition) as a control effect, 

with the assumption that rTMS stimulation would only have an effect on semantic 

congruency effect. 

Accordingly, we ran a 2 (stimulation site: pMTG and Control) * 2 (semantic congruency: 

semantic congruent vs semantic incongruent) * 2 (gender congruency: gender congruent 

vs gender incongruent) repeated measures analysis of variance (ANOVA) on the RTs.  

3.3.3. Results 

A 2 x 2 x 2 repeated measures ANOVA on the trimmed reaction time data (see Table 4) 

revealed a significant main effect of Gender Congruency (F(1,11) = 41.36, p < .001), with 

longer RTs to gestures and speech from actors of different genders (M = 584.7, SE = 19.0) 

than to actors of the same gender (M= 549.6, SE = 19.3). Crucially, there was a significant 

interaction of Semantic Congruency and Stimulation Site (F (1, 11) = 9.01, p = .012), 

indicating that the magnitude of the semantic congruency effect was modulated by rTMS 

(see Fig. 3.5). No such effect of brain stimulation on the gender congruency effect was 

observed (see Fig. 3.6), as indicated by a non-significant Stimulation Site by Gender 

Congruency interaction (F (1, 11) = 1.51, p = .245). All other main effects or interactions  

of the ANOVA were not significant (all F < 3.00, all p > .111). 

Table 3-2 Mean reaction time in ms (SEM) for Experiment 2 

 Semantically congruent Semantically incongruent 

 Gender 

congruent 

Gender 

incongruent 

Gender 

congruent 

Gender 

incongruent 

pMTG 557 (21) 594 (19) 549 (15) 592 (21) 

Vertex 

(control) 

537 (25) 568 (17) 556 (19) 584 (23) 



63 
 

 

 

Figure 3.3 Magnitude of semantic congruency effect (ms) for Experiment 2. Error bars show M±SE. 

 

Figure 3.4 Magnitude of gender congruency effect (ms) for Experiment 2. Error bars show M±SE. 

3.3.4. Discussion  

The aim of Experiment 2 was to test whether pMTG is crucially involved in gesture-

speech integration with the more direct and powerful rTMS stimulation.  

We can see from the results on the effect of semantic congruency that rTMS stimulation 

of pMTG caused a significantly reduced semantic congruency effect as compared to the 

control condition. There was no significantly reduced gender congruency effect when 
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rTMS stimulation over pMTG compared to the Vertex condition, suggesting that rTMS 

stimulation of pMTG specifically disrupts gesture-speech integration.  

3.4. General discussion of Experiments 1 and 2 

Taken together, the results of the two studies presented here provide clear evidence that 

both IFG and pMTG are involved in the merging of semantic information from iconic 

gestures and speech. When cortical excitability of these areas was decreased via TMS, a 

reduced RT cost was observed indicating a reduction in semantic integration. TMS of 

IFG and pMTG was found to specifically disrupt gesture speech integration, but not 

general task processing. By directly linking brain activity to behaviour, Experiments 1 

and 2 demonstrate, for the first time, that both IFG and pMTG are causally involved in 

integrating information from the two domains of gesture and speech.  

The results of Experiment 1 provided clear evidence that the left IFG is critically 

involved in the multimodal merging of information from the visual-manual (i.e., iconic 

gestures) and auditory-vocal (i.e. speech) modalities. Under control site stimulation, 

semantically incongruent combinations of gesture and speech elicited the typical 

reaction time costs, reflecting the automatic integration of information from the two 

modalities. The finding of a semantic congruency effect in the unperturbed brain (longer 

RTs for semantically incongruent gesture-speech units) replicates the results of the pre-

test 2, as well as the finding by Kelly et al. (2010a). Crucially, these RT costs were 

significantly reduced when activity in the left IFG was disrupted, suggesting that this 

brain area is causally involved in the integration process. This finding is consistent with 

the idea that the functional role of the IFG during the comprehension of co-speech 

iconic gestures is the strategic recovery of context-appropriate semantic information, as 

explained below. 
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According to Whitney et al. (2011), semantic cognition involves (a) accessing 

information within the semantic store itself, and (b) executive mechanisms that direct 

semantic activation so that it is appropriate for the current context. In terms of its neural 

instantiation, it is often assumed that semantic cognition involves modulatory signals 

from the IFG acting upon temporal storage areas (Whitney et al., 2011). Since iconic 

gestures represent objects and actions by bearing only a partial resemblance to them 

(Wu et al., 2011), their comprehension may require strategic recovery of semantic 

activation, in order to come up with an interpretation of the observed gesture that is 

compatible with the accompanying speech context. For example, a gesture consisting of 

two closed fists moving forward from the body centre may initially only activate the 

general concept push, but needs additional strategic recovery of semantic activation, via 

modulatory signals from the IFG acting upon posterior temporal storage areas, to 

achieve an interpretation that is consistent with the accompanying speech unit mow.  

Relative to congruent gesture-speech pairs, semantically incongruent combinations 

trigger an increased need for strategic recovery of semantic information, in an 

(eventually probably unsuccessful) attempt to resolve the semantic conflict between 

gesture and speech. Disrupting activity in the IFG interferes with this strategic recovery 

process, as reflected in the significantly decreased RT costs associated with the 

semantic congruency manipulation. The effect of cTBS on the IFG cannot be dismissed 

as a general disruption of cognitive processing, since stimulation of IFG specifically 

reduced the (task-irrelevant) semantic congruency effect, but not the (task-relevant) 

gender congruency effect.  

IFG and pMTG most likely work together in integrating gesture with speech, with 

modulatory signals originating in the IFG acting upon temporal storage areas. The 

posterior temporal cortex, encompassing the middle temporal gyrus and adjacent 

superior temporal sulcus, has been suggested to be involved in accessing semantic 
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information (Lau et al., 2008), either by serving as an interface to a widely distributed 

network of brain region representing semantic knowledge, or by accessing feature 

knowledge directly stored in pMTG. When presented in isolation, spoken words, 

lexicalized gestures, as well as less formalized iconic gestures all activate pMTG, which 

was interpreted that this area is indeed a hub for supramodal access of semantic 

information (Straube et al., 2012; Xua et al., 2009). Incongruent combinations of 

gesture and speech most likely place a higher semantic access load on this area than 

their congruent counterparts. From this perspective, our finding that rTMS of pMTG 

significantly reduces the size of the semantic congruency effect can be interpreted as an 

interference in the access of supramodal representations.  

In conclusion, Experiments 1 and 2 provided clear evidence that IFG and pMTG are 

both critically involved in the integration of gestural and spoken information during 

comprehension. By linking cortical activity in these areas directly to observed 

behaviour, our study is the first to provide evidence that both areas are causally 

involved in this process. 
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Chapter 4. An investigation of the time window for the 

integration of gesture and speech using Transcranial Magnetic 

Stimulation 

4.1. Introduction 
As extra-linguistic information, gestures have often been observed to accompany 

language, for example, the inverted V of the fingers moved in a wiggling manner while 

saying, “He walked across the street”, or an upward climbing hand movement when 

saying, “He climbs up the wall”. Speakers convey information in both gesture and 

speech, while listeners are sensitive to information made available in both modalities 

(Goldin-Meadow&Sandhofer, 1999; Kelly&Church, 1998). This raises the question of 

what function gestures play in conversation.  The traditional view is that gesture 

functions as a communicative device and that people have better comprehension when 

they are presented with speech accompanied with gesture (Hostetter&Alibali, 2011; 

Kelly, 2001; Valenzeno et al., 2003). Studies that shown gesture conveys not only 

relevant information (Goldin-Meadow&Sandhofer, 1999; Kelly&Church, 1998) but 

also additional information not present in the accompanying speech 

(Church&Goldinmeadow, 1986), proved the communicative function of gesture. 

However, the phenomenon that speakers gesture not only in face-to-face 

communication but also when they are on the phone (Bavelas et al., 1992; Krauss et al., 

1995), or even in cases when they are blind and they themselves cannot see the gesture 

(Iverson&Goldin-Meadow, 1998) illustrates that gesture functions more than just for 

being  communicative. Another proposal has been made by some researchers that 

gesture helps lexical retrieval of speech (Krauss et al., 2000; Pine et al., 2013; Rauscher 

et al., 1996; Rime et al., 1984; Wesp et al., 2001; Yap et al., 2010).  

There are some theories regarding how gesture primes lexical retrieval. Rauscher et al. 

(1996) proposed that gesture primes lexical representation of the concept. Hadar et al. 

(1997) further explained that gesture is generated under the pre-lexical concept, the 
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presentation of a motoric gesture will activate the equivalent lexical representation that 

is stored in memory, which will aid the following lexical selection. Krauss et al. (2000) 

proposed a lexical gesture process model to explain the facilitation effect of gesture on 

speech. According to Krauss, the motoric feature of the gesture will be picked up by a 

kinesthetic monitor, which will monitor the features of the source information 

represented in gesture, and then transfer the picked up information into the phonological 

encoder of speech, where it facilitates the lexical retrieval of word.  

The facilitation effect of gesture on speech has been investigated by several studies.  

Kelly et al. (2010b) presented participants with action primes (e.g. someone chopping 

vegetables) and bimodal speech and targets and asked them to identify if any part of the 

target (speech or gesture) was related to the prime. The results showed that participants 

related primes to targets more quickly and accurately when they contained congruent 

information (speech: ‘chop’, gesture: ‘chop’) than when they contained incongruent 

information (speech: ‘chop’, gesture: ‘twist’). Yap et al. (2011) presented participants 

with action primes followed by words (e.g. bird) or nonwords (e.g. flirp) and ask 

participants to respond as quickly and accurately as possible to whether the presented 

sound was a word or not. Results showed that participants responded faster in gesture-

word related pairs (gesture: pair of hands flapping, word: bird) compared to gesture-

word unrelated pairs (gesture: pair of hands drawing a square, word: bird). Pine et al. 

(2013) asked participants to name image of which the clarity increased gradually under 

three gestural conditions (gesture-image congruent condition, gesture-image 

incongruent condition, no gesture condition), results showed that participants named the 

objects significantly fastest in gesture-image congruent condition, and slowest in 

gesture-image incongruent condition.  

There are two steps in the lexical retrieval of speech, one is during the phonological 

encoding phase, and the other one is during the semantic encoding phase. The studies 
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reported above showed a facilitation effect of gesture on speech without distinguishing 

between the two phases.  One may wonder of which stage the priming effect of gesture 

on the lexical retrieval of speech takes place.     

In a study carried out by Kelly et al. (2004), they presented participants with gestures 

(primes) corresponding to a property of an object (size or shape of that object) preceded 

by spoken words (targets). When the information contained in gesture and words was 

incongruent, they observed an early P1/P2 sensory effect, followed by an N400 

semantic effect. Kelly and his colleges argued that the gesture primes influenced word 

comprehension, first at the level of “sensory/phonological” processing and later at the 

level of semantic processing. However other electrophysiological studies that also found 

an N400 semantic effect in gesture-speech integration failed to find this early P1/P2 

sensory effect. For example, Wu, &Coulson (2005) found the N400 effect in cases 

when incongruent iconic gestures produced in the course of conversation were 

compared with congruent ones (Wu&Coulson, 2005). Holle, &Gunter (2007) found the 

N400 effect to a word later in the sentence if the meaning of that later word did not 

match with the meaning indicated by the gesture earlier in the sentence. Ozyurek et al. 

(2007) manipulated the semantic fit of speech (i.e., a critical verb) and/or gesture in 

relation to the preceding part of the sentence (global integration) as well as the semantic 

relation between the temporally overlapping gesture and speech (local integration), and 

found that speech, gesture, and double mismatch conditions modulated the N400 in a 

similar way. 

There are other studies that tried to explore the time phase for the effect of gesture on 

speech by manipulating the degree of the synchronization between the two. For 

example, in the study carried out by Habets et al. (2011), they investigated the degree of 

synchrony by manipulating the synchrony of gesture and speech into three conditions:  

the SOA 0 condition in which the onset of the stroke phase of gesture and speech were 
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presented simultaneously; the SOA 160 condition and the SOA 360 condition, in which 

the onset of gesture was presented 160ms and 360ms respectively ahead of the onset of 

speech. Results showed a greater N400 component in the semantic incongruent 

condition compared to the semantic congruent condition only in the SOA 0 condition 

and the SOA 160 condition, while in the SOA 360 condition, there was no such 

significant N400 effect. Like most of the electrophysiological studies, Habets et al. also 

found merely the N400 effect, which shown that gesture primes speech in the semantic 

phase, when gesture was presented either synchronously or 160ms ahead of the speech.  

We saw from the above studies that some studies found the facilitation of gesture solely 

on the semantic retrieval of speech (Habets et al., 2011; Holle&Gunter, 2007; Ozyurek 

et al., 2007; Wu&Coulson, 2005), while Kelly et al. (2004) found both the 

“sensory/phonological” processing and the semantic processing facilitation effect of 

gesture on speech. We concluded that there is no consensus at the moment. Moreover, 

we would also like to point out that the synchronization manipulation of gesture and 

speech in Habets’s study cannot answer the question of the time phase of the lexical 

priming effect of gesture on speech. It appears that, in the face of two sources of 

information, there are two sets of factors which influence whether they will be 

perceived as one unified event or as two separate events. the low-level factors include 

the closeness of events in space or time (Calvert&Thesen, 2004), and the high-level 

factors include semantic similarities (Laurienti et al., 2003). In the study of Habets et al. 

(2011) they only considered the closeness of gesture and speech in time, without 

checking on which phase of speech the gesture had a priming effect.   

In another two studies, Obermeier et al. (2011) made use of the disambiguation point 

(DP) of gesture and the identification point (IP) of speech to investigate this problem. 

Obermeier et al., (2011, 2015) replaced the full gesture with a minimal gesture 

fragment, with the hypothesis that from the onset of the gesture to the DP is the minimal 
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fragment of gesture from which meaning can be disambiguated by the participants. 

They also used the identification point (IP) as the symbolization that from this point 

onwards participants can have a clear understanding of the meaning of the homonym.  

Obermeier, &Gunter (2015) manipulated the temporal alignment of the homonym and 

the gesture into four conditions: the offset of the gesture fragments was either -600ms, -

200ms ahead of, synchronous with (0ms) or +120ms behind the onset of the IP of the 

homonym. Results showed significantly triggered N400 effect to both homonym and 

the target word in the -200ms condition, the 0ms condition, and the +120ms condition, 

which illustrated that when gesture was presented -200ms to +120ms in reference to IP 

of speech, it influenced the speech on the semantic phase of lexical retrieval.   

From all the above studies, we conclude that there is no consensus regarding whether 

the priming effect of gesture on the lexical retrieval of speech takes place during the 

phonological phase or the semantic phase. Some researchers tend to choose the 

phonological phase (Hadar & Butterworth, 1997; Krauss et al., 2000; Rauscher et al., 

1996), some find evidence only for the semantic phase (Holle&Gunter, 2007; Ozyurek 

et al., 2007; Wu&Coulson, 2005), while some others found an effect in both of the two 

phases (Kelly et al., 2004), and yet others neglected the discrimination between the two 

phases (Habets et al., 2011; Obermeier&Gunter, 2015; Obermeier et al., 2011). 

In the present chapter, we used online TMS stimulation over pMTG to investigate the 

time phase for the lexical priming effect of gesture on speech. We split the 400ms after 

the onset of speech into 10 time windows with the assumption that TMS stimulation 

would interrupt the ongoing gesture-speech integration within a certain time window, thus 

providing direct evidence for the involvement of the time window in the gesture-speech 

priming effect.  
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4.2. Experiment 3: timing study 
In Experiment 3, we intended to explore the time window for the priming effect of 

gesture on speech. We used the same stimuli as was validated in Chapter 2, in which 

gestures were presented from the stroke phase, and speech was 200ms after gesture. 

Then we split the 400ms after the onset of speech into 10 time windows and applied 

double pulse TMS stimulation over each of the time windows. We hypothesized that 

double pulse TMS stimulation would interrupt the ongoing effects of gesture on speech 

in a certain time window, resulting in a significantly reduced semantic congruency 

effect for the pMTG condition as has been show in Experiment 2, relative to vertex 

stimulation in that time window. As before, gender congruency was used as a control 

effect, with the assumption that double pulse TMS stimulation would selectively 

influence only the semantic congruency effect.  

4.2.1. Method 

4.2.1.1. Participants 

Eight participants (4 male and 4 female, age 21-36, mean age 25.9, SD= 4.4) participated 

in Experiment 3. All were native English speakers and were right-handed according to 

the Edinburgh Handedness form (LQ=83.68, SD=18.33), had a normal or corrected-to-

normal vision and were screened for TMS suitability using a medical questionnaire. 

Before the experiment, all signed consent forms approved by the Ethics Committee of the 

Department of Psychology, and were allowed for rTMS stimulation according to the TMS 

Subject Questionnaire.  

4.2.1.2. Apparatus and stimuli 

The same stimuli consisting of 256 videos that were validated in Chapter 2 were used. 

Double pulse TMS at an intensity of 45% of maximum stimulator output was delivered 

‘online’ at each time window using a 70mm figure-of-eight coil. For example, in a trial 

where stimulation took place in time window 1, a participant would receive a pulse at 

time 0 (coinciding with the onset of speech) and a second pulse 40ms later (40ms after 
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the onset of speech). These pulses were delivered during each video item. All other 

apparatus details were as described in Experiment 2. 

4.2.1.3. Procedure 

To investigate the time window for the priming effect of gesture on speech in pMTG (-

50, -56, 10), we divided the 400ms after the onset of sound into 10 time windows (TW): 

0/40ms, 40/80ms, 80/120ms, 120/160ms, 160/200ms, 200/240ms, 240/280ms, 

280/320ms, 320/360ms, 360/400ms. To counterbalance all items effects across 

participants, we split all the gestures into 10 lists using a balanced Latin Square design. 

Each participant completed one of the 10 lists. Each list consisted of 4 blocks with 64 

trials each. In each block, either pMTG or the Control site were stimulated by the double 

pulse TMS. After the first session, participants were reinvited for a second session at least 

one week later, where they completed the whole list again with a counterbalanced order 

of blocks in the second session. 

The experimenter explained to the participant that they would be presented with a number 

of videos with double-pulse TMS stimulation on either pMTG or Vertex site. The videos 

were presented using Presentation software (Version 17.2, www.neurobs.com). All other 

procedural details were as described in Experiment 2. Before the experiment proper, 

participants were asked to do 16 training trials to get used to the experimental procedure.  

4.2.1.4. Data analyses 

All the incorrect responses (331 out of the total number of 8192, 4.04% of trials) were 

excluded. To eliminate the influence of outliers, a 2.5% trimmed mean for every 

participant in each session was conducted. We focused our analysis on the effect of 

semantic congruency and its interactions with the factor Stimulation Site (pMTG, control) 

and the factor Time Window, in order to find out at which time window the magnitude of 

semantic congruency effect (the RT difference between semantic incongruent and 

semantic congruent conditions) is reduced when activity in pMTG is stimulated, relative 

http://www.neurobs.com/
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to vertex stimulation. We also used the effect of gender congruency (the RT difference 

between gender incongruent and gender congruent conditions) as a control effect, with 

the assumption that double-pulse TMS stimulation would only have an effect on semantic 

congruency. 

Accordingly, we ran a 2 (Stimulation Site: pMTG and Control) *10 (Time Window: 

0/40ms, 40/80ms, 80/120ms, 120/160ms, 160/200ms, 200/240ms, 240/280ms, 

280/320ms, 320/360ms, 360/400ms after the onset of the sound) *2 (Semantic 

Congruency: semantic congruent vs semantic incongruent) * 2 (Gender Congruency: 

gender congruent vs gender incongruent) repeated measures analysis of variance 

(ANOVA) on the RTs.  

4.2.2. Results 

The ANOVA on the RTs revealed a significant main effect of Semantic Congruency (F 

(1, 7) = 6.93, p=.034), reflecting longer RTs of semantically incongruent trials (M = 517, 

SE = 23.9) than the congruent trials (M = 507, SE = 20.6). Furthermore, there was a 

significant main effect of Gender Congruency (F (1, 7) = 89.6, p=.000), with longer 

reaction times when speech and gesture were produced by different genders (M = 522, 

SE = 22.5) than when they were produced by the same gender (M = 502, SE = 21.9). The 

full pattern of results is shown in Table 4.1. 

There was no significant main effect of Stimulation Site (F (1, 7) = 1.46, p=.27), neither 

was there a significant main effect of the Time Window (F (9, 63) = .23, p=.99). The 

ANOVA showed a significant interaction of Stimulation Site by Time Window (F (9, 63) 

= 2.98, p=.005). Pairwise comparisons showed that this significant interaction was 

located only in Time Window 3 (F (1, 7) = 10.30, p=.015). However, there was no 

significant interaction of Stimulation Site by Semantic Congruency (F (1, 7) = 1.13, 

p=.32), nor a significant interaction of Stimulation Site by Time Window by Semantic 

Congruency (F (9, 63) = 1.58, p=.14), illustrating that the magnitude of the semantic 



75 
 

congruency effect was not modulated by double-pulse TMS stimulation over the ten time 

windows.  

There was no modulation of the gender congruency effect, as shown by the ANOVA, 

revealing no significant interactions, either for the interaction of Time Window by 

Semantic Congruency (F (9, 63) = .26, p=.98), the interaction of Stimulation Site by 

Gender Congruency (F (1, 7) = .73, p=.42), the interaction of Time Window by Gender 

Congruency (F (9, 63) = 1.48, p=.18), the interaction of Semantic Congruency by Gender 

Congruency (F (1, 7) = 4.47, p=.07), or the three-way interaction of Stimulation Site by 

Semantic Congruency by Gender Congruency (F (1, 7) = .71, p=.43), the interaction of 

Stimulation Site by Time Window by Gender Congruency (F (9, 63) = .92, p=.51), the 

interaction of Time Window by Semantic Congruency by Gender Congruency (F (9, 63) 

= .70, p=.71). Neither was there a significant four-way interaction of Stimulation Site by 

Time Window by Semantic Congruency by Gender Congruency (F (9, 63) = .85, p=.57). 
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  Semantic congruent Semantic incongruent 

  Gender 

congruent 

Gender 

incongruent 

Gender 

congruent 

Gender 

incongruent 

Time 

window 1 

pMTG 499(20) 507(16) 515(18) 529(24) 

Vertex  508(17) 531(18) 501(19) 535(18) 

Time 

window 2 

pMTG 502(19) 521(29) 527(31) 525(27) 

Vertex 495(21) 534(34) 526(28) 537(33) 

Time 

window 3 

pMTG 490(27) 502(26) 493(28) 508(29) 

Vertex  479(21) 520(24) 510(25) 532(33) 

Time 

window 4 

pMTG 485(25) 511(23) 503(30) 544(39) 

Vertex  483(23) 528(24) 495(27) 529(36) 

Time 

window 5 

pMTG 492(26) 520(33) 513(31) 522(27) 

Vertex  489(25) 530(34) 515(32) 508(24) 

Time 

window 6 

pMTG 507(30) 514(34) 528(41) 520(21) 

Vertex  487(28) 504(24) 501(31) 505(22) 

Time 

window 7 

pMTG 496(21) 527(26) 511(24) 540(28) 

Vertex  485(22) 513(20) 501(19) 502(19) 

Time 

window 8 

pMTG 516(23) 532(18) 539(28) 517(18) 

Vertex  507(14) 511(15) 504(15) 525(21) 

Time 

window 9 

pMTG 506(22) 524(22) 516(36) 527(25) 

Vertex  488(21) 516(20) 510(25) 525(25) 

Time 

window 10 

pMTG 498(32) 535(34) 503(29) 534(37) 

Vertex  491(30) 511(29) 492(27) 517(22) 

Table 4-1 Mean reaction time in ms(SEM) for Experiment3. 
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Figure 4.1 Semantic congruency effect in the 10 time windows in both the Control condition and the pMTG condition. 
Error bars show M±SE. 
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Figure 4.2 Gender congruency effect in the 10 time windows in both the Control condition and the pMTG condition. 
Error bars show M±SE. 
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4.2.3. Discussion 

In Experiment 3, by splitting the 400ms after the onset of speech into 10 time windows 

to investigate at which of the 10 time windows the priming effect of gesture on speech 

takes place, we stimulated each time window using double pulse TMS and found a 

significantly decreased RT in time window 3 (80-120ms after the onset of speech, and 

280-320ms after the onset of gesture) when double pulse TMS was stimulated over pMTG 

compared to the same stimulation over the Vertex.  

However, none of the interactions of Stimulation Site by Time Window by Semantic 

Congruency (F (9, 63) = 1.58, p=.14) or the interaction of Stimulation Site by Time 

Window by Gender Congruency (F (9, 63) = .92, p=.51) were significant. Therefore, we 

cannot tell whether the significantly decreased RT in the third time window when pMTG 

was stimulated with double pulse TMS compared to the Vertex was caused by a semantic 

factor, or a gender factor, or a combined effect of both factors.  

4.3. Experiment 4: gating study 
One limitation of Experiment 3 was that we did not take into account that some gestures 

may be processed faster than others. This raises the possibility that for some gestures, a 

representation may already have been available at the onset of the word (when the pulses 

of the first time windows were applied), whereas other more complex gestures may take 

more processing time before a meaning can be extracted. In Experiment 4, we aimed to 

take these temporal differences into account, by first determining the identification point 

(IP) of each gesture, followed by a re-analysis of the data from Experiment 3 that took 

these IPs into account. 

4.3.1. Method 

4.3.1.1. Participants 

 Thirty participants (15 male and 15 female, age 20-36, mean age 25.8, SD= 4.28) 

participated in Experiment 4. All of the participants were native English speakers. Before 
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the experiment, all signed consent forms approved by the Ethics Committee of the 

Department of Psychology and were given one credit hour for their participation. 

4.3.1.2. Procedure and stimuli 

The 32 gestures that formed the basis of the stimulus set for Experiment 3 were used in 

Experiment 4. All gestures were presented without sound for the gating paradigm. Since 

each gesture was performed by either male or female without audio, 64 items were used 

in Experiment 4. Each item was presented in segments of increasing duration. The first 

segment had a length of 80ms, the second one was of 120ms’ duration, and so on. 

Participants were told that during the experiment, they would be presented with a number 

of videos of somebody performing an action without holding the actual object. For each 

of the actions, there were several videos of various durations. Participants were asked to 

look carefully and try to infer what was described in the action, by using a single action 

word to describe it. There were two conditions to move to the next action, the first 

condition was the end of the action, then it would move to the next action automatically; 

the second condition was when they were told to type ‘next’. There were no time limits 

in Experiment 4 for making responses. 

4.3.2. Data analyses 

We defined the Identification point (IP) of a gesture as the first time the participant gave 

the last answer. For example, in Table 4.2, the participant responded ‘open’ for the first 

four times, but then changed to the answer ‘tear’ and ‘tare’, before he came to the answer 

‘open’ again which had been provided for four continuous times. It was believed that the 

answer ‘open’ was a stable answer for the break gesture, so the participant was told to 

type ‘next’ which will move on to the next gesture in 520ms response time. In other words, 

when that participant was presented with the ‘break’ gesture, he thought the gesture 

represents ‘open’. The first time that participant got the idea of the represent of the gesture 
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as ‘open’ was in the 80ms response time. Therefore, the identification point of the ‘break’ 

gesture was defined to be 80ms.  

Table 4-2 An example of how Identification point of the 'f-break.avi' gesture was found 

In Experiment 3, double-pulse TMS was applied to each of the 10 time windows. For the 

first time window, it was 0-40ms after the onset of speech and 200-240ms after the onset 

of gesture - the first TMS pulse was applied at the beginning of the time window (0ms 

after the onset of speech and 200ms after the onset of gesture) and the second at the end 

of the time window (40ms after the onset of speech and 240ms after the onset of gesture). 

Some gestures could be understood before 200ms when the onset of speech started (for 

example, the ‘break’ gesture), while some gestures could not (for example, the ‘vacuum’ 

gesture). To take these temporal differences into account, we shifted the time window 

according to the IP of the gesture. This then gave rise to the new modified IP Time 

Window. For example, in Fig. 4.3, the IP of the gesture ‘vacuum’ is 309ms, which locates 

Gesture Response time Response answer Identification point 

f-break.avi 80 open x 

f-break.avi 120 open  

f-break.avi 160 open  

f-break.avi 200 open  

f-break.avi 240 tear  

f-break.avi 280 tear  

f-break.avi 320 tare  

f-break.avi 360 open  

f-break.avi 400 open  

f-break.avi 440 open  

f-break.avi 480 open  

f-break.avi 520 next  
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in the third time window (80-120ms after the onset of speech). Therefore, we define the 

third time window as the first IP_TW for gesture ‘vacuum’, the fourth time window as 

the second IP_TW, the fifth as the third IP_TW, and so on. As has been shown in Fig. 

4.3, after the shift of time window into IP_TW, there are only 8 IP_TWs left for gesture 

‘vacuum’. So do some other gestures such as gesture ‘close’, there are only 9 IP_TWs 

left after the shifting. This will led to the fact that in the 8th, 9th and 10th IP_TW, there are 

fewer gesture items than that in the other IP_TWs, or in the corresponding TWs. Yet we 

do not think that will make a difference to the semantic congruency effect we are 

interested in, given that in Experiment 3, we found a tendency of a reduced semantic 

congruency effect in the third TW, we hypothesised that in Experiment 4, after taken the 

identification point of each of the gesture into consideration, a significantly reduced 

semantic congruency effect would be found in the third IP_TW in the pMTG condition 

compared to the Vertex condition. 
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Figure 4.3 An example how the information from the gating study was used to shift the time windows for the re-
analysis of the data of the TMS timing study. 

Next, we replaced the time windows in Experiment 3 with IP_TWs and reanalysed the 

data. As we did in Experiment 3, we deleted all the incorrect responses and used a 2.5% 

trimmed mean to eliminate the influence of outliers. A 2 (Stimulation Site: pMTG and 

Control) *10 (IP_TW: 0/40ms, 40/80ms, 80/120ms, 120/160ms, 160/200ms, 200/240ms, 

240/280ms, 280/320ms, 320/360ms, 360/400ms after the IP of the gesture) *2 (Semantic 

Congruency: semantic congruent vs semantic incongruent) * 2 (Gender Congruency: 

gender congruent vs gender incongruent) repeated measures analysis of variance 

(ANOVA) on the RTs was conducted.  

4.3.3. Results 

Identification points (IP) and IP_TWs and their relationship with TW, as well as the onset 

of speech for each of the 32 gestures (Mean_IP= 199.2ms, SE=9.96) are presented in 

Table 4.3. For example, the identification point of the ‘break’ gesture is 124ms, which 

locates in the period before the onset of speech, therefore, the first TW equals to the first 
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IP_TW, which is 0-40ms after the onset of speech. For the ‘close’ gesture, the 

identification point is 279ms, which locates in the second TW. Therefore, the second TW 

would be shifted into the first IP_TW, which is 40-80ms after the onset of speech. 
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Geature 

 

Identification_point 

(IP) (ms) 

Location of 

IP in terms 

of TW  

Degree of shift 

of TW into 

equivalent 

IP_TW  

Location of first 

IP_TW after onset 

of speech (ms) 

break 124 <1 06 0-40 

close 279 2 17 40-80 

cut 139 <1 0 0-40 

dial 193 <1 0 0-40 

flip 240 1 0 0-40 

hammer 215 1 0 0-40 

iron 275 2 1 40-80 

knock 104 <1 0 0-40 

light 169 <1 0 0-40 

open 145 <1 0 0-40 

peel 259 2 1 40-80 

pull 225 1 0 0-40 

saw 276 2 1 40-80 

scrub 253 2 1 40-80 

sew 215 1 0 0-40 

                                                           
6 0 means no shift from TW into IP_TW, that all the IP_TWs equal to the TWs. 
7 1 means one shift from TW into IP_TW, that the second TW equals to the first IP_TW, the third TW 
equals to the second IP_TW, the fourth TW equals to the third IP_TW, and so on. 
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shake 231 1 0 0-40 

sharpen 165 <1 0 0-40 

spray 215 1 0 0-40 

spread 223 1 0 0-40 

steer 166 <1 0 0-40 

stir 210 1 0 0-40 

swipe 183 <1 0 0-40 

throw 146 <1 0 0-40 

turn 230 1 0 0-40 

type 92 <1 0 0-40 

vacuum 309 3 28 80-120 

wash 208 1 0 0-40 

weigh 147 <1 0 0-40 

whisk 201 1 0 0-40 

wipe 141 <1 0 0-40 

write 272 2 1 40-80 

zip 125 <1 0 0-48 

Table 4-3 The relation between the Identification point, IP_TW, TW, and the onset of speech for each gesture 

The ANOVA on the RTs revealed a significant main effect of Gender Congruency (F (1, 

7) = 51.7, p=.000), with longer reaction times when speech and gesture were produced 

                                                           
8 2 means two shifts from TW into IP_TW, that the third TW equals to the first IP_TW, the fourth TW 
equals to the second IP_TW, the fifth TW equals to the third IP_TW, and so on. 
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by different genders (M = 522, SE = 22.5) than by the same gender (M = 502, SE = 21.9). 

There was no significant main effect of Semantic Congruency (F (1, 7) = 3.21, p=.12), 

reflecting no significantly different RTs in semantically incongruent trials (M = 517, SE 

= 23.8) and congruent trials (M = 506, SE = 20.7). The full pattern of results is shown in 

Table 4.4. 

Additionally, there was a significant three-way interaction of Stimulation Site by IP_TW 

by Semantic Congruency (F (9, 63) = 3.11, p=.004), which also survived the Greenhouse-

Geisser comparison with a corrected p-value of .031. This illustrated that the magnitude 

of semantic congruency was modulated by different IP_TWs when double-pulse TMS 

stimulation was applied over these IP_TWs in different brain areas (pMTG or Vertex). 

Simple effect analysis showed that the significant difference in terms of Reaction times 

in the semantic incongruent condition compared to the semantic congruent condition 

existed only in the third IP_TW in the Vertex (control) condition (F (1, 7) = 11.81, 

p=.011), but with double-pulse TMS stimulated over pMTG, these significantly different 

RTs in the Semantic Congruency factor in third IP_TW disappeared (F (1, 7) = 1.31, 

p=.29). This illustrated that double-pulse TMS stimulation over pMTG significantly 

modulated the Semantic Congruency factor in the third IP_TW. Furthermore, a paired 

sample t-test showed that the magnitude of the semantic congruency effect (RT (semantic 

incongruent) – RT (semantic congruent)) in pMTG had been significantly reduced as 

compared to that in the Vertex, as shown with t (7) = 2.81, p=.026. However this 

significance may not survive a multiple comparison.  

There was no modulation of the gender congruency effect, as the ANOVA failed to show 

any other significant interactions. This can be seen in the following results : the interaction 

of IP_TW by Semantic Congruency (F (9, 63) = .58, p=.81), the interaction of Stimulation 

Site by Gender Congruency (F (1, 7) = 1.50, p=.26), the interaction of IP_TW by Gender 

Congruency (F (9, 63) = 1.26, p=.28), the interaction of Semantic Congruency by Gender 
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Congruency (F (1, 7) = 4.92, p=.06), the three-way interaction of Stimulation Site by 

Semantic Congruency by Gender Congruency (F (1, 7) = .29, p=.61), the interaction of 

Stimulation Site by IP_TW by Gender Congruency (F (9, 63) = .85, p=.58), the interaction 

of IP_TW by Semantic Congruency by Gender Congruency (F (9, 63) = .79, p=.63). 

Neither was there a significant four way interaction of Stimulation Site by IP_TW by 

Semantic Congruency by Gender Congruency (F (9, 63) = 1.47, p=.18).  

There was also no significant main effect of Stimulation Site (F (1, 7) = 1.65, p=.24), 

neither was there a significant main effect of IP_TW (F (9, 63) = .24, p=.99). The 

ANOVA showed a significant interaction of Stimulation Site by IP_TW (F (9, 63) = 2.59, 

p=.013), but this significance did not survive the Greenhouse-Geisser comparison with a 

p-value of .073. Nor was there a significant interaction of Stimulation Site by Semantic 

Congruency (F (1, 7) = .29, p=.61).  
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  Semantic congruent Semantic incongruent 

  Gender 

congruent 

Gender 

incongruent 

Gender 

congruent 

Gender 

incongruent 

IP_TW 1 

 

pMTG 502(17) 517(18) 520(19) 515(25) 

Vertex  510(18) 531(22) 504(23) 525(20) 

IP_TW 2 pMTG 490(26) 520(31) 520(25) 530(30) 

Vertex 487(22) 524(29) 512(27) 538(22) 

IP_TW 3 pMTG 501(27) 499(25) 504(26) 517(24) 

Vertex  484(25) 522(27) 522(24) 560(39) 

IP_TW 4 pMTG 476(29) 519(23) 501(37) 528(35) 

Vertex  503(26) 534(24) 492(29) 506(35) 

IP_TW 5 pMTG 491(24) 505(32) 521(29) 524(26) 

Vertex  469(20) 522(29) 516(30) 504(19) 

IP_TW 6 pMTG 504(26) 536(33) 508(36) 521(23) 

Vertex  491(22) 517(24) 502(31) 514(24) 

IP_TW 7 pMTG 509(30) 525(22) 526(27) 524(22) 

Vertex  491(20) 500(23) 493(15) 506(17) 

IP_TW 8 pMTG 519(25) 535(19) 546(32) 514(21) 

Vertex  517(19) 525(17) 498(19) 518(26) 

IP_TW 9 pMTG 506(25) 533(29) 491(31) 515(31) 

Vertex  484(20) 518(26) 521(35) 520(24) 

IP_TW 10 pMTG 503(32) 535(37) 509(33) 544(42) 

Vertex  491(30) 511(29) 470(32) 520(26) 

Table 4-4 Mean reaction time in ms(SEM) for Experiment 4 
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Figure 4.4 Semantic congruency effect in the 10 gating time windows in both the control condition and the pMTG 
condition. Error bars show M±SE. 

 

Figure 4.5 Gender congruency effect in the 10 gating time windows in both the Control condition and the pMTG 
condition. Error bars show M±SE. 

4.3.4. Discussion 

In Experiment 4, by shifting the time windows into IP TWs, all gestures were at the same 

level of comprehension upon TMS stimulation. Therefore, from the first IP_TW onwards, 

all gestures were clearly understood and co-occurred with speech. 
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Results show a significantly larger RT in the third IP_TW in the semantic incongruent 

condition compared to the congruent condition in the control condition (double-pulse 

TMS stimulation over Vertex). This replicates the results found by Kelly et al. (2010a) as 

well as our pre-test 2. This significant difference of RT in the third IP_TW disappeared 

when we applied double-pulse TMS over pMTG. Moreover, the semantic congruency 

effect, which was the magnitude of RT difference between the semantic incongruent 

condition and the semantic congruent condition, also showed a significant difference 

between the pMTG condition and the Vertex condition in the third IP_TW. We conclude 

from the above results that the automatic priming effect of gesture on speech took place 

in the third IP_TW, which is 80-120ms after the IP of gesture.  

Given that the onset of speech is correspondent to TW (the first TW is defined as 0-40ms 

after the onset of speech) and the fact that there is a discrepancy between IP_TW and TW, 

in the third IP_TW, not all speech was presented exactly for 80-120ms. Yet even for the 

gesture ‘vacuum’, which had the largest shift from TW to IP_TW (the first IP_TW equals 

to the third TW), speech was presented at 160-200ms in the third IP_TW. According to 

Friederici (2002), this is still in the second phase (from 100-300ms after the onset of 

speech) which is to identify the word category, and before the processing of lexical 

semantic information that took place in the third phase, during 300-500ms of speech 

presentation. Therefore, we may conclude from this that the lexical priming effect of 

gesture on speech took place during the phonological phase and before the lexical analyse 

of speech. 

There was no significant gender congruency effect in the third IP_TW, which illustrates 

that the TMS stimulation selectively interfered with only the semantic congruency effect.  

4.4. General discussion 
Overall, by applying double pulse TMS stimulation over pMTG during various time 

windows after the onset of speech, we observed a significantly reduced reaction time in 
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the third time window (80-120 after the onset of speech and 280-320ms after the onset of 

gesture) when participants were asked to judge the gender of the speaker. After shifting 

the time window based on the identification point of gesture to ensure all gestures were 

at the same stage of comprehension, we found the significantly reduced reaction time was 

caused by the semantic congruency effect (task-irrelevant factor), rather than the gender 

congruency effect (task-relevant factor). Our results provide direct evidence that the 

automatic priming effect of gesture on speech takes place 80-120ms after a clear 

understanding of the gesture and before the semantic analysis of speech.  

We explain our results in the following ways. First of all, In Experiment 4, when we 

applied double-pulse TMS over pMTG, we found a significantly reduced semantic 

congruency effect in the third IP_TW (80-120ms after the IP of gesture) compared to 

the Vertex condition. We hypothesized that these results showed the ‘priming’ effect of 

gesture on speech. According to Friederici (2002), the processing of lexical semantic 

information takes place 300-500ms after the onset of speech, therefore, we also 

hypothesized that the ‘priming’ effect of gesture on speech happens before speech’s 

semantic analysis phase. Our results support the hypothesis in the model proposed by 

Krauss et al., (2000) that gesture primes lexical retrieval of speech. To be specific, the 

motoric feature of the gesture is picked by the kinesthetic monitor, which will monitor 

the features of the source information represented in gesture, and then transfer the 

picked up information into the phonological encoder of speech, where it facilitates the 

lexical retrieval of word. In other words, the representation that gesture presents acts as 

the one for speech to retrieve lexical information that is expressed as speech 

(Hadar&Butterworth, 1997; Rauscher et al., 1996). 

Secondly, our results showed that there was no interaction between the stimulation site 

and the semantic congruency effect in the third time window in Experiment 3, yet this 

interaction became significant when we shifted the time window to make sure all the 
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gestures are at the same stage of comprehension in Experiment 4. We hypothesized that 

gesture needs to be comprehended to have a priming effect on speech, in which the 

information conveyed in gesture is encoded as a whole (McNeill, 1992). In other words, 

the representation of gesture should be established first, before it can act as an equivalent 

lexical formation, to further influence the lexical selection. The phenomenon that action 

is encoded based on its goal, rather than the individual movement of the action form, has 

been suggested by several researchers (Rizzolatti et al., 2009; Umilta et al., 2008). For 

example, in the study carried out by Umilta et al. (2008), they found the activation of the 

cortical motor neurons, in both cases when a monkey was asked to grasp with hands, to 

grasp with normal pliers (which required close hand), and also when the monkey was 

asked to grasp with reversed pliers (which required open hand).  

Thirdly,  it has previously been shown that there is a bi-directional influence between 

gesture and speech  (Bernardis&Gentilucci, 2006), in a similar way in terms of N400 

latency and amplitude (Ozyurek et al., 2007). Kelly et al. (2010b) proposed the 

‘integrated system hypothesis’ to illustrate this bidirectional influence. According to 

Kelly et al. (2010b), the relation between gesture and speech is like ‘two sides of the 

same coin’, the information from both gestures and speech interact mutually with each 

other in an automatic, obligatory way. In our study, we have shown the lexical priming 

effect of gesture on speech. We further hypothesized that this priming effect is how 

gesture and speech ‘integrate’ with each other. To be more specific, on one hand, the 

representation of gesture acts as an equivalent source of analytic information for lexical 

selection of speech, as has been shown in our results. On the other hand, the 

representation of speech will also act as an equivalent source of spatial-motoric 

information for motoric retrieval of gesture. There is a cross-modal priming effect 

between gesture and speech (Rauscher et al., 1996; Krauss et al., 2000). Further studies 

can examine the priming effect of speech on the motoric retrieval of gesture. 
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Fourthly, we used the experimental paradigm of Kelly et al. (2010a) which provided an 

automatic paradigm to examine the relationship between gesture and speech. Therefore, 

our results showed that even if participants were not asked to pay attention to the 

information conveyed in gesture, the representation of gesture that had been learned by 

participants still had an effect on the lexical retrieval of speech that was co-occurring. 

Given that the bidirectional influence between gesture and speech can be implicit 

(Holle&Gunter, 2007; Kelly et al., 2010a; Kelly et al., 2007; Obermeier et al., 2011), 

we hypothesized that the cross-modal priming effect between gesture and speech took 

place in an automatic, obligatory way. 

Last but not least, in this chapter we found a significant priming effect of gesture on 

lexical retrieval of speech during the phonological phase. These results suggest that this 

cross-modal priming effect provides an exploration of how gesture and speech integrate 

with each other. We have provided direct evidence for the involvement of both pMTG 

and IFG in the integration of gesture with speech in Chapter 3. Therefore, we 

hypothesized that both of the areas are involved in the cross-modal priming effect 

between gesture and speech. There is a division of labor between the two, in that pMTG 

is the brain area for the perceptual matching/activation of a common stable 

representation, and IFG is to select/control/unify semantic information (Willems et al., 

2009). It would be of interest to examine the divided labor of pMTG and IFG in the 

priming effect of gesture on speech, to see whether in IFG the prime effect of gesture on 

lexical retrieval of speech still works in the phonological phase. 

In conclusion, Chapter 4 provided direct evidence that there is a priming effect of gesture 

on the lexical retrieval of speech, which took place after a clear understanding of gesture 

and before the semantic analysis of speech.  
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Chapter 5. The effect of decreased or increased excitability of IFG 

and pMTG on gesture-speech integration 
   

5.1. Introduction  
The brain areas associated with the integration of gesture and speech have been 

investigated by various researchers. Some observed activation of the Left Inferior frontal 

gyrus (LIFG) (Green et al., 2009; Willems et al., 2007) in gesture-speech integration, 

whereas others  reported evidence suggesting an involvement of the posterior temporal 

gyrus (pMTG) (Holle et al., 2008; Holle et al., 2010). There are also some researchers 

who observed activation of both IFG and pSTS/MTG during the integration of gesture 

and speech (Dick et al., 2012; Straube et al., 2011). In Chapter 3, we provided a closure 

to this controversial question with the use of transcranial magnetic stimulation (TMS). 

By applying theta-burst offline TMS stimulation and repetitive online TMS stimulation 

over IFG and/or pMTG, we found a significantly reduced semantic congruency effect in 

both the IFG condition and the pMTG condition compared to the control condition. We 

concluded that both two areas are involved in the semantic integration of gesture and 

speech. In Chapter 4, when we zoomed in to determine the point in time at which pMTG 

starts to make a functional contribution to the integration process, we found a significantly 

decreased semantic congruency effect in the third IP_TW (80 – 120ms after the 

identification point of gesture). Given that speech is still in the phonological processing 

phase in the third IP_TW, we concluded that the integration of gesture and speech takes 

place after a clear understanding of the gesture and before the semantic analysis of speech.  

TMS has initially been considered to cause an effect of a ‘virtual lesion’ in the stimulated 

brain area (Pascual-Leone et al., 2000; Walsh et al., 1999), leading to impaired 

performance. However, there are also reports of facilitated behavioural performance 

following TMS in various perceptual and cognitive tasks (for a review see Vallar & 
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Bolognini, 2011), prompting researchers to reconsider the ‘virtual lesion’ interpretation 

of TMS. Walsh and Rushworth (1999) defined the effect of TMS as ‘neural noise that the 

pulse adds random activity in the midst of organized activity in the cortical region’. The 

noise generation hypothesis has also been supported by various TMS studies (Rahnev et 

al., 2012; Ruzzoli et al., 2010; Schwarzkopf et al., 2011). For example, Ruzzoli et al. 

(2010) compared the neural activity induced by a visual motion direction discrimination 

task and that induced by TMS. In that study, there were five levels of motion coherence 

in a motion direction discrimination task (50, 55, 70, 75, and 90% accuracy). By plotting 

a logistic regression of the “proportion of rightward choices” against the percentage of 

motion coherence, the results showed that TMS induced a decrement in the slope of the 

curve. The authors concluded that the results indicated a generalized reduction in system 

sensitivity and thus provided evidence for the hypothesis that TMS operates by adding 

neural noise to the perceptual process. Based on the neural noise hypothesis of TMS, we 

can re-interpret the results obtained in Chapter 3, in that when we applied 5-pulse 

repetitive TMS stimulation over pMTG, we created a general noise background, which 

‘disturbed the excitability of the neurons for any other activity’, therefore resulting in 

decreased semantic congruency effect in TMS condition (the pMTG condition) compared 

to the control condition (the Vertex condition).  

In this chapter 5, we make use of transcranial direct current stimulation (tDCS) to 

investigate the effect of selectively increasing or decreasing the membrane excitability of 

pMTG and IFG, to provide further evidence on the involvement of the two brain areas in 

gesture-speech integration. By inducing a subthreshold polarization of cortical neurons, 

anodal tDCS can induce membrane depolarization with a decreased threshold, whereas 

cathodal tDCS can induce membrane hyperpolarization with an increased threshold 

(Nitsche et al., 2005). We hypothesized that the increased threshold induced by cathodal 

tDCS would ‘disrupt’ the neural response to the ongoing task, similar to the effects of 
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theta-burst TMS, while the decreased threshold induced by anodal tDCS would reduce 

the background neural noise and help the emergence of the signal (Dockery et al., 2009). 

Since tDCS is a continuous stimulation procedure, with the effect of stimulation lasting 

for up to 60 minutes  (Nitsche&Paulus, 2000), tDCS stimulation was applied in an offline 

fashion, with 20 minutes of tDCS followed by the experimental task.  

One aim of Chapter 5 is to replicate the results from Chapter 3 using a different form of 

brain stimulation. We applied anodal and cathodal tDCS stimulation over both IFG and 

pMTG separately. We hypothesized that if both IFG and pMTG are involved in gesture-

speech integration, the increase in neural threshold of cathodal TMS stimulation would 

significantly decrease the amount of semantic gesture-speech integration. At the same 

time, decreasing the neural threshold via anodal stimulation would significantly increase 

the amount of semantic gesture-speech integration.  As before, the gender congruency 

effect served as a control condition, in order to provide evidence that the increased and/or 

decreased neural threshold selectively influence only the semantic gesture-speech 

integration.  

5.2. Experiment 5: tDCS over IFG 

In Experiment 5, we intended to replicate the results from Experiment 1 using a 

different form of brain stimulation. We hypothesized that the increase of neural noise 

via cathodal tDCS would disrupt gesture-speech integration activity taking place in the 

IFG, resulting in a reduction of the semantic congruency effect. Meanwhile, we 

explored whether a decrease of neural noise via anodal tDCS would increase the 

gesture-speech integration activity taking place in IFG, resulting in an increased 

semantic congruency effect. In a within-subject design, participants underwent three 

sessions, where 20 minutes of tDCS stimulation was applied to the left IFG in either a 

cathodal condition or an anodal condition. To provide a baseline, we also applied 30s of 

tDCS stimulation as a sham condition. To blind participants from the experimental 
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conditions, in the baseline, participants were told that they would undergo 20min of 

tDCS stimulation. The session order was counterbalanced across participants. After 

stimulation, which occurred at the beginning of each session, participants completed the 

reaction time task described above (section Pre-test 2). Thus, the full experimental 

design was a 3 (Stimulation Effect: Cathodal, Anodal, Sham) x 2 (Gender Congruency) 

x 2 (Semantic Congruency) factorial design. We predicted an interaction between 

Stimulation Effect and Semantic Congruency, indicated by a reduction of the semantic 

congruency effect between the Cathodal tDCS stimulation compared to the Sham 

condition, and an increase of the semantic congruency effect between the Anodal tDCS 

stimulation compared to the Sham condition. The factor of Gender Congruency was 

used as an additional control, to see whether brain stimulation specifically disrupts the 

processing of semantic (in)congruencies, or more generally interferes with task 

processing. 

5.2.1. Method   

5.2.1.1. Participants 

Thirty English native speakers (8 male and 22 female, age 18-28, mean age 20.05, 

SE= .40) participated in Experiment 5. They all had normal or corrected-to-normal vision 

and were screened for tDCS suitability using a medical questionnaire. The Experiment 

was approved by the Ethics Committee of the Department of Psychology. Participants 

were remunerated at a rate of £8 or 1 hour of credit per session for taking part in the 

experiment.   

5.2.1.2. Apparatus and stimuli 

The same stimuli consisting of 256 videos as in Chapter 3 were used. tDCS stimulation 

at an intensity of 2000mA was delivered by a constant current stimulator (Version Edith 

DC-Stimulator-Plus, neuroConn). Two saline-soaked sponge electrodes were used. A 

stimulation electrode with the size of 2*2 cm was placed over IFG. To avoid 
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simultaneously modulating cortical excitability in two brain areas at the same time, we 

intentionally placed the second reference electrode (size: 3x4 cm) on a non-cortical site 

(right shoulder), following the setup used by Accornero et al. (2007). Both electrodes 

were fixed by elastic bands.  

The location of IFG with an MNI coordinates of (-62, 16, 22) was previously determined 

in the meta-analysis of FMRI studies. The best cortical projection in the international 10-

10 system for this area is electrode F7 (Koessler et al., 2009). Accordingly, this electrode 

position was used as the centre point for placing the stimulation electrode. In Anodal 

condition and Cathodal condition, IFG was stimulated for 20 minutes with a 5s’ fade in 

and 5s’ fade out. In the Sham condition, a 5s’ fade in was followed by only 30s of 

stimulation, followed by 20 minutes of no stimulation and 5s’ fade out. Participants were 

blinded to stimulation conditions. 

5.2.1.3. Procedure 

Participants took part in three sessions, consisting of 20 minutes of tDCS stimulation over 

IFG in either Anodal condition, Cathodal condition, or Sham stimulation.  The three 

sessions were counterbalanced among participants, with at least one week between each 

session. In each session, participants were guided to sit on a sofa to make themselves 

comfortable. The experimenter explained to the participant that they would first be given 

20 minutes of tDCS stimulation. After the stimulation, they would be asked to perform 

an experimental task of simply responding to the gender of the speaker (see Exp.1). Their 

reaction time was recorded for final analysis. 

5.2.2. Data analyses 

All incorrect responses (702 out of the total number of 23040, 3.04% of trials) were 

excluded. To eliminate the influence of outliers, a 2.5% trimmed mean for every 

participant in each session was also calculated. We focused our analysis on the main effect 
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of semantic congruency and its interactions with stimulation effects, as well as the gender 

congruency effect as a control effect. 

We ran a 3 (Stimulation Effect: Sham condition, Anodal condition and Cathodal 

condition) * 2 (Semantic Congruency: semantic congruent vs semantic incongruent) *2 

(Gender Congruency: gender congruent vs gender incongruent) repeated measures 

analysis of variance (ANOVA) on the RTs to see if tDCS stimulation caused any 

significantly reduced magnitude of gesture-speech integration.  

5.2.3. Results 

The 3*2*2 ANOVA on the RTs revealed a significant main effect of Semantic 

Congruency (F (1, 29) = 22.24, p=.000), reflecting longer RTs of semantically 

incongruent trials (M = 554, SE = 14.4) than congruent trials (M = 544, SE = 13.6). 

Furthermore, there was a significant main effect of Gender Congruency (F (1, 29) = 

226.15, p=.000), with longer reaction times when speech and gesture were produced by 

different genders (M = 562, SE = 13.9) than the same gender (M = 536, SE = 13.9). The 

full pattern of results is shown in Table 5.1. 

Besides, the ANOVA did not show a significant main effect of Stimulation Effect (F (2, 

28) = .06, p=.94), nor was there a significant interaction of Stimulation Effect by Semantic 

Congruency (F (2, 28) = .05, p=.95), indicating that the magnitude of the semantic 

congruency effect was not significantly modulated by tDCS stimulation over IFG in either 

Anodal stimulation or Cathodal stimulation compared to the Sham condition (see Fig. 

5.2). There was also no significant interaction of Stimulation Effect by Gender 

Congruency (F (2, 28) = .95, p=.40), indicating that no modulation was observed for the 

Gender Congruency effect either (see Fig. 5.3). The results of ANOVA failed to show 

any other significant interactions, either for the interaction of Gender Congruency by 
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Semantic Congruency (F (1, 29) = .10, p=.75), or the three-way interaction of Stimulation   

Effect by Semantic Congruency by Gender Congruency (F (2, 28) = 1.12, p=.34). 

      

Table 5-1 Mean reaction time in ms(SEM) for Experiment 5 

Descriptive statistic showed that the semantic congruency effect was largest in the Sham 

condition (M=22.29, SE=5.44) compared with that in the Anodal condition (M=20.36, 

SE=5.85) and the Cathodal condition (M=20.61, SE=7.12) (see Fig. 5.2). The gender 

congruency effect was largest in the Anodal condition (M=56.08, SE=4.15) compared 

with that in the Sham condition (M=50.88, SE=5.94) and the Cathodal condition 

(M=49.47, SE=4.55) (see Fig. 5.3). 

 Semantic congruent Semantic incongruent 

 Gender 

congruent 

Gender 

incongruent 

Gender 

congruent 

Gender 

incongruent 

Anodal IFG 528(14) 

   

 

558 (14) 540 (15) 566 (15) 

Cathodal IFG 532 (17) 560 (16) 545 (18) 567 (16)  

 

Sham condition 532 (13) 554 (14) 540 (14) 568 (15) 
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Figure 5.1 Magnitude of semantic congruency effects (ms) for Experiment 5. Errors show ± 1 standard error of the 
mean. 

 

 

Figure 5.2 Magnitude of gender congruency effects (ms) for Experiment 5. Errors show ± 1 standard error of the 
mean. 

5.2.4. Discussion 

In Experiment 5, we applied Anodal tDCS stimulation and Cathodal tDCS stimulation 

over IFG with the assumption that anodal tDCS stimulation would significantly increase 

the semantic congruency effect in gesture-speech integration, and cathodal tDCS 

stimulation will significantly decrease the semantic gesture-speech integration. We also 

used the gender congruency effect as a control effect in order to test that tDCS stimulation 
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selectively interferes with the semantic congruency effect in IFG as we have found in 

Chapter 3. 

Results showed that the size of the gender congruency effect was not affected by tDCS 

when we applied either Anodal or Cathodal tDCS stimulation over IFG compared to the 

sham condition, as expected.  

We failed to find a decreased semantic congruency effect when increasing the neural 

threshold by Cathodal TMS stimulation over IFG. We also did not show an increased 

semantic congruency effect when decreasing the neural threshold by Anodal TMS 

stimulation over IFG.  

5.3. Experiment 6: tDCS over pMTG 

In Experiment 6, we aimed to replicate the results of Experiment 2, by using a different 

form of brain stimulation—Transcranial Direct Current Stimulation (tDCS). By 

applying Cathodal tDCS stimulation over pMTG, we assumed that the increase in 

neural noise by Cathodal tDCS would result in a reduction of the semantic congruency 

effect. We also expected that a decrease of neural noise via Anodal tDCS would result 

in an increased semantic congruency effect. All the other study details were as described 

in Experiment 5.  

5.3.1. Method   

5.3.1.1. Participants 

Thirty English native speakers (14 male and 16 female, age 19-54, mean age 25.19, SE= 

1.63) participated in Experiment 6. They all had normal or corrected-to-normal vision 

and were screened for tDCS suitability using a medical questionnaire. The Experiment 

was approved by the Ethics Committee of the Department of Psychology. Participants 

were remunerated at a rate of £8 or 1 hour of credit per session for taking part in the 

experiment.   
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5.3.1.2. Apparatus and procedure 

The same apparatus and stimuli as in Experiment 5 were used, except that in Experiment 

6 the stimulation electrode was placed over pMTG (-50, -56, 10), as determined in the 

meta-analysis (see Chapter 2 for detail). The cortical project site of the pMTG position 

was determined as the midpoint between TP7, CP5, P7, and P5 (Koessler et al., 2009). 

All other experimental details were as described in Experiment 5. 

5.3.2. Data analyses 

All incorrect responses (702 out of the total number of 23040, 3.04% of trials) were 

excluded. To eliminate the influence of outliers, a 2.5% trimmed mean for every 

participant in each session was also calculated. We focused our analysis on the main effect 

of semantic congruency and its interactions with stimulation effects, as well as the gender 

congruency effect as a control effect. 

We ran a 3 (Stimulate Effect: Sham condition, Anodal condition and Cathodal condition) 

* 2 (Semantic Congruency: semantic congruent vs semantic incongruent) *2 (Gender 

Congruency: gender congruent vs gender incongruent) repeated measures analysis of 

variance (ANOVA) on the RTs to see if tDCS stimulation caused any significantly 

reduced magnitude of gesture-speech integration.  

5.3.3. Results 

The 3*2*2 ANOVA on the RTs revealed a significant main effect of Semantic 

Congruency (F (1, 29) = 26.51, p=.000), reflecting longer RTs of semantically 

incongruent trials (M = 573, SE = 15.9) than congruent trials (M = 561, SE = 14.8). 

Furthermore, there was a significant main effect of Gender Congruency (F (1, 29) = 79.00, 

p=.000), with longer reaction times when speech and gesture were produced by different 

genders (M = 578, SE = 15.6) than the same gender (M = 555, SE = 15.1). The full pattern 

of results is shown in Table 5.2. 
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Besides, the ANOVA did not show a significant main effect of Stimulation Effect (F (2, 

28) = 1.83, p=.18), nor was there a significant interaction of Stimulation Effect by 

Semantic Congruency (F (2, 28) = .10, p=.90), indicating that the magnitude of the 

semantic congruency effect was not significantly modulated by tDCS stimulation over 

pMTG in either Anodal condition or Cathodal condition compared to the Sham condition 

(see Fig. 5.5). There was also no significant interaction of Stimulation Effect by Gender 

Congruency (F (2, 28) = 2.56, p=.10), indicating that no modulation was observed for the 

gender congruency effect either (see Fig. 5.6). There was a significant interaction of 

Semantic Congruency by Gender Congruency (F (1, 29) = 6.10, p=.02), but no significant 

interaction of Stimulation Effect by Semantic Congruency by Gender Congruency (F (2, 

28) = 1.12, p=.34). 

 Semantic congruent Semantic incongruent 

 Gender 

congruent 

Gender 

incongruent 

Gender 

congruent 

Gender 

incongruent 

Anodal pMTG 549(16)    

 

568 (15) 565 (16) 579 (16) 

Cathodal pMTG 553 (17) 587 (19) 570 (19) 592 (18)  

 

Sham condition 540 (16) 567 (17) 556 (18) 575 (17) 

Table 5-2 Mean reaction time in ms(SEM) for Experiment 6. 
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Figure 5.3 Magnitude of semantic congruency effects (ms) for Experiment 6. Error bars show M±SE. 

Descriptive statistics showed that the semantic congruency effect was largest in the 

Anodal condition (M=25.82, SE=5.73) compared with the Sham condition (M=23.89, 

SE=7.78) and the Cathodal condition (M=22.80, SE=4.32) (see Fig. 5.5). The gender 

congruency effect was largest in the Cathodal condition (M=56.70, SE=8.38) compared 

with that in the Sham condition (M=47.04, SE=7.06) and that in the Anodal condition 

(M=32.89, SE=6.74) (see Fig. 5.6).  

 

Figure 5.4 Magnitude of gender congruency effect (ms) for Experiment 6. Error bars show M±SE. 
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5.3.4. Discussion of Experiments 5 and 6 

In Experiment 6, we applied Anodal tDCS stimulation and Cathodal tDCS stimulation 

over pMTG with the assumption that Anodal tDCS stimulation would significantly 

increase the semantic congruency effect and Cathodal tDCS stimulation would 

significantly decrease the semantic gesture-speech integration. We also examined the 

gender congruency effect as a control effect. 

Results showed that the magnitude of semantic congruency was not modulated when 

either Anodal or Cathodal tDCS stimulation was applied over pMTG compared to the 

sham condition. As in Experiment 5, we failed to find a decreased semantic congruency 

effect when the neural threshold was increased by Cathodal TMS stimulation, nor did we 

find an increased semantic congruency effect when we decreased the neural threshold by 

Anodal TMS stimulation.  

Taken together, when using tDCS as the method to modulate the cortical excitability of 

IFG and pMTG, we found no effect of brain stimulation on gesture-speech integration. 

This is in contrast to the findings of Chapter 3, where we observed clear evidence that 

disrupting activity in these areas impairs gesture-speech integration. 

We will first consider why increasing cortical excitability in these areas via Anodal tDCS 

may not necessarily result in increased gesture-speech integration. Since the integration 

of gesture and speech is already automatic and obligatory, as has been shown in our 

Chapter 3, as well as by the results of Kelly et al. (2010a), the increase in neural threshold 

by Anodal stimulation may not further increase this integration effect. This may explain 

the failure of the significant effect in the Anodal condition of either IFG or pMTG.  

As for the Cathodal condition, one possible explanation is that the decrease in excitability 

caused by tDCS Cathodal condition is not as strong as that caused by TMS stimulation 

(Miniussi et al., 2013). The weak decreased effect of Cathodal stimulation that is caused 
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by an increased neural threshold may be not strong enough to ‘block’ the automatic 

integration of gesture and speech. In other words, even though the Cathodal stimulation 

has increased the neural threshold to ‘stop’ the neural membrane from being excited, the 

automatic and obligatory integration of gesture and speech may have a threshold beyond 

the one created by the stimulation. Finally, given that IFG and pMTG are anatomically 

connected (Friederici, 2009), the transcranial electrical stimulation over one area may be 

compensated by the activity of the other one (Whitney et al., 2011), resulting in a failure 

to find any significance in either increased or decreased brain excitability caused by tDCS.  

5.4. Experiment 7: tRNS over both IFG and MTG 

To test the hypothesis that IFG and pMTG may compensate for each other in the tDCS 

stimulation, in Experiment 7, we used transcranial random noise stimulation (tRNS) over 

both IFG and pMTG synchronously. tRNS is a relatively new technique of transcranial 

electrical stimulation (tES) which involves the application of a random electrical 

oscillation spectrum over the cortex, thus stimulating the two brain areas at the same time 

in a similar way. There are two types of stimulation in tRNS, with a high frequency of 

stimulation (101- 640 Hz) increasing the brain area(s) excitability and low frequency of 

stimulation (0.1- 100 Hz)  decreasing the brain excitability (Terney et al., 2008). Thus, 

we hypothesized that high frequency tRNS over both IFG and pMTG would enhance the 

cortical excitability of these areas, leading to a significantly increased semantic 

congruency effect compared to the control condition. We also expected decreasing the 

excitability of LIFG and pMTG using low frequency tRNS would lead to a decreased 

semantic congruency effect, compared to the control condition. As before, we also used 

the gender congruency effect as an additional control, to see whether tRNS selectively 

interfered with semantic congruency information.  
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5.4.1. Method   

5.4.1.1. Participants 

Twenty-four English native speakers (12 male and 12 female, age 20-23, mean age 20.97, 

SE= .20) participated in Experiment 7. They all had normal or corrected-to-normal vision 

and were screened for tDCS suitability using a medical questionnaire. The Experiment 

was approved by the Ethics Committee of the Department of Psychology. Participants 

were remunerated at a rate of £8 or 1 hour of credit per session for taking part in the 

experiment.   

5.4.1.2. Apparatus and stimuli 

The same stimuli consisting of 256 videos as in Experiment 5 were used. tRNS 

stimulation was delivered by a battery-driven electrical stimulator (Version Edith DC-

Stimulator-Plus, neuroConn). Two conductive saline-soaked sponge electrodes with the 

size of 2*2 cm were used, one placed over IFG with MNI coordinates of (-62, 16, 22) and 

the other placed on pMTG at MNI coordinates of (-50, -56, 10). Both electrodes were 

fixed by elastic bands.  

A random level of current was generated from two types of frequency spectrum. One was 

a high-frequency spectrum with a frequency range between 101 and 640 Hz, the other 

was a low-frequency spectrum with a frequency range between 0.1 and 100 Hz. In each 

level, the current was randomly generated with a normal distribution. Previous research 

suggests that high-frequency current stimulation would cause an excitatory effect, while 

low-frequency current stimulation would cause an inhibitory effect (Terney et al., 2008).  

In both the high-frequency and low-frequency current stimulation conditions, there was 

20 minutes’ stimulation with a 5s’ fade in and 5s’ fade out at an intensity of 2mA. We 

also applied 30s of stimulation as the Sham condition. Participants were blinded to the 

stimulation conditions. 
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5.4.1.3. Procedure 

There were three sessions: 20 minutes of tRNS stimulation over IFG and pMTG in a high-

frequency stimulation condition, a low-frequency stimulation condition, and a Sham 

condition.  The three sessions were counterbalanced among participants, with at least one 

week between each session. In each session, participants were told that they would 

undergo 20 minutes of tRNS stimulation. After the stimulation, they were asked to do the 

experimental task by simply responding to the gender of the speaker (see Exp.5).  

5.4.2. Data analyses 

All incorrect responses (702 out of the total number of 23040, 3.04% of trials) were 

excluded. To eliminate the influence of outliers, a 2.5% trimmed mean for every 

participant in each session was also calculated. We focused our analysis on the main effect 

of semantic congruency and its interactions with stimulation effects, as well as the gender 

congruency effect as a control effect. 

We ran a 3 (Stimulation Effect: Sham, high-frequency tRNS, low-frequency tRNS) * 2 

(Semantic Congruency: semantic congruent vs semantic incongruent) *2 (Gender 

Congruency: gender congruent vs gender incongruent) repeated measures analysis of 

variance (ANOVA) on the RTs to see if tRNS stimulation significantly affected gesture-

speech integration.  

5.4.3. Results 

The 3*2*2ANOVA on the RTs revealed a significant main effect of Semantic 

Congruency (F (1, 23) = 19.70, p=.000), reflecting longer RTs of semantically 

incongruent trials (M = 616, SE = 18.1) than congruent trials (M = 606, SE = 17.0). 

Furthermore, there was a significant main effect of Gender Congruency (F (1, 23) = 91.18, 

p=.000), with longer reaction times when speech and gesture were produced by different 
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genders (M = 622, SE = 17.3) than the same gender (M = 601, SE = 17.7). The full pattern 

of results is shown in Table 5.3. 

Besides, the ANOVA did not show a significant main effect of Stimulation Effect (F (2, 

22) = 3.21, p=.06), nor was there a significant interaction of Stimulation Effect by 

Semantic Congruency (F (2, 22) = .59, p=.56), indicating that when both IFG and pMTG 

were stimulated synchronously in a similar way, there was no significantly semantic 

congruency effect in any of the high frequency, low frequency, or sham conditions (see 

Fig. 5.8). There was also no significant interaction of Stimulation Effect by Gender 

Congruency (F (2, 22) = .69, p=.51), indicating that no modulation was observed for the 

gender congruency effect either (see Fig. 5.9). The results of ANOVA failed to show any 

other significant interactions, for the interaction of Gender Congruency by Semantic 

Congruency (F (1, 23) = .05, p=.82), the interaction of Stimulation Effect by Semantic 

Congruency by Gender Congruency (F (2, 22) = .82, p=.45). 

 

Table 5-3 Mean reaction times in ms (SEM) for Experiment 7. 

 

 Semantic congruent Semantic incongruent 

 Gender 

congruent 

Gender 

incongruent 

Gender 

congruent 

Gender 

incongruent 

High_frequency 613(22)    

 

634 (21) 625 (22) 645 (23) 

Low_frequency 595(21) 616 (19) 606 (22) 622 (19)  

 

Sham condition 580(16) 601 (17) 588 (19) 613 (18) 



111 
 

 

Figure 5.5 Magnitude of semantic congruency effect (ms) for Experiment 7. Errors show ± 1 standard error of the 
mean. 

Descriptive statistics showed that the semantic congruency effect was largest in the High 

frequency condition (M=23.08, SE=6.41) compared with that in the Sham condition 

(M=19.78, SE=7.72) and the Low frequency condition (M=16.44, SE=5.55) (see Fig. 5.8). 

The gender congruency effect was largest in the Sham condition (M=45.68, SE=5.87) 

compared with that in the High frequency condition (M=39.86, SE=6.11) and the Low 

frequency condition (M=36.64, SE=8.95) (see Fig. 5.9).  

 

Figure 5.6 Magnitude of gender congruency effect (ms) for Experiment 7. Errors show ± 1 standard error of the 
mean. 
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5.4.4. Discussion of Experiment 7 

One possible explanation for the null findings of Experiments 5 and 6 was that 

transcranial brain stimulation only results in subtle changes in cortical excitability, and 

subtle changes in one area (e.g., IFG) may be compensated by its well-connected 

counterpart in the anatomical network (e.g., pMTG). To test for this possibility, we 

simultaneously modulated cortical excitability in both areas at the same time in 

Experiment 7, by applying tRNS stimulation over both IFG and pMTG. We hypothesized 

that high frequency tRNS would increase the brain areas’ excitability, leading to an 

increased semantic congruency effect. In contrast, low-frequency tRNS, which decreases 

the excitability of the two brain areas, was expected to result in a decreased semantic 

congruency effect. 

Results showed no gender congruency effect when we applied either high frequency or 

low-frequency tRNS stimulation over both IFG and pMTG compared to the sham 

condition. Similar to the results of Experiment 5 and Experiment 6, we failed to find a 

decreased semantic congruency effect when we decreased the neural activity with high-

frequency tRNS stimulation. We also did not find an increased semantic congruency 

effect when we increased the neural excitability with low-frequency tRNS stimulation.  

5.5. General discussion 

In the current chapter, we aimed to replicate the results from Chapter 3 with the use of 

Anodal and Cathodal tDCS stimulation over both IFG and pMTG separately. We 

hypothesized that increasing the neural threshold via Cathodal TMS stimulation would 

significantly decrease the amount semantic gesture-speech integration, and the decrease 

of the neural threshold of Anodal stimulation would significantly increase the amount of 

semantic gesture-speech integration.  Results showed neither of these effects. 

Furthermore, to test the possibility that the anatomically well-connected IFG and pMTG 

could compensate for each other, we used tRNS stimulation, which can stimulate the two 
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brain areas at the same time, in a similar way. We hypothesized that increased brain 

excitability with high-frequency tRNS stimulation would increase semantic congruency 

effect and decreased brain excitability with low-frequency stimulation would decrease 

semantic congruency effect. Again, the results failed to show any significance. Since we 

do found the involvement of both IFG and pMTG in the integration of gesture with speech 

in Chapter 3 as well as in Chapter 4, we attribute the null findings of this chapter to the 

techniques we used. 

Even though tDCS has been proven to be an appropriate tool for monitoring cognitive 

functions (Kuo et al., 2012; Miniussi et al., 2013), the facilitatory effect of Anodal 

stimulation and the inhibitory effect of Cathodal stimulation seem to be valid only on the 

motor system (Nitsche et al., 2008). In cognitive tasks, the effect of tDCS stimulation 

seems to be quite complex and task-dependent. For example, in a study carried out by 

Schulke et al. (2017), they investigated the function of the left frontal lobe in the 

processing of metaphoric coverbal gesture and iconic coverbal gesture with the use of 

tDCS. The results only showed a significantly decreased reaction time for metaphoric 

gestures in the Anodal condition. There was no increase of reaction time in the Cathodal 

condition, nor was there any effect of brain stimulation for iconic gestures. In another 

study, Cohen-Maximov et al. (2015) presented participants with gestures as primes and 

verbal cues as targets, and asked participants to judge the semantic relatedness of the 

primes and targets after the stimulation of tDCS. They found that only when Anodal tDCS 

stimulation was applied over the right IFG and Cathodal tDCS stimulation over the left 

IFG, was there a faster response in terms of reaction time.  

In our study, we investigated the automatic integration of gesture and speech by asking 

participants to pay attention only to the gender of the speaker, that paradigm may ‘hinder’ 

the semantic integration effect of gesture and speech, and caused no elicitation of signal 

when the neural activity was monitored with the weak non-invasive current. Future 
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studies can investigate whether using a more explicit experimental task would lead to 

different results. 
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Chapter 6. General discussion  

6.1. Overview 

6.1.1. Summary of research aims 

In summary, there are two aims in this thesis: one is to provide causal evidence for the 

involvement of IFG and pMTG in gesture-speech integration, the other is to investigate 

the time window for this integration. These questions were addressed in three chapters. 

Chapter 3 and Chapter 5 addressed at the first aim of locating the brain area(s) involved 

in gesture-speech integration. In Chapter 3, Transcranial Magnetic Stimulation was 

applied over IFG and pMTG to investigate whether the two brain areas are involved in 

the integration of gesture and speech. Semantic congruency effect (Rt (semantic 

incongruent) - Rt (semantic congruent)) was defined as the amount of semantic 

integration of gesture and speech. In Chapter 5, Transcranial Electrical Stimulation was 

used to provide further evidence for the involvement of IFG and pMTG in gesture-speech 

integration. Chapter 4 was concerned with investigating how gesture and speech integrate 

with each other, with an investigation of the time window for the priming effect of gesture 

on speech. In Chapter 4, by presenting gesture 200ms (mean identification point of all 

gestures 199.2ms, SE=9.96) ahead of speech, a prime paradigm of gesture on speech was 

created. The 400ms after the onset of speech was split into 10 time windows and double-

pulse Transcranial Magnetic Stimulation applied over each time window to provide direct 

evidence for the time window where pMTG makes a critical combination to the 

integration process.  

6.1.2. Summary of research findings 

For all our experiments, the experimental paradigm of  Kelly et al. (2010a) was used as 

the experimental task, in which participants were asked to pay attention only to the gender 

factor with manipulation of both gesture factor (gesture congruent vs gesture incongruent) 

and gender factor ( gender congruent vs gender incongruent). All experiments were 
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conducted with one type of non-invasive brain stimulation, either online (the rTMS used 

in Experiment 2 and the double-pulse TMS stimulation used in Chapter 4, where 

participants performed the experimental task under concurrent TMS stimulation) or 

offline (the theta-burst TMS used in Experiment 1 and the tES used in Chapter 5 where 

participants received a period of brain stimulation, followed by the experimental task).  

6.1.2.1. Summary of Chapter 3 

There were two experiments in Chapter 3. In Experiment 1, participants underwent a 

within-subject design with three sessions, where continuous theta burst stimulation 

(cTBS) was either applied to the left IFG, pMTG or a control site (vertex). Thus, the full 

experimental design was a 3 (Stimulation Site: IFG, pMTG, Vertex) x 2 (Gender 

Congruency) x 2 (Semantic Congruency) factorial design.  

Results showed a significant Semantic Congruency by Stimulation Site interaction, 

indicating that the magnitude of the semantic congruency effect was modulated 

depending on the brain area stimulated. Simple effects analysis indicated that the size of 

the semantic congruency effect was significantly reduced when cTBS was applied to the 

left IFG relative to control site stimulation. A similar pattern was observed following 

stimulation of pMTG, although this comparison did not reach full significance. No such 

modulation was observed for the gender congruency effect, as indicated by a non-

significant Stimulation Site by Gender Congruency interaction, indicating that cTBS 

selectively interrupted only the semantic congruency effect. From the above results, it 

was concluded that even if participants were not asked to pay attention to the gesture 

information, cTBS stimulation of the left IFG specifically disrupted the semantic 

congruency effect that was ongoing, which provides direct evidence for the involvement 

of left IFG in automatic gesture-speech integration. 
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In Experiment 2, a possible role for pMTG was further investigated with the use of online 

repetitive transcranial magnetic stimulation (rTMS), which perturbed the cortical activity 

that synchronized with the presentation of the experimental stimuli, thus enabling a more 

powerful statistical comparison of the effects of brain stimulation on gesture-speech 

integration. Experiment 2 employed a 2 (Stimulation Site: pMTG, vertex) by 2 (Gender 

Congruency) by 2 (Semantic Congruency) factorial design. 

Results showed a significant interaction of Semantic Congruency and Stimulation Site, 

indicating that the magnitude of the semantic congruency effect was modulated by rTMS. 

No such effect of brain stimulation on the gender congruency effect was observed. 

Therefore, it was concluded that rTMS stimulation of the left pMTG specifically disrupts 

the semantic congruency effect, which illustrates that left pMTG is also involved in 

automatic gesture-speech integration. 

It was concluded that the results from Chapter 3 provided evidence for a causal 

relationship of the involvement of both IFG and pMTG in the automatic integration of 

gesture-speech. 

6.1.2.2. Summary of Chapter 4 

There were two experiments in Chapter 4. In Experiment 3, the 400ms after the onset of 

speech was split into 10 time windows and a within-subject design was conducted with 

double-pulse TMS stimulation applied over the 10 time windows on either pMTG or the 

Vertex (control) site. The full experiment design was 2 (Stimulation Site: pMTG and 

Control) *10 (Time Window: 0/40ms, 40/80ms, 80/120ms, 120/160ms, 160/200ms, 

200/240ms, 240/280ms, 280/320ms, 320/360ms, 360/400ms after the onset of the 

sound) *2 (Semantic Congruency: semantic congruent vs semantic incongruent) * 2 

(Gender Congruency: gender congruent vs gender incongruent).  
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Results showed a significantly decreased RT in time window 3 (80-120ms after the 

onset of speech, and 280-320ms after the onset of gesture) when double pulse TMS 

stimulation was applied over pMTG compared to the same stimulation applied over the 

Vertex. However, there was no significant interaction of Stimulation Site by Time 

Window by Semantic Congruency, nor was there a significant interaction of Stimulation 

Site by Time Window by Gender Congruency. Therefore, it was not possible to tell 

whether the significantly decreased RT in the third time window when double pulse 

TMS was stimulated over pMTG compared to the Vertex was caused by the semantic 

factor or gender factor, or a combination of the two factors.  

In Experiment 4, it was taken into account that some gestures may be processed faster 

than others and a gating study to find the identification point (IP) for each of the gesture 

(199.2±9.96ms) was conducted. Based on the IP, the time window was shifted into the 

IP_TW, in which all gestures have a clear understanding from the first IP_TW. Then the 

results of Experiment 3 were reanalysed by conducting a ANOVA of 2 (Stimulation 

Site: pMTG and Control) *10 (IP_TW: 0/40ms, 40/80ms, 80/120ms, 120/160ms, 

160/200ms, 200/240ms, 240/280ms, 280/320ms, 320/360ms, 360/400ms after the IP of 

the gesture) *2 (Semantic Congruency: semantic congruent vs semantic incongruent) * 

2 (Gender Congruency: gender congruent vs gender incongruent). 

Results showed a significant interaction of Stimulation Site by Time Window by 

Semantic Congruency. Further analyses showed that this effect lay in the third IP_TW in 

the Vertex (control) condition, but the significant semantic congruency effect disappeared 

with double-pulse TMS applied over pMTG in the third IP_TW. It was concluded from 

the above results that the priming effect of gesture on speech takes place in the third 

IP_TW, which is 80-120ms after the IP of gesture and before the semantic analysis of 

speech (Friederici, 2002). 
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Taking the results from both Experiment 3 and Experiment 4 together, it was concluded 

that (1) experiment 4 showed a priming effect of gesture on speech, together with 

Experiment 2, it was hypothesized that this priming effect is how gesture and speech 

integrate with each other. (2) For gestures to have a ‘priming’ effect, they need to be 

clearly understood. (3) For speech to be influenced by the ‘priming effect’, it needs to be 

at a stage before the semantic analysis.  

6.1.2.3. Summary of Chapter 5 

There were three experiments in Chapter 5. In Experiment 5, the aim was to replicate 

the results from Experiment 1 with the use of transcranial direct current stimulation 

(tDCS). There were three sessions in this experiment: 20 minutes of Cathodal tDCS 

stimulation applied to the left IFG to decrease the excitability of the left IFG, 20 

minutes of Anodal tDCS stimulation applied to the left IFG to increase the excitability 

of the left IFG, and 30s of tDCS stimulation as a sham condition. The full experimental 

design was a 3 (Stimulation Effect: Cathodal, Anodal, Sham) x 2 (Gender Congruency) 

x 2 (Semantic Congruency) factorial design.  

Results showed no significant main effect of stimulation effect, nor was there a 

significant interaction of Stimulation Effect by Semantic Congruency, indicating that 

the magnitude of the semantic congruency effect was not significantly modulated by 

whether the IFG was stimulated in either Anodal condition or Cathodal condition 

compared to the Sham condition. 

In Experiment 6, the aim was to replicate the results from Experiment 2 with tDCS. 

There were three sessions in this experiment: 20 minutes of Cathodal tDCS stimulation 

applied to the left pMTG to decrease the excitability of the left pMTG, 20 minutes of 

Anodal tDCS stimulation applied to the left pMTG to increase the excitability of the left 

pMTG, and 30s of tDCS stimulation as a sham condition. The full experimental design 
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was a 3 (Stimulation Effect: Cathodal, Anodal, Sham) x 2 (Gender Congruency) x 2 

(Semantic Congruency) factorial design.  

Results showed no significant main effect of Stimulation Effect, nor was there a 

significant interaction of Stimulation Effect by Semantic Congruency, indicating that 

the magnitude of the semantic congruency effect was not significantly modulated by 

whether the pMTG was stimulated in either Anodal condition or Cathodal condition 

compared to the Sham condition. 

In Experiment 7, transcranial random noise stimulation (tRNS) was applied over both 

IFG and pMTG synchronously to further test the role of IFG and pMTG play in gesture-

speech integration. There were three sessions: 20 minutes of high-frequency tRNS 

stimulation over both IFG and pMTG to synchronously increase the excitability of the 

two brain areas, 20 minutes of low-frequency tRNS stimulation over IFG and pMTG to 

synchronously decrease the excitability of the two brain areas, and 30 seconds of tRNS 

stimulation as a Sham condition.   

Results showed no significant main effect of Stimulation Effect, nor was there a 

significant interaction of Stimulation Effect by Semantic Congruency, indicating that 

when both IFG and pMTG were stimulated synchronously in a similar way, there was 

no significant semantic congruency effect in either the high frequency condition, low 

frequency condition or the sham condition. 

6.1.2.4. Overall Summary  

Taking the experiments together, Chapter 3 found a significantly reduced semantic 

congruency effect on application of either Theta-burst TMS stimulation over IFG or 

repetitive TMS stimulation over pMTG compared to the Vertex condition. With the 

definition that the semantic congruency effect (defined as the RT (semantic incongruent 

condition) - RT (semantic congruent condition)) represents the amount of gesture-
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speech integration, it was then concluded that both IFG and pMTG are involved in the 

integration of gesture with speech. Thus it can be concluded that Chapter 3 provide 

evidence as to ‘where’ the integration of gesture and speech took place. In Chapter 4, by 

splitting the 400ms after the onset of speech into 10 time windows and applied double-

pulse TMS stimulation over each of the time window, as well as a further manipulation 

of the identification point of gesture, a significantly reduced semantic congruency effect 

was found 80-120ms after the IP of gesture, which is also during the phonological phase 

of speech processing. This led to the conclusion that gesture prime the lexical retrieval 

of speech during the phonological phase. Taking this together with the results of 

Chapter 3, it was concluded that Chapter 4 provided evidence of ‘how’ the two different 

modalities integrate with each other. The following section provides a detailed 

discussion of how the information from different modalities (gesture: visual, speech: 

audial), with different properties (gesture: global and synthetic, speech: linear-

segmented), integrate with each other. 

6.2. An integrated system  

6.2.1. A common area for both the processing of speech and gesture 

As two traditional language areas, IFG (Broca’s area) and pMTG (Wernicke’s area) 

have been shown to be involved in both language production and comprehension. 

Moreover, studies have shown that IFG and pMTG are also involved in both action 

perception and production.  

6.2.1.1. IFG (Broca’s area) in speech and gesture processing  

It has long been suggested by previous researchers that Broca’s area is associated with 

both language comprehension and production (Burnstine et al., 1990; Ojemann, 1991). 

In a study carried out by Fridriksson et al. (2009), they investigated the neural 

recruitment of the cortical area during either imitating or observing speech movement 

using fMRI. They found that the greatest frontal lobe activity in Broca’s area was 
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triggered not only during production of speech but also during perception of the speech 

movement. Based on the results, they concluded that Broca’s area, which involved in 

the execution of speech movements is also recruited in the perception of the same 

movements by other speakers.  

The involvement of Broca’s area in speech production has been shown in both lesion 

studies and functional imaging studies, at various levels of processing: phonological 

(Bohland et al., 2006; Fiez et al., 1996; Fridriksson et al., 2009), semantic (Amunts et 

al., 2004; Friederici et al., 2003b; Thompson-Schill et al., 1997) and syntactic (Ben-

Shachar et al., 2004; Friederici et al., 2003a; Heim et al., 2003). Additionally, speech 

does not need to be produced aloud to involve Broca’s area. Bookheimer et al. (1995) 

found activation of Broca’s area during both silent and oral object naming. In language 

perception, several studies have indicated the involvement of Broca’s area in 

phonological encoding during speech processing (Gold et al., 2005; Gough et al., 2005; 

Moineau et al., 2005). There are also studies that found the activation of Broca’s area 

during lexical speech comprehension (Frost et al., 1999; Moineau et al., 2005; Zhuang 

et al., 2011).  

In action perception, Rizzolatti et al. (1996) found the activation of the posterior part of 

the inferior frontal gyrus (Broca’s area) during grasping observation. Grafton et al. 

(1996) found the activation of the left inferior frontal cortex during grasp observation. 

They also found activation of left inferior frontal and middle frontal cortex during 

imagined grasping. Furthermore, the activation of Broca’s area has also been found 

during the execution of self-ordered movement (Bonda et al., 1995), during the 

preparation to make a copied movement (Krams et al., 1998), and even at the sight of a 

picture of the hands (Parsons et al., 1995).  
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In action comprehension, a study carried out by Decety et al. (1997) found strongly 

activated left frontal regions when participants were presented with meaningful actions 

(e.g. opening a bottle, hammering a nail) compared to meaningless ones (derived from 

the American Sign Language, which participants were unacquainted with). In another 

study, Husain et al. (2009) manipulated the level of processing of gestures by asking 

participants to do either a discrimination task or a category task. While the first one only 

engaged in a phonological level of processing, the latter one engaged in the semantic 

level of processing. They found that in contrast to the discrimination task, the category 

task activated the left middle and inferior frontal gyrus. They concluded that these 

results illustrate the semantic-processing of gestures in the brain in inferior frontal 

gyrus.  

6.2.1.2. pMTG (Wernicke’s area) in speech and gesture processing 

Speech processing begins in the superior temporal gyrus. There are plenty of studies 

demonstrating the activation of the superior temporal gyrus in word perception (Fiez et 

al., 1996; Mazoyer et al., 1993; Petersen et al., 1988), in the translation of orthographic 

symbols to phonemic representations (Xu et al., 2001), as well as the activation of 

semantics from speech sounds (Hickok et al., 2004; Roder et al., 2002).  

Wernicke’s aphasia, which involves an impairment of language comprehension, also 

involves a prominent speech production impairment. An example is the phonological 

encoding impairment found by Wilshire et al. (1996), in which they provided evidence 

for the involvement of Wernicke in phonological processing using functional 

neuroimaging methods. Wise et al. (1991) found that during the verb generation task, 

Wernicke's area was engaged in the processing of both vocalization and silent word 

generation, as has been found by some other studies with the use of positron emission 

tomography (PET) (Fiez et al., 1996; Small et al., 1996). Activations of the Wernicke's 
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area has also been reported during semantically mediated word retrieval tasks by 

Warburton et al. (1996). 

During action processing, Rizzolatti et al. (1996) found the activation of the superior 

temporal sulcus during grasping observation with the use of positron emission 

tomography. Grafton et al. (1996) found the activation of the left rostral superior 

temporal sulcus during grasp observation. In another study, Husain et al. (2009) 

manipulated the content of gestures-either meaningful or meaningless. The results 

showed that unlike meaningless gestures, meaningful gestures activated the middle and 

superior temporal gyrus. The activation of the temporal regions in meaningful actions 

rather than meaningless ones has also been found by Decety et al. (1997). 

6.2.1.3. Summary 

From above, we can conclude that both IFG and pMTG are involved in the production 

of language and action, as well as in the comprehension of the information from both 

sources. This makes it possible for the integration of information from gesture and 

speech to take place in both areas, as has been shown in Chapter 3.  

6.2.2. A unified origin of gesture and speech 

Previously in this thesis, evidence was summarized for the bidirectional influence of 

gesture and speech (Bernardis&Gentilucci, 2006), as well as that gesture always co-

occur with speech (Beattie et al., 1979; Habets et al., 2011; Krauss et al., 1991; 

Morrelsamuels&Krauss, 1991; Obermeier&Gunter, 2015; Obermeier et al., 2011). In 

Chapter 3, evidence was also provided that the integration of gesture and speech takes 

place in both IFG and pMTG, both of which are involved in both the processing of 

gesture as well as the processing of speech. Based on this, it is suggested that gesture 

and speech are not separate communication systems, as has been assumed by some 

researchers (Hadar&Krauss, 1999; Hadar et al., 1998; Levelt et al., 1985). Instead, there 
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is a common origin in which there is a synthesis of opposite modes of thought – global-

synthetic and instantaneous imagery with linear-segmented temporally extended 

verbalization, as has been suggested by both McNeill (1992) and Morrel-Samuels and 

Krauss (1991). 

6.2.2.1. McNeill’s growth point theory 

According to McNeill (1992, 2005), thinking is dialectic of both global imagery and 

linguistic category that are realized in both speech and gesture. A growth point is the 

smallest unit of the codified meaning independent of modality. During the utterance 

realization, thoughts undergo continuous changes, thus, thinking is shaped during 

speaking. For example, in the realization of the visuospatial context, the underlying 

visuospatial thinking in gesture will be brought into the system of categories of the 

language. Originating from the same growth point, and realized in different modalities 

in synchrony, there is a mutual influence between the imagery and linguistic category. 

Context is the background from which the growth point is differentiated. The speaker 

shapes the context background in a certain way to realize the intended growth point. 

The context and the growth point are mentally constructed together. According to 

McNeill, such a differentiated growth point is validated by the temporal connection of 

gesture stroke with the peak of acoustic output in speech. As has been stated by McNeill 

(1992): the growth point is seen in the gesture stroke, together with the linguistic 

segment with which it co-occurs, plus a word that follows this segment if this word 

preserves semantic and pragmatic synchrony.  

6.2.2.2. Goldin-Meadow’s framework 

Goldin-Meadow (2003) states that gesture and speech draw upon a single set of 

representations. Some of the representations can be articulated through both gesture and 

speech, while some of them can only be expressed through gesture. A gesture-speech 

match will occur for those representations that can be accessed by both gesture and 
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speech, but for those that can only be expressed through gesture, a gesture-speech 

mismatch (i.e., gesture and speech contain additional information) will occur when 

trying to articulate these representations. However, this single set of representations of 

gesture and speech does not exist from birth. A study carried out by Butcher et al. 

(2000) investigated the relationship between gesture and speech in a longitudinal study 

of six children aged between 12 and 27 months, the period in which the children make 

the transition from one-word speech to two-word utterance. They examined both the 

relation of the production of gesture to meaningful words, as well as that to 

uninterpretable sounds. They found that for the most part, children produced gesture on 

its own without any speech. When gestures are combined with sounds, they are either 

uninterpretable or asynchronous. Goldin-Meadow concluded that when the gesture is 

first produced, it does not form a single integrated representation system with speech. 

The two forms become integrated later in development, probably earlier than children 

begin to pronounce words in combination with other words. From that point forward, 

information from gesture and speech integrate with each other and form a single 

representation system. 

6.2.2.3. Summary 

In the above section, two theories of a unified system for gesture and speech have been 

presented. According to McNeill (1992, 2005), the origin of gesture and speech is 

thinking. Thinking is assumed to be dialectic of both global imagery and linguistic 

category, with growth point as the smallest unit of the codified meaning that can be 

realized in both speech and gesture. Goldin-Meadow (2003) states that gesture and 

speech draw upon a single set of representations, some of which can be articulated 

through both gesture and speech, and some of them can only be expressed through 
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gesture. Gesture provides a ‘window on the mind’ to describe some representations that 

cannot be described through speech (Goldin-Meadow, 2003).  

6.2.3. A connected production system 

The hand and mouth are closely coordinated with each other and are controlled by the 

same motor system, as has been suggested by Hostetter et al. (2008, 2010). According 

to this viewpoint, speech is articulatory mouth movement that generates successive 

speech sounds (Kotz et al., 2010; Liberman et al., 2000). The motor system that controls 

the movement of the mouth also controls the movements of the hands, so activation of 

the mouth for speaking automatically activates the hand to gesture (Kelly et al., 2002). 

In a study carried out by Floel et al. (2003), they presented participants with five 

different tasks: ‘listening to well-known fairy-tales’, ‘listening to short simple 

sentences’, ‘reading aloud of the fairy-tales’, ‘reading silently of the fairy-tales’ and a 

task without linguistic property, ‘listen to white noise’. Participants completed all the 

tasks with transcranial magnetic stimulation (TMS) over the primary motor cortex. 

MEPs of the first dorsal interosseous muscle were recorded. Results showed 

significantly greater MEPs in the ‘listening to well-known fairy-tales’, ‘listening to 

short simple sentences’, ‘reading aloud of the fairy-tales’, and ‘reading silently of the 

fairy-tales’ conditions compared to the baseline. Floel et al. argued that the results 

demonstrated that both productive and perceptive linguistic tasks would facilitate the 

hand motor cortices. In another study, Fadiga et al. (2002) presented participants with 

action sounds of three types: hand action sounds (e.g. typing or tearing paper), leg 

action sounds (e.g. walking), and control sounds (e.g. thunder). By applying transcranial 

magnetic stimulation (TMS) over the hand muscles they found a greater motor 

corticospinal excitability in the hand action sound condition compared to the other two 

conditions. Fadiga et al. argued that the results showed that action coding may be a 

precursor of language. 
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Gentilucci et al. (2001) designed a set of experiments to test the relationship between 

hand movement and mouth movement. They found that in cases when participants were 

asked to reach and grasp objects different sizes with either the hand or the mouth, the 

size of the object had an influence on the initial kinematics of both the mouth and finger 

opening, and this effect was not due to the synchrony between the opening of the mouth 

and the finger.  When participants were asked to grasp the object with the hand while 

pronouncing a syllable at the same time, the opening of the mouth and sound production 

was affected by the size of the object. Gentilucci et al. hypothesised that there exist 

double motor commands simultaneously sent to both arm and mouth, and Broca’s area 

is the neural substrate that underlies this unique action planning. 

The motor theory of speech perception assumes that speech is a system of a series of 

articulatory mouth movements that generate successive speech sounds. According to 

this theory, a listener understands the speaker because presentation of the speaker’s 

articulatory gesture activates that of the listener (Kotz&Schwartze, 2010; 

Liberman&Whalen, 2000). In other words, the perception of the speech is accompanied 

by exploiting the motor commands that produce the speech--the basic logic of the motor 

theory of speech perception.  

The motor theory of speech perception has been supported by the results showing the 

activation of the same motor (Fadiga et al., 2002) and premotor (Wilson et al., 2004) 

areas during listening to phonemes and syllables, during the production of these 

phonemes in overt production (Pulvermuller et al., 2006), as well as the findings of the 

activation of tongue primary motor cortex during both visual and auditory speech 

perception (Sato et al., 2009). Using transcranial magnetic stimulation (TMS), there is a 

dissociation in speech sound discrimination when TMS is applied over motor cortex 

controlling lips and tongue (D'Ausillo et al., 2009), and a disruption of the ability to 
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perform a phonetic discrimination task with rTMS stimulation over the premotor cortex 

(Meister et al., 2007). 

6.2.4. An integrated system of information 

6.2.4.1. A common ground of semantic information 

Both speech and gesture are arbitrary signs, the comprehension of which needs a 

mapping from the form onto the meaning.  

Language comprehension is a process of matching words onto meaning. According to 

the two-system architecture sketched by Levelt (2001), conceptual-semantic meaning 

and the corresponding phonological/ orthographic form are two steps that are processed 

sequentially. In word comprehension, the meaning is accessed only when the 

phonological/ orthographic form encoding process is completed. In word production, 

the phonological/ orthographic form encoding process begins only after the meaning 

based form is completed.  There is a bi-directional influence between the two steps, 

phonological form-based processing can modulate conceptual meaning-based 

processing, and meaning processing can also have an influence on phonological 

processing. Spivey et al. (2005)  presented participants with pictures of two objects that 

were either phonologically related (e.g., /candle/ and /candy/) or phonologically 

unrelated (e.g., /picture/ and /candy/).  Participants were instructed to click the mouse to 

select the item according to a speech file. The mouse movement trajectories were linked 

to the lexical representation by a computational TRACE model. Results showed that 

mouse trajectories exhibited attraction towards the alternative incorrect response, with 

respect to control trials. Spivey et al. (2005) explained that the results showed an 

“intrusion” and an influence of the phonological information on the competition 

between lexical stimuli. Furthermore, they reported evidence for automatic processing 

of phonological information during lexical tasks. In another study carried out by Peleg 

et al. (2016), participants were presented with either unambiguous words or ambiguous 
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words in types of homonyms, homophones, and homographs. They found that the 

semantic-conceptual process was influenced by the activated lexical form.  

Rizzolatti et al. (2004) hypothesized that the activation of brain areas during action 

observation reflects the mapping between observed actions and motor representations 

stored in the brain.  An observed action can only be understood or imitated if it is part of 

representation that the observer has with regard to the nervous system (Decety et al., 

1997).  Actions that are not in the observer’s motor repertoire, for example, a dog’s 

barking, will not lead to the activation of the mirror neurons (Buccino et al., 2004). By 

mapping the observed action onto their own motor representation, which is stored in the 

brain in terms of memories or experiences, the observer can understand the action, as 

well as the goal of that action. The perception and execution of action are not 

independent of each other, there is an interactive relationship between them. On one 

hand, the process of action perception is constrained, or guided, by implicit knowledge 

of the movement it is capable of producing (Viviani et al., 1992). For instance, Viviani 

and Stucchi (1992) found that the perceptual judgement of the velocity of a moving dot 

as uniform or not depends on the radius of the trajectory’s curvature, participants tend to 

judge the velocity of the moving dot as uniform if the trajectory follows the motor rule 

of movement production, otherwise the velocity of the moving dot will be misjudged. 

On the other hand, action production can shape the information being perceived, eye, 

hand, and body movement together shapes visual perception (Gibson et al., 1979). 

 

From the above, we can see that language is a process of mapping words onto meaning, 

and action is a process of mapping kinetic movement onto representation. The linkage 

of production and perception in language processing suggests common coded words and 

meaning in language processing, the linkage of production and perception in action 

processing suggests a common coded kinetic movement and representation in action 
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processing. With the unified system for gesture and speech illustrated by McNeill 

(1992, 2005) and Goldin-Meadow (2003), it can be concluded that the common coded 

meaning in language is of the same representation/thinking system as the common 

coded representation in action processing. Moreover, this unified 

representation/thinking system of gesture and speech is located in IFG and pMTG, as 

has been illustrated in part 6.2.1, as well as proved by Chapter 3. 

 

As has been reported in the introduction (part 1.2.3, page 14-19), there is a bidirectional 

influence of gesture and speech in terms of external form. Multimodal voice spectra 

(especially formant 2, F2) are enhanced by gestures, whereas multimodal gesture 

parameters (like gesture time, maximal height, hand oscillation amplitude, maximal peak 

velocity, the number of velocity peaks) are reduced by words (Bernardis&Gentilucci, 

2006). There is also a bidirectional influence of speech and gesture at the semantical level, 

in that gestures used to express motion events are influenced simultaneously by how the 

features of motion events are expressed in language (Kita&Ozyurek, 2003). Using a 

double-prime paradigm, Kelly et al. (2010b) showed that gestures influenced speech 

comprehension, and speech influenced gesture comprehension in a comparable way. The 

remaining question is how this unify-originated, bi-directionally influenced information 

system articulates effectively into two modalities (analytic speech or spatial-motoric 

gesture). 

6.2.4.2. Information packaged with a common coded representation  

Hommel et al. (2001) developed the theory of event coding (TEC) which claimed that 

there exists an internal representation of external events. That internal representation is 

a common coded representational domain of perceived events and action generated 

events, both of which are stored in the brain in terms of feature codes (f1, f2 etc).  The 

feature codes can be as simple as colour or shape, or as complex as ‘sit-on-ableness’ 
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that represent time and changes. Feature codes are not restricted to one modality, they 

can form a temporal composition from multiple resources to make an ideal response. As 

summarized in figure 6.1, as long as there are the same feature codes in the common 

coding system (f1, f2), there is an interaction between the two systems (the Sensory 

system and the Motor system). It is the feature codes that link the sensory system and 

motor system together.  

 

Figure 6.1 An illustration of feature codes and common coding system (cited from Hommel et al., 2001) 

An event code consists of several feature codes. For example, event 1 consists of three 

feature codes (f1, f2, f3), and event 2 also consists of three feature codes (f3, f4, f5) with 

overlapping feature codes of f3. The activation of one feature code (f3) will prime all 

the events of which it is part of (Event 1 and Event 2), leading to the synchronous 

activation of feature codes banded together by each event. The activated feature codes 

may come from different systems, as depicted in Figure 6.1, where f1 is from the 

sensory system, while f2 is from the motor system. This synchronous activation of 

feature codes from different systems is what Hommel et al. (2001) called integration of 

the two systems. Hommel et al. (2001) also assumed that there are two phases for 

perceptual coding. In the first phase, there is a parallel activation of all feature codes 

that relate to the stimulus processing. In the second phase, the activated feature codes 

will be integrated, to prevent any of them being involved in other concurrent coding 

processes.  
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Based on the common coded representation hypothesis that put forward in sub-session 

(part 6.2.3.1), I would like to promote the theory of event coding proposed by Hommel 

et al. (2001) from an explanation of a linkage of perception and production of action to 

a theory of an explanation of a linkage of speech with gesture. It is hypothesized that a 

common coded representation of both gesture and speech is where the information from 

the two different modalities ‘integrates’ with each other, given that gesture conveys 

information relevant to speech (Goldin-Meadow&Sandhofer, 1999; Kelly&Church, 

1998). The common coded representation is equivalent to the ‘growth point’ proposed 

by McNeill (1992) and the packaged information proposed by Kita (2000). In the 

present study, the common coded representation is defined as the smallest unit for the 

integration of gesture and speech, after the common coding system proposed by 

Hommel et al. (2001).   

Under a common coded representation, features of both speech and gesture gather 

together—that is, the feature codes of gesture and the feature codes of speech. The 

feature codes of gesture contain spatial-motoric gestural information that is global and 

synthetic, while the feature codes of speech contain analytic lexical information that is 

linear-segmented. The two different kinds of feature codes are related to each other, and 

contain either supplementary or redundant information. In the following two sections it 

will be discussed in detail how the feature codes of gesture and speech relate to each 

other. 

6.2.4.3. Two aspects of a single thinking system with certain independence 

Gesture and speech are two modalities with different properties (gesture: global and 

synthetic, speech: linear-segmented). From above, we learned that gesture and speech 

are driven by a unified original system, a common thinking, as has been proposed by 

McNeill (1992, 2008), or a single set of representations, as has been proposed by 

Goldin-Meadow (2003). Therefore, in the common coded representation, there are 
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actually two kinds of thinking—spatial-motoric thinking of gesture and analytic 

thinking of speech, as has been illustrated by Kita (2000). The difference between this 

thesis and Kita’s (2000) account is that, whereas Kita refers to two modes of thinking of 

gesture and speech, in this study, these are expressed as two aspects of thinking of a 

single representation/thinking. 

In Experiment 3, when double-pulse TMS stimulation was applied over the 10 time 

windows that spread 400ms after the onset of speech, a significantly reduced reaction 

time was found when double pulse TMS was applied over pMTG compared to that 

applied to the Vertex in the third time window (80-120ms after the onset of speech), but 

there was no interaction between the stimulation site and the semantic congruency effect 

in the third time window. In Experiment 4, after considering the identification point of 

each of the gesture into consideration, the time window was shifted into the 

identification point time window (IP_TW) to make sure all gestures were at the same 

stage of comprehension from the first IP_TW. Then a significant interaction was found 

between the stimulation site and the semantic congruency effect in the third IP_TW.  

From these findings, it can be concluded that gesture needs to be comprehended to 

integrate with speech, in which the information conveyed in gesture is encoded as a 

whole (McNeill, 1992). The phenomenon that action is encoded based on its goal, rather 

than the individual movement of the action form, has been suggested by several 

researchers (Rizzolatti et al., 2009; Umilta et al., 2008). For example, in the study 

carried out by Umilta et al. (2008), they observed the activation of the cortical motor 

neurons, in cases when a monkey was asked to grasp with the hands, to grasp with 

normal pliers (requiring a close hand), and also when the monkey was asked to grasp 

with reversed pliers (requiring an open hand). It was argued that since gestures are 

encoded as a whole and based on their goal, there would be no significant interaction 

between stimulation site with the semantic congruency effect until the identification 
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point of the gesture been taken into consideration, as has been shown in Experiment 3 

and Experiment 4.  

It is further concluded that there is a certain independence in the information conveyed 

in gesture, as it was shown in Experiment 4 that once the identification point has been 

identified, the comprehension of gesture will no longer be influenced by further 

occurrence of speech.  

To explain in terms of the common coded hypothesis, it can be hypothesised that feature 

codes f1, f2, f3 comprised gesture event, while feature codes f3, f4, f5 comprised speech 

event, with an overlapping feature code f3. We hypothesised that the overlapping 

feature code f3 is the semantic meaning, which represents in gesture in a visuospatial 

way, while represents in speech in a linguistic way. The presents of the visuospatial 

feature code f3 activates the gesture event, which lead to the activation of the equivalent 

representation of speech (speech event) that shares a common coding system with the 

gesture event, thus lead to the activation of the feature code f3 in the linguistic way. 

However, the further presents of feature code f1 and/or f2 would not have an influence 

on activation of f3 in the visuospatial way, neither can the presents of feature code f4 

and/or f5. In other words, the temporary composition of feature code of gesture (f1, f2, 

f3) and feature code of speech (f3, f4, f5) are independent of each other. However, they 

are under a single representation and share a common coding system, so the feature of 

one code will have an influence on the form of the feature of the other. In the following 

sub-section, the operative of the cross-model priming effect will be discussed.  

6.2.4.4. Two aspects of single thinking that primed interactively  

In Experiment 4, when we applied double-pulse TMS over pMTG, we found a 

significantly reduced semantic congruency effect in the third IP_TW (80-120ms after the 

IP of gesture) compared to the Vertex condition. These results demonstrate a ‘priming’ 



136 
 

effect of gesture on speech. According to growth points in thinking-for-speaking, the 

processing of lexical semantic information takes place 300-500ms after the onset of the 

speech. Therefore, the ‘priming’ effect of gesture on speech happens before speech’s 

semantic analysis phase. In fact, gesture will have an influence on the semantic retrieval 

of speech. 

Krauss et al. (2000) proposed a lexical gesture process model to explain the facilitation 

effect of gesture on speech. According to this model, information stored in memory is 

encoded in multiple ways, including both the visuospatial format of information arising 

from gesture and the conceptual format of information of speech. The access of one 

format of information (gesture) will activate its representation that is stored in the working 

memory, the activated representation (of gesture) will result in the spreading of activation 

of the related representations (speech), thus leading to a cross-modal priming. In gesture 

production, the motor planner organizes the spatial/dynamic format of information that 

stored in memory into a motor programme, which provides the motor system 

introductions for execution of a gesture. The motoric feature of the gesture will be picked 

up by the kinesthetic monitor, which will monitor the features of the source information 

represented in gesture, and then transfer the picked up information into the phonological 

encoder of speech in where it facilitates the lexical retrieval of the word. Additionally, 

the fact that speech is impeded after gesture has been restricted also shows that gesture 

helps lexical retrieval of speech (Rauscher et al., 1996; Rime et al., 1984).  

The results in Chapter 4 provided direct evidence for the ‘priming’ effect of gesture 

during the phonological phase of speech. More importantly, our results showed that 

instead of monitoring the kinesthetic information of gesture, gesture is monitored as a 

whole and based on its goal. In other words, gesture first has to be ‘fully understood’, 

before it can have a ‘priming’ effect on speech. 
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It was further hypothesized that this priming effect is how gesture and speech ‘integrate’ 

with each other. There is a cross-modal priming effect between gesture and speech, in the 

same way of a bi-directional influence. To be more specific, on one hand, the 

representation of gesture acts as an equivalent source of analytic information for lexical 

selection of speech. On the other hand, the representation of speech will also act as an 

equivalent source of spatial-motoric information for motoric retrieval of gesture. In terms 

of the common coded hypothesis, the explanation would be that under a common coding 

system, there is a cross-modal priming effect between feature codes of gesture and feature 

codes of speech. 

6.2.4.5. Summary 

In summary, in this part, this section has provided a description of how the results of the 

present thesis speak to the concept of an integrated system of gesture and speech. Based 

on a linkage of production and perception in both language processing and gesture 

processing, as well as the bi-directional influence between gesture and speech in both the 

outer form and the semantic level, it is assumed that a common coded 

meaning/representation is stored in the brain regardless of its modality. It is argued that 

this common coded representation is where the information from the two different 

modalities of gesture and speech is ‘integrated’ with each other. Thus, the ‘integration’ 

of gesture and speech is defined in terms of two aspects of information which prime each 

other interactively under a single representation. 

6.2.5. Summary  

Taken together, the results from Chapter 3 provided direct evidence for the involvement 

of both IFG and pMTG in the integration of gesture and speech. Together with evidence 

that both IFG and pMTG are involved in the production of language and action, as well 

as in the comprehension of the information from both sources, this suggests that there is 
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a unified system of gesture and speech. According to  McNeill (1992, 2008), the origin 

of gesture and speech is thinking. Goldin-Meadow (2003) states that gesture and speech 

draw upon a single set of representation. The results from Chapter 4 provided evidence 

that gestures prime the lexical retrieval of speech after the gesture has been clearly 

understood, before the semantic analysis of speech. Together with the evidence that 

there is a linkage of production and perception in language processing, a linkage of 

production and perception in gesture processing, a linkage of speech and gesture in 

terms of outer form, as well as a linkage of speech and gesture in terms of the semantic 

meaning. It is also suggested that there is a common coded representation of gesture and 

speech that integrate the feature codes of gesture with the feature codes of speech for a 

proper response. Furthermore, it is suggested that there exists a cross-modal priming 

between the two kinds of feature codes with a certain degree of independence. 

6.3. Limitations and Suggestions  

6.3.1. Different roles of IFG and pMTG in gesture-speech integration? 

Even though both IFG and pMTG are involved in gesture speech integration, the role 

they play during the integration may be different. pMTG is known for its involvement 

in the storage and retrieval of semantic information (Hagoort, 2005; Hickok et al., 

2007), while IFG is associated with the unification that can unify semantic information 

retrieved from memory (Hagoort, 2005).  Tesink et al. (2009) made a functional 

distinction between the ‘integration process’ and the ‘unification process’. They define 

‘integration’ as the convergence of different sources of information on a common 

memory representation, for example, the sight of a cat and the sound of meow. The 

‘unification’ is a constructive process where a semantic representation is build up out of 

components stored in memory.  

The work in Chapter 3 only showed an involvement of IFG and pMTG in gesture-

speech integration, without distinguishing the role these two areas play. Future work 
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could investigate the activation of brain areas in the different semantic relationship 

between gesture and speech, for example, the effect of the semantic difference between 

different gesture types and speech (i.e. the integration of iconic gestures with speech, 

and the integration of pantomime gestures with speech). Pantomimes are re-enactions or 

demonstrations of an action without using an object, therefore pantomimes can ‘stand 

on their own’ in conveying information. Iconic gestures refer to the concrete content of 

sentences (for example, the drop of the right hand to illustrate the concrete feature of the 

sentence “the man goes down the hill”). Such gestures do not have conventional or 

unambiguous meanings in the absence of speech (Feyereisen et al., 1988; Krauss et al., 

1991). The meaning of iconic gesture has to be generated online based on gesture form 

and the co-speech context in which the gesture is observed. It has been assumed by 

Willems et al. (2009) that this different semantic relationship may have an influence on 

the neural underpinnings of gesture-speech integration. 

In pantomime-speech integration, a joint activation of IFG and pMTG has been shown 

in the study of Willems et al. (2009). Nevertheless, when the gesture is ambiguous, and 

does not have a clear meaning unless it is accompanied by speech, as in the case of 

iconic gestures, there will be no direct retrieval of information from memory, but a 

unification process to build up a ‘new representation’. For example, a pushing forward 

movement has been stored in memory with various meanings (pushing 

someone/something, stretching one’s arms, punching etc.), the word ‘mow’ has also 

been stored in the memory with its meaning. When the pushing forward movement is 

accompanied with the word ‘mow’, a representation of mowing has been established. 

By this logic, only the IFG will be activated in the iconic condition, as has been 

suggested in the study of Willems et al. (2009). 
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Future research can make use of Transcranial Magnetic Stimulation to provide evidence 

of a direct, causal role of IFG and pMTG in the integration of iconic gesture-speech 

and/or pantomime gesture-speech.  

6.3.2. Implicit paradigm vs explicit paradigm? 

In all our studies, we used an implicit paradigm that asked the participants to pay 

attention only to the speech information. While speech and gesture integrate 

automatically, the interaction can also be modulated by some controlled processes. For 

example, Holle, &Gunter (2007) showed that the presence of non-meaningful gestures 

(e.g., grooming behaviours) modulates the extent to which meaningful gestures set up 

semantic expectations for a speech later in a sentence. Obermeier et al. (2011) found 

that when gestures did not temporally overlap with the homonyms and when 

participants were not explicitly asked to pay attention to gestures, speech- gesture 

integration did not occur. Kelly et al. (2007) demonstrated that if the two modalities are 

perceived as not intentionally coupled (i.e. gesture and speech being produced by two 

different persons) the integration is less strong (difference between incongruent speech-

gesture pairs in terms of N400 effect) compared with when they are perceived as being 

intentionally coupled (i.e. gesture and speech being produced by the same person).  

Further studies can investigate whether the implicit or explicit paradigm has an effect on 

the involvement of the brain area in gesture speech integration. 

6.3.3. Prime effect of speech on gesture? 

In chapter 4, there was evidence of a significant priming effect of gesture on lexical 

retrieval of speech during the phonological phase. Together with the bidirectional 

influence between gesture and speech, it was concluded that this cross-modal priming 

effect is how gesture and speech integrate with each other. However, to fully support 
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this hypothesis, there should also be evidence for a priming effect of speech on the 

motoric retrieval of gesture.  

Furthermore, in chapter 4, the evidence indicated that the priming effect of gesture on 

the lexical retrieval of speech takes place in pMTG. Given that both pMTG and IFG are 

involved in the interaction of gesture with speech, as has been shown in Chapter 3, it is 

concluded that both of the two areas involved in the cross-modal priming effect between 

gesture and speech. Future studies can investigate the cross-modal priming effect 

between gesture and speech in IFG. 

Lastly, given that there may be a division of labour between the IFG and pMTG in the 

integration of gesture and speech, future studies can also examine the division of labour 

of pMTG and IFG in the cross-modal priming effect.  

Specifically, it would be interesting to test three effects: first of all, the priming effect of 

speech on gesture in pMTG, as well as the gestural phase (preparation phase, stroke 

phase, or retraction phase) this priming effect took place. Since gesture has a priming 

effect on the lexical retrieval of speech, it is hypothesized that speech would also have a 

priming effect on the semantic retrieval of gesture. Hence, the priming effect of speech 

should take place before a clear comprehension of gesture, in other words, this priming 

effect of speech on gesture should be in the preparation phase of gesture. Secondly, the 

priming effect of gesture on speech in IFG. Given a possible division of labour of IFG 

in the integration of gesture and speech, it would be interesting to test whether this 

priming effect of gesture on speech also takes place in the phonological phase, as has 

been found in pMTG. Thirdly, the priming effect of speech on gesture in IFG, and the 

comparison of the gestural phase of this priming effect of speech on gesture in IFG with 

that occurring in pMTG could be investigated.   
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6.4. Conclusion  

In summary, it is concluded from three chapters that, first of all, a direct evidence for 

the involvement of left IFG and pMTG in automatic gesture-speech integration was 

provided. Secondly, the automatic gesture-speech integration in pMTG takes place 80-

120ms after the identification of gesture, and before the semantic analysis of speech.   
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Appendixs 

 

Appendix A Experimental stimulus 

 

 

 

 

 

pair video sound-c sound-inc sound-c-f sound-c-m sound-i-f sound-i-m

1 break.avi break.wav dial.wav f-break.wav m-break.wav f-dial.wav m-dial.wav

1 dial.avi dial.wav break.wav f-dial.wav m-dial.wav f-break.wav m-break.wav

3 close.avi close.wav unscrew.wav f-close.wav m-close.wav f-unscrew.wav m-unscrew.wav

3 spread.avi spread.wav punch.wav f-spread.wav m-spread.wav f-punch.wav m-punch.wav

4 cut.avi cut.wav stir.wav f-cut.wav m-cut.wav f-stir.wav m-stir.wav

4 stir.avi stir.wav cut.wav f-stir.wav m-stir.wav f-cut.wav m-cut.wav

5 flip.avi flip.wav sew.wav f-flip.wav m-flip.wav f-sew.wav m-sew.wav

5 sew.avi sew.wav flip.wav f-sew.wav m-sew.wav f-flip.wav m-flip.wav

6 hammer.avi hammer.wav spray.wav f-hammer.wav m-hammer.wav f-spray.wav m-spray.wav

6 spray.avi spray.wav hammer.wav f-spray.wav m-spray.wav f-hammer.wav m-hammer.wav

7 iron.avi iron.wav whisk.wav f-iron.wav m-iron.wav f-whisk.wav m-whisk.wav

7 whisk.avi whisk.wav iron.wav f-whisk.wav m-whisk.wav f-iron.wav m-iron.wav

8 knock.avi knock.wav write.wav f-knock.wav m-knock.wav f-write.wav m-write.wav

8 write.avi write.wav knock.wav f-write.wav m-write.wav f-knock.wav m-knock.wav

10 light.avi light.wav steer.wav f-light.wav m-light.wav f-steer.wav m-steer.wav

10 steer.avi steer.wav light.wav f-steer.wav m-steer.wav f-light.wav m-light.wav

12 open.avi open.wav wash.wav f-open.wav m-open.wav f-wash.wav m-wash.wav

12 wash.avi wash.wav open.wav f-wash.wav m-wash.wav f-open.wav m-open.wav

13 peel.avi peel.wav throw.wav f-peel.wav m-peel.wav f-throw.wav m-throw.wav

13 throw.avi throw.wav peel.wav f-throw.wav m-throw.wav f-peel.wav m-peel.wav

14 saw.avi saw.wav type.wav f-saw.wav m-saw.wav f-type.wav m-type.wav

14 type.avi type.wav saw.wav f-type.wav m-type.wav f-saw.wav m-saw.wav

15 pull.avi pull.wav scrub.wav f-pull.wav m-pull.wav f-scrub.wav m-scrub.wav

15 scrub.avi scrub.wav pull.wav f-scrub.wav m-scrub.wav f-pull.wav m-pull.wav

17 vacuum.avi vacuum.wav weigh.wav f-vacuum.wav m-vacuum.wav f-weigh.wav m-weigh.wav

17 weigh.avi weigh.wav vacuum.wav f-weigh.wav m-weigh.wav f-vacuum.wav m-vacuum.wav

18 swipe.avi swipe.wav zip.wav f-swipe.wav m-swipe.wav f-zip.wav m-zip.wav

18 zip.avi zip.wav swipe.wav f-zip.wav m-zip.wav f-swipe.wav m-swipe.wav

19 shake.avi shake.wav turn.wav f-shake.wav m-shake.wav f-turn.wav m-turn.wav

19 turn.avi turn.wav shake.wav f-turn.wav m-turn.wav f-shake.wav m-shake.wav

20 sharpen.avi sharpen.wav wipe.wav f-sharpen.wav m-sharpen.wav f-wipe.wav m-wipe.wav

20 wipe.avi wipe.wav sharpen.wav f-wipe.wav m-wipe.wav f-sharpen.wav m-sharpen.wav



II 
 

Appendix B Duration of the videos and audios used as experimental stimulus 
 

 

 

 

 

 

 

 

 

Audio_F ms Video_F ms Audio_M ms Video_M ms Audio_Mean Video_Mean

f-break 370 f-break 1520 m-break 410 m-break 1680 390 1600

f-close 604 f-close 1840 m-close 577 m-close 1960 591 1900

f-cut 472 f-cut 1320 m-cut 439 m-cut 2000 456 1660

f-dial 478 f-dial 1920 m-dial 501 m-dial 2120 490 2020

f-flip 452 f-flip 1400 f-flip 510 f-flip 2040 481 1720

f-hammer 393 f-hammer 1520 m-hammar 461 m-hammar 1720 427 1620

f-iron 530 f-iron 2040 m-iron 491 m-iron 2040 511 2040

f-knock 510 f-knock 1480 m-knock 475 m-knock 1200 493 1340

f-light 603 f-light 2120 m-light 555 m-light 1720 579 1920

f-open 563 f-open 1520 m-open 529 m-open 2240 546 1880

f-peel 488 f-peel 2040 m-peel 539 m-peel 3120 514 2580

f-pull 375 f-pull 1160 m-pull 464 m-pull 1560 420 1360

f-saw 570 f-saw 1600 m-saw 623 m-saw 1880 597 1740

f-scrub 557 f-scrub 1800 m-scrub 624 m-scrub 1680 591 1740

f-sew 535 f-sew 1880 m-sew 633 m-sew 2280 584 2080

f-shake 702 f-shake 2120 m-shake 629 m-shake 1640 666 1880

f-sharpen 687 f-sharpen 1320 m-sharpen 754 m-sharpen 2160 721 1740

f-spary 628 f-spary 1480 m-spary 799 m-spary 2000 714 1740

f-spread 652 f-spread 1600 m-spread 795 m-spread 2240 724 1920

f-steer 587 f-steer 1440 m-steer 693 m-steer 2200 640 1820

f-stir 626 f-stir 1600 m-stir 779 m-stir 2160 703 1880

f-swipe 607 f-swipe 1680 m-swipe 757 m-swipe 2320 682 2000

f-throw 653 f-throw 1120 m-throw 595 m-throw 1680 624 1400

f-turn 610 f-turn 1360 m-turn 608 m-turn 1920 609 1640

f-type 824 f-type 1600 m-type 464 m-type 1840 644 1720

f-vacuume 867 f-vacuume 1640 m-vacuume 768 m-vacuume 2720 818 2180

f-wash 617 f-wash 1680 m-wash 634 m-wash 2720 626 2200

f-weight 485 f-weight 1680 m-weigh 581 m-weigh 2560 533 2120

f-whisk 618 f-whisk 1800 m-whisk 497 m-whisk 2160 558 1980

f-wipe 574 f-wipe 1560 m-wipe 632 m-wipe 2320 603 1940

f-write 681 f-write 1560 m-write 633 m-write 1640 657 1600

f-zip 681 f-zip 1480 m-zip 545 m-zip 1920 613 1700

Mean±SD(ms) 581±113 1621±255 594±112 2045±389 588±99 1833±259
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Appendix C Practicing experimental stimulus 

 

 

Appendix D Deleted experimental stimulus 

 

Appendix E Brain coordinates 
Holle et al. 2010, table1, GSgood∩Gsmod, n=16,MNI 

    
51 -33 3 rMTG/STG 

      
-48 -39 3 LMTG 

      
Green et al. 2009,table1, German unrelated>German iconic,n=16,MNI 

   
-60 16 24 LIFG 

      
-60 -60 -4 LMTG 

      
-44 -36 40 l inferior parietal lobule 

    
48 32 12 r inferior frontal gyrus 

    
52 -36 36 r supramarginal gyrus 

    
8 20 56 r/l vsupplementary motor area 

   
44 12 48 r middle frontal gyrus 

    
8 -36 56 r paracental lobule 

     
-20 -12 -16 I hippocampus 

     
Straube et al. 2010, table3,( IC>S∩IC>GI)∩G∩S,n=17.MNI 

    
-56 -52 12 LMTG 

      

pair video sound-c sound-inc sound-c-f sound-c-m sound-i-f sound-i-m

22 squeeze.avi squeeze.wav wring.wav f-squeeze.wav m-squeeze.wav f-wring.wav m-wring.wav

22 wring.avi wring.wav squeeze.wav f-wring.wav m-wring.wav f-squeeze.wav m-squeeze.wav

pair video sound-c sound-inc sound-c-f sound-c-m sound-i-f sound-i-m

2 chop.avi chop.wav mow.wav f-chop.wav m-chop.wav f-mow.wav m-mow.wav

2 mow.avi mow.wav chop.wav f-mow.wav m-mow.wav f-chop.wav m-chop.wav

9 lift.avi lift.wav stab.wav f-lift.wav m-lift.wav f-stab.wav m-stab.wav

9 stab.avi stab.wav lift.wav f-stab.wav m-stab.wav f-lift.wav m-lift.wav

11 slap.avi slap.wav lock.wav f-slap.wav m-slap.wav f-lock.wav m-lock.wav

11 unscrew.avi unscrew.wav close.wav f-unscrew.wav m-unscrew.wav f-close.wav m-close.wav

17 sweep.avi sweep.wav tear.wav f-sweep.wav m-sweep.wav f-tear.wav m-tear.wav

17 tear.avi tear.wav sweep.wav f-tear.wav m-tear.wav f-sweep.wav m-sweep.wav
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56 -36 12 RSTG 

      
Willems et al. 2006,table3 Gmismatch>Gcorrect(global), n=16, Talairach 

   
-46.46 28.67 26.54 LIFG 

    
-32.32 -48.96 31.15 left intraparietal sulcus(anterior)  

-19.2 -66.52 31.32 left intraparietal sulcus(posterior) 

 
Willems et al. 2006,table3 Lmismatch>Lcorrect(global), n=16, Talairach 

   
-43 12 24 l inferior frontal sulcus 

  
-33 -65 35 l intraparietal sulcus(posterior) 

 
-52 -50 4 l superior temporal sulcus 

  
Willems et al. 2009,table4, 0<G-video<G-bimodal>G-audio>0, n=20, MNI 

  
-52 -56 6 LpSTS 

      
58 -36 18 RpSTS 

      
-46 10 24 LIFG 

      
-46 22 24 LIFG 

      
14 -92 -2 r inferior occipital sulcus 

    
4 -92 -2 r inferior occipital sulcus 

    
-24 -76 -10 l inferior occipital sulcus 

    
Willems et al. 2009, table4, 0<pant-video<pant-bimodal>pant-audio>0, n=20, MNI 

  
-48 -54 8 l pSTS 

      
62 -36 18 r pSTS 

      
58 -52 10 r pSTS 

      
-40 10 26 l IFG 

      
Holle et al. 2008, table2, Dominant>Grooming, n=17, MNI 

    
-8 45 36 left medial middle frontal gyrus 

   
49 3 36 right precentral sulcus 

    
-47 3 33 left precentral sulcus 

    



V 
 

58 -36 30 

right inferior parietal 

lobule 

    
-59 -36 33 left inferior parietal lobule 

    
34 -39 42 right fusiform gyrus 

     
-50 -54 15 left posterior STS 

     

-38 -75 24 

lateral middle occipital 

gyrus 

    
37 -48 -6 right fusiform gyrus 

     
-8 -96 9 left medial middle occipital gyrus 

   
Holle et al. 2008, table2, Subordinate>Grooming, n=17,MNI 

    
-47 6 27 left precentral sulcus 

    
55 -24 39 r inferior parietal lobule 

    
-56 -36 33 left inferior parietal lobule 

    
43 0 27 r precentral sulcus 

     
-41 -51 -9 l fusiform gyrus 

     
-53 -72 12 occipito-temporal junction 

    
40 -48 -9 right fusiform gyrus 

     
-47 -57 12 posterior STS 

     
Dick et al. 2012,table1,(G+nonspecific L(supplemental)>G+specific L(redundant))>(nons L>s L), 

n=17,Talairach  

-54 -59 1 left MTG 

    
-14 -95 -12 l Lingual gyrus 

   
-53 20 18 LIFG 

    
 


