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Abstract 

Pervasive wireless communications rely enormously on spectrum utilization; the 

increase in demand for new wireless services and their application has led to spectrum 

scarcity. Spectrum limitations can be resolved by cognitive radio (CR) which is a 

technology that allows secondary users (SUs) to use the spectrum when it is not 

occupied by primary users (PUs). In this thesis, the security issues that decrease CR 

performance are discussed; there are two major threats i.e. primary user emulation 

attack (PUEA) and spectrum sensing data falsification attack (SSDF). 

Firstly, the CR network (CRN) is simulated whereby PUs and SUs are presented in the 

system with the presence of multiple malicious users that are randomly located within a 

circle of radius (R). The simulation results, based on an analytical model, show that the 

false alarm probability is significantly affected by the network radius Rand malicious 

users' number, and it is proved that there is a range of R over which the PUEAs are 

most successful. Secondly, a transmitter verification scheme (direct scheme) and 

indirect trust scheme that considers the users' history are presented; the results proved 

that if the signal to noise ratio (SNR) is raised, correspondingly the t:rnstworthiness of 

the PU is considerably increased. Based on these two schemes, the trnstworthiness of 

the PU is much higher than that of the malicious user and because the indirect scheme 

considers the historical behaviour of the user, it improves the user's trustworthiness. 

Finally, cooperative spectrum sensing (CSS) approaches are proposed, namely, a trust 

based approach, a punishment based approach and a dedicated punishment based 

approach. It is proved that these proposed CSS approaches outperform the traditional 

majority scheme despite a high number of malicious users. In addition, the dedicated 

punishment approaches which punish only the malicious users outperform the other 

approaches. 
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l Introduction 

Cognitive radio (CR) is the key technology that allows users to access dynamically the 

available spectral opportunities without any interference. The fundamental objective of 

CR is to enable an efficient utilisation of the wireless spectrum through a highly 

reliable approach. Through this approach, spectrum holes will be identified and 

therefore the available spectrum and the appropriate transmitting parameters can be 

selected. 

Primary users (PUs) can be defined as wireless devices that have a prior access to 

operate in a specific spectrum band. However, their communication should not be 

interrupted or interfered with by any other users. Therefore, CR users must be able to 

sense the spectrum and utilise the unused bands in an opportunistic manner [lJ [2]. In 

the literature, CR users are also referred to as secondary users (SUs ). 

Thus spectrum sensing is the key technology that enables the efficient operation of 

both the PU and the CR users. Recently, the security issues of CR networks (CRNs) 

have drawn more and more research attention. Due to the intrinsic properties of the CR 

paradigm, which produce new threats and challenges to wireless communications, the 

potential security vulnerabilities and mitigation techniques are discussed in this thesis, 

and also the background, motivation and advances of CR technology are introduced. 

Some techniques to improve the detection performance and mitigate threats in CRN are 

proposed. Signal detection is achieved based on an analytical model and also using a 
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transmitter location verification scheme. Moreover, a cooperative spectrum sensing 

(CSS) technique based on trust management is proposed. 

1.1 Motivation 

The main aim of CR is to improve spectrum utilisation by opportunistically accessing 

the licensed spectnun without causing interference to the licensed users. The spectrum 

can be sensed based on many approaches, e.g. energy detection methods [3], matched� 

filtered detection methods [4] and cyclostationary detection methods [5]. 

Tiie design of CRNs has led to new threats because there are some malicious users that 

aim to emulate the characteristics of the PU to gain a priority access to a channel used 

by another SU. Such attacks by malicious users are called primary user emulation 

attacks (PUEAs). There is another scenario that occurs in CR because of a shadowing 

or fading between the users, which causes uncertainty as to whether there is a signal 

from the PU or whether it is a white space [6]. This uncertainty problem can be 

mitigated by CSS to make a final decision about the spectrum availability [7] [8]. 

Mit igating these issues presents the main motivation of this thesis and, therefore, 

approaches to improve the security of CRNs and to increase detection perfonnance are 

proposed for robust and secure access. 

1.2 Objectives and Contributions 

1.2.1 Objectives 

This thesis aims to study the detection performance of CR and to improve spectrum 

utilisation and the efficiency of spectrum usage, focusing on security aspects in terms 
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of mitigating vulnerability and threats. More specifically, the study has the following 

objectives: 

../ Considering security problems arising from a PUEA in CRNs, investigate the 

impact of this attack on CRNs and develop a detection approach based on an 

analytical model. 

,/ Improving trustworthiness among nodes in CRNs by generating users' trust 

values and considering the historical behaviour of users in the system . 

../ Developing an efficient CSS scheme based on users' trust and punishment 

approaches imposed on the users in a CRN. 

1.2.2 Key Contributions 

In this thesis, several security aspects of CR systems are investigated. The performance 

of detection schemes have been improved, not only on the detection performance 

aspects but also in tenns of the impact of threats on CRN. 

Tiie main contributions of this thesis are summarised as follows:

•:• PUEA Remedy based on an Analytical Model: 

The Neyman-Pearson composite hypothesis test (NPCHT) is used in this work 

to overcome the security threats and detect the PUEA by examination of the 

probability density function (PDF) of the received signals. Based on these 

PDFs, the probability of a successful PUEA (False Alarm) and the probability 

of a missed detection are obtained. 
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•!• Trust Management Mechanism for the Detection of PUEA 

based on the Localization of Signal Source: 

To ensure the trustworthiness among nodes in CRN, a mitigation technique 

for a PUEA is proposed. This technique depends on the Localization of the 

signal source. Also, this approach uses a trust mechanism for the detection of 

a PUEA. The security algorithm presented for improving the user's 

trustworthiness introduces direct and indirect trust models. 

•!• Trust and Punishment based Approaches for Secure Spectrum 

Access in CSS. 

To improve spectrum utilisation, detection performance and the efficiency of 

spectrum usage, a CSS scheme based on trust and punishment approaches is 

investigated. The users make local decisions on the presence or absence of the 

PU signal, and then the fusion centre (FC) makes the final decision about the 

spectrum status. Based on these approaches, the mechanism can improve the 

security of the CRN and increase the sensing perfonnance. 

1.3 Thesis Outline 

Chapter 2: 

The remainder of this thesis is organised as follows: 

Chapter 2 introduces the basic concepts of CRN, including their design 

and operational challenges. It presents a review of the technical 

challenges, such as spectrum sharing and access methods, and how 

these relate to dynamic spectrum access (DSA). 
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Chapter 3: 
Chapter 3 summarises the security challenges in CRNs and the current 

Chapter 4: 

Chapter 5: 

Chapter 6: 

methods used in spectrum sensing for the detection and mitigation of 

threats. 

This chapter focuses on the security problems arising from a PUEA in 

CRNs. The impact of this type of attack on CRNs is studied, and 

detection approaches are also investigated. The NPCHT is used to detect 

the PUEAs. 

This chapter is concemed with ensunng the trustworthiness among 

nodes in CRN. Two trust management schemes are proposed, namely, 

direct and indirect trust schemes. The direct scheme obtains trust values 

based only on the Localization of the signal source; it takes advantage 

of the fact that it is not possible for the malicious user to mimic both the 

coordinates and the power level of a PU. While the indirect trust model 

combines the direct trusts and the historical trust values. 

To improve the spectrum utilisation, the detection performance and the 

efficiency of spectrum usage, a CSS scheme is proposed based on trust 

and punishment approaches. The users make local decisions on the 

presence or absence of a PU signal, and then the FC makes the final 

decision about the spectrum status. Based on these approaches, the 

mechanism can improve the security of the CRN and increase the 

sensing performance. 
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Chapter 7: 
The conclusion, work limitations, bibliography and appendices are 

presented in this chapter. 
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2 Cognitive Radio 

2.1 Background 

CR was conceived in 1998 by Mitola [l]. CR can be defined as a radio system that 

considers its surrounding environment via the functions of sensing and learning, and it 

has the capability of changing its parameters dynamically and independently [2] [9]. 

The main objective of CR is to improve spectrum usage using the idea of sharing the 

spectrum with the PU without any interference. Thus, the SU must vacate the channel 

whenever the PU needs to transmit again. 

CR has two distinctive characteristics, namely cognitive capability and configurability, 

which allow the CR to interact in real time and find the communication criterion 

according to the quality of service (QoS) [10]. The capability is defined as the ability to 

sense the surrounding radio environment, analyse the acquired information and 

accordingly identify the best available spectrum bands for operation. The 

configurability can be defined as the SU's ability to adopt its operational parameters 

such as the transmit.power, carrier frequency, bandwidth and modulation strategy, 

based on the data collected from the surrounding environment and subsequently the SU 

can operate optimally in the candidate spectrum bands. 

2.2 Why is Cognitive Radio? 

If the scarcity of spectrum availability is artificial, as many researchers believe, then 

this misconception is strengthened by the FCC frequency chart [11] and Ofcom [12}, 
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which show multiple allocations over all of the frequency bands. On the other hand, a 

large portion of the assigned spectrum is only used sporadically. 

Also, some measurements of the spectrum occupancy are obtained in the Hull area, 

which shows the usage of the spectrum. The measurement equipment employed in this 

study is illustrated in Figure 2.1. A bilog antenna CBL 6143, with a frequency range of 

30 to 3000 MHz, fed the received signal to an agilent E4407B spectrum analyser. The 

spectrum analyser converted the received signal into power versus frequency traces 

using an internal mixer, sampler, and a computational fast-fourier transform (FFT) 

engine. The traces collected from the spectrum analyser were transferred to a desktop 

computer by a general-purpose interface bus (GPIB), where the raw data was stored 

[13]. 

Figure 2.1 Equipment for spectrum occupancy measurement [ 13 J 

Figure 2.2 shows the measured received power versus frequency plot for the whole 

frequency range of the measurement (180 MHz to 2700 MHz). It is clear that the 

spectrum usage is concentrated on certain portions of the spectrum, while a significant 

amount of the spectrum remains unutilized. This appears to be a contradiction to the 

concern of spectrum shortage, since in fact there is an abundant amount of spectrum, 
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and the spectrum shortage 1s partially an artifact of the regulatory and licensing 

process 
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Figu.re 2.2 Received power versus frequency band (80MHz-2700MHz) 

Therefore, the spectral efficiency can benefit from the dynamic reuse of the available 

spectrum. Such improved usage could break the current spectrum availability 

bottleneck. 
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2.3 CR Functions 

The cognitive cycle in Figure 2.3 below illustrates how the basic functions of CR work. 

Transmission freq. 
power. rate, ... 

, ... 
-

Real time. low 
power. wideband 

Best course of 
action 

Identify 
Opportunities 

Figure 2.3 Functional architecture of a CR cycle 

The duty cycle above contains the following major steps: 

A. Spectrum sensing

Spectrum sensing can be defined as the ability of the CR to sense the amount of

electromagnetic field in different spectrum bands and calculate some

parameters such as the power level. In this step, the radio environment is

constantly monitored, and spectrum holes are detected by a CR. In order to

improve the usage of the spectrum, CR must monitor the whole of the bands

rather than finding only the spectrum holes.

Spectrum sensing can be performed on a non-cooperative basis using energy 

detection [3], cyclostationary feature detection [5) and Matched Filter [14]. 

Recently, CSS has been used heavily because of its high performance in terms 

of detection accuracy [15). 
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B. Spectrum analysis

The spectrum is analysed in order to estimate the spectrum holes (spectral

opportunities) that can be used without harm to the PUs. Spectrum analysis

aims to determine if the QoS parameters (e.g., mean delay, packet loss

probability) are provided for CR users. The data on the spectrum holes is

analysed in order to estimate the interference level and the channel capacity

which is then forwarded to the spectrum decision stage {16].

C. Spectrum access decision

After the spectrum is sensed and analysed, the next step is to take a decision

about the availability of the spectrum i.e. finding the spectrum band to use.

Some parameters need to be known in order to transmit without interference;

these parameters include the transmission start time, the transmission power

mid the modulation rate [ 16].

2.4 Static Spectrum Access vs. Dynamic Spectrum Access 

One of the reasons behind the spectrum shortage is using the radio resource based on a 

fixed allocation which is known as static spectrum access. In order to solve this issue, 

dynamic spectrum access (DSA) is used because it deals with the limited spectrum by 

allowing the SUs to access the PUs bands opportunistically [17]. 

Figure 2.4 illustrates the concept of spectrum holes in DSA. Spectral holes are also 

known as white spaces, which can be defined as the bands that can be used without any 

interference. 
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Figure 2.4 Concept of a spectrum hole [18] 

An example of DSA is explained in Figure 2.5, where there are SUs present along 

with the primary transmitters PTl and PT2 in the network. Because the coverage of 

the PUs PTl and PT2 is accessible by CRl and CR2, both users CRl and CR2 can 

access the band if the PUs PTl and PT2 are not using it. The CRs always check to 

verify if the channel is still unused by the PUs, otherwise they must stop the 

transmission and look for another channel to use. 

Two interference categories can be mitigated by DSA, namely hannful interference 

from malfunctioning devices and harmful intetference from malicious nodes [19]. 

-------- -- -----
·-.

·-- ·-- ----

/ 
,' 

Figure 2.5 Coexistence of multiple primary and SU networks {20} 
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2.5 Approaches to Spectrum Sensing 

Because spectrum sensing is a vital function in CR, it must be very accurate to avoid 

causing interference. There are two approaches to achieve this function. Firstly, there is 

transmitter detection, which is classed as a non-cooperation approach. In this approach, 

there are three widely used methods, i.e. matched filter, energy detection and 

cyclostationary detection. The second approach is called cooperative detection, and 

uses either a decision fusion method or a data fusion method [21]. These methods are 

explained in detail in the following sections. Spectrum sensing algorithms can be 

classified as shown in Figure 2.6. 

r 
Matched 

Filter 

Transmitter 
Detection 

(Non-cooperation) 

Energy 
Detection 

Spectrum Sensing 

t 

l l 

Cooperative 
Detection 

Figure 2. 6 Spectrum sensing algorithms 
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2.5.J Aspects and Methods of Non-CSS techniques 

A. Spectrum Sensing using Matched Filter Detection

Matched filter detection needs prior information about the PU, for example the SU

must know the type of modulation, packet format, and the pulse shape. If this

infotmation is inaccurate, the sensing result and the performance of this scheme will

be poor. A block diagram for the matched filter approach is shown in Figure 2.7(a).

The main advantage of this scheme is that it produces a good sensing result in a

short sensing time [ 14].

B. Spectrum Sensing using Energy Detection

The energy detection approach does not require prior knowledge about the PUs,

which was the main requirement in the matched filter approach. The main advantage

of this method is that it has a relatively low implementation and computational cost

[22]. On the other hand, the drawbacks of energy detection are its low detection

performance when the signal to noise ratio (SNR) is low, so it cannot distinguish

between the PU's signals and interference from other CDs [23]. Figure 2.7(b)

illustrates the block diagram of the energy detection approach.

C. Spectrum Sensing using Cyclostationary Detection

In this kind of detection, the cyclostationary feature of the received signal statistics

is considered for spectrum sensing. Transmitted signals are generally modulated

signals with certain carriers, pulse trains, repeating spreading, hopping sequences or

cyclic prefixes, with inherent periodicities. This method can be used to differentiate

between the PU signals and the noise signal because the statistics of the PU signal

possess cyclostationary features while the noise signal is a stationary process with no
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such feature [ 1 O]. The block diagram of cyclostationary detection is shown in Figure 

2.7(c). This method of detection is considered robust to noise uncertainty, so its 

performance is good even in very low SNR regimes. There are some disadvantages 

in feature detection, for example, it needs the knowledge of the PU's cyclic 

frequency, and this is not realistic for many applications of CR. 

In comparison with energy detection, cyclostationary detection performs the 

transformation from the time domain (TD) into the frequency domain (FD) in order 

to produce the hypothesis in the new domain. Because of these calculations, the 

computational cost of this approach is high. 
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Figure 2. 7 (a) matched filter, (b) energy detection, and 

(c) cyclostationary detection block diagrams

A summary of the advantages and disadvantages of spectrum sensing algorithms is 

given in Table 2.1. 
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Table 2.1 Summary of the advantages and disadvantages of spectrum sensing 

algorithms 

Spectrum sensing Advantages Disadvantages 

algorithm 

Matched filter Optimal perfonnance - Low computational Requires prior 
cost information of the PU 

Energy detection Does not require prior information - Low Poor performance for 
computational cos low SNR - Cannot 

differentiate users 

Cyclostationary Valid in low SNR region - Robust against Requires partial prior 
feature interference information - High 

computational cost 

2.6 Traditional Spectrum Sensing Challenges 

Detection performance greatly depends on many factors. The most frequently found 

problems are multipath fading, shadowing, and the receiver uncertainty problem. 

Detection performance is evaluated based on the probabilities of false alarms and 

missed detections. A false alarm occurs when an SU concludes that a PU uses the 

spectrum but actually the spectrum is not in use by a PU. On the other hand, a missed 

detection occurs when the SU declares that the PU is absent but actually the spectrum 

is occupied by the PU. Both missed detection and false alarms reduce the spectrum 

efficiency. 

Hidden PU issue: As shown in Figure 2.8, this problem occurs when a CR user causes 

interference to the PU (receiver) and this is because the signal of the primary 

transmitter (Tx) could not be detected because of the locations of the devices. 
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Multipath and Shadowing Issue: The multipath issue occurs if multiple attenuated 

copies of the PU signal are presented, so the PU's signal cannot be conectly detected. 

The shadowing issue always happens when an object like a building blocks the PU 

signal. 

2.6.1 Radio Wave Propagation 

One of the fundamental limitations of the wireless radio channel is the propagation that 

affects the performance of wireless communications systems. The transmitted signals 

incur path loss as electromagnetic waves propagate from source to destination. The 

major categories of radio propagation can be given as follows: 

• Free Space Propagation

Because both the transmitter and receiver have a clear line of sight path between them 

in the free space model as shown in Figure 2.9, so only the distance between them 

affects the way in which the field strength reduces. This model is used for simple path 
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loss estimations because of its simple form and limited number of required parameters 

[24][25]. 

Transm1ucr 
Receiver 

Figure 2. 9 Free space model 

The Friis transmission equation, which calculates the received signal power according 

to the signal loss in free space, is given as: 

2.1 

P1 is the transmitted power, Pr is the received power, G1 and Gr are the transmit and 

receive antenna gains, ,1. * is the wavelength ,1. • = c/f, c = speed of light, and f =

frequency, d is the distance between the transmitter and receiver, P1 and Pr are in the 

same units, and G1 and Gr are dimensionless quantities. 

It is common to select G1
=Gr

=l in simulation. The free space propagation can also be 

estimated in relation to a reference point do as shown in Figure 2.1 O; a typical value for 

do is Im to 1km [26). 

fransm1tter 

P Pr 
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L___) 

y� 

Figure 2.10 Free space model with a reference point 
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K: Constant path-loss factor, do: a reference point 

• Ground Wave Propagation

2.2 

The two-ray model is one of the ray tracing models that predicts signal variation 

resulting from ground reflection. The two-ray model is used when a single ground 

reflection dominates the multipath effect. Both the direct path and the ground reflection 

path are considered in the two-ray ground reflection model. This model gives a more 

accurate prediction at a long distance than the free space model [27]. If dis the distance 

between the transmitter and the receiver, the received power at distanced is: 

2.3 

where he and hr are the heights of the transmit and receive antennas respectively, and 

L is the system loss. 

Generally, the following simplified model for path Joss as a function of distance is 

commonly used for a system design: 

2.4 

Y is the path loss exponent, which depends on the propagation environment; for 

example, propagation that approximately follows a free-space or two-ray model is set 

to 2 or 4 respectively. K is the Constant path-loss factor, and do is a reference point. 

Table 2.2 shows the typical path loss exponent for different environments. 
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Table 2.2: Typical path loss exponents 

Environment Path loss exponent , � 

Free space 
Urban area 2.7 to 3.5 

Suburban area 3 to 5 
Indoor (line-of-sight) 1.6 to 1.8 

• Shadow Fading

In wireless communication, fading is the variation of the signal strength with respect to 

time/distance. Fading in the wireless environment is caused by multipath propagation 

and the mobility of objects. It is not only the path loss that affects the received signals, 

but also a signal will typically experience random variation due to blockage from 

objects in the signal's path. So a model that considers the random attenuation due to 

these effects is also needed. Because the location and size of the blocking objects, as 

well as the changes in reflecting surfaces and scattering objects that cause the random 

attenuation are generally unknown, statistical models are widely used to characterise 

this attenuation. The log-normal shadowing model is the most frequently used model 

for this additional attenuation; [28] [29] confirm that the log-normal shadowing is an 

accurate model in both outdoor and indoor radio propagation environments. 

The log-normal shadowing model is a statistical model for variations in the received 

signal amplitude due to blockage [30]. It is used in the far field region of the 

transmitter, if PL(do) is the path loss measured in dB at a distance do from the 

transmitter, then the path loss (the loss in signal power measured in dB when moving 

from distance do to d) at an arbitrary distance d > d0 is given by; 
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PL
d
.�/dB)= PL(d0)+10nlog

10
(d I d0 ) +x 

PL (do)= Path loss in dB at a distance do 

PL (d>d0) = Path loss in dB at an arbitrary distanced 

n = Path loss exponent 

2.5 

x. = A zero-mean Gaussian distributed random variable (in dB) with standard deviation

cr. If there is no shadowing effect, then X is zero. 

2. 7 Cooperation and Local Spectrum Sensing

CSS is important approach in CR networks because multiple users are incorporated for 

PU detection [31]. By this approach, the accuracy and reliability of PU detection is 

increased. Furthermore the fading, shadowing and model uncertainties issues can be 

solved and, consequently, it reduces the required sensing time [32][33]. 

Centralised CSS 

In this method, the FC is used to collect sensing information from the CUs and identify 

the spectrum availability, and then control the CR traffic (34] [35]. Figure 2.ll(a) 

shows an example of a centralised CSS where five users, CRl, CR2, CR3, CR4 and 

CR5, fot:Ward their local spectrum sensing information to the FC in order to take a 

decision about the PU activity. 
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Figure 2.11 Cooperative sensing: (a) centralized, (b) distributed [36] 

Decentralised CSS 

The main idea in decentralised CSS is that CUs perform their local sensing and share 

the local sensing outcome with others [3 7] [38]. As in Figure 2.11 (b), each CR user 

sends its own sensing data to other users, combines its data with the received sensing 

data from other users, and decides whether or not the PU is present by using a local 

criterion. 

Great improvements in system performance can be achieved using the CSS because: 

a) The hidden node problem is reduced significantly compared to traditional

spectrum sensing.

b) More accurate signal detection is achieved and false alanns are decreased.

Although the CSS has good performance, there are some disadvantages m CSS 

approaches such as: 
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a) Channels that are dedicated to control information transmission can face the

problems of unce11ainty and other issues, thus the performance of CSS will be

greatly decreased (in some circumstances). 

b)The CUs send their sensing data to each other or to the BS, and this leads to a

cooperative overhead.

c)The global decision reliability decreases if the set of local decisions includes

some of low reliability and are combined to make a global decision at the FC.

Generally, CSS algorithms can be categorised into data fusion and decision fusion, 

depending upon which type of sensing data is transmitted to the FC [38] [39]. 

2.8 Fusion Rules in Cooperative Spectrum Sensing 

2.8.1 Decision Fusion 

This approach uses the decisions of each user rather than the whole data. Each user in 

the network transfers its one�bit final decision to the FC. The FC then deploys a 

specific fusion rule to make the final decision [40]. These rules use 1 for signal present 

and O for signal absent. There is no other information available for the FC. 

The section below describes the decision fusion rules commonly used for taking 

decision in spectrum sensing. 

•!• Logic OR Rule 

In the OR rule, the final decision of the FC is a logical one (1) when any local decision 

sent to the FC is a logical one (1) [41]. The probabilities of false alarm and detection 

can be given by: 
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where I-/ and P) denote the probabilities of false alarm and detection in the CR node i,

respectively. 

•!• Logic AND Rule 

The final decision of the FC is a logical one (1) when all local decisions sent to the FC 

are a logical one (1) [42]. The probabilities of false alam1 and detection can be given 

by: 

q = IT<�' l
iee] 

2.8 

� =1-fl(J;') 2.9 

je,j 

•) C-out-of�V Logic Rule 

The final decision is the logic "l" only if c or more than c CRs decide "I", where c E 

[1, v}. If the decisions from the v CRs are independent [43], so the probabilities of false 

alarm and detection can be given as: 

2.10 

2.11 
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Obviously, this fusion rule includes the logical OR rule (C = 1), and the logical AND 

rule (C = v) as special cases. Also the majority rule is a special case of the voting rule 

forV- C/2. 

2.8.2 Data Fusion 

In this fusion method, the CUs send all local sensing samples or their test statistics to

the BS, so advanced signal processing methods can be applied. The shared infonnation 

can be combined using different techniques such as selection combining SC [44], 

maximum ratio combining MRC [44] and square law combining SLC [45]. The 

disadvantage of data fusion methods is that they incur a bandwidth overhead due to the 

control channel and they need more computational resources in both the CRs and the 

FS. 

2.9 Why we Need to Measure and Evaluate the 

Trustworthiness of CU,? 

Trust and reliability management is having an increasing influence on CR networks; 

therefore, efforts have been made to establish trust management in CSS. 

The performance of CSS is highly dependent on the process of data fusion and user's 

trustworthiness. That is, when the trust value of SUs is evaluated, a higher detection 

probability should be guaranteed in the process of sensing data [ 46]. 

The user's trustworthiness is important for the following reasons: 

• It represents how reliable the information is from corresponding CUs, which is

called the authenticity of the user information.
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• The trustworthiness helps the assessment of how reliable the CUs are, and so it

can be taken into account while deciding punitive or rewarding policies for

CUs. 

• In CR communication, the trust values of users are usually calculated based on

the relevant sensing information in order to classify the SU behaviour.

43 



3 Security Challenges in CR Networks 

In CRN, the major function of the physical layer is in detecting the available spectrum 

correctly and quickly for data transmission. This is a prerequisite for robust spectrum 

sensing and must be performed without causing any interference. Therefore, the 

operational and security aspects of CR have gained a great deal of attention. 

The reasons that cause the CR to be vulnerable to new kinds of security threats are: 

The open and dynamic features of CRNs make CR systems more vulnerable to 

various malicious attacks. These attacks can be jamming, PUEA and spectrum 

sensing data falsification (SSDF) [47] [48]. 

Because CRNs share some features with conventional wireless networks, it is 

necessary to deal with the conventional wireless security risks in addition to the 

threats targeted at the CR features. Conventional risks include MAC spoofing and 

Denial of Service [49]. 

Based on these vulnerabilities, counter�measures are needed to make CRNs robust 

and secure against any kind of threat. 

3.1 Security Awareness in CRNs 

Each spectrum function in CR has its specific threats that can affect CR performance. 

Therefore, attacks can be classed according to the functional objective [50), for 

example: 
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1. For the spectrum sensing function, the attacker can change the parameters of the

spectrum (e.g., transmit power, canier frequency, and modulation strategy).

2. For the spectrum access decision function, the attacker aims to manipulate the

parameters of the objective function.

3. Providing false information in the case of the learning function; this incorrect

information, for example about the PU's current and past behaviours, causes

incorrect decisions to be made.

4. Exploiting spectrum mobility. The hand-off process makes the user vacate the

current spectrum band and move to a new available spectrum band; during this

process, the security threats are severe [51).

3.2 Mitigating Threats in Cognitive Radio 

For any CRN, there are important and general steps to protect the CUs from attacks, 

these steps can be summarised as follows: 

The local observation about the surrounding environment must be authenticated by 

the SU. 

The SU must be able to co-operate with the other cognitive nodes. 

Considering the trustworthiness of the SU to degrade the effects of malicious 

users. 

In CRNs, the attacker aims to achieve one or more of the following objectives: 

Private data access: The attacker node attempts to access data with no 

authorisation; this problem can be solved by cryptographic methods. 
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Interference to the PU: The attacker aims to use the communication channel 

that is used by the PU, so denial of service occurs. 

Data modification: The data exchanged between some users is changed; in this 

case, the data integrity is affected. 

Missed detection: the SUs are prevented from using the available channels. 

Data falsification: In the CSS, some malicious users send wrong data to the 

cooperating nodes, so the CUs will follow the guidance of the attacker; this case 

needs an information authentication process. 

3.3 Literature Review ou CR Security 

In the literature, many developers have perfonned work on PU attack remedies. Chen 

[52] studied advanced PUEA and produced an outstanding approach to tackle this type

of attack when both the malicious user and the defender arc intelligent enough to 

obtain the surrounding infonnation of the environment. The work is based on learning 

strategy and estimation procedures. Also the authors Li and Hi [53] conducted studies 

on the effect of the PUEA on multiple channels CR, and they presented a mitigation 

approach known as the passive anti-jamming technique. In this approach, the SU 

selects a channel randomly in order to transit at each time; such an approach can face 

the PUEA statically. This is named the dogfight approach because of the computation 

between the malicious user and the defender. Also, the authors developed their work 

using multiple defenders and undefined channel statistics [54]. 

Several methods have been developed in the literature based on co-operative spectrum 

sensing. In [55], a method called the clustering-soften hard combination is presented to 

perform a great trade off between the overhead saving and the performance increase. 
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The cluster CSS has some disadvantages that occur when the SUs that have good 

location correlation are grouped into the same cluster in order to decrease the 

consumption of the energy for transitioning data to the cluster head (CH). 

Moreover, efforts have been made to establish trust management in CSS. In [56] the 

author presented a trustworthiness system, where the user's trusts were achieved 

according to the suspicion level. 

In [57], the authors propose a novel trust-aware hybrid spectrum sensing scheme, in 

which the Beta Reputation System is applied to construct the trust management model, 

and can detect misbehaving SUs and filter out their reported spectrnm sensing results 

from the decision making process. Zeng et al. proposed a reputation based CSS scheme 

in [ 4 7}. This scheme introduces a reputation-based mechanism to identify 

misbehaviours and mitigate their ham1ful effect on sensing performance. It is based on 

the fact that such a secure CSS is sensitive to the correctness of reputations, thus the 

reputation-based CSS with trusted nodes assistance starts with reliable CRs. The 

sensing information from other CRs is incorporated into co-operative sensing only 

when their reputation is verified, which increases the robustness of cooperative 

sensing. 

3.4 Threat Categorisation According to the Layers of 

Cognitive Networks 

The cognitive communication layout contains many layers, namely the physical layer, 

the link layer, the network layer and the transport layer. The function and objective of 

each layer explained in [58][59]. Figure 3.1 shows the cognitive communications 
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layout. The attacks on CR networks can be categorised according to the layers that they 

target. 

The names of the attacks in CR are assigned according to the layer; for example, the 

attacks that occur in the physical layer are called physical layer attacks, and the attacks 

that rely on the link layer are known as link layer attacks. By this classification of 

attacks, detection and defence approaches are taken. 
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3.4.1 Physical Layer Security 
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In the protocol stack, the physical layer is the interface to the medium of transmission. 

In CRNs, the physical layer is responsible for the following functions: 

Spectrum sensing: to sense the available channel to be used for transmission and to 

avoid interference with the PU. 

Channel estimation: in this stage, the channels are estimated via some parameters, for 

example, the bit rate and the transmission power. 
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Data transmission: the transmission of the data must be guaranteed without 

interference with the coexisting users. 

The security of the higher layers can be achieved via authentication and encryption 

approaches while the physical layer can be secured by different approaches such as use 

oflocation information [60]. In the following section, some threats and attacks that are 

associated with the physical layer are discussed. 

A. Primary User Emulation

To improve the performance of CR, all the users in the CR network must be evaluated 

to ensure that they are not adversary users aiming to use the resources of the specific 

channel and not to co-operate with other users in the cognitive network. Figure 3.2 

shows the principle of the PUEA, where the PU emulator mimics the spectral 

characteristics of the PU. 

PUEA motivation can be classified into two categories. Firstly, there is malicious 

PUEA, where the attacker aims to prevent the good SUs from using the available 

channel in the spectrum. Secondly, there is selfish PUEA, where the main objective of

this attack is to increase the share of the spectrum resources. Many malicious users can 

co-operate to conduct this attack and use a link between them to communicate. 

If the PUEA has some knowledge about the CRN, then a complicated attack can occur 

[61]. For example, the PUEA can use the quiet period in order to start an attack 

because at this time all the SUs stop transmitting in order to facilitate the spectrum 

sensing process, and during this time if any user receives signal strength beyond a 

specific threshold, this user is considered as a PU. 
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Figure 3.2 Concept of PUEA 

• Mitigations Against a PUEA

I 
I 

I 

There are some approaches that have been presented to identify and defend against this 

kind of attack; the transmission source needs to be identified, i.e. whether the signal 

source is from a malicious user or a good PU. One of these approaches to identify the 

user is to use a cryptographic authentication strategy, such as digital signatures [62). 

The location of the user can also be used to identify the signal source [63]. If the PU 

location is known and matches the location of the signal source, then the source of the 

signal is a good PU, but if the locations do not match, then it is considered a PUEA. 

To identify the location of the signal source, certain techniques can be used. For 

example, the distance difference test (DDT) uses a signal phase difference, but this 

approach has a disadvantage in that it needs a synchronisation process in all the 

location verifiers (L V s) which are difficult to implement in terms of cost. 

There is also another technique for localization that uses the time difference of arrival 

(TDOA) method and the frequency difference of arrival (FDOA). TDOA is 

implemented first to give some inputs to the FDOA, so the accurate location of the 

signal source is determined. 
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Also, the fingerprint procedure can be used to determine the transmitter source. RF 

fingerprinting (RFF) is a technology that allows the unique identification of 

transmitters. RFF is based on the transient phase of a transmitted signal and allows 

device identification at the physical level [64]. 

B. SSDF Attacks

In CSS, the performance of the network may be affected by a false observation from 

some malicious users. For example, as in Figure 3.3, all the users send their local 

observation about the spectrum to the FC in order to make a global decision about the 

presence of the PT. This kind of attack is also called the Byzantine attack [65]. 

Figure 3.3 SSDF attack 

The false observations can be sent to the FC by one malicious or a set of malicious 

users [66]. The malicious users that send false observations are classified as follows: 

Malicious users: these users send false observations to confuse other users or the BS. 

Their objective is to cause the FC to make the wrong decision about the PU status. The 

legitimate SUs will either evacuate the specific band or they will cause interference for 

the PU. 
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Greedy users: as the name implies, they continuously confirm that a specific spectrum 

band is used by incumbent signals. The aim of these users is to occupy a specific band 

by forcing all other users to evacuate it. 

Unintentionally misbehaving users: they send false observations of the spectrum 

status not because they are malicious users or greedy users, but because part of the 

software or hardware is malfunctioning. The cause for this attack can be a random fault 

[67]. 

• Defending Against SSDF

There are some approaches that are used to tackle the SSDF problem; the work in [68] 

explains how the decision fusion method works to mitigate the SSDF issue. The main 

idea behind this method is that the local spectrum results are collected and summed, 

then compared with a threshold value to decide if the spectrum is occupied by a PU or 

not. 

This approach depends on the threshold value to keep the interference as low as 

possible; the drawback of this procedure is that if the threshold value is increased, then 

the missed detection is increased. 

Another data fusion approach presented in [66], known as the weighted sequential ratio 

test (WSRT), is used to protect the cognitive network from the SSDF. WSRT depends 

on two procedures; firstly, a reputation setup, where each user is assigned a reputation 

value and, secondly, there is a hypothesis test setup where a sequential probability ratio 

test is used. 
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C. Jamming Attack

There are two types of jamming in CR networks. There is single-channel jamming 

when a malicious user transmits high-power signals continuously on a specific channel, 

so the transmission via this channel is jammed. The second kind of jamming is applied 

to multiple channels simultaneously; the attacker transmits interfering signals using all 

of the channels. Jamming attacks aim to use a high percentage of bandwidth and create 

a denial of service (DoS) situation. A more risky situation when a jammer affects the 

dedicated channel that is being used to exchange sensing information between CRs 

[69]. Thus, jamming is an attack that is known in both physical and MAC layers. 

• Defending Against Jamming

DoS is most common at the physical layer and can also occur at the MAC layer. In the 

MAC layer, nodes can use medium access control protocols such as carrier sensing 

multiple access (CSMA) as a remedy against DoS. 

While in the physical layer, legitimate users have the capability to distinguish between 

the level of noise by collecting data about the noise levels in the system, and then 

setting a model that depends on statistics that can be used for comparison if a DoS 

attack is carried out. Also, to defend against jamming, the relationship between two 

parameters is considered; these parameters are the signal strength (SS) and the packet 

delivery ratio (PDR) as explained in [70]. 

D. Objective Function Attack

CRs are adaptive to the environment� some radio parameters are available for 

manipulation in the effort to adapt the radio to the environment. Objective function 
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attacks can target any learning algorithms that utilise objective functions. Parameters 

that might be manipulated include bandwidth, power, modulation, coding rate, 

frequency, frame size, encryption type, and channel access protocol [58]. 

• Objective Function Attack Remedies

One of the effective methods of mitigating objective function attacks uses predefined 

thresholds for each of the adjustable parameters. Communication would be prevented 

when one or more of the parameters did not fulfil its predefined threshold [62]. 

3.4.2 Threats Related to Other Different Layers 

The open systems interconnection (OSI) model contains layers that can be attacked 

separately, but because the physical layer is the interface, it is more vulnerable than the 

others as the spectrum sensing process is achieved via this layer. This section explains 

the threats that can affect the other layers. 

The common control channel (CCC) is one of the major attacks associated with the 

MAC layer. The CCC is vital in cognitive systems because it is responsible for 

exchanging control information. For example, the CCC is used to send and receive a 

great amount of control information, such as the co�operation sensing data and the 

spectrum hand-off information. Thus, the CCC is vulnerable to many attacks, for 

example: 

• MAC spoofing: in this case, the attackers want to disrupt the CR network by

using spurious messages. Multi-hop CR networks, which do not need a central unit 

for the authentication process between the users, are the most likely to be affected. 
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• Congestion attack: this attack occurs when the CCC receives a large amount of

information from an attacker aiming to perform an extended DoS attack. 

• Jamming attacks: the adversary user in this case causes DoS by increasing the

interference level. 

There is another concept related to layer attacks, which is known as a cross layer 

attack. This means that the attack can be started at multiple layers at the same time 

[29). The co-ordination of this attack makes it very difficult to detect. This attack 

reduces the utilisation of the channel at both the physical layer and the MAC layer. 

A summary of some attacks that can occur at each layer, and their remedies, 1s 

presented in Table 3.1. 

Table 3.1 Summary of some attacks in different !ayas [72} 

Attack type Network Reason Countermeasures 
Layer 

PU and SU jamming physical unknown location � locations verification 

and unclear SU signal strength and noise contrast 

access 

SSDF ( Byzantine physical due to the _ robust co-operative spectrum 

attack) openness oflow- sensing schemes 

layer protocol users trust detennnation 

stacks D remove unreliable users from the 

co-operation 

primary signal physical low level of � co-operative spectrum sensing 

sensing primary signal 

overlapping SUs physical location unknown _ game models 

_:: nash equilibrium techniques 

gain ofSUs MAC false data in order : - trust management for the SUs 

unauthorized to gain signal 

increase interference network compromising D control for the local sensing 

by malicious node with malicious 

node 
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4 Mitigating Attacks in CR based on an 

Analytical Model 

4.1 Introduction 

The CR's ability to distinguish between PU signals and SU signals is important, but it 

becomes difficult when the CRs are operating in hostile environments. In a hostile 

environment, the attacker user may be able to modify the air interface of a CR to mimic 

a PU signal's characteristics, thereby causing legitimate SUs to erroneously identify 

the attacker as a PU. 

When energy detection, for example, is used as a spectrum sensing method, it is noted 

that this technique has some disadvantages, for example, poor performance under low 

SNR values , and failure to separate between interference from PUs and noise that may 

restrain the performance of this methodology [3] [73]. 

The other conventional techniques for spectrum sensing, such as matched filter and 

cyclostationary feature detection, are able to recognise the intrinsic characteristics of 

PU signals, thus enabling them to distinguish these signals from those of SUs. 

However, such detection techniques are still not robust enough to counter PUEAs. 

Because of the above limitations in conventional spectrum sensing approaches, this 

chapter focuses on one of the major threats in the CRN which is the PUEA. Using an 

analytical approach, the security against PUEAs in CR networks is proposed and the 

impact of this attack on the perfonnance of the cognitive network is investigated. The 

NPCHT test is used to detect the PUEA. 
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4.2 Adversarial Attackers Classification 

The classification of attacks depends on the objectives of the attacker in CR networks, 

and can be given as follows: 

• Selfish attacks: this is where the attacker aims to acquire a channel for its use

only and prevent the other good SUs from acquiring this channel [73].

• Malicious attacks: in many cases, the attacker does not aim to increase its own

benefits but to prevent other users from using a spectrum [74].

4.3 Conventional Networks Vs CR Networks 

Because the CR automatically senses and detects the available spectrum and is able to 

change the communication parameters in order to allow more communications to start 

concurrently, this makes the security in CR more challcngeable and it requires more 

effort to tackle any attack [75][76]. 

Because the vulnerability in CR comes from its unique feature, i.e. dynamic spectrum 

access, the conventional security procedures cannot be implemented in a CR system. 

Problems of Inberent Reliability 

In CR, some issues of inherent reliability can exist; this section focuses on the inherent 

issues, and these are: 

PU Unrecognized Location 

In CRNs all the positions of the primary receivers must be identified by all the SUs. 

The goal of making the locations known is to reduce the interference to the primary 

node. Also, unla.10wn locations cause the hidden users problem. 

57 



PU Signal Strength 

Localization techniques that depend on received signal strength (RSS) provide low

cost implementation and low complexity. However, the RSS-based localization 

approaches could have a high localization error because they use an inexact path loss 

exponent (PLE). Thus, using RSS-based localization approaches for the PU 

localization might cause a high interference to the PU [76]. 

4.4 Primary Exclusive Area 

In CR, where PUs and SUs are presented in the network, it is required that the SU must 

not be presented at a certain distance from the PU so that the interference to the PU is 

minimised. This area is called the primary exclusive area where the CUs are not 

permitted to transmit [77]. 

4.5 Examiuation of PDF of Received Signals 

The PDF of the received powers from different users can be used in many approaches 

for the security of wireless systems, for example: 

1. The PDF is used to obtain the trust in the networks as in the Bayer risk [78].

2. Jn mobile networks, the PDF is used to recognise the good nodes using the

signature approach that utilises the likelihood ratio test.

3. It is widely used to determine the level of the interference in wireless networks

[79].
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4. In the cellular system, the PDF is used to estimate the received powers in the

hand-off process and power control and also in many algorithms in order to

improve the system's capacity [80].

5. Finding the error probability and correct sense probability in a network.

There are two widely used mechanisms to test the PDF of received signals. The two 

tests are as follows: 

Wald's Sequential Probability Ratio Test (WSPRT): 

WSPRT is a multi-stage iterative process where a set of observations is necessary to 

make a decision [32}. Because it needs many observations, it takes a long time for 

the decision processing. The test computes a ratio of the two probability distribution 

functions at each iterative step. The product of the ratios for n iterations gives the 

WSPRT decision variable denoted by n;, as: 

" P"' (X.) 
w -n 11 -

;,,1 p
P
,(X,) 

4.1 

where pm (X,) is the PDF of the total received power from all the malicious nodes 

at the i1h iteration, pP, (X;) is the PDF of the received power at a secondary due to 

the primary transmission, and x; is the measured power at the ith iteration. The 

decision variable W,, is compared with two predefined tlrresholds in comparison to 

the Neyman Pearson test that uses only one predefined threshold. The two thresholds 

are functions of tolerable levels of false alarm and missed detection probabilities. If 

T l and T2 are the two thresholds, a legitimate primary transmission is assumed 

when W,, is less than Tl, and ifW,, is greater than T2, then a PUEA is detected. For 

any other case, it is necessary to take more observations [32]. 
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Neyman Pearson Composite Hypothesis Test (NPCHT): 

The PDFs of the received power at the secondary nodes due to the primary 

transmitter and due to the malicious users are used in the NPCHT. The NPCHT 

mitigates the PUEA by comparing the ratio of the two PDFs with a predefined 

threshold. Based on whelher the ratio is above or below the threshold, primary 

transmission and emulation attacks can be distinguished. 

4.6 CR Performance Metrics 

In order to identify the unoccupied licensed spectrum, spectrum sensing needs to detect 

the frequency locations of the primary signals; a hypothesis test can be used to 

distinguish between some possible states. For example, the M-array hypothesis tests 

where there is an observation (possibly a vector or function) upon which there is a need 

to decide among M possible statistical situations describing the observations [79]. 

According to this criterion, a binary hypothesis testing is achieved by the spectrum 

sensing in order to decide whether or not there are primary signals in a particular 

channel. The two basic hypotheses are: 

H0: no primary signals, H1: primary signals exist 

Ho is known as the null hypothesis because the received signals are only the noise in 

the RF environment and there is no primary signal presented. H 1 is the alternative 

hypothesis when the received signals are the noise and the primary signal. The two 

hypotheses can be expressed as: 

H0: y[t] = n[t] 

H,: y[t] = s[t] + n[t] 

60 



y[t] is the received signal, n[t] is the noise in the RF environment, and s[t] is the 

primary signal. Different decision rnles and spectral detectors are used for spectrum 

sensing, but each detector is vulnerable to sensing errors due to additive noise, limited 

observations, and the inherent randomness of the observed data [80J. 

If actually there is no primary signal in the channel, but the detector detects an 

occupied channel, this is called a false alarm. Also, if actually there is a primary signal 

in the channel but the detector detects an empty channel then this error is known as the 

missed detection [79][5]. These two parameters (probability of false alann and the 

probability of missed detection) are mostly used to measure the performance of a signal 

detector. 

4.6.J Signal Sources Determination 

There are some possible states that can exist in a CR environment; for example, 

according to the work in [81} that denotes the transmitted signal by x(t). lt assumes that 

if it is the authentic PU signal then x(t)=s(t) and if it is the PUE signal then x(t)=s'(t). 

Based on the energy of the signal and because the PUE signal is very similar to the PU 

signal, the author assumes both s(t) and s'(t) are independently and identically 

distributed (IID) random processes with mean zero and variance r
i
s. Also, because the 

SUs have a significantly lower transmitted power than the PUs, it assumes x(t) = 0 

when the SU is transmitting. So some possible states according to [81] can be 

expressed as: 

{n(t) 
y(tJ� h * S(t) + n(t) 

h * s· (t) + n(t) 
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where y(t) is the received signal at the PUB detector, n(t) is the additive white Gaussian 

noise (AWGN) with mean zero and variance cr2 n, and h is a constant gain. So the PUB 

detector can distinguish between the SU, PU and PUEA signals. 

Other researchers consider that more signals can exist; for example, the work in [82] 

assumes that there are some possible states which can be expressed as: 

S0: Only Noise 

S1: PU+ Noise 

S2: PUEA + Noise 

S3: PU+ PUEA + Noise 

S0 occurs when the CR users receive only noise. Moreover, the chrumel is neither 

occupied by PU nor by PUEA. If the PU transmits over the channel while the PUEA is 

absent, then S 1 exists. 

When the PUEA uses the channel and the PU is absent, then CR users receive only the 

PUEA signal plus noise as expressed in S2. S3 states the presence of PU, PUEA and 

noise signals. 

Another work presented in [83] uses a two-phase algorithm to identify the hypothesis 

testing between PUs and non-PUs. Detection in this algorithm can be finished if the 

detection results of the first phase reveal that a PU is present, otherwise, it executes a 

second phase detection (energy detection) to further distinguish the PUEAs from the 

noise. 

In this chapter, NPCHT is considered to investigate the impact of PUEAs. This test is 

able to distinguish between two hypotheses: 

H1: the signal is from a PU 

H2: the signal is PUEA 
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4.7 System Model 

Mitigations of the PUEA can be categorised into two approaches. Firstly, there is the 

location aware approach that requires a significant infrastructure, such as a dedicated 

sensors network, in order to determine the locations of the transmitters. Secondly, there 

is the location unaware approach, which basically depends on signal analysis. 

In this chapter, a technique that depends on PDF is used to detect the PUEA. The 

proposed technique depends on the analysis of received signals. The main objectives of 

the simulated model are: 

A. Estimating the PDFs of received signals when the distance between the PU

and all other users is relatively large.

B. Obtaining the probability of a successful PUEA for various thresholds which

are used in the decision rule of the NPCHT.

4.7.1 Simulation Setup 

The simulated model is shown in Figure 4.1 where the SU aims to identify the signal 

source, whether it is from a primary transmitter (PT) or malicious users. 

Considering the scenario, the SU and malicious users are located in a circular area with 

radius R. 
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<;.> Malicious user

Figure 4.1 CR System Model 

PT 

The SU measures the received powers from the surrounding users to determine the 

PDFs. The criterion for making a decision about PU presence is based on the NPCHT. 

4. 7 .2 Simulation Model Assumptions

The following assumptions are considered in the simulated CR model: 

);;,. The PT is at a distance d
p 

from the SU, R is the network radius, R, is the 

exclusive distance from the SU where no malicious users have presented within 

the circle of radius R0 [77] [84]. 

);;,. In order to investigate the effect of the malicious users in the system, the 

coordinates of these malicious users are randomly chosen and distributed around 

the good user in the area between R and Ro. In this model, the primary 

transmitter is located at a distance of d
p 

= 120 km to the SU, R = 500 m and Ro= 

40 m, the primary transmitting power P1 = 120 kw, while the malicious nodes 

power Pm = 5 w (such approximations for analysis in CR networks were also 

made in [85] [86]). 
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The simulation model in Figure 4.2 shows how the malicious nodes are located 

randomly around the good SU (when the total of malicious nodes M=30). 
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Figure 4.2 Simulation model of malicious users distributed randomly around 

the SU located at coordinate (0, 0) 

> The coordinates of the PT are set at (rp, 8p
) and this is known by all other users.

> The SU co-ordinates (r, 0), the co-ordinates of the users are transfonned such

that the SU lies at the origin (i.e. at (0, 0)). Therefore, the malicious users are

unifonnly distributed in the annular region (Ro, R) and the primary is at (d
p, 8p

)

> A path loss is assumed in the primary transmission, in addition to shadowing 

(zero mean, and variance 0,: ). Path loss also occurs in the malicious 

transmission in addition to shadowing (zero mean, and variance an� ) with O"p =

8 and crm = 5.5. These values are assumed because the primary and malicious 

transmissions are as those occurring in urban and suburban environments [27]. 
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4.7.3 Model Analysis and PDFs of the Received Signals: 

The density functions for the PU transmission and also for the transmission from 

malicious users are used with the NPCHT to detennine the hypothesis test of the 

spectrum statues. 

PDF of the Received Signals 

Because the density function of the received power is an important factor in the 

NPCHT, this section explains mathematically how it is used to measure the 

performance metrics of the network and also to investigate how the PUEA affects the 

network. 

In order to calculate the PDFs of the received signals, the received power is determined 

from the primary transmitter which is located at distance d
p 

and transmits at power P1. 

Generally, the relationship between the received power Pr and the distanced is: 

4.2 

where y is the path loss. y is set equal to 2 for the PT and 4 for the malicious nodes 

because a free space propagation model is used for the signal from the PT and a two

ray ground model is used for the signal from the malicious users, as explained in 

section 2.6.1. 

In the free space model, the received power from the PU (denoted by Pr (p)) at the SU 

can be expressed as: 

4.3 
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"p!IOwhere k is the path loss factor given by K = l O 

shadowing effect as assumed in section 4. 7 .2 

, and Ep 1s the random 

After estimating the received power /
P) 

from the PU, the PDF of the received power
' 

from the PU, which is denoted byP Pr(x) can be mathematically calculated. p Pr(x)
, 

follows the PDF formula of a log�norrnal distribution, therefore, pPr(x) can be 

expressed as: 

4.4 

where µp, crp are the mean and vanance of the distribution 

Next, the received power p(mi) from each malicious user i (i=l to M) at the SU is

calculated according to equation 4.5, which represents a two�ray ground model for the 

signal from the malicious users. 

p(mi) = (.r;. ),,,
1 

d--;4' K 4.5

The overall received power from the whole set of malicious users is the sum of p(miJ

when i=I to M, d; is the distance between the malicious node i and the SU, K is the 

shadowing between the malicious node i and the SU, (;;)m; is the power transmitted

from the malicious node i.
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4.8 Neyman-Pearson Performance Metrics 

The performance of the NPCHT can be characterised by two parameters, i.e. the

probability of a false alarm and the probability of a missed detection.
Probability of a False Alarm PF: 

The SU concludes that the transmission is due to a PU, but actually the malicious user 

is transmitting. This is also known as the probability of a successful PUEA.
Probability of a Missed Detection PM: 

The SU concludes that the transmission is due to a PUEA, but actually the PU is 

transmitting. 

Using the PDP of the received power, a decision variable (A) can be calculated in 

NPCHTas: 

4.6 

where x is the measured power of the received signal, and pPr (x) and pm (X) are the
PDFs of the received power from the primary and from the malicious users, 

respectively.

NPCHT Threshold 

The NPCHT criterion compares the decision variable A with a predefined threshold A.
Based on this threshold, the SU decides one of the following possibilities according to
theNPCHT: 

Decision= { H; 

H, 

where H1 indicates a good primary transmission and H2 is a PUEA.
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Decision Rule ofNPCHT: Figure 4.3 shows the decision rule ofNPCHT. It shows the 

two conditional densities of the received power by the good SU from the primary and 

malicious users. The PM and PF are: 

PM= J pl\x)dx 
A>,l. 

PF = f p�x)dx 
A<;i. 

The performance metrics which are of interest in this thesis are the PF and the PM 

since they are mostly used to estimate the CR network's performance. 

Figure 4. 3 NPCHT decision rule 

It can be seen from the decision rule that the missed detection probability and the false 

alarm probability can be changed ( decreased or increased) by adjusting the detection 

threshold 0,). 
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4.9 Simulation Results and Analysis 

In this section, the performance of the network in terms of the probability of a missed 

detection and a false alarm is investigated, also the relationship between the false alarm 

probability and the network radius R is studied. (The Matlab simulation code is 

attached to Appendix A). 

Figure 4.4 and Figure 4.5 show the PDFs of the received power due to the primary 

transmitter and due to malicious users, respectively. 

In these Figures, it is noted that the results of the PDFs gained using the simulations 

are considerably well matched with the ones derived mathematically. 
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Figure 4.4 PDF of the received power due to the primary transmitter 
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Figure 4.5 PDF of the received power due to the malicious users 

Based on the PDFs of received signals and the NPCHT approach, the performance 

metrics (false alarm and missed detection probabilities) are obtained. 

To verify the variety of the results over multiple simulation runs, both the probability 

of missed detection and false alarms are calculated for 40 simulations. The threshold 

value ofNPCHT is set to 1.5, i.e. 1.=1.5; the choice oft. and the optimal values of 1. are 

studied in [87] that shows how to maximise the probability of detection and satisfy the 

false alarm probability. The number of malicious users is set to 5 (M=5), the rest of 

simulation parameters are as mentioned in section 4.7.2. 

Figure 4.6 illustrates how the probability of a false alarm (successful PUEA) is 

converged for all simulation runs; it is averaged at 0.026 (within ±0.04) and this is 

because of the low number of malicious nodes M=5. On the other hand, Figure 4.7 

depicts the missed detection probability, which is shown to be a bit higher and is 

averaged at 0.037; it is clear that the missed detection probability is quite similar for all 

of the simulation runs. 
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Figure 4.6 Probability of a successful PUEA (false alarm) 
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Figure 4. 7 Probability of missed detection 

To analyse the influence of the area R on the probability of a false alarm, Figure 4.8 

shows the relationship between the false alarm probability and the network radius R. 

The result in Figure 4.8 is obtained when A.=2 in order to maintain the false alarm 

probabilities below a certain level (the objective is to keep the false alarm probabilities 

lower than 0.5 and simultaneously minimizing the missed detection probabilities for all 
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values of R). A higher value of A leads to a higher false alann probability and lower 

missed detection probability because there is a positive correlation between ').. and the 

false alarm as explained in Table 4.1. It is noted that in this network model when R is 

200 m then the false alarm probability is at a maximum, i.e. the peak location is 200 m. 

The reason for this peak location is that the probability of a false alarm depends on the 

power received by the SU, and thus the false alarm probability rises to reach the peak 

location and then falls down with increasing value ofR for the following reasons: 

Case 1- When R is small, the malicious users are closer to the SU and the total 

received power from all the malicious users is likely to be larger than that received 

from the primary transmitter, thus decreasing the probability of a successful PUEA. 

Case 2- For a larger R, the cumulative received power at the secondary from the 

malicious users may not be sufficient to successfully launch a PUEA. 

Therefore, the network area R has a great impact on the network performance in tenns 

of the false alarm probability, and also for any CR network there is a value of R that 

has a maximum false alann probability. 
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Figure 4.8 False alarm probability Vs network radius R 

Also, Figure 4.8 shows the impact of the number of malicious users on the false alarm 

probability. The results show that a high number of malicious users in the system has a 

negative impact on the network causing the SUs to suffer from degradation in the 

quality of their communication due to the transmission from the malicious users. 

Because the analytical model performance depends on the threshold value A, which is 

used for comparison with the ratio A, the performance metrics evaluated under 

different values of')., as can be seen in Table 4.1. It is clear that there is an inverse 

correlation between 'A, and a missed detection, whilst there is a positive correlation 

between 'A, and the false alarm, i.e. as 'A, decreases, the probability of a false alarm 

decreases and a missed detection increases. 
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Table 4.1 False alarm and missed detection for different values of A when M=35 

Parameter False alarm probability Missed detection probability 

average average 

\a2 0.326 0.187 

).al 0.043 0.4182 

J.a0.5 0.041 0.43 

Finally, the cumulative distribution function (CDF) is used to display both the false 

alarms and the missed detection probabilities on the same graph as shown in Figure 

4.9. 

It is clear that the CDF plot is a non�decreasing function and this indicates that the 

parameters and assumptions that were considered in the simulation are well�chosen. 
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Figure 4.9 CDF of false alarm and missed detection probabilities when M=5, 

R=500m and R0=40m 

The X�axis shows the false alarms and the missed detection probabilities obtained from 

Figures 4.6 and 4.7 respectively. 
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4.10 Chapter Summary 

In this chapter, the analytical model has been presented to obtain the PDFs of the 

received powers at the SUs from the malicious nodes and also from the primary 

transmitter in the CRN. 

Next, the PDFs obtained were used in the NPCHT to measure the perfonnance metrics 

(the probability of false alarm and missed detection in the network). The results proved 

that the number of malicious nodes in the system has a great impact on the network and 

this has led to a reduction in the QoS due to the transmission from a high number of 

malicious users. These metrics are greatly influenced by the network area, where the 

SU is presented and surrotlllded by malicious nodes that aim to emulate the PU. 

In this chapter, the investigation of the PUEA's impact on the CR is conducted using 

only the analytical approach. fa the next chapter, the location and history of the signal 

source are used for the detection of a PUEA. 
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5 Trust Management Mechanism for the 

Detection of a PUEA based on the Localization 

and History of the Signal Source 

5.1 Introduction 

The new approach of spectrum management, which considers opportunistic spectrum 

usage, has forced CR developers to focus on some security features to improve the 

CRN's performance and protect the network from any adversary users (attackers) that 

aim to disturb the communication. 

The trustworthiness of CR systems is important in order to improve spectrum 

utilisation and to ensure the smooth operation of the CR system. Trust in CR forms the 

foundation of the security platform of CRNs. However, trust for CRNs is quite 

different from that of other wireless scenarios and of other areas of computing trust. 

Trust is critical in CRN operation since it is considered as the main security solution 

[9]. 

The CR user's trust value represents its behaviour in the CR system. Therefore, 

obtaining a high trust value depends on some factors, such as vacating the PU's 

spectrum band on its arrival, normal joining to the CRN or leaving the CRN, and 

having enough residual power and bandwidth [88]. 

This chapter focuses on ensuring trustworthiness among nodes in CRNs. Trust 

determination mechanisms for the detection of a PUEA are proposed. These 

mechanisms use a localization technique and users' history to identify malicious users 
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in the system and to create a trustworthy network in order to build a strong relationship 

amongst nodes in CRNs. 

5.2 Security and Users' Trustworthiness 

In order to increase the CRN's QoS, the CR users change their parameters in order to 

be adapted to the environment. Therefore, the conventional security rules are not 

enough in the DSA. For instance, the conventional scheme for the security in ad-hoe 

networks, which is known as the public key infrastructure (PK.I) mechanism and uses a 

routine procedure, cannot guarantee certain security requirements in the CR, e.g. 

location privacy. In order for the SU to ensure that it is communicating with a good 

PU, it is important that the user's trust value is evaluated to prevent malicious users 

and to improve spectrum utilisation [89}. Generally, in the CR system, which depends 

on users' trustworthiness, there is a trust value for each node, which can be established 

individually or by set of users in the system. The system can use this trust value to 

identify the signal source, i.e. whether it is from a trust\vorthy or untrustworthy user. 

5.3 Detection of a PUEA based on Localization Schemes 

To mitigate against a PUEA, different security techniques can generally be 

implemented in the spectrum sensing process. This section explains some techniques 

that depend on the user's location verification process. 

5.3.J. Transmitter Signal Location Verification 

Location verifiers (LVs) are needed to perform the verification procedure. LVs can be 

either dedicated devices or special second nodes. 

Distance Ratio Test: 
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The distance ratio test (DRT) procedure depends on the relation between the signal 

strength and the distance between the transmitter and receiver [90J. At least two or 

more location verifiers can be used to verify the location of the transmitters. 

If the ratios with respect to the transmitter and signal strength are matched, then this 

means that the user is a legitimate user, otherwise it is an adversary user. 

Distance Difference Test: 

The distance difference test (DDT) is considered to be more valuable than the DRT in 

terms of its performance. This technique depends on the differences of the relative 

phase of the received signal at two location verifiers. The first step in this approach is 

to calculate the differences of the time bet\Veen two received signals at the location 

verifiers, after that the time differences are converted into distance differences. The 

distances are compared, and if they are close then the signal source is a legitimate user. 

This approach has some obstacles; the synchronisation process between the L V s needs 

to be accurate, and also the distances bet\veen the LV s must not be too large so that the 

DDT process is possible [90]. 

5.4 Proposed Approach for Users Trust Management based 

on Current and Historical Trusts. 

The trustworthiness of users can be exploited to increase the performance of a CRN. 

Therefore, trust detennination models are proposed based on the current and historical 

trust values of users to identify the PU. 

5.4.1 Trust Determination Models 

Trust values are classified into two categories, direct trust values and indirect trust 

values. Indirect trust values are a combination of historical and direct trust values. 
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A. Direct Trust Model

This trust is calculated according to current observation only. Malicious users and 

misbehaving nodes can act as good PUs aiming to disturb the SU's decision about the 

spectrum occupancy reports and this causes maximum interference and minimum 

spectrum utilisation. So it is therefore crucial to esti.mate the trustworthiness of users in 

order to identify the malicious users. 

The direct trust values are achieved based on the transmitter verification scheme. The 

main idea of this scheme is that because it is not possible for the malicious user to 

mimic both the coordinates and the power level of the PU, so verifying the transmitter 

and producing its trust values are based on the distance measured on the basis of 

coordinates denoted by d1 and distance measured based on received power level d2• 

The methods for obtaining the values of d1 and d2 are explained in sections 5.4. l.1 and 

5.4.1.2 respectively. 

The CR user then uses d1 and d2 to calculate the direct trustworthiness To of a user as 

follows: 

d1 dz T0=min(-d ,-) 
2 dj 

where the min function returns the minimum value of the equation's elements. 

5.1 

The distance that is calculated based on the received power d2 is not accurate; however, 

the two distances d 1 and d2 are close in the case of a good PU. Therefore, the TO of the 

good PU is always close to 1. 
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5.4.1.1 Distance Calculated based on the Location Coordinates d 1

Let (x, y) be the coordinates of the SU and (x1, y1) the coordinates of the PU. The 

distance between the SU and the PU based on the coordinates can be calculated as 

follows: 

d, �,j{(x -x,)2 +(y -y, )2

} 5.2 

In the simulation assumptions, each user broadcasts its location coordinates, so the 

distance between the users is calculated. 

5.4.1.2 Distance Measured according to the Received Power Level d2

As explained in section 2.6.1, the received power Pr with a given transmitted power P1

in the two-ray model is generally given by: 

5.3 

where h1 is the height of the transmitter, hr is the height of the receiver, Gt is the 

transmitter's antenna gain, Gr is the receiver's antenna gain, Lis the system loss factor, 

and dis the distance between the transmitter and receiver. 

Consider that ht, hr, Gt, Gr and L are equal to 1, then the received power is: 

5.4 

Therefore, the distance d2 can be calculated by: 

5.5 
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The distance calculated using the received power may not be 100% accurate due to the 

noise level and the impact of the channel impediments and some other uncertainties 

caused by the signal propagation environment. 

The ideal received power Pr is given by: 

The actual received signal power can be calculated as follows: 

P
t 

+ noise _power 
Pr (Actual)= 

4 d, 

5.6 

5.7 

where P1 is the transmitted power, d2 is the distance between the transmitter and the 

receiver, and noise _power is the noise signal power. 

B. Indirect Trust Model

In order to highlight the historical behaviour of a user in the role of trustworthiness 

evaluation, this model considers a historical trust value denoted by T8 that describes 

the behaviour of a user in the history of interaction. 

This indirect trust value is a combination of direct hust TO and historical trust Tu. This 

mechanism adds the function of querying the historical trust values. Therefore, the total 

value of indirect trust TT is: 

5.8 

where X, y >"" o and X + Y =1. X is the impact weight of direct trust T 0, and y is the

impact weight of historical trust Ttt. 
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X, y E [0,1] . i = close to 1 indicates that the direct trust TO plays a major role in the 

total trust calculation, and i = close to O means that the historical trust T8 plays a 

major role in the total trust calculation. The proposed approach gives higher weight to 

the direct trust, rather than the historical trust. 

In the simulation of the proposed approach, i is set close to 1 to award the TO a higher 

contribution to the TT· So Ttt value has less contribution to the TT· 

The flowchart in Figure 5. l summarises the major steps of the trust-management 

mechanism. 
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Figure 5.1 Trust management mechanism 

5.5 Simulation System Model 

A CRN is considered where there are a PU, SU and malicious users randomly 

distributed in an area of l5xl5 Km2 as shown in Figure 5.2 (This area range in general 

is consistent with various works in literature e.g. [85][100] ). 
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.:-.f: A secondary User 

X-coord1natc (Km)

Figure 5.2 Random location of primary, secondary and malicious users in 

an area of 15Km*l5Km 

5.5.1 System Assumptions 

In order to simulate the schemes, the following assumptions have been adopted: 

• Because all the users in the system broadcast location coordinates, thus the

primary user position is identified by the SU.

• The level of the transmitted power for each user is predefined and identified by

all the users in the system.

• The CR user estimates d1 and d2• If these distances are matched, it means that

the user is a legitimate user; otherwise it is an adversary user (malicious). A

ground reflection (two-ray) model is considered for calculating the power level

of a received signal over a distance.

To detennine the location of all the users in the network, it is assumed that there are 60 

instances of random coordinates for 50,000 samples. The distance is calculated based 

on the received power levels and also based on the coordinates. Also, it is assumed that 
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a Gaussian noise is added for various SNR levels. Table 5.1 below shows the 

simulation parameters: 

Table 5.1 Simulation Parameters 

Parameter 

SNR 

number of samples 

N Number of instances random 

coordinates 

Service Area 

5.6 Simulation Results and Analysis 

Value 

-5,0,5, 10,15,20,25

50,000 

60 

15km by 15km area 

To evaluate the perfonnance of the trust-management mechanisms, simulations are 

carried out via Matlab software (Appendix B). The simulation results for both models 

(Direct and Indirect trusts) are discussed in this section. Also, the fairness of the results

is discussed. 

Figure 5.3 shows the distance measured based on the coordinates and the distance 

measured based on the received power level of the PU from the SU. It is noted that 

both distances match considerably, indicating that the SU is actually communicating 

with a tmstworthy user. 
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Figure 5.3 The distance measured based on the coordinates and the distance 

measured based on the received power level of the PU from the SU 

5.6.1 Trustworthiness of the PU 

To verify the perfonnance of the direct trust approach and the indirect trust approach, 

the trust values are plotted in the same figure. The PU trusts are measured for different 

values of the historical trust which is denoted by TH· 

Figure 5.4 shows the trustworthiness of the PU with respect to the SNR values. It is 

noticeable that if the SNR value is raised, so correspondingly the trustworthiness of the 

PU increases. It is clear that the trustworthiness of the PU is always high(> 0.65) and 

reaches nearly 1 because it is a legitimate PU. 
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Figure 5.4 PU trusts vs. SNR when TH =0.3 

To evaluate the impact of the user's history on the total trust value, results are obtained 

for various TH· 

When TH = 0.3 , as can be seen from Figure 5.4, the direct trust values are higher than 

the indirect trust values because the direct trust model does not take into account the 

historical trust behaviour of a user, whilst the indirect trust model considers the history 

of the user. For example, when SNR =-5 it is noted that the direct trust value is about 

0.69, while the indirect trust value is about 0.65. These values of trust are slightly low 

because the SNR is also low. But if the SNR=15, then the direct trust increases 

dramatically to reach 0.93, and the indirect trust value is about 0.88, which is affected 

by the history of the user. However, all trusts are high because it is a good PU. 

Figure 5.5 illustrates the trust values when a user has a higher TH (TH =0.5). It is clear 

that when SNR=-5, the direct trust is still at about 0.69, while the indirect trust value has 

slightly increased to reach 0.67 (it was 0.65 when TH was 0.3). All the indirect trust 
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values are still below the direct trusts because the history of the user is still considered 

as low. 
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When TH reaches 0.8, as in Figure 5.6, this will have a positive effect on the 

trustworthiness; for instance, when SNR =-5, the indirect trust increases from 0.67 to 

about 0.7. This shows the importance of the good history of a user. 
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Figure 5.6 PU trusts vs. SNR when TH =0.8 
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In the case where the user has a very good history, i.e. TH =0.98 as in Figure 5.7, it is 

noticeable that the indirect trust reaches 0.72 when SNR=-5 and about 0.93 when 

SNR=l5. In this case, it is clear that all the indirect trusts overcome the direct trusts and 

this is because the users have a great historical trust value. 
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Figure 5. 7 PU Trusts vs. SNR when TH =0.98 

5.6.2 Trustworthiness of the Malicious User. 

The trustworthiness of the malicious users with respect to the SNR values is plotted in 

Figure 5.8; when TH =0.2 this indicates that the history of the user is very low. It is 

noticeable that the direct trusts and the indirect trusts for the malicious user are always 

very low(< 0.64) even though the SNR has increased. 

So the malicious user has lower trust values (direct and indirect) compared to the PU 

trusts, which nearly reach 1 as explained in section 5.6.1. It is noticeable that because 

the TH is very low in this case, the indirect trusts for all SNRs are less than the direct 

trusts. 
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Once the TH is raised, as in Figure 5.9 when TH =0.4, the indirect trust values increase 

but are still below the direct trust as the history value is still low. For example, when 

SNR =-5, the indirect trust increases from 0.51 (when TH =0.2) to 0.53, and this is 

because the user has a higher historical trust value. 
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Figure 5.9 malicious user trusts vs. SNR when TH =0.4 
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On the other hand, when the user has a high historical trust value TH =0.8, as illustrated 

in Figure 5 .10, the indirect trusts increase considering the good history of the user to 

overcome the direct trusts. For example, when SNR =5, the indirect trusts rise from 

0.56 when TH =0.4 to 0.59 when TH =0.8. However, all the trust values of the 

malicious user ( direct and indirect) are maintained at a low level even though the TH of 

the user is high because the direct trust value plays the main role in the total trust 

calculation. 
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Figu.re 5.10 malicious user trusts vs. SNR when TH =0.8 

Fairness of the Proposed Scheme Compared to other Works 

25 

To evaluate the proposed approach, the trust-based spectrum allocation scheme 

presented in (91] is investigated. This shows that the trust-based model is capable of 

identifying the behaviour of each type of SU, and the system detected the malicious 

nodes and allocated them low trust values (which are about 0.2). Also, the good nodes 

are allocated with higher trust values of around 0.9. These results, in general, agreed 
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with the results of the proposed scheme, indicating that the trust values of the users 

represent a good assessment for securing a CRN. 

5. 7 Chapter Summary

In this chapter, a trust management mechanism has been studied because the user's 

trustworthiness is a crucial factor in a CR detection system. CRN has unique security 

problems, which are not faced by conventional wireless networks. The main objective 

of any preventive security mechanism is to eliminate or reduce the impact of malicious 

operations performed by an adversary. 

Two trust-management schemes are presented in this chapter. Firstly, there is the direct 

trust scheme, which obtains user trust values based on the localization of the signal 

source. This scheme takes advantage of the fact that it is not possible for the malicious 

user to mimic both the coordinates and the power level of the PU, and thus the 

trustworthiness of the user is obtained by the distances measured using the coordinates 

and received signal power level. On the other hand, the indirect trust scheme combines 

the direct trust and the historical trust to obtain the trustworthiness of the users. 

Simulation results have shown that the trustworthiness of the PU is much higher than 

that of the malicious user. Moreover, the indirect scheme improves the user's 

trustworthiness as it considers the historical behaviour of the user. 

This chapter has studied detection schemes based on the localization technique and no 

punishment is imposed on the CR system. The next chapter investigates detection 

schemes using a CSS technique based on trust and pW1ishment approaches to improve 

the performance of the CR network. 
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6 Trust and Punishment based Approaches for Secure 

Cooperative Spectrum Sensing 

6.1 Introduction 

The CSS process involves users that sense the spectrum and send local reports to the 

FC to process and manipulate these reports in order to make a final decision about the 

presence of a PU. During this cooperation, some adversary users can falsify the results 

of the spectrum sensing and the good SUs must be able to maximise the CRN's utility. 

CR can be considered, for example, as wireless sensor network that needs many 

sensors deployed in the area of interest. Increasing the number of SUs also leads to an 

increased communication overhead. Various techniques can be used to perform a great 

trade off between the overhead saving and the performance increase; one of these 

techniques uses a method known as the clustering-soften hard combination [55]. The 

disadvantage of this cluster CSS method is noted when the SUs with good location 

correlation are grouped into the same cluster in order to decrease the consumption of 

the energy for transitioning data to the cluster head (CH). Therefore, it is highly 

probable that many of the SUs within a cluster can be affected by shadowing or 

attacker distribution, and thus the CH may make an incorrect group decision about the 

PU. 

The spectrum sensing results that are collected from multiple users without any trust 

consideration could decrease the system performance significantly [92). Therefore, 

designing a robust and secure CSS approach is a major challenge in terms of security 

management 

94 



The issues mentioned concerning the CSS can be resolved by considering a trust value 

for each user in the network and implementing effective punishment schemes. 

Therefore, to increase the performance of the CRN, trust and punishment based 

approaches in CSS are proposed in this chapter to improve spectrum utilisation and 

detection performance. In these approaches, the SUs locally decide about the presence 

or absence of the PU's signal and then the FC collects these decisions and uses one of 

the approaches to make a final decision about the spectrum status. Using these 

mechanisms will improve the security of the CRN and increase the sensing 

perfonnance. 

6.2 Tackling the Drawbacks of CSS 

Combining the detection results of many users - that might have different sensing times 

and different sensing results - requires a powerful sharing algorithm to increase the 

detection performance. Therefore, trust management is essential for SUs to assess the 

trustworthiness of others and to selectively interact with more trustworthy users. Trust 

has been widely used with computing and web computing, ad hoe networks. However, 

the trust in CRNs is needed because the security in CSS usually needs a 

communication overhead in advance [93]. Trust can be defined in terms of degrees of 

belief that a network user can perform a job as expected; trust can be varied greatly 

from one CR user to another. 

The FC in the cooperation system can obtain a trust value that represents the 

trustworthiness of a CR user based on some factors such as the local sensing 

difference, the sensing location factor and the control channel condition. These trust 
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values help to reduce the impact on the final decision ofSUs that have low trust values, 

while improving the impact of SUs with high trust values. 

Generally in the CSS, the malicious users can be classified as follows: 

• Smart Malicious: This type of attacker senses the channel in each of the time

slots and if the channel is occupied "l" they send "O" and vice versa.

• "Always Yes" Malicious: These malicious users always send "1" to FC and

they are not as smart as the first type. They do not sense the channel and

without any attention to the state of the channel, they always send "1". The

purpose of these malicious users is a DoS attack.

• "Always No" Malicious: They are like 'always yes' nodes but always send "O"

to PC. The purpose of this type of attacker is to cause interference with the PU

in occupied bands.

6.3 Proposed Trust aud Punishment based Approaches for 

CSS Model 

A model that relies on user trust values and implements different punishment 

approaches is developed to improve the robustness of the data fusion teclmiques in 

order to make a global decision about spectrum availability. 

This model assigns high weights to trusted users and lower weights for the users that 

are less trusted. Therefore, the proposed mechanism evaluates the trust values and can 

punish either the whole system or impose punishment only on users with low trust 

values. 

It is assumed that the PC is mainly responsible for the trust value store/update, 

punishment policy procedure. SUs in the network report the local decision values to the 

FC, and if the trust value of the SUs is evaluated as low, based on the proposed 
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approaches, the less they contribute to the global decision. So a higher correct detection 

probability should be guaranteed. 

Related Work 

A trust-based secure spectrum situation fusion in distributed CRNs is proposed in [94] 

to counter attacks. The neighbouring nodes of SUs obtain the co1Tesponding dynamic 

trust value according to their behaviour, which restricts the impact of the malicious 

behaviour based on the premise of ensuring the information interaction of normal 

nodes. They showed that the consensus fusion scheme based on trustworthiness has a 

better performance than the existing algorithm which eliminates the neighbouring node 

with the biggest deviation value from the mean value. 

Also [95] studies the impact of high numbers of malicious users being present in a 

CRN; the study is based on trust accumulation to combat the adverse effects of 

misbehaved CRs. Considering the fact that the performance of this trust-based scheme 

is sensitive to the correctness of the global decision, the simulation results in this study 

verify the effectiveness of the proposed scheme even when there is a large number of 

misbehaviours. 

To investigate the influence of the number of malicious users on the detection 

performance, the work in [96] studied the performance analysis of a cascaded energy 

and matched filter (CEM) detector in the presence of malicious users. The detection 

performance of the CEM detector is analysed with the incorrect sensing information of 

the malicious users. To reduce the effect of malicious users on the sensing 

performance, an authentication code is used which is validated by the FC for the 

overall decision making process. The work explained the achievable spectrum sensing 
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efficiency with different numbers of malicious users for the CEM detector. As the 

number of malicious users increases, the achievable spectrum sensing efficiency of the 

detector decreases. Higher numbers of malicious users greatly affect the spectrum 

sensing efficiency of the CEM detector. 

6.3.1 Cognitive Scenario of the Proposed Mechanism 

In this section, the scenario of CSS in CRNs is described in order to investigate the 

impact of the user's weights and punishment procedure on the CRN's performance. 

6.3.1.1 Application Scenario 

A centralised CRN scenario is presented as in Figure 6.1; it is assumed that there are 

some honest 'Good' SUs and some malicious users in the network. All users send their 

reports to the FC node. 

FC: each user sends its report to the FC, which is responsible for using these 

reports to decide on the presence or absence of a PU. It calculates and stores the 

trust values of all the SUs in a CRN, implementing punishment on the users 

according to the punishment model, and then updating the SU trust values. 

Figure 6.1 Central FC structure 
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6.3.1.2 Hypothesis of the Simulated FC 

The mechanism of the FC is as follows: 

1- Consider a CRN, with M SUs to sense the spectrum in order to detect the

existence of a PU.

The whole set of SUs M is divided into two sets, malicious and good SUs. 

The number of good SUs is denoted by G where the number of malicious 

users is denoted by K, So M=G+K. 

2- It is considered that each CR user i performs local spectrum sensing

independently, considering the i1h CR user. The local spectrum sensing

problem is to decide between the following two hypotheses: if a PU is

present (H 1) or not (Ho):

{n,(t): 
x.(t)� ' 

s(t)+n,(t): 

Here: s(t) is the transmitted signal from the PU 

Xi(t) : is the observed signal at the i1h CR, 

ni(t) is the additive white Gaussian noise (AWGN) 

6.1 

3- The CR users make the one bit decision and send it to the FC to process all

the received reports and use one of the proposed approaches: the trust based

99 



CSS approach, the general punishment based CSS approach or the 

dedicated punishment based CSS approach. 

6.4 The Mechanism Flowchart of Trust and Punishment 

Approaches 

This section explains the CSS flowchart based on trust and punishment approaches. 

As shown in Figure 6.2, the CSS scheme is carried out in various steps, i.e. combining 

reports from different SUs, trust evaluation, punishment procedure, and then the global 

decision is made. Each step accomplishes its own task as explained in the following 

sections. 

Each user 

perfonns a local 

decision 

Jftrust values 
Scnsin- Collected by FC available? Yes 

�"'"' 

� 

Apply majority rule Evaluate usen;' trust 
only according to 

equation 6.4 

Choose 
punishment 

module 

l • 1 

No Punishment Impose general Impose dedicated 

applied, use punishment punishment 

algorithm 1 according to according to 
algorithm 2 algorithm 3 

' 

Global decision 

about spectrnm 

availability 

Figure 6.2 Flowchart of trust and punishment based scheme 
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6.4.1 Trust Evaluation 

The trustworthiness of SUs needs to be evaluated by the FC, and updated continuously 

based on new observations. Trust values are usually employed to represent the 

trustworthiness ofSUs. 

The PC evaluates and maintains the trust values of SUs according to their sensing 

results in CSS, i.e. whether they match the actual sensing result or not. For instance, 

each SUi has a trust value Ti which is a real number ranging from O (complete distrust) 

to 1 (complete trust). A higher trust value makes the SU contribution greater for 

making a correct decision and vice versa. 

In this work, a user is considered as a 'low trust' user if its trust value is less than a 

predefined trustworthiness threshold (A). Consequently, this user will have a lower 

contribution to the global decision. 

6.5 Proposed Approaches 

Because malicious users significantly reduce ihe detection accuracy and have an 

adverse impact on the global decision, it is therefore crucial to alleviate their impact on 

the network's performance. In this section, the proposed approaches are explained and 

the impact of the number of honest and malicious users on the system is studied. 

These approaches are namely: the trust based approach, the general punishment based 

approach, and the dedicated punishment based approach. 

6.5.1 Conventional Majority based Approach for CSS 

In the majority scheme based CSS, the FC declares that the channel is occupied when 

half or more than the half of the SUs declare that the channel is occupied [97]. The 

whole set of SUs is divided into two groups as mentioned in section 6.3, i.e. good users 
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and malicious users. The number of malicious users is denoted by K, the total number 

of all users is M, and so the number of good SUs in the system is G: 

6.2 

As the name of this model implies, majority-based CSS is used without trusted nodes 

assistance (no trust value is assigned to be used), and it depends only on the number of 

users. So the co1Tect decision is achievable only if the number of good SUs is greater 

than or equal to the number of malicious users. 

Mathematically, the majority rule makes the global decision as follows:

Depending on the sensing result, each SU decides on one of the two hypotheses: either 

Ho which implies that the channel is unused, or H1 which implies that the channel is 

used. Then it reports its binary local decision L1 (O="unused", 1 ="used'') to the FC in 

order to take a final decision Y based on the following equation: 

Final decision Y -{� 
, ifL��

!
Li <M/2 

, ifL:
1
Li 2M/2 

When Y=O, the spectrum is not used, and when Y""l, the spectrum is used. 

6.3 

The majority only based approach is not ideal in the environment where the likelihood 

of the number of malicious users existing in the system is higher than the good users. 

This limitation has motivated the design of trust and punishment approaches which 

depend on the weights of the users. 

6.5.2 Trust based Approach for CSS 

In order to ensure the robustness of CSS, this section presents a trust based mechanism 

which relies on the trust values and number of the users rather than the number of users 

only. 
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The main idea is that the users with a high trust value should have a higher contribution 

to the final decision. Taking into account the shortcomings of the majority approach 

explained earlier, which does not take into account the trustworthiness of the users, this 

approach presents a flexible trust CSS model against malicious users via the utilisation 

of trust values. 

Algorithm I below shows how this approach operates, the key contribution of this 

scheme is that it effectively distinguishes malicious users from good users by their trust 

values. SUs whose trust values are over a predefined threshold (A=0.5) are considered 

as trustworthy users. Therefore, this increases the contribution of the 'high trust' SUs 

in the global decision. 

Algorithm 1: trust based algorithm for CSS 

Input: T;, Trust values of users i ,i=l: to M 

A =0.5, Threshold of trustworthiness 

Assume Spectrum is occupied (H1) 

For all SUs i=l: to M do 

lfT; 2::Athenld; =l 

Otherwise Ld; =-1 

End for 

Take the final decision according to equation below 

Fma _ ec1s10n ::: L...J;z1 . I D . . y {H,:"M L,(I; :,.o 
H

O 
othe1wise 

If Y=H1 then a correct decision ls made. Otherwise, a wrong decision is made 

Ldi = Local decision of user i [1 spectrum occupied, -I spectrum unoccupied], and M""

Total number of users. 

Mathematical Analysis 
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During the reporting phase, all the local decisions 4li are sent to the FC. The FC 

applies one of the presented approaches to obtain a global decision. 

In order to investigate how the user's trust influences the detection perfonnance with 

incorrect sensing infonnation from the malicious users, it is assumed that the spectrum 

is actually occupied H 1 and the local decisions Ldi =1 for the good user and -1 for the 

malicious user because it is considered that the malicious users convert the actual 

spectrum status. 

Numerical Example for Trust based Approach 

To explain how the trust based approach works mathematically, the case when M=20 is 

discussed in this section. Algorithm l determines how many good users G out of M 

are needed to make a correct sensing decision by declaring that the spectrum is busy 

H1. K is varied (in ascending order) to find out when an incorrect decision is made. In 

this case, when M=20 and for the instant when K=l2, this implies that there are 8 good 

SUs. Also, each SU is assigned with a trust value Ti; for example, when T;=0.7 for the 

good users and 0.3 for the malicious users, the final decision Y according to algorithm 

I is H1, which indicates that the final decision matches the actual decision so a correct 

decision is taken. But ifK=16, for example, the final decision Y is Ho and this is an 

incorrect decision. 

6.5.3 General Punishment based Approach for CSS 

Obtaining the trust values of all users in order to evaluate their contributions to the 

global decision represents an important step in alleviating their effects on network 

performance. However, further action should be taken against less trustworthy users in 

the cognitive system in order to reduce their contribution, which might affect the whole 
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of the cognitive system's utility. In this section, a punishment based mechanism is 

proposed; algorithm 2 explains the mechanism of this approach. 

If malicious users exit in the system, a penalty would thus be imposed on the system. It 

is assumed that if all the SUs follow the controller's spectrum-access policy and a 

collision occurs, then all of them are responsible and share the punishment 

enforcement. Otherwise, the penalty is imposed on the particular SU that has a low 

trust value as explained in algorithm 3. 

The shortcoming of this approach is that when the punishment factor is set very high, it 

causes a resistance cost that reduces the honest user contribution even if it has a high 

trust value. 

Algorithm 2: General punishment based algorithm for CSS 

Input: Ti, trust values of users i, i=l: to M 

A ==0.5, Threshold of trustworthiness 

Assume Spectrum is occupied (H 1)

For all SUs i=l: to M do 

lfTi � A then l,i; =1 

Otherwise Ld; =-1 

End for 

Do steps below to start a general punishment process 

Choose a punishment factor P 
Take a final decision according to equation below 

ID .. {H,:""L,r',oFina_ ec1s1on Y = L..,;:1 , , 
H

O 
otheJWise 

If Y=H1 then a correct decision is made 

Otherwise, a wrong decision is made 

Ldi = Local decision of user i [I spectrum occupied, -1 spectrum unoccupied] , M= 

Total number of users. 
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Numerical Example for General Punishment based Approach 

This approach aims to investigate the impact of imposing a punishment on the users; 

thus the number of users is varied and a punishment is imposed to find out when a 

wrong decision is made due to increasing the number of malicious users. As an 

example, if M=23, algorithm 2 can find out the maximum number of malicious users a 

system can tolerate to make a correct decision. Referring to final decision Y m 

algorithm 2, let Ti''"0.7 for the good users and 0.3 for the malicious users and p=l.5. 

When K =12 (which means 11 good users out of 23) then the final decision Y will be 

H1, which matches the actual decision, so a correct decision is taken. But if k= 20 

(which means 3 good users out of 23) then an incorrect decision is made. 

6.5.4 Dedicated Punishment based Approach for CSS 

Imposing the punishment on all users in the cognitive system (as in algorithm 2) could 

affect the good users by causing them to have a lower conn·ibution to the global 

decision. 

Because there is a need to maximise the expected utility of all the good SUs in the 

global decision, this approach is designed to impose the punishment only on the 

particular SU who violates the FC (users with low irust values). The FC in this model 

acts on behalf of all the SUs in the cognitive network and imposes punishment on 

unreliable users only. According to the above analysis, algorithm 3 illustrates the 

mechanism of dedicated punishment approach. 

Algorithm,, Dedicated punishment based algorithm for CSS 

Input: T1, trust values of users i ,i=l: to M

A =0.5; Threshold of trustworthiness 

F""O; Good users colUlter 
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K=O; Malicious users counter 

Assume Spectrum is occupied (H 1) 

For all SUs i=1: to M do 

If Ti .?: A then 

{ User i is good SU ,F=F+l, L
8
r=l and T gt=T1 } 

Otherwise {User i is malicious user, k=k+l, l.,,k= -1 and Tmk=T;} 

End for 

Do steps below to start dedicated punishment process 

Choose a punishment factor P 

Take a final decision according to equation blew 

Final_Decision Y ={H1: l.,�� 1Lg1T;; + L:�1£,./C 2: O
H

0 
otherwise 

If Y=H1 , a correct decision is made 

Otherwise, a wrong decision is made 

When Lgr
= Local decision of good user f, Lg; = Local decision of good user i, 

TgF Trust of good user f, Tg;= Trust of good user i, Lmk = Local decision of malicious 

user k, Lmi = Local decision of malicious user i, Tmk= Trust of malicious user k, T mi= 

Trust of malicious user i, [1 spectrum occupied, -1 spectrum unoccupied]. 

Numerical Example for Dedicated Punishment based Approach 

Imposing a punishment on malicious users only, rather than punishing all the users, is 

examined in this approach by varying the number of users. For example, if M=l6, 

algorithm 3 can detennine the maximum number of malicious users that a system can 

tolerate to make a correct decision. Let Ti=0.7 for the good users and 0.3 for the 

malicious users and p=l.5, when K=l4 (which means only 2 good users out of 16), 

then the final decision Y in algorithm 3 will be H0. This does not match the actual 
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decision, so an incorrect decision is taken. But ifk=lO (which means 6 good users out 

of 16) then a correct decision is made. 

6.6 Simulatiou Results aud Analysis 

To evaluate the performance of the proposed CSS approaches and to discuss their 

effectiveness on the detection probability, MATLAB software is used to simulate the 

algorithms 1, 2 and 3 (Matlab simulation codes are attached to appendix C). In the 

simulation, the total number of users Mand the number of malicious users K are varied 

to find out when a wrong decision is made. 

It is considered that the fusion rule explained in section 6.3.1 is used. In order to verify 

the schemes, the malicious users in the attack scenario are assumed to be smart 

malicious users and always send the opposite result to the FC to reduce the spectrum 

sensing accuracy. 

6.6.1 Result of the Conventional Majority based Approach 

For comparison, the conventional majority scheme and the proposed trust weighted 

schemes are simulated with different numbers of good and malicious users. Here, the 

majority conventional scheme is the conventional CSS scheme without trust values 

assigned as explained in equation 6.3. 

Because conventional majority scheme is used when there are no trust factors 

available, so it depends only on the number of users. The relationship between the

correct sensing range and the number of SUs is analysed when the number of malicious 

users is varied. 
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Conventional Majority Rule 

a-. Range of Correct Sense 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

Number of good SUs • G 

Figure 6.3 Range of correct sense for different G and K 

As shown in Figure 6.3, based on the conventional majority rule only, the correct sense 

about the spectrum availability is achieved only when the number of good SUs is equal 

or greater than the number of malicious users. For example, when G is equal to 8, so 

the correct decision is achievable only if K is 8 or less, i.e. the ratio of good SUs 

needed in the system to make a correct decision must be at least 50%. 

Notice that this approach is not ideal in an environment where there are more malicious 

users in existence in the system than there are good SUs; this has led to the proposed 

methods that overcome the disadvantages of this approach. 

6.6.2 Result of Trust based CSS Approach 

This model takes advantage of the fact that the FC combines the local decisions with 

other information to compute the final sensing result. So the FC can make the correct 

decision even though the number of malicious users is greater than the good SUs. 

Figure 6.4 shows the correct sensing range when varying the number of malicious 

users in the network. 
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The trust value of good SUs is denoted by T
g 

and the malicious users' trust is denoted 

by Tm, and the result is obtained with different values ofT
g 

and Tm , First, take the case 

when T
g 

=0.7 and Tm
=0.3. 

Trust-Based System 
I I i I I I ¥ 

-Range or Carecl Sense 
rtade by G o I M users 

l 
l 
J 
I 
1 
1 

I 
] 
J II 

,: 7 IC 1<I 17 20 2'4 27 31 J..l '27 ,:c 44 47 51 
M r ot::i I f\urribcr cl Cogn11.,vc Users 

1.,.-0.3 

Figure 6. 4 Range of correct sense for different Mand K 

To explain the result in Figure 6.4, let us investigate the case when M=34. In this case, 

if K is above 24 then an incorrect decision is made and a correct decision is taken if K 

is less or equal to 24. In another example, when M=37, then K must be less than or 

equal to 26 for a correct decision. 

In another case, the good users trust is increased to 0.8 (T
8 

=0.8) while the malicious 

users still have the same trust value (Tm
=0.3) as in Figure 6.5. Let us consider the case 

when M=34 and M=37 in order to compare with the previous example; the result 

shows that the correct decision when M=34 is achievable with the condition that 

K <=25. And when M=37, K must be <=27 for a correct sense. i.e. 

ifT
8 

=0.7 , M=34: K <=24 for a correct sensing. 

ifT
g 

=0.8 , M=34: K <=25 for a correct sensing. 
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ifT
8 

=0.7, M=37: K <=26 for a correct sensing. 

ifT
8 

=0.8, M=37: K <=27 for a correct sensing. 

This indicates that the system can tolerate more malicious users K to make a correct 

decision when the good user trust T g is increased. 

Trust-Based System 

RHnge ol Correct S 
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1 

4 a 12 ,s w n 2l! :.ic J.! :.i7 41 45 .:o e-2 56 

M I �al t',,urr>bc1 of Cog11111vc Users 
I -0 3 

Figure 6.5 Range of correct sensing for different Mand K 

If Tm is increased to 0.4 while T
8 

is 0.7, so more good SUs are needed to cooperate to 

make a correct decision. As shown in Figure 6.6, for example when M=20, then 14 or 

more malicious users can make a wrong decision. In contrast, when Tm was 0.3 and 

T
g
=0.7, 14 malicious users were not able to make an incorrect sensing decision. 
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Figure 6. 6 Range of correct sensing for different Mand K 

Simulation Assumptions Influence on the Result Relationship 

From these result, it is noticeable that when all malicious users have the same trust 

value and the good users have the same constant trust value T g, there is a positive 

correlation between the total number of users and the maximum number of malicious 

users that a system can tolerate to make a correct decision. The maximum number of 

malicious users increased, when the total number of users and the number of good 

users increased. 

The aim of the simulation is to investigate the influence of the number of users on the 

final decision about the spectrum status, and to find out the maximum number of 

malicious users that the system can tolerate to make correct spectrum sensing 

decisions. Therefore, it is assumed that the good users have the same constant trust 

value T g and the range of correct sense is obtained when all malicious users have the 

same trust value Tm with varying only the users number. Because in each example T g 

and Tm are not varied, only the numbers of good and malicious users are varied in the 
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system, thus the final decision equation formulates a linear relationship in all the 

results. 

To investigate the influence of assigning different trust value (T g and Tm) for each user 

on the relationship of these results, a numerical example is discussed in section 6.6.4. 

6.6.3 Result of the General Punishment based CSS Approach 

In this section, the impact of the general punishment approach is discussed whereby the 

punishment is imposed on all the users as the system believes all the users must be 

punished. 

To investigate the effect of the nwnber of attackers that exist in the network and the 

punishment effectiveness on the system, different punishment factors are applied on 

the system. The existing trust models consider different values of the punishment 

factor; for example, [92] considered the punishment factor =1.25. The penalty factor in 

[98] is set to 5. In [99}, the punishment could be set as a large enough fixed value

because the malicious users are detected correctly, such that the punishment does not 

cause any resistance cost. 

In the proposed approaches, the punishment factor P is varied between 1.5 and 2 in 

order to investigate its effectiveness on detection performance. 

The range of COlTect sensing using the general punishment mechanism is shown in 

Figure 6.7, while varying the number of users. First, the result is shown when T
g
=0.7, 

Tm=--0.3 and P=l.5. For example when M=37, in this case the number of malicious 

users can be up to 29 for a correct sensing, while there were only up to 26 malicious 

users in the trust approach. This indicates that the punishment approach can tolerate 

more malicious users than the trust approach to make a correct sensing. 
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Figure 6. 7 Range of correct sensing for different Mand K 

Now the throughput is investigated when increasing P to 1.7 as shown in Figure 6.8, 

when M=37 for example, then only more than 30 malicious users are able to make the 

FC conclude with the wrong decision while when P was 1.5 more than 29 malicious 

users were able to make the FC conclude with the wrong decision. This explains that a 

higher punishment factor makes the system more tolerate of malicious users. 

. . . -

General Punishment -Based Syst.om 
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Figure 6.8 Range of correct sensing for different Mand K 
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6.6.4 Impact of Trust Variation on the Linear Relationship 

This section explains the impact of varying the users' trust values on the form of the 

relationship between the total number of cognitive users and the number of the 

malicious users. Therefore, in the following numerical example it is assumed that each 

user has a different trust value, whereas, each previous example used constant trust 

values T 
g 

and Tm that led to form a linear relationship between M and K. 

Based on algorithm 2, Figure 6.9 shows some wrong decision points (red dashes) for 

different M and K with various users' trust values. Users' numbers are sorted in an 

ascending order. 

V. 

15 

11 

8 

3 

5 10 14 20 
fV1 Total Nurnbcr of Ccg111t1ve Users. 

Figu,re 6.9 Wrong decision points for different Mand K when varying users' trust 

values 

To discuss the result in Figure 6.9, let T
g
i denotes the trust value of good user number i, 

and T mi denotes the trust value of malicious user number i. For analysis, M and K 

values in this example are chosen as follow: 

Case 1: If the total number of users is 5 (m=5) and there are 3 malicious users (k=3), 

then this means there are 2 good users. For the purpose of analysis, it is assumed that 
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all the users have different trust values as follows (according to algorithm 2, the trust 

value is lower than 0.5 for the malicious users and 0.5 or greater for the good cognitive 

users). 

For the two good users assume Tg1
=0.60 and T

82 =0.55 

For the three malicious users assume Tm 1=0.48, Tm2 = 0.49 and Tm3 =0.45 

Using these different trnst values, and according to the final decision equation m 

algorithm 2 with P=l.5, the FC will make a wrong decision. However, this wrong 

decision point can be changed if the trust values of the users are changed, which can 

lead to a different fom1 of result relationship. 

Case 2: For this example M=lO, and K=8, which means there are only 2 good users out 

of a total 10 users. If each user has a different trust value as follows: 

Tmi=0.48, Tm2=0.34, Tm3=0.45, Tm4=0.47, Tm5=0.33, Tm6 =0.44, Tm7
=0.46, Tms =0.32 

and assume Tg1=0.60 and Tg2
=0.55 in this case and according to algorithm 2, an 

inc01Tect decision is taken. This incorrect decision point can be changed if U1e trust 

values of the users are changed. 

Case 3: For this analysis M=l4, and K=&, meaning there are 6 good users. If different 

trust values for each user are assumed as follows: 

Tmi=0.49, Tm2=0.40, Tm3=0.48, Tm4=0.47, Tm5=0.33, Tm6 =0.44, Tm1
=0.46, Trng

=0.42 

T
g
1=0.52, T

g
2=0.55, T

g3=0.50, T84=0.5l, T
8
s=0.54, T86

=0.50 then these trust values 

make incouect decisions. Changing these tust values will change the decision point. 

This example illustrates that when assigning different trust values for each user, the 

decision point does not depend only on the number of users, but also on the trust value 
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of each user. A different trust value for each user forms a non-linear relationship 

between the malicious users' number and the total number of cognitive users. 

6.6.5 Dedicated Punishment based CSS Approach Result 

In this section, the impact of imposing a punishment on malicious users only is 

investigated. The performance of the dedicated punishment approach is investigated 

first when T
g 

=0.7, Tm =0.3 and P=l.5. From the result in Figure 6.10, focusing on the 

case when M=32. The result shows that the system in this case can tolerate up to 26 

malicious users to make a correct sensing, but if K is greater than 26 then an incorrect 

decision is made. For comparison, the general punishment approach was able to 

tolerate only up to 25 malicious users when M=32 as shown in Figure 6.7. This means 

that the dedicated punishment approach out-performs the general punishment approach 

because it can tolerate more malicious users. 

Dedicated Punishment-Based System 
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Figure 6.10 Range of correct sensing for different Mand K 

To investigate the influence of the punishment factor on the dedicated punishment 

approach, P is increased (P=l.7) keeping the same trust values (T
g 

=0.7, Tm
=0.3), and 

K is varied to examine the range of correct sensing as shown in Figure 6.11. For the 
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case when M=58, it is noticeable that the decision is correct when K is up to 49, which 

means that 9 good users out of 58 users are able to identify the spectrum appropriately, 

while when P was 1.5 (Figure 6.10), at least 11 good users were required out of 58 

users for correct sensing. 

This means that increasing the punishment factor in a hostile environment where many 

malicious users can exist can reduce the effect of the high number of malicious users. 

Dedicated Punishment-Based System 
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Figure 6.11 Range of correct sensing for different Mand K 

This result indicates that the dedicated punishment approach increases the detection 

performance even though there is a great number of malicious users in the CRN. The 

choice of the value of P in the proposed approaches is ideal from 1.5. Because if P is 

less than that, the range of correct sensing can be degraded even though a small 

number of malicious users exists. 
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6.7 Chapter Summary 

In this chapter, the issue of improving the performance ofCSS has been discussed. Trust 

and punishment approaches for secure spectrum access in CRNs have been addressed. 

The main idea in these approaches is that each SU performs local sensing and then 

forwards the sensing results to the main FC, so the FC makes the final decision about 

the presence of the PU based on the local sensing and the trust values of the users. The 

punishment approach does not depend only on the trust values but it also punishes the 

users in order to substantially reduce the effect of SUs with a low trust value, while 

improving the impact of SUs with a high trust value on the final decision. 

Simulation results show that the proposed approaches can improve the sensing 

performance under the impact of different numbers malicious users in the CRN. The 

results show that the proposed approaches outperform the conventional majority 

scheme despite a high number of malicious users. Also, the dedicated punishment 

approach, which punishes only the malicious users, outperforms the other approaches 

as it can tolerate more malicious users to make a correct decision. 
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7 Conclusions and Work Limitations 

7.1 Conclusions 

CR allows the users to utilise the available spectrum by opportunistic access to the 

licensed spectrum bands with no interference with the other users. The fundamental 

objective of CR is to provide an efficient utilisation of the wireless spectrum. 

The unique characteristics of CR communication have led to new threats that need to 

be faced. This thesis has smdied some of the threats in CR, such as the PUEA and the 

SSDF. 

In order to successfully deploy a CRN and realise its benefits, some of the counter

measures were proposed and analysed. 

The main contributions of the thesis are summarised as follows: 

v' Mitigation of a PUEA based on the Analytical Model: 

The PUEA is one of the major security threats to spectrum sensing because it degrades 

the performance of the CRN. In this thesis, a CRN model consisting of a PU, an SU 

and some malicious users is discussed. The impact of a PUEA on a CRN is 

investigated using an analytical model that detects the PUEA without using any 

location infonnation and without any dedicated sensors in the netv.lork. 

This analytical model uses the Neyman-Pearson test to detect the PUEAs in CRNs. The 

main idea in this approach is based on obtaining the PDFs of the received signals and 

then these PDFs are compared with a predefined threshold to measure some 

perfonnance metrics such as the probability of a successful PUEA (False Alarrn) and 
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the probability of missed detection. The results show that these performm1ce metrics 

are greatly influenced by the network area where the SU is suuounded by malicious 

users and there is a range of network radius in which the PUEAs are most successful. 

Also, increasing the number of malicious nodes in the system has a negative impact on 

the network perfonnance because it increases the false alarm probability. 

,/ Trust Management Mechanism for the Detection of PUEAs 

based on the Localization and History of the Signal Source 

In order to detect the PUEA, the location of the signal source can be examined, i.e. 

whether the sensed received signal is coming from a known legitimate PU or whether it 

is from a PU emulator. Two tmst-management mechanisms are proposed. Firstly, there 

is the mechanism that takes advantage of the fact that it is unlikely for the malicious 

user to mimic both the coordinates and the power level of the PU; this mechanism is 

called the direct trust mechanism because it obtains the users trust values based on the 

Localization of the signal source only. Thus the trustworthiness of the user in this case 

is obtained by the distances measured using the coordinates and the received signal 

power level. 

On the other hand, the indirect trust mechanism combines the direct trust and the 

historical trust to obtain the trustworthiness of the users. Simulation results have shown 

that, based on both techniques, the trustworthiness of the PU is also much higher than 

the malicious user. Moreover, the indirect scheme improves the users' trustworthiness 

as it considers the historical behaviour of the user. 
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,/ Trust and Punishment based Approaches for Secure CSS: 

To improve spectrum utilisation, detection perfonnance and the efficiency of spectnnn 

usage, a CSS scheme is proposed based on trust and punishment approaches for secure 

access in the CRN. 

The FC in the presented trust approach makes the final decision about the presence of 

the PU based on the local sensing result and the trust values of the users, while the 

punishment approach does not depend on the trust values only but uses a punishment 

procedure to reduce the effect of the SUs with a low trust value on the final decision. 

These approaches are verified via simulation under different numbers of malicious 

users in the CRN. The results proved that the proposed schemes outperform the 

traditional majority scheme despite a high number of malicious users. Also the 

dedicated punishment approaches that punish only the malicious users outperfonn the 

other approaches because it can make a correct decision with more tolerance to 

malicious users. 

7.2 Work Limitations 

• In Chapter 4, considering in the scenario where all the users (SUs and malicious

users) are presented in a circular area, this assumption enables us to calculate

the area where the users are distributed, but in practical tenns the users can be

presented randomly in any form rather than a circular form.

• There are some possible states that can exist in a CR environment, e.g. SU, PU,

PUEA, PU + Noise, PUEA + Noise or PU + PUEA + Noise .... etc. In reality, 

any combination of the states can exist together but because in this thesis the 

NPCHT is used to investigate the impact of a PUEA, this test is only able to 
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distinguish between two hypotheses, i.e. H1 : the signal is from the PU, or H2 : 

the signal is from the attacker. 

• In Chapter 5, it is assumed that each user sends its location coordinates so the

distance between the users can be calculated. But actl.lally some users cannot

broadcast their location coordinates, for example for privacy reasons.

• Another limitation of this work is that the proposed methods in Chapter 6

assume that all the malicious users have the same trust value and all the good

SUs have the same trust value as well. This assumption enables us to determine

how the trust value affects the final decision and to clearly compare SUs trust

with malicious users trust. However, in practice, the users can have different

trust values.

• In order to investigate how the users trusts influence the detection performance

with incorrect sensing information from the malicious users, it is assumed that

the spectrum is occupied and that the malicious users declare that it is not

occupied. But actually the spectrum can be occupied or unoccupied.
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Appendices 

Appendix A - Matlab code for Mitigating Attacks in CR based on an 

Analytical Model 

1 PDF of the received power due to the primary transmitter 

f Wt t 

clc; clear 1 close 1' , ; 

power_t = 120e3; 
power_m = 5; 

distance_p = 120e3; 

format �nq; 
radl =500; 
rad2 = 40; 
sigma_p = 8; 
sigma_m = 5.5; 
mal = 15; 
A =  log(l0)/10; 
smaples = 100000; 
E p = sigma p*randn(l,smaples ); 
Gp= 10.A(E_p/10); 

t I • 

Rec_power = power_t*Gp*distance_pA(-2); 
sort_power = sort(Rec_power); 

mu_p = lO*loglO(power_t) - 20*log10(distance_p); 
mu_p_2 = (10A(mu_p/10)) A2; 

JI y 

j f ., 

pdf =(l./(A*sort_power*sigma_p*sqrt(2*pi))) .*exp(-((10 *loglO 
(sort_power)-mu_p)/(sqrt{2)*sigma_p)) .A2); 

(regl,reg2] = hist(Rec power,4000); 
bar{reg2,regl/trapz{reg2,regl)); 
axis ( (0 le-4 0 max (pdf) J); 
grid •, hold 
xlabel(', ' J  f- w•i t t.h scconda1y r c 1vcr fr n prina:y 

ylabel{' � .\ d p Wet') 

plot(sort_power,pdf, 
' 

1 n•'1' Id, 1', 2,. 
IC ... � 't f t q I ) 

axis{(O le-4 0 max(pdf))) 

, ! r . 

legend(' '">1 r 1.. ·, I� w r us1n9 simul tic , 'PD� of rccc1veci

1-c·wl heort't1c-a1 1 

2 PDF of the received power due to the malicious users 
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clear 1 1; 

close c11 l ; 
clc; 
samples 100000; 

power_t = 120e3; 
power_m = 5; 
distance_p = 120e3; 

', 
Mal = 15; 
A = log(l0)/10; 

() ; 

= [); 

xCoordinates 
yCoordinates 
n = Ma!; 
format rQ; 
radl =500; 
rad2 = 40; 
sigma_p 8; 
sigma_m = 5.5; 

wl n > 0 

x = unifrnd(-radl,radl,1,1); 
y unifrnd(-radl,radl,1,1); 

no = sqrt((x."2) + (y."2)); 

w t 

level= find((rad2 <= no) & (no <= radl)); 
xcoordinates = [xCoordinates; x(level)J; 

yCoordinates (yCoordinates; y(level)J; 
n = Mal - numel(xCoordinates); 

i= 1 : Mal 

w t 

d(i)=sqrt((xCoordinates(i))"2 + (yCoordinates(i))"2); 
ud 

kk = !:samples 
E j= sigma_m*randn(Mal,1); 
G = 10."(E_j/10); 

j = 1:Mal 
P(j) = power_m*(d(j)"(-4))*G(j); 

sort_power2(kk)= sum(P); 

rec_power2 = sort(sort_power2); 
[regl,reg2] = hist(sort_power2,4000); 
figure(2) 
bar(reg2,regl/trapz{reg2,regl)); 
axis([O max(reg2) 0 max(regl/trapz{reg2,regl))]) 
grid )•1; hold <V; 

sigma_x_2 = (1/A"2)*(log(mean(rec_power2."2)) -
2*log(mean(rec_power2))); 

n1 

ry 

mu x = (1/A)*(2*log(mean(rec power2)) - 0.5*log(mean{rec_power2."2))); 
pdf2 = (1./(A*rec power2*sqrt(sigma x 2)*sqrt(2*pi))) .*exp(

((10*logl0(rec_pow;r2)-mu_x)) ."2/(2*sigma_x_2)); 
plot(rec_power2, pdf2,. 
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'li rww I dl r' , 2, ... 
'C\. or', 'q') 
xlabel('Received powe1 al the secondary receiver trom malicious 

users. ') 
ylabel('PDF ot rece1v�d 
legend('PDF of lACeJVPd 
• ""Wt' I ht H l" l I C<l l l y 1 ) 

power•) X X f.lX ( r J 
power 11:nng s1mulr1tion', 'PDF of tece1ved 

3 Probability of a successful PUEA (false alarm) , Probability of missed 

detection and CDF 

clc ; clear 1 1; close 

samples= 100000; 

mal = 5; 
radl =SOO; 
rad2 = 40; 
sigma_p 
sigma_m 
power_t 

8; 
5.5; 
120e3; 

power_m = 5; 
distance_p = 120e3; 

A =  log(l0)/10; 
xO = le-9:le-9:le-3; 
sigma_p_2= (1Q A(sigma_p/10)) A2; 
sigma_m_2= (lO A(sigma_m/10))"2; 

false_alarm= [ J; 
Miss_detection= [J; 

xCoordinates = [);

yCoordinates = [); 

n = mal; 
� n > 0 

x = unifrnd(-radl,radl,1,1); 
y unifrnd(-radl,radl,1,1); 

r d 

no = sqrt((x. A 2) + (y.A2)); 
level = find((rad2 <= no) & (no <= radl)); 

xCoordinates 
yCoordinates 

[xCoordinates; x(level)J; 
[yCoordinates; y(level) ); 

n = mal - numel(xCoordinates); 

! i= 1 : mal

y 

nd 

d(i)=sqrt((xCoordinates(i))"2 + (yCoordinates(i))"2);

NumberofRuns=40; 
J=l:l:NumberofRuns 
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E p = sigma p*randn(l,samples); f d d tr b 1l 
Gp = 10.A(E_p/10); 
Pr_p_tmp = power_t*Gp*distance_pA(-2); t. v. r · 1v d, wcr (�illl) 

Pr_p = sort(Pr_p_tmp); 
mean_Pr_p=mean(lO*loglO((Pr_p))); I w r d 

mu_p = lO*loglO(power_t) - 20*log10(distance_p); 
I ( ) l 

mu p 2 = (lOA (mu p/10)) A2; 
Pdf; (l./(A*xO*sigma_p*sqrt(2*pi))) .*exp(-((10*logl0(x0)
mu_p)/(sqrt(2)*sigma_p)) .A2); 
I • kk = l:samples 
E j= sigma m*randn(mal,l); 
G-= 10.A(E=j/10); 

l' r J 

P = power_m*d.A(-4) .*G'; 
Pr_m_tmp(kk)= sum(P); 

Pr_m = sort(Pr_m_tmp); 
sigma x 2 = (1/A A2)*(log(mean(Pr m.A2)) - 2*log(mean(Pr m))); 
mu x; (l/A)*(2*log(mean(Pr m)) : 0.S*log(mean(Pr m.A2))); 
Pm gama = (1./(A*xO*sqrt(sigma x 2)*sqrt(2*pi)))�*exp(
((10*logl0 (xO) -mu x)) . A 2/ (2*sig;-;;a=:x_2)); 
z= P_m_gama./Pdf; 
lambda=2; 
index= max(find(z >= lambda)); 
x_threshold = xO(index); 
tO=le-9:le-9:x threshold; 

P_D2_Hl_tmp = trapz(tO,Pdf(l:index)); 
Miss detection= [Miss detection;P D2 Hl_tmp]; 
tt_size= round((le-3:xO(index))/le-9); 

tt = xO(index+(l:l:tt_size)); 
P_D1_H2_tmp = trapz(tt,P_m_gama(index+(l:l:tt_size))); 

false alarm =[false_alarm; P_D1_H2_tmp]; 

false alarml=(false_alarm); 
miss_detection2=(Miss_detection); 

N=40; 
bar(miss_detection2, 'E ,.e(oltr ', (0 .2 .4),' d cct,lc 1 , (0 .2 .2), 
'' 1r,tv-J1dlt1', .l);set(gca, •xru·k.', [O:N]); 
grid; 
xlabel('Numl�t o! s1n-u1at1on t..llnct ') 
ylabel('Probab1l1ty 01 Miss d�t�ct ,� ') 

hold , figure, 
bar(false alarml,' 'Jc..-Color , (0 .8 .6), "dgt,Colc.. ', [0 .5.5), 
' Pi-W•d h',l);set(gca, 'XT.tel(', [O:NJ); 
grid; 
xlabel('Number ot s1muldtlon tlm":o ') ; 
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ylabel ( otab1l1Lv of Falsu alarm') ; 

ccc=sort(false_alarml) vvv=sort(miss_detection2} ; 
figure ; 

plot(ccc, (0:l/N:1-1/N}, 't', vvv, (0:1/N:1-1/N),'k'); 

grid 
xlabel(' 10b h1l.1tic offal alarm and miss detectior 'l 
ylabel ( 'L f 'l 

legend( IOb�hill y ot F l Ala:m', 'Prob b1l Ly 01 M1SS Oct ) ; 

4 Plot of simulation model for malicious users distributed randomly around 

the SU located at coordinate (0, 0) 

plot(xCoordinates,yCoordinates, 
x=O;y=O;r=40; 
hold 
th = O:pi/50:2*pi; 
xunit = r * cos(th) + x; 
yunit = r * sin(thl + y; 
legend ( � 
h = plot(xunit, yunit); 
hold 
x=O;y=O;r=500; 
hold" 
th = O:pi/50:2*pi; 
xunit = r * cos(th) + x; 
yunit = r * sin(th) + y; 
h = plot(xunit, yunit); 
xlabel( 
ylabel( r ra n 01 

hold 

net 

nd 

) ; hold 

nd q 

nd 

no 

l l • ) ; 

;grid ,plot(O,O, I I) 

1.1 n I ') 

t n ( ) 

Appendix B - Matlab code for Trust Management Mechanisms for 

the Detection of a PUEA 

1 Trustworthiness of the PU 

close ; clear 11 
history= [0.5]; 
RC .. 60; 

a = 0; 

b = 15; 

x_cognitive= (b-a) .*rand(RC,l) + a 
y_cognitive= (b-a) .*rand(RC,l) + a 

x_primary= (b-a) .*rand(RC,l) + a 
y_primary= (b-a) .*rand(RC,l) + a 

x malicious= (b-a) .*rand(RC,l) + a 
y_malicious= (b-a) .*rand(RC,l) + a 
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trustworthiness2prim=[); 
checkhistory2=[); 

checkhistory2bad=[); 
powerSamples=lOOOO ; 

allSNR=-5:5:25; ,i 
trustworthiness2=[); 

repetition = l:RC 

x = x_cognitive(repetition); 
y = y_cognitive(repetition ); 
xl x_primary(repetition); 
yl y_primary(repetition); 
x2 x_malicious(repetition); 
y2 y_malicious(repetition); 

coo_distance=sqrt((x-xl) .A2+(y-yl) .A2); 
dco(repetition)=coo_distance; 

actual_distance=sqrt((x-x2) .A2+(y-y2) .A2) 
dact(repetition)=actual_distance; 

trust_calculation = zeros(l,length(allSNR)); 

1 , ii=l: length (allSNR) 
power_transmitted=SOO; 

SNR_dB=allSNR(ii); 
SNR = 10.A(SNR dB/10); 

y 

noise_power = power_transmitted/(SNR); 
noise_signal=sqrt(noise_power) * randn(l,powerSamples); 

tx_signal = sqrt(power_transmitted) ; 

f w r 

rx_signal = tx_signal + noise_signal; 
prim_rx_signal_power= ((rx_signal) .A2)/(coo_distanceA4); 

d_power_prim=(power_transmitted./prim_rx_signal_power) .A(l/4); 

trust_repetitionprim = min(coo_distance./d_power_prim, 
d_power_prim./coo_distance); 

fff(ii)=mean(d_power_prim); 
ppp(ii)=mean(prim_rx_signal_power); 

ppp_db(ii)=lO*log(ppp(ii)); 
ggg(repetition)=mean(fff); 
zzz(repetition)=mean(ppp_db); 

trustworthinessprim(ii)=mean(trust_repetitionprim); 

checkhistory(ii)=trustworthinessprim(ii); 

checkhistory(ii)=.92*trustworthinessprim(ii)+.08*mean(history); 
! 

trustworthiness2prim=[trustworthiness2prim; trustworthinessprim); 
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checkhistory2bad= {checkhistory2bad;checkhistory]; 
( ' 

nnn=bar(allSNR,mean(trustworthiness2prim), .5, '· 1ccColo1 ', [0 0.2 0.1]) 

hold ) 
mmm=bar(al1SNR,mean(checkhistory2bad),.3,' H:t•Color',[O 0.7 0.7]) 

grid 'lll 

l = cell ( 1, 1) ; 
l{l}=' l t'l' 

yh=legend ( {nnn 
0, 0 5] f I l e,n l 
set (yh, '�ont.S1 

; 1 { 2 ) = ' nd <" l l u 
mmm], l,' (h'<l' on', {0.35 0.85 0.15 

,'hn·1.ontal',' l"IJ!We q ', b, a'); 
Of 12) i 

annotation ( 't •>· l � ', 

[0.15 0.65 0.3 0.15], 
'.t, nq',{', ,  ',num2str(history,' . I')), ... 

·�1tlioxl'olla.,',' ,,,,
'Fonts "',11, . .  

I Font Nr i: I , • 
� • , • • •  

'lineSt 

'EdgtC"ol ', [1 1 0], 
'l,llllWhit, ,1, ... 
'B ck,p I l', ,  ', [0.9 0.9 0.9], 

1.,1 ', [0.84 0.16 OJ) 
xlabel ( • ; -t 1t io (dBi ) ; 
ylabel ( 1 , �1 •\,' W•'' 1 'h' • 1); 

axis([min(allSNR) max(allSNR) 0.5 l)); 

2 Trustworthiness of the malicious users 

close I ; clear 
malhistory=[0.8]; 
RC=60; 

a = 0; 
b 15; 

x_cognitive= (b-a) .*rand(RC,l) + a 
y_cognitive= (b-a) .*rand(RC,l) + a 

x_primary= (b-a) .*rand(RC,1) + a 
y_primary= (b-a) .*rand(RC,l) + a 

I j 

x malicious= (b-a) .*rand(RC,1) + a
y_malicious= (b-a) .*rand(RC,l) + a

powerSamples=lOOOOO; 
mal_trustworthiness= [J; 

trustworthiness2malhis=(]; 
trustworthiness2mal=(]; 

allSNR=-5: 5: 25; 
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le repetition = l:RC 
x = x_cognitive(repetition); 
y = y_cognitive(repetition ); 
xl x_primary(repetition); 
yl y_primary(repetition); 
x2 x_malicious(repetition); 
y2 y_malicious(repetition); 

t 1

coo_distance=sqrt((x-xl) .A2+(y-yl) .A2); 
dco(repetition)=coo_distance; 

actual_distance=sqrt((x-x2) .A2+(y-y2) .A2) 
dact(repetition)=actual_distance; 

trustworthiness = zeros(l,length(allSNR)); 

ii=l:length{allSNR) 
SNR_dB=allSNR{ii); 

power transmitted= SOO; 
SNR =-10.A(SNR_dB/10); 

y I 

" 

noise_power = power_transmitted/(SNR); 

noise_signal=sqrt{noise_power) * randn(l, powerSamples); 

tx_signal 
rx_signal = 

sqrt(power_transmitted) ; 
tx_signal + noise_signal; 

rx_signal_power= ((rx_signal) .A2)/(actual_distanceA 4); 

d_power_mal=(power_transmitted./rx_signal_power) .A(l/4); 

trust repetition = min(coo distance.Id power mal, 
d power_mal./coo_distance); - - -

mal_trustworthiness(ii)=mean(trust_repetition); 
ff(ii)=mean(d_power_mal); 

pp(ii)=mean(rx_signal_power); 
pp_db(ii)=lO*loglO(pp(ii)); 

gg(repetition)=mean{ff); 
maliciushis{ii)=.92*mal_trustworthiness(ii}+.08*mean(malhistory); 

ud 

trustworthiness2mal=[trustworthiness2mal; mal_trustworthiness); 
trustworthiness2malhis=[trustworthiness2malhis; maliciushis); 
zz(repetition)=mean(pp_db); 
gg(repetition)=mean(ff); 

xx=bar(allSNR,mean(trustworthiness2mal), .5,' 
hold ,n 

lor , (1 0.3 0.1)} 

ss= bar(allSNR,mean(trustworthiness2malhis), .3, 'V ceColcr ', [O 1 1)) 
1 = cell ( l, 1) ; 
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l{l}='D reel •rust'; 1{2}=' ndlt<'Cl us•'; 
yh=legend((xx ss), 1, 'Locat101 ', [0.35 0.85 0.15 
0.051, 'Orientat1or', 'hor1tontal', '·ontWe.qht ','bold ); 
set(yh, 'FontSU1..' 1 ,12); 
grid m_nor 
annotation('textbox', ... 

[0.15 0.65 0.3 0.15), ... 
'St t tng', { • r I ', num2str (malhistory, ' . • ' ') } , ... 

'F1 t BoxT 1Tt xt •, 'on', 
' Font S 1 • t-' , 11, ... 

'FontNari ', 1-'\, .. 1 ', . .
'L1r1eStylt',' ,. 
·�ogct'olc, , [1 1 OJ, ...
'L.1ncW1dtl ',l,
'B11c:kq11u1 J1...o l�r ', [O. 9 0. 9 0. 9],

r',[0.84 0.16 OJ) 
xlabel ( '5 qr N" " • I<. ( l ) ; 
ylabel ('� t.>l •u1twcrt 1 m. ); 
axis([min(allSNR) max(allSNR) 0.5 l]); 

3 Distances plot of the PU from the SU measured based on the 
coordinates and received power level 

clc 
iteration=RC 
grid 

kk=l:iteration 
hold 
plot (dco (kk), zzz (kk), c • •) 

plot (ggg (kk), zzz (kk), • J •) 

xlabel ( 
ylabel ( 
legend (' 
r 1. r:I 

d 

· nl P W't {1n lil 1 ) ;
me "Ul d l>ll I c • 1 • 

ccc1v d pow r love '); 
'I 1 tar m \11 d 

4 Plot of random location of primary, secondary and malicious 
users in an area of 15Km*15Km 

width = 3; 
height = 3; 
alw = 0.75; 
fsz = 11; 
lw = 1.5; 
msz = 15; 
plot(x_cognitive(lO),y_cognitive(lO), 
msz); 
hold 

� ,.. • t 1neW1dt'1 ,lw, '"'!arkitS.1 .,,

plot(x_primary(lO) ,y_primary(lO), •q• ', 'L111eWidll ',lw, ·�arketS1 , ',msz) 
hold on 
grid n nor 

142 



plot(x_malicious(lO),y_malicious(lO), 
msz); 
hold o 
xlabel(' coordirnl (Km) ) 
ylabel (''I ·coordi nat a (Kr I ') 
hold 1• 

' incW1dt , lw, ••1arkcrS1 

Appendix C - Matlab code for Trust and Punishment based 

Approaches for Secure Cooperative Spectrum Sensing 

1 Trust based CSS Approach 

clc; 
clear l; 
close 1 l l; 

d 

u= [ . 3 . 3 . 3 . 8 . 8 . 8 . 8 . 3 . 8 . 3 . 8 . 3 . 8 . 3 . 8 . 3 . 8 . 3 . 3 . 3 . 8 
.3 .3 .3 .8 .3 .3 .3 .8 .3 .8 .3 .3 .3 .3 .3 .8 .8 .8 .8 .8 .3 .3 
.3 .3 .3 .3 .3] 

trust=O; 
untrust=O; 

zzz=l : length(u) 
u(zzz)>=.5 

trust=trust+l; 
Trustworthy= u(zzz); 

untrust=untrust+l; 
Untrustworthy = u(zzz); 

occupied = 1; 
not_occupied -1;

N= trust; 
N2= untrust; 
n= l 

Trust users l:N; 
Malicious users = l:N2; 
detection= () ; 
detection2= [ J ; 
tipping point2=(J; 

jj=l:N2 
tipping_point= [J; 

ii=l:l:N ; 

detection= (Trustworthy.An)*Trust_users(ii) * occupied 
+(Untrustworthy.An) .*Malicious_users * not_occupied; 

false_decision = find([detection<O)); 
tipping_point = [tipping_point false_decision(l)J; 
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detection2=[detection2; detection]; 
II 

tipping_point2=(tipping_point2; tipping_point]; 
N ; N2; 

I 

totalusers=O; 

., 

yyy=l:N 
totalusers(yyy)=yyy+tipping_point2(1,yyy); 

figure(l); 
h=bar (totalusers, tipping point2 (1,:),. 6, ' , '); 
l{l}='"'Hllt: , 11.. -,se'; 1{2)= 1dt oy ut of M 

{ f ' I j 1 { 3 } = t m,\ 
lgnd = 
legend(h,l,' X 1 (1t1t1on', ·er 1 �1 1 ,'edttt•colc 
set(lgnd, 'L ',' �· '); 

set(gca, xr1L ',totalusers); 
set(gca,'\li u, ',totalusers); x 

•'H�\ y 

dim = (.635 .555 .3 .3); 

O!ll"' I/ If, lit!>} 

k 

' 9) ; 

str = 1(2);

annotation ( • e / dim, lt r1 ,str,' l tB xT Text', ' n', ' dgc-col r' 

1 , i,n • 

set (gca, 'Ti· 
set (gca, ' TlC 

• '9)
,tipping_point2(1, :)); 
l"' , tipping_point2 ( 1, : ) ) ; 

ay = gca; 
ay.YColor cd'; 

annotation( A x 
[.19 .62 0.3 0.3], 

'1', { • r , Trustworthy(l) ), 
't 1 t Bo:-<To1 ' ' 1 , . 
'V r lC 

' Font S 1 ' , 12, 
'F'ontNa� ', ''\ 

'LincSl� 

l. / . l i. • ' •••

( . . .

I • • 

'Ed •Colo 

'L1ne"1dtl 

, (1 1 OJ, ... 
' 2, 

'Back 1• 

I 1 (0, 84
l ? ' ' l t 

0.16 OJ) 
xa [.25 .32); 
ya = (.865 .865]; 
grid 

)( 

xlabel({['"' L 1 1. ,111 t1vo Uter .');[ m '  

nurn2str(Untrustworthy(l))J}); 
ylabel ('I'\ N11"'l,� • II I l ' 

titletext= [' r J_,I 1u; u Sy�i.;or. 
title(titletext); 

I l ; 

I I 
I ·ontS1 t-',12);

2 General Punishment based CSS Approach 

clc; 
clear 1 l ; 
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close .1Ll; 

u•[.7 .7 .3 .7 .7 .7 .7 .7 .7 .3 .3 .7 .3 .7 .7 .7 .7 .7 .3 .7 

.3 .7 .3 .7 .3 .3 .3 .7 .3 .3 .3 .7 .3 .3 .3 .7 .3 .7 .3 .3 .3 .3 

.3 .7 .7 .7 .7 .7 .3 .3] 

trust=O; 
untrust=-0; 

zzz=l : length(u) 
u(zzz)>=.5 

trust=trust+l; 
Trustworthy= u(zzz); 

untrust=untrust+l; 
Untrustworthy = u(zzz); 

occupied"" l; 
not_occupied -1;

N= trust; 
N2= untrust; 

p= 1. 7 
l:N; 
1 :N2;

Trust users 
Malicious users 
detection=[) ; 
detection2a[); 

tipping point2= [); 
jj=l:N2 
tipping_point=[); 

ii=l:1:N; 

detection= (Trustworthy.�p)*Trust_users(ii) * occupied 
+(Untrustworthy.�p) .*Malicious_users * not_occupied; 
false decision = find((detection<O]); 

tipping_point [tipping_point false_decision(l)J; 
detection2•[detection2; detection); 

tipping_point2=[tipping_point2; tipping_point]; 
N ; N2;

totalusers=O; 
yyy=l:N 
totalusers(yyy)=yyy+tipping_point2(1,yyy); 

figure (1); 

h=bar(totalusers,tipping_point2(1, :), .6,' 
l{l}= K I • I '; 1{2}= 

;1{3}= KO 
lgnd = 

. ) ; 
by G out o{ M 

legend(h,l,' 1h�r1L1t1 r,',' 1t.1.cAl',' l\1C..::olc ', r,on,', �,ntS1 ,',9); 
set ( lgnd, ' le-t , '• on ') ; 

set(gca, 1· ,totalusers); 
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set (gca, 'XTt c.:kLAbc 1 ', total users) ; 
I 

�' \ 
dim = (.635 .555 .3 .3); 
str = 1{2}; 

X X 

annotation ( 'text b1,,. x , dim, 'Sr t 1 nq', str, '� 1 tBoxToText ', 'on', 'ed')ecolr,1 ', 
'nont• , '1'ontS1 e', 9) 
set(gca, ''X'Tll'k',tipping point2(1, :) ); 
set(gca, 1 YT1c:< 1bi; l ', tipping_point2 (1,:}}; 

ay = gca; 
ay.YColor 

It 

' T ( j t ; 

annotation('l�xtbox', 
(.19 .62 0.3 0.3], 

•,,t 'l�',{'1 <.1 ', Trustworthy(l}}, 
'F1t8oxT0Tt.xt ', > ', ••• 

'Fo11tS1 e-',12, ... 
'F'ontNamt.', 'A• 

' 1.1 ncS t � < ' , 
'FdgeColc,1 ', (1 
1l.l11t'W1dll 1,2, 
'Bat�J.. 4,. , 

-'- 1 r ,(0.84 

xa == [.25 .32]; 
ya = [. 865 . 865 J; 
grid •; 
xlabel({ [ u ot I 
num2str (p)); [' m 

l • , ... 

I • • 

1 0), 

' ...

O .16 OJ)

1',1 tn \. ,. : ) i [ 
' num2str(Untrustworthy(l)))}); 

ylabel (' Numhc1 of al ic1ou� usc1. • ', • • n ,, 
titletext= [ "1t�· , Pu1nsh:nent -B: sod · t ... • J; 
title(titletext); 

', 12); 

3 Dedicated Punishment based CSS Approach 

clc; 
clear 
close 

• l w 

u= [ . 7 . 7 . 7 . 7 . 3 . 3 . 3 . 3 . 7 . 7 . 7 . 7 . 7 . 3 . 7 . 3 . 7 . 3 . 7 . 3 . 3 
.3 .7 .3 .3 .3 .7 .3 .3 .3 .7 .3 .7 .3 .3 .3 .3 .3 .7 .7 .7 .7 .7 
.3 .3 .3 .3 .3 .3 .3) 

trust=O; 
untrust=O; 

zzz= l : length(u) 
u(zzz)>= .5 

trust=trust+l; 
Trustworthy= u(zzz); 

untrust=untrust+l; 
Untrustworthy = u(zzz); 
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l'I d 

occupied = 1; 
not_occupied -1; 

N= trust; 
N2= untrust; 

p=l.7 
1 :N; 

= l:N2; 
Trust users 

Malicious users 
detection= [) ; 
detection2=[]; 
tipping_point2=[); 

jj=l:N2 
tipping_point= [); 

ii=l:1:N ; 
detection= (Trustworthy.Al)*Trust_users(ii) * occupied 

+(Untrustworthy.Ap) .*Malicious_users * not_occupied; 

false_decision = find((detection<O)); 
tipping_point = [tipping_point false_decision(l)); 
detection2= [detection2; detection]; 

tipping_point2=[tipping_point2; tipping_point); 
N ; N2; 

yyy-1:N 
totalusers(yyy)=yyy+tipping_point2(1,yyy); 

figure(l); 
h=bar(totalusers,tipping_point2(1, :), .6, 
l{l} = ; 1{2) = ' 

• ';1{3}='0K I'\

lgnd = 
legend(h,l, r1cnt l r l1 

) ; 
, totalusers); 

set (lgnd, 
set(gca,' 
set (gca, ' • ,totalusers);

dim = (.635 .555 .3 .3]; 
str = 1{2}; 

dg 

) ; 

0 

X 

Ul 

K 

annotation( ,dim, 'tr r ',str, 1t8 x.T Tt> 
I 9) 

set (gca, 1c 
set(gca, 

',tipping point2(1, :)); 
',tipping_point2(1, :)); 

ay = gca; 
ay.YColor = 
annotation( 

(. 19 . 62 

l I 

I • 

0.3 0.3),. 

� , {. , Trustworthy(l)}, 
tltB X 

'Fon S "t 12, 
'FontNan ', ' , ... 
'LirrnSt� t.', , . .  

'Edg •Col �1 , (1 1 OJ, 

'LincW dt , 2, 
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f M 

I t l 

• 
dg 

I 9) ;



'Bad , �Co I I 

I '-

( , (0.84 0.16 OJ) 
xa [ . 25 . 32 J ; 
ya = [.865 .865]; 
grid ,1n; 
xlabel ( { [ V ._,tal \. ... OE'T C �.., n \. J; [ r

'

num2str(p)); ['r m num2str(Untrustworthy(l))))); 
ylabel ( .ximl Nir.L ) 1_1 i 1, 1..; 1 •, 'I- ntSi.:< 
titletext=['led ·Hed Pu111shm�nt-Hllsed Sys er '); 
title(titletext); 

4 Conventional Majority based Approach 

clc; 
clear 
close <1 

occupied = l; 
not_occupied -1;

N=l5; 
N2=20; 

Trust users = l:N; 
Malicious users = l:N2; 
detection =[); 
detection2= [ J ; 

tipping_point2= (]; 
jj=l:13 
tipping_point=[J; 
ii=l:l:N ; 

detection ° Trust_users(ii) * occupied + Malicious_users * 
not_occupied; 

false_decision = find([detection<=OJ); 
tipping_point = (tipping_point false_decision(l)]; 
detection2=[detection2; detection]; 

tipping_point2=[tipping_point2; tipping_point]; 
N ; N2;

totalusers=O; 
yyy=l:N 

totalusers(yyy)=yyy+tipping_point2(1,yyy); 

totalusers2=0; 
yyyy=l:N 
totalusers2(yyyy)=yyyy+tipping_point2(1,yyyy); 

figure(l); 
h=bar (Trust users, tipping point2 (1,:), . 6, ' 1 ) ; 

l { 1} =' I I' l• - • � 1 t s ; ' ; l { 2} =' � 1 i t 
lgnd = 
legend(h,l, r 1c dg�col 
set(lgnd, •',' or ); 
kk=l:50; 

set(gca, :Tic ,kk); 
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t lly Ru 

, 12); 

' 9) ; 



set(gca,' TickLab< 'kk); 

dim = (.5 .555 .3 .3); 
str = 1{2}; 

X XI 

annotation('t�x·t� ,dim,' ri1 J',str, •ritBoxToTex• 
', ·� ' S e',9)

set (gca, flc ', tipping point2 (1,:)); 

set (gca, 'r r1ck�,1Lt• ', tipping_point2 (1,:)); ng 

ay = gca; 
ay.YColor 

grid 

1 I r Cl 

I r( 

xlabel({('�Jmber of yood SUs , 
w , ; 

')}); 

• II. , • edg�"COl< r.' 

(I) 

ylabel ( �Jmbcr of mallc ous u�crsl ', ···� tSizc , 12); 
titletext=[' 01"e ltonal M 011ty Rule '); 
title(titletext); 
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