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Abstract

To maintain robustly acceptable system performance, fault estimation (FE) is adopted
to reconstruct fault signals and a fault-tolerant control (FTC) controller is employed
to compensate for the fault effects. The inevitably existing system and estimation
uncertainties result in the so-called bi-directional robustness interactions defined in
this work between the FE and FTC functions, which gives rise to an important and
challenging yet open integrated FE/FTC design problem concerned in this thesis. An
example of fault-tolerant wind turbine pitch control is provided as a practical motivation
for integrated FE/FTC design.

To achieve the integrated FE/FTC design for linear systems, two strategies are proposed.
A H∞ optimization based approach is first proposed for linear systems with differentiable
matched faults, using augmented state unknown input observer FE and adaptive sliding
mode FTC. The integrated design is converted into an observer-based robust control
problem solved via a single-step linear matrix inequality formulation.

With the purpose of an integrated design with more freedom and also applicable
for a range of general fault scenarios, a decoupling approach is further proposed.
This approach can estimate and compensate unmatched non-differentiable faults and
perturbations by combined adaptive sliding mode augmented state unknown input
observer and backstepping FTC controller. The observer structure renders a recovery of
the Separation Principle and allows great freedom for the FE/FTC designs.

Integrated FE/FTC design strategies are also developed for Takagi-Sugeno fuzzy mod-
elling nonlinear systems, Lipschitz nonlinear systems, and large-scale interconnected
systems, based on extensions of the H∞ optimization approach for linear systems.

Tutorial examples are used to illustrate the design strategies for each approach. Physical
systems, a 3-DOF (degree-of-freedom) helicopter and a 3-machine power system, are
used to provide further evaluation of the proposed integrated FE/FTC strategies. Future
research on this subject is also outlined.
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Chapter 1: Introduction

1.1 Background

In real operations of modern engineering systems there exist system faults that may lead
to performance degradation or instability, or even trigger a chain of failing subsystems
and cause major catastrophes in large-scale interconnected systems. This gives rise to
strong demands for enhanced control system reliability and safety in the presence of
system faults. It is crucial to not only determine the onset and development of faults
before they become serious, but also adaptively compensate the fault effects within the
closed-loop system or replace faulty components by fault-free alternatives (hardware
redundancy). The procedure of accounting for faults acting within a control system
to render the closed-loop system insensitive to the faults is known as “fault-tolerant
control (FTC)”, of which the fault estimation and compensation control is one approach
(Blanke et al., 2003; Patton, 1997, 2015).

In 1985, Eterno et al. (1985) developed a reconfigurable flight control system, in which
the title “failure tolerant control” was first used to define the meaning of control system
tolerance to failures or faults. The word “failure” is used when a fault leads to the
situation that the system function concerned fails to operate (Isermann, 2006). FTC
began to develop in the early 1990s and for the last 25 years a significant number of
methods have been established, which can be found in the bibliographical reviews
Zhang and Jiang (2008) and Yu and Jiang (2015). Now FTC has become a standard
technique in the literature (Blanke et al., 2003; Patton, 1997, 2015; Yu and Jiang, 2015;
Zhang and Jiang, 2008), based on the aerospace subject of reconfigurable flight control
making use of redundant actuators and sensors (Edwards et al., 2010; Steinberg, 2005).

FTC has been applied to many areas in the past 25 years. A comprehensive survey for
the applications before 2008 can be found in Zhang and Jiang (2008), while the main
applications since 2008 include, but not limited to, the following areas:
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• Flight and vehicle control systems. (1) Aircraft: Ducard (2009), Edwards et al.
(2010), Amoozgar et al. (2013), Hajiyev and Caliskan (2013), Zolghadri et al. (2014),
Balague and Hajiyev (2016); (2) Spacecraft: Jiang et al. (2010), Shen et al. (2012), Xiao
et al. (2012); (3) Vehicles: Soylu et al. (2008), Yang et al. (2010a), Wang and Wang
(2011), Wang et al. (2015); (4) Friction compensation: Patton et al. (2010).

• Electric and power systems. (1) Electric drive systems: Campos-Delgado et al.
(2008), Isermann (2011), Akrad et al. (2011), Song and Wang (2013), Bourogaoui et al.
(2016); (2) Power system: Bengea et al. (2015), Bianchi et al. (2015), Pedersen et al.
(2016); (3) Wind turbine control systems: Amirat et al. (2009), Yin et al. (2014b), Sloth
et al. (2011), Odgaard et al. (2013), Sami and Patton (2013), Shi and Patton (2015a),
Badihi et al. (2015).

• Distributed network systems. (1) Water networks: Eliades and Polycarpou (2010),
Quevedo et al. (2010), Robles et al. (2016); (2) Wireless networks: Chen et al. (2011),
Ding et al. (2013), Xu et al. (2017).

1.2 Basic concepts of FTC systems

1.2.1 Definitions

Fig. 1.1 A control system with actuator, process and sensor faults (Patton, 2015).

A fault is defined as an unpermitted deviation of at least one characteristic property
or parameter of the system from the acceptable condition (van Schrick, 1997). It
is important to determine how a fault should be detected, isolated, estimated, and
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compensated. The faults outlined in Fig. 1.1 acting at different system locations are
defined as follows (Blanke et al., 2003; Chen and Patton, 1999; Isermann, 2006):

• Actuator fault. An actuator fault ( fa(t)) is defined as variations of the control input
u(t) applied to the controlled plant, which can be either completely or partially. In the
presence of total loss of effectiveness, an actuator can no longer produce any actuation
regardless of the applied input. This can be caused by breakage, burn out of wiring,
or stuck at a position. It cannot be directly compensated through control action and is
out of the scope of this thesis. A partial loss of effectiveness means that the actuator
becomes less effective, e.g., has degradation in the actuator gain due to a clogged
or rusty valve. Another kind of actuator faults are called offset actuator faults, e.g.,
oscillatory or drift faults in flight control systems (Goupil, 2010), which corresponds
to deviations of the actuator action from its nominal situation due to some parameter
changes or unknown disturbances.

• Sensor fault. A sensor fault ( fs(t)) implies that incorrect measurements are taken
from the system, either completely or partially. Sensor faults can be caused by poor
calibration, bias, scaling error, or sensor dynamic change.

• Process fault. A process fault ( fp(t)) directly affects the physical system parameters
and subsequently the system input and output properties. Process faults are also often
called component faults, arising as variations from the structure or parameters used
during system modelling. As such it can cover a wide class of potential faults, e.g.,
change of mass, damping constant, aerodynamic coefficients, and etc.

In some literature faults are also classified as additive fault or multiplicative fault,
according to the ways in which they are modelled (Isermann, 2006):

•Additive fault. A fault affects the system signal by adding an extra fault signal to it.
Offset actuator and sensor faults can be considered as forms of additive fault.

• Multiplicative fault. A fault affects the signal by multiplying an extra fault signal.
Parametric faults can be a form of multiplicative fault.

Moreover, with respect to the control input signal, faults are divided as follows:

• Matched fault. A fault that is inside the range space spanned by the control input. If
the matching condition rank(B,F) = rank(B), where B and F are distribution matrices
of the control and fault, respectively, is satisfied, then this fault is matched and can be
directly compensated through control actions.

• Unmatched fault. A fault that is outside the range space spanned by the control input.



1.2 Basic concepts of FTC systems 4

In this thesis, faults are also divided into differentiable and non-differentiable faults,
based on whether they are differentiable or not with respect to time. Some examples for
non-differentiable faults are: random jumps due to environmental changes or system
component failures (Willsky and Jones, 1974), and random faults widely existing in
networked control systems as a result of the randomly occurring phenomena (Dong
et al., 2013).

The above different fault classifications are not independent but have some overlaps,
e.g., a certain fault can be viewed as more than one type of fault. Throughout this thesis,
different classifications will be discussed under particular scenarios.

Fault-tolerant control is a control strategy and design to ensure that a closed-loop
system can continue acceptable operation in the presence of either single or multiple
fault actions. When prescribed stability and closed-loop performance indices are
maintained despite the action of faults the system is said to be “fault-tolerant” and the
control scheme that ensures the fault tolerance is the fault tolerant controller (Blanke
et al., 2003; Patton, 1997, 2015).

Within an FTC system, another important concept is fault diagnosis, defined as a
procedure to obtain fault information (fault location, time occurrence, and/or magnitude)
used for fault compensation design and the scheduled system maintenance. In the
past three decades, fault detection and isolation (FDI), also called fault detection
and diagnosis (FDD), and fault estimation (FE) have been developed as mainstream
approaches to achieve fault diagnosis (Chen and Patton, 1999; Gertler, 1998; Patton
et al., 2013).

The FDI approach for the diagnosis of faults involves standard procedures of fault
detection and fault isolation, while FE is used to estimate the actual fault signals based
on system observer methodologies. Since FDI does not provide fault estimation, some
investigators use FDI followed by FE to estimate the faults. However, if only detection
and isolation are required, the FDI approach is then not necessary here. It is also
important to note that the FE procedure actually includes both detection and isolation in
some sense, since the accurate estimation of the faults implies detection and isolation.
Thus, FE can totally replace FDI in some situations. For example, in this thesis FE
totally replaces the FDI functions in the context of fault estimation combined with
fault compensation within FTC.
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1.2.2 Architectures and classifications

Fig. 1.2 General FTC system schemes (Blanke et al., 2003).

FTC methods can be classified according to whether they are “passive” or “active”,
using fixed or reconfigurable control strategies (Eterno et al., 1985). Fig. 1.2 shows
the general system schemes of active and passive FTC (AFTC and PFTC) methods in
which a distinction is made between the “execution” and “supervision” levels. Their
essential differences and requirements are also illustrated.

PFTC is based solely on the use of robust control in which potential faults are treated as
uncertain signals (uncertainties or external disturbances) acting on the system dynamics.
This can be related to the concept of reliable control (Veillette et al., 1992; Yang et al.,
2001; Yang and Ye, 2010). PFTC does not require either on-line fault information
from the fault diagnosis (FDI/FE) function or control reconfiguration (Patton, 1997;
Šiljak, 1980). Several PFTC methods have been developed based on robust control
theories, e.g., multi-objectives optimization, quantitative feedback theory method, H∞

optimization, absolute stability theory, nonlinear regulation theory, and etc. More
details for this can be found in the survey papers Benosman (2009) and Yu and Jiang
(2015). Since a PFTC system uses a controller designed off-line based on certain a

priori knowledge of the faults, it is considered to be able to handle very limited fault
scenarios.

AFTC provides a system with fault tolerant capability by including the following two
conceptual steps (Blanke et al., 2003; Patton, 2015; Yu and Jiang, 2015; Zhang and
Jiang, 2008):
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Fig. 1.3 A classification of FTC methods.

1) Equip the system with a diagnosis mechanism to diagnose the faults and select the
required remedial action to maintain acceptable post-fault closed-loop performance.
In the absence of faults a “Baseline Controller” is used to ensure good stability and
tracking performances. (Supervision level)

2) Make use of the supervision level information and adapt or reconfigure/restructure
the controller to achieve the required remedial activity. (Execution level)

Compared with PFTC, AFTC is applicable for a broader range of areas and thus
has been the major concern of the FTC community, which is also the main focus
of this research.

A classification of the PFTC and AFTC methods is given in Fig. 1.3. The AFTC
approaches are further classified as: projection and reconfiguration methods.

• The projection method diagnoses the fault occurrence through FDI and compensates
the fault effect by using a switching mechanism to select an appropriate control action
from the pre-computed controller set. In this method, the potential fault modes of the
controlled plant are a priori known and an associated controller is designed to achieve
desired system performance under each fault situation. Thus, this method is also called
multiple model approach in the literature (Maybeck and Stevens, 1991; Rauch, 1995;
Zhang and Jiang, 2001). More discussion on this method is provided in Section 2.3.2.
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• The reconfiguration method mainly includes three types of approaches: control
allocation, controller redesign, and fault hiding.

The control allocation approach re-allocates the required control actions from the
faulty actuators to the healthy redundant ones, according to the fault diagnosis results
(Buffington et al., 1999). It is an approach for actuator redundancy management
and useful for over-actuated control systems, such as flight systems. However, the
requirement of physical redundancy makes the control allocation approach expensive
and somehow limited in application.

Controller redesign involves the calculation of new controller parameters following
control impairment using, e.g., model predictive control (Maciejowski, 1999) and model
matching or following (Staroswiecki, 2005).

The “fault hiding” approach aims to “hide” the fault from the baseline controller by
adding an extra reconfiguration block between the faulty plant and the baseline (nominal)
controller (Steffen, 2005). A general diagram of FTC systems using the fault hiding
method is given in Fig. 1.4.

Fig. 1.4 General fault hiding FTC systems diagram (Lunze and Richter, 2008).

Currently, two main types of methods have been proposed to achieve fault hiding:
virtual actuator/sensor, and estimation & compensation. The virtual actuator/sensor
method to FTC design includes three separate steps: 1) Design a baseline controller for
the healthy plant; 2) Design a fault diagnosis block to diagnose the faults and determine
the system dynamics of the faulty plant; 3) Design a reconfiguration control signal such
that the faulty plant behaves like the original healthy one.
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Similarly, the estimation & compensation method uses on-line fault compensation
based on fault diagnosis of the unanticipated faults. However, compared to the virtual
actuator/sensor method, the estimation & compensation method has the following new
properties: 1) The FTC controller consists of a baseline control component and a fault
compensation component, which are designed together; 2) The FE function is embedded
with the controller, automatically estimating the actual fault signals and forwarding the
estimates to the FTC controller.

According to the above background, the estimation & compensation method is con-
sidered to be a good alternative to achieve robust AFTC strategy. It also offers an
opportunity to avoid the control and diagnosis uncertainties and time delays brought by
the multiple-step designs in the virtual actuator/sensor method. Considering this back-
ground, this thesis focuses on the estimation & compensation method for AFTC
systems design.

1.3 Challenges in AFTC systems design

As a result of imperfect system modelling there inevitably exist uncertainties in the
mathematical system models that are used for control designs. It has long been known
that system uncertainty has negative effects on the control performance. Moreover,
since both uncertainty and faults can lead to system dynamic changes, it is usually
difficult or impossible to distinguish between their effects. Therefore, there are mainly
two challenges in AFTC system design:

• How to extract the required fault information from the dynamic changes in the
presence of system uncertainty?

• How to design a closed-loop FTC system with admissible fault-tolerant performance
and good robustness to uncertainty?

The first challenge is fundamental to an AFTC system, since accurate fault information
is a prerequisite. Moreover, fault diagnosis depends on the mathematical system model
explicitly. Hence, it has been known for some time that within a closed-loop system the
fault diagnosis performance is affected by the control system uncertainty (Patton, 1997).
Initiated by Nett et al. (1988), many works have been published on the integration of
control and FDI by combining their designs into a joint robustness problem to achieve
good robust control and acceptable FDI properties, as shown in the review paper Ding
(2009).
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When combining the functions of fault diagnosis with FTC into an AFTC system,
the diagnosis uncertainties (false alarm, time delay, diagnosis error, and etc.) also
affect the closed-loop system performance. Therefore, there exist mutual interactions
between the fault diagnosis and FTC system functions. If these functions are designed
separately without taking into account the mutual effects, they may not fit with each
other when assembled together (Zhang and Jiang, 2006). This will lead to an FTC
system with degraded performance and robustness. Therefore, a necessary consideration
is to synthesise the fault diagnosis and FTC functions from a holistic perspective so
as to achieve a robust closed-loop FTC system. This is the the problem of integrated
design of fault diagnosis and FTC defined in this thesis as follows.

Definition 1.1 Integrated design of fault diagnosis and FTC is a system synthesis
procedure for co-design of the fault diagnosis and FTC functions, by taking into account
their mutual interactions, to achieve a robust closed-loop FTC system with admissible
performance.

A detailed mathematical analysis of the necessity, importance, and challenges of inte-
grated design of fault diagnosis and FTC is provided in Chapters 2 and 3. As mentioned
before, the estimation & compensation method based on FE (instead of FDI) function is
the focus of this thesis. Hence, the integrated design problem concerned in this research
is the integration of FE and FTC.

1.4 Outline of the thesis

This thesis has the challenge of presenting a novel approach to FTC. The fundamental
contribution of this work is that the presence of uncertainty in state and fault estimation
along with the uncertainty associated with control leads to a new concept called inte-
grated FE and FTC design. The thesis describes a number of approaches to achieve
this integration, considering various types of linear and nonlinear systems problems.

The structure of the thesis is outlined in Fig. 1.5 and described in detail as follows.

Chapter 1 tells a brief history of FTC systems and introduces the related definitions,
architectures and classifications along with design challenges. The thesis structure is
also outlined.

Chapter 2 gives an overview of the current development of FTC systems, and a
mathematical analysis and review of integrated design of fault diagnosis and FTC.
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Fig. 1.5 Structure of the thesis.

Chapter 3 provides practical and theoretical motivations of integrated FE/FTC design.
A fault-tolerant wind turbine pitch control example gives a simple guide for FE-based
FTC systems design and, more importantly, serves as a practical motivation of integrated
FE/FTC design.

Several strategies have been developed in Chapters 4 - 8 for integrated FE/FTC design.

• Part I: Integrated FE/FTC design strategies for uncertain linear systems

Chapter 4 proposes a H∞ optimization approach to realize the integrated FE/FTC
design. The basic idea is to formulate the integrated design as an observer-based
robust control problem and solve it using a single-step linear matrix inequality (LMI)
formulation. An uncertain linear system with matched differentiable actuator and sensor
faults along with external disturbances is considered. A new augmented state unknown
input observer (ASUIO) is proposed for the simultaneous estimation of faults and
system state. Both the cases of state and output feedback controls are studied, using
reduced-/full-order ASUIOs, respectively. An FTC design in the case of multiplicative
faults is also included as a new contribution.



1.4 Outline of the thesis 11

Chapter 5 addresses the integrated FE/FTC design by proposing a decoupling approach,
which can handle both differentiable and non-differentiable, matched and unmatched
faults. Moreover, the decoupling recovers the well-known Separation Principle (see
Appendix B) for the designs of FE and FTC functions, which offers great design
freedom. This approach estimates and compensates the uncertainty and disturbance to
achieve a more robust FTC system.

• Part II: Integrated FE/FTC design strategies for uncertain nonlinear systems

Chapter 6 describes an extension of the H∞ optimization approach in Chapter 4 to
address the integrated FE/FTC design for nonlinear systems, which are modelled using
the Takagi-Sugeno (T-S) fuzzy method, subject to uncertainty, disturbance, and actuator
and sensor faults.

Chapter 7 further extends the H∞ optimization approach for Lipschitz nonlinear sys-
tems. It also demonstrates the capability of applying the proposed strategy to a 3-DOF
helicopter system with both actuator faults and input saturation constraints.

• Part III: Integrated FE/FTC design strategies for large-scale systems

Chapter 8 studies the integrated FE/FTC for large-scale interconnected systems subject
to uncertain interconnections and with actuator or sensor faults. A decentralized
integrated FE/FTC strategy is proposed based on the H∞ optimization approach used in
Chapters 4 - 7 for small scale systems. Its capability of industrial applications is also
demonstrated through the study of the stabilization of a 3-machine power system.

Chapter 9 summarizes the thesis highlighting the main contributions and providing a
statement of likely ideas for future research.



Chapter 2: Literature review of FTC
systems

2.1 Introduction

Chapter 1 introduces briefly the history of FTC systems, including the basic definitions,
architectures, classification, and the existing problem of integrated design of fault
diagnosis and FTC. The purpose of this chapter is to give an overview of the current
developments of FTC systems, and a mathematical analysis and review of the integrated
design of fault diagnosis and FTC.

The rest of the chapter is organized as follows. Section 2.2 gives a literature review
of FTC systems. Section 2.3 provides mathematical analysis and a review of inte-
grated fault diagnosis and FTC, including integrated FDI/control design and integrated
FDI/FTC design. Section 2.4 summarises the chapter.

2.2 Current developments of FTC systems

(1) Analysis tools

The capability of a system to tolerate faults through control design, using either PFTC
or AFTC approaches, is essentially a structural property of the system itself. A system
with inadequate (control relevant) redundancy cannot be made effectively tolerant to
faults regardless of the FTC strategy used. Therefore, a tool is needed to check the
fault-tolerance capability before designing the FTC system or be a guide to design a
plant with high fault-tolerance capability.

The concept of control reconfigurability was first developed by Wu et al. (2000) for
linear time-invariant systems. It is a measure of the capability of a system to allow
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restoration of performance in the presence of faults through the application of some
FTC strategy. Later, the concept of coverage of FTC was developed in Wu (2004) for
analyzing the reliability of an FTC system design.

These two concepts have been further developed and used by many researchers as
analysis and design tools for FTC systems. The concept of control reconfigurability has
been extended to bilinear systems by Shaker (2013) and switched systems by Yang et al.
(2012). Huang and Wu (2013) propose a fault-tolerant placement strategy for phasor
measurement units based on control reconfigurability. Yang et al. (2015) study the fault
recoverability and FTC for interconnected nonlinear systems.

(2) Fault diagnosis

Since the beginning of 1970s, a large number of fault diagnosis techniques have been
developed. The current fault diagnosis approaches mainly make use of the basic princi-
ple of residual generation and are mainly divided into two categories: mode-based and
data-driven methods. The former method depends on the mathematical system model
and uses approaches such as state observer, parity space, and parameter estimation.
The latter uses historical data of the systems, based on approaches such as statistical,
neural networks, expert systems. A comprehensive review of FDI methods can be found
in Gao et al. (2015a,b); Hwang et al. (2010); Qin (2012); Venkatasubramanian et al.
(2003a,b,c); Yin et al. (2014b).

The main drawback of the observer-based FDI methods is its dependence on explicit
mathematical system models. This limits their applications for systems with unknown
structure. To overcome this, data-driven methods without explicit requirement of
mathematical system models have attracted increasing attention in the last few years,
see the review papers Qin (2012) and Yin et al. (2014a). However, they require a
preprocessing step for extracting useful information from the historical data which
involves high online computational cost. Therefore, there is also a trend of developing
hybrid approaches for FDI by using a combination of the model-based and data-driven
methods to achieve a more robust FDI with low computational cost (Tidriri et al., 2016).

As a powerful alternative to using the FDI approach in FTC systems, it is attractive
to consider a direct reconstruction of the fault signal through FE once it occurs. The
FE function intrinsically includes the fault detection and isolation roles and the more
complex FDI role is thus obviated. In this approach the reconstructed (or estimated)
fault signals are used directly in the control system to compensate for the fault effects.
Several approaches to FE designs have been proposed, based on: adaptive observers
(Jiang et al., 2006; Kabore and Wang, 2001), SMO (Edwards and Tan, 2006), augmented
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state observer (ASO) (Gao and Ding, 2007), UIOs (Odgaard and Stoustrup, 2012; Tan
et al., 2015), and moving horizon estimation (Feng and Patton, 2014). A combination
of SMO and ASO is also proposed in Shi et al. (2015).

(3) AFTC approaches

• Control allocation approach

It was first used for FTC in Buffington et al. (1999). An extensive study of fault-tolerant
drive-by-wire systems using control allocation is provided in Isermann et al. (2002).
Recently, several interesting FDI or FE based FTC approaches have been developed
and verified using sliding mode method for on-line control allocation to achieve robust
FTC performance, see for example, Alwi and Edwards (2008); Hamayun et al. (2012);
Ríos et al. (2015).

• Model predictive control approach

Model predictive control uses on-line computed control redesign for fault accommo-
dation. The representation of actuator faults in model predictive control is relatively
natural and straightforward, since actuator faults like jams and slew-rate reductions
can be represented by changing the optimization constraints. Thus, model predictive
control has good fault-tolerant ability under some state and input constraints even if
the faults are not detected, as first claimed by Maciejowski (1999). Since on-line fault
information is not required, model predictive control is an interesting method for flight
control reconfiguration as demonstrated by Maciejowski and Jones in the GARTEUR
AG 16 project on fault tolerant flight control (Edwards et al., 2010).

Moreover, the fault tolerance of model predictive control can be improved by including
fault knowledge in the internal model (Maciejowski and Jones, 2003), e.g., using FDI
approaches (Mhaskar, 2006; Ocampo-Martinez and Puig Cayuela, 2009; Patwardhan
et al., 2006; Yetendje et al., 2013).

• Model-matching/-following approach

This is a controller redesign AFTC method that makes use of the concept of model-
matching or model-following. It aims at finding a new controller that can assign the
reconfigured closed-loop system the same behaviour as the nominal closed-loop system.
A comprehensive review of this approach is provided in Lunze and Richter (2008). This
kind of approach has the following challenges: 1) guarantee of closed-loop stability
of the reconfigured system, and 2) minimization of the time required to approach the
acceptable matching.
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Since exact model-matching may be too demanding, extensions of this approach have
been made by using alternative approximate (norm-based) model-matching through
computation of the required model-following gains. To further relax the matching
condition, Staroswiecki (2005) proposes an admissible model-matching approach,
which is extended by Tornil-Sin et al. (2010) using D-region pole assignment and by
Puig (2016) using LPV representation.

• Virtual actuator/sensor approach

This approach is studied extensively in the books Blanke et al. (2003); Steffen (2005) for
linear time-invariant systems. It has been extended to a range of nonlinear systems, e.g.,
linear parameter varying systems (Rotondo et al., 2014), T-S fuzzy systems (Dziekan
et al., 2011), piecewise affine systems (Richter, 2011), and Lipschitz nonlinear systems
(Khosrowjerdi and Barzegary, 2014). The above actuator/sensor reconfiguration designs
usually assume that accurate fault diagnosis is fully available. Further considering
FDI time delay and possible actuator saturation effects, a virtual approach for FTC
for unstable linear systems is studied in (Rotondo et al., 2015b). A virtual actuator
strategy for model reference FTC using set-membership FE is also proposed in Rotondo
et al. (2015a). Niemann and Stoustrup (2003) describe another control reconfiguration
approach that also has the function of virtual actuator/sensor, by using the loop transfer
recovery method.

• Estimation & compensation approach

The estimation & compensation approach uses explicitly the fault information obtained
through fault diagnosis using the FE method. The FTC controller design can be
achieved by using classical control methodologies, e.g., adaptive control, robust control
and sliding mode control (SMC). Many works have been published on FE-based FTC
systems using state observers, e.g., adaptive observers (Jiang et al., 2006; Kabore
and Wang, 2001), SMO (Edwards and Tan, 2006), ASO (Gao and Ding, 2007), UIOs
(Odgaard and Stoustrup, 2012; Tan et al., 2015), moving horizon estimation (Feng and
Patton, 2014), and combined SMO and ASO (Shi et al., 2015).

• Adaptive FTC approach

In this approach faults are treated as a form of system uncertainty and they are com-
pensated via automatic changes of the control parameter based on the mature adaptive
control technique. Many papers have been published under this framework, among
which are works based on adaptive update laws (Jin, 2016; Tao et al., 2013, 2001; Wang
and Wen, 2010), or neural network approximation (Panagi and Polycarpou, 2011a,b;
Polycarpou, 2001). Adaptive FTC schemes with fault diagnosis have also been devel-
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oped in many works, based on, e.g., information-based FDI (Zhang et al., 2004, 2010b),
or observer-based FE (Ye and Yang, 2006).

(4) FTC for complex systems

Nowadays there is a rapid increase in the complexity of industrial, process, banking
and IT systems, since modern technology makes more and more use of interconnected,
embedded, networked and distributed architectures. Potential faults may lead to per-
formance degradation or even trigger a chain of failing subsystems and cause major
catastrophes. Therefore, more effective and robust fault diagnosis and FTC designs are
required.

FDI for large-scale interconnected systems has attracted great attention in the last decade,
using, e.g., artificial intelligent based approach (Korbicz et al., 2012) and distributed
approaches (Boem et al., 2017; Dong et al., 2014; Keliris et al., 2015; Yang et al., 2016;
Zhao et al., 2005). Lots of research has also been carried out on FTC for complex
systems, e.g., hybrid systems (Yang et al., 2010b), large-scale interconnected systems
(Panagi and Polycarpou, 2011b; Riverso et al., 2016; Yang et al., 2016), stochastic
systems (Liu et al., 2013a), discrete-event systems (Moor, 2016; Nooruldeen and
Schmidt, 2015; Paoli et al., 2011; Wen et al., 2008).

As one important type of complex systems, network control systems (NCSs) are defined
as spatially distributed systems in which the communication between actuators, sensors,
and controllers is realized through shared networks (Hespanha et al., 2007). With
numerous advantages such as low cost, flexible architectures and easy diagnosis, the
last few years have witnessed a rapid development of NCSs in a variety of applications
including, but not limited to, smart building, automotive vehicles, and electric power
grids. Fault diagnosis and FTC designs are more challenging for NCSs than conventional
control systems, due to the integration of communication networks (especially wireless
networks) that are always subject to various constraints, e.g., time-delay, packet loss,
and bandwidth limits (Patton et al., 2007).

A large number of works have been published on fault diagnosis for NCSs, which can
be classified as follows: 1) Fault detection for NCSs with measurement packet dropout
and communication time delay (Gu et al., 2010; He et al., 2008; Wang and Xiong, 2016;
Zhang et al., 2011; Zong et al., 2012) and with limited access to the communication
networks (Long and Yang, 2015). 2) FE. Menon and Edwards (2014) describe FE for
multi-agent networks using only the relative information. Li et al. (2014) and Song
et al. (2016) propose recursive FE approaches over packet losses. An ASO-based FE
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for nonlinear networked systems with incomplete measurements is presented in Jiang
and Fang (2014).

2.3 Integration of fault diagnosis and FTC

2.3.1 Integrated design of FDI/control

Fig. 2.1 A general scheme of closed-loop FDI systems.

It has been known for some time that the FDI performance within closed-loop systems
(Fig. 2.1) is affected by system uncertainty (Ding, 2009; Nett et al., 1988; Patton, 1997;
Zhang and Jiang, 2006). To illustrate this influence, a simple example of model-based
FDI using a residual generator described in Patton (1997) is given as follows.

Consider an uncertain linear system with actuator faults represented by

ẋ(t) = Ax(t)+Bu(t)+F f (t)+∆(x,u, t),

y(t) = Cx(t), (2.1)

where x(t)∈Rn, u(t)∈Rm, and y(t)∈Rp are the state, control input, and system output
vectors, respectively. f (t) ∈ Rq denotes the actuator fault. ∆(x,u, t) ∈ Rn denotes the
lumped uncertainty including system uncertainty (parametric uncertainties on A and B)
and external disturbances. A, B, F , and C are known constant matrices of compatible
dimensions. It is assumed that the pair (A,C) is observable.
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A state observer based residual generator design is given by

˙̂x(t) = Ax̂(t)+Bu(t)+L(y(t)− ŷ(t)),

ŷ(t) = Cx̂(t),

r(t) = y(t)− ŷ(t), (2.2)

where x̂(t) is the estimate of x(t), ŷ(t) is the estimate of y(t), r(t) is the residual signal,
and L is a design matrix of compatible dimension.

Define the state estimation error as e(t) = x(t)− x̂(t). It follows from (2.1) and (2.2)
that the error system is

ė(t) = (A−LC)e(t)+F f (t)+∆(x,u, t),

r(t) = Ce(t), (2.3)

where r(t) is the residual signal which reflects the discrepancy between the real and
analytic outputs. The observer gain L is designed such that (A−LC) is Hurwitz (stable).

According to (2.3), the time response of the residual signal r(t) (Chen, 1995) is repre-
sented by

r(t) =Ce(A−LC)te(0)+C
∫ t

0
e(A−LC)(t−τ) [F f (τ)+∆(x,u,τ)]dτ. (2.4)

The principle of residual generation for fault diagnosis is to make r(t) sensitive to the
fault f (t). However, it can be seen from (2.4) that it is sensitive to both the fault and the
lumped uncertainty ∆(x,u, t). Hence, the subsequently designed FDI function is also

affected by the uncertainty ∆(x,u, t).

Since the existing FDI methods all use explicitly either the mathematical system model
or process data, their performances are always affected by system uncertainty. Therefore,
it can be concluded that, in the presence of system uncertainty and external disturbance,
there always exists a unidirectional robustness interaction between the control system
and FDI unit, as shown in Fig. 2.2.

In order to achieve robust FDI in the presence of system uncertainty and unknown
external disturbance, the H−/H∞ optimization method was first developed in Hou
and Patton (1996) for robust residual generation, with the purpose of minimizing
the disturbance effect and meanwhile maximizing the fault sensitivity. This method
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Fig. 2.2 Unidirectional robustness interaction between FDI and control.

has been further developed using LMI formulation for a linear time-invariant system
(Wang et al., 2007) and a linear time-varying system (Li and Zhou, 2009). A H−/H∞

optimization method using matrix factorization has been proposed in Jaimoukha et al.
(2006); Zhang and Ding (2008). Combined H−/H∞ optimization with LPV (Chen et al.,
2016b; Grenaille et al., 2008) or T-S fuzzy modellings (Chadli et al., 2013) have also
been used to design FDI for uncertain nonlinear systems. However, the above FDI
methods merely focus on the robust design of FDI.

In 1998, Nett et al. (1988) first defined the concept of “integrated design” for combining
the control and FDI designs into a joint robustness problem to achieve good robust
control and acceptable FDI properties. They also proposed a four-parameter controller
for integrated FDI/control design. Following this direction, numerous works have been
published for linear and nonlinear systems, see for example, the review paper Ding
(2009) and some recent papers Davoodi et al. (2014, 2016, 2011); Du et al. (2016);
Weng et al. (2008); Zhai et al. (2016); Zhong and Yang (2015). Nevertheless, all these
studies focus on the integration of FDI/control without considering FTC system design.

2.3.2 Integrated design of FDI/FTC

A general scheme of FDI-based FTC systems is provided in Fig. 2.3. Within this
scheme, it is assumed that the plant has N potential fault situations which are known
a priori. Thus the plant has N different operating modes. For each of the operating
modes an associated controller is pre-computed to achieve desired system performance.
Meanwhile, a bank of estimators are used for FDI purpose to identify the current
operating mode with the help of the “Supervisor”. Once a certain mode is identified by
the Supervisor, a switching signal is sent to the “Switching mechanism” to select the
corresponding controller from the pre-computed controller set.

Without loss of generality, the following simple example is used to provide a mathe-
matical analysis of the basic idea and design challenges of the FDI-based FTC systems.
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Fig. 2.3 A general scheme of FDI-based FTC systems.

Representative FTC controllers and FDI estimators will be described, following the
approaches developed in the literature, e.g., Yang et al. (2009) and Cieslak et al. (2015).

Consider an uncertain linear system represented by

ẋ(t) = Ax(t)+Bu(t)+∆(x,u, t),

y(t) = Cx(t), (2.5)

where x(t) ∈ Rn, u(t) ∈ Rm, and y(t) ∈ Rp are the state, control input, and system
output vectors, respectively. ∆(x,u, t) ∈ Rn denotes the lumped uncertainty including
system uncertainty and external disturbance, as defined in (2.1). A, B, and C are known
constant matrices of compatible dimensions.

Assume that the system (2.5) has N operating modes (one for fault-free case and N −1
for fault situations). The i-th operating mode is represented by

ẋ(t) = Aix(t)+Biu(t)+∆i(t),

y(t) = Cx(t), (2.6)

where Ai, Bi and ∆i(t) are the system matrices and uncertainty under the i-th faulty
mode. It is assumed that the pairs (Ai,C) and (Ai,Bi) are observable and controllable,
respectively.
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A controller to stabilize the system (2.6) can be designed as

ui(t) =−Kiy(t), (2.7)

where Ki is the design parameter.

Substituting (2.7) into (2.6) gives the closed-loop system

ẋ(t) = (Ai −BiKiC)x(t)+∆i(t), (2.8)

where Ki is designed such that (Ai −BiKiC) is Hurwitz (stable).

In order to identify the i-th operating mode (2.6), an estimator is given by

żi(t) = Aizi(t)+Biu(t)+Li (y(t)−Czi(t)) ,

ri(t) = y(t)−Czi(t), (2.9)

where zi(t) is the estimate of x(t), Li is a design matrix, and ri(t) is a residual signal
which reflects the discrepancy between the real plant output y(t) and the i-th operating
mode output Czi(t).

Define the estimation error as ei(t) = x(t)− zi(t). It follows from (2.6) and (2.9) that

ėi(t) = (Ai −LiC)ei(t)+∆i(x,u, t),

ri(t) = Cei(t), (2.10)

where the observer gain Li is designed such that (Ai −LiC) is Hurwitz (stable).

(1) Ideal case: ∆(x,u, t) = 0 and ∆i(x,u, t) = 0

In this case, if currently the plant is working at the i-th operating mode, then ri(t) = 0
and all other r j(t), j ̸= i, j = 1,2 . . . ,N, are non-zero. Thus, the Supervisor is able to
identify the current operating mode of the plant by collecting and comparing all the
residual signals ri(t), i = 1,2, . . . ,N, from the estimators.

After the i-th operating mode has been identified, the control signal u(t) is set as
u(t) = ui(t). Substituting (2.7) into (2.5), the closed-loop system is

ẋ(t) = (A−BKiC)x(t). (2.11)
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Since the system is working at the i-th operating mode, A = Ai and B = Bi. Hence,
(2.11) is equal to

ẋ(t) = (Ai −BiKiC)x(t). (2.12)

According to (2.8), (Ai −BiKiC) is stable, so the closed-loop system (2.11) is stable.

(2) Uncertain case: ∆(x,u, t) ̸= 0 and ∆i(x,u, t) ̸= 0

In this case, it follows from (2.10) that

ri(t) =Ce(Ai−LiC)tei(0)+C
∫ t

0
e(Ai−LiC)(t−τ)

∆i(x,u,τ)dτ. (2.13)

Obviously, all the residual signals ri(t), i = 1,2, . . . ,N, are affected by the system

uncertainty ∆i(x,u, t). So ri(t) ̸= 0, even if the plant is working at the i-th operating

mode. This leads to a challenge of identifying the actual operating mode.

For example, if the actual operating mode is i, but it is wrongly identified as j by
the Supervisor. Then the controller u(t) is chosen as u(t) = u j(t) and the resulting
closed-loop control system is

ẋ(t) = (A−BK jC)x(t)+∆(x,u, t). (2.14)

Since A = Ai and B = Bi, (2.14) is equal to

ẋ(t) = (Ai −BiK jC)x(t)+∆(x,u, t)

= (A j −B jK jC)x(t)+(∆Ai j −∆Bi jK jC)x(t)+∆(x,u, t), (2.15)

where ∆Ai j = Ai −A j and ∆Bi j = Bi −B j.

Although K j is designed such that (A j−B jK jC) is stable, the stability of the FTC control

system (2.15) is affected by both the system uncertainty ∆(x,u, t) and the identification

(FDI) uncertainty (∆Ai j −∆Bi jK jC)x(t).

Summing up the mathematical analysis presented above, when applying the FDI ap-
proach to an FTC system design (see Fig. 2.3), the (fault) operating mode identification
directly affects the control actions applied to the plant. In the presence of system
uncertainty, the FDI is affected by the uncertainty, referred as the unidirectional ro-

bustness interaction described in Section 2.3.1. Moreover, the closed-loop FDI-based



2.3 Integration of fault diagnosis and FTC 23

FTC system performance is affected by not only the system uncertainty, but also the
diagnosis uncertainties. This results in bi-directional robustness interactions between
the FDI and FTC functions, as shown in Fig. 2.4.

Fig. 2.4 Bi-directional robustness interactions between FDI and FTC.

Within the closed-loop FDI-based FTC system the diagnosis and control functions
may not fit with each other, if they are designed well separately without taking into
account the bi-directional robustness interactions. Therefore, it is necessary to consider
the mutual interactions by integrating the designs of FDI/FTC into a simultaneous
procedure (Zhang and Jiang, 2006).

The integration of FDI/FTC discussed here is a hard challenge, since the reconfigu-
ration and FDI roles have a bi-directional uncertainty which is more complex when
compared with the integration of FDI/control. The complexity arises from the joint
multi-objectives of robust closed-loop stability, robust residual performance (requiring
optimal fault detection thresholds), and robust fault tolerance with stable reconfiguration,
generally operating in the presence of various time delays and uncertainties.

Integrated FDI/FTC designs have been considered in several works (Cieslak et al., 2015;
Mhaskar et al., 2006; Yang et al., 2009). However, the true integration defined in this
thesis as a single procedure to obtain the FDI and FTC parameters simultaneously (see
Definition 1.1) has not been achieved. It is very difficult or impossible to achieve
the true integration using the FDI approach, since it involves: 1) discrete-event
structure with complex decision, 2) variable and unknown time delay, and 3) a control
reconfiguration that is very complex.

Therefore, the FDI approach to FTC can be one of the most difficult problems of
adaptive control and in general is not suitable for achieving true integration of fault
diagnosis and FTC as well as practical application. In a word, the true integration of
fault diagnosis and FTC still remains an open problem.
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2.4 Summary

The purpose of this chapter is to provide a literature review for FTC systems and the
integrated design of fault diagnosis and FTC. In the presence of system uncertainty, the
concepts of unidirectional robustness interaction and bi-directional robustness interac-

tions are defined for the FDI/control and the fault diagnosis/FTC systems, respectively.
The existence of bi-directional interactions gives rise to a consideration of integrating
the fault diagnosis and FTC functions, which is an important subject for FTC systems
but remains open. Although the FDI-based FTC approach can be an alternative way to
achieve the integration, it is complex in design and implementation due to the require-
ments of robust residual generation, reconfiguration mechanism, and the associated
time delay and uncertainties. It is thus considered in this research a more realistic and
effective FE-based FTC approach to realize the true integration. A motivation for this is
given in detail in Chapter 3.



Chapter 3: Practical and theoretical mo-
tivations of integrated FE/FTC
design

3.1 Introduction

Fig. 3.1 A general scheme of FE-based FTC systems.

The literature review of FTC systems provided in Chapter 2 implies that the integration
of fault diagnosis and FTC remains a very open problem. The FDI-based FTC under
the framework shown in Fig. 2.3 can be an alternative way to achieve robust FTC
performance, but its design is necessarily a big challenge due to the requirements of
robust residual generation and reconfiguration mechanism (see the discussion in Section
2.3.2).

As also reviewed in Chapter 2, the past decade has seen more and more interest in
utilizing the observer-based FE approach to obtain a direct reconstruction of a fault.
Since the FE function intrinsically includes the fault detection and isolation roles, the
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more complex FDI role is thus obviated. In the FE-based FTC approach (as shown in
Fig. 3.1) the reconstructed (or estimated) fault signals are used directly in the control
system to compensate for the fault effects. This direct use of FE for FTC without the
need of a reconfiguration mechanism brings significant convenience and application
potential to the subject of FTC system design. This approach can also facilitate the
development of robust methods for a true integration of fault diagnosis and FTC.

This chapter aims to provide a tutorial guide for FE-based FTC systems design and an
intuitive motivation for integrated FE/FTC design with mathematical analysis.

The remainder of this chapter is organized as follows. A fault-tolerant wind turbine
pitch system based on FE is presented in Section 3.2 as an illustrative example for FE-
based FTC systems and serves as a practical motivation of integrated FE/FTC. Section
3.3 gives a more detailed mathematical analysis for the necessity and importance of
integrated FE/FTC design. Finally, conclusive discussions are present in Section 3.4.

3.2 Fault-tolerant wind turbine pitch control: a practi-
cal motivation

This section provides a tutorial example of fault-tolerant wind turbine pitch control to
show the power and also challenges of FE-based FTC systems. It uses an observer-based
FE and FTC design in which their functions are designed separately. The FE/FTC
performance in the cases of system uncertainties is also investigated.

Nowadays wind turbines contribute to large parts of the world’s power production.
Meanwhile, there is a strong demand on enhanced reliability of the wind turbine
control system to guarantee power generation and reduce operation and maintenance
cost (Cheng and Zhu, 2014; Kaldellis and Zafirakis, 2011). Within a wind turbine
system hydraulic pitch control subsystems play a critical role, because pitch actuation is
important for limiting power capture under high wind situations (in operation region 3
with effective wind speeds of 12.5 m/s−25 m/s), mitigating operational load, stalling,
and aerodynamic braking (Burton et al., 2011). At lower wind speeds (in operation
region 2 with effective wind speeds of 3 m/s−12.5 m/s), the pitch actuation system is
not involved and the turbine conversion efficiency is regulated by rotor speed control.

Wind turbine pitch control has attracted significant research attention and on which
numerous strategies have been developed under a collective control scheme, using PID
control (Boukhezzar et al., 2007; Burton et al., 2011; Gao and Gao, 2016; Hand, 1999),
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linear quadratic Gaussian control (Novak et al., 1995; Stol and Fingersh, 2004), robust
control (Geng and Yang, 2010), gain scheduling (Bianchi et al., 2005), disturbance
accommodating control (Stol and Balas, 2003), fuzzy logic control (Mohamed et al.,
2001), and LPV control (Shi and Patton, 2015a; Sloth et al., 2011), all of which take on
the form of baseline control as a definition in this work.

However, in real operations pitch systems may have actuator faults. The pitch actuator
faults may be caused by a drop in pressure in the hydraulic supply system or high air
content in the oil, and lead to slow pitch action, which makes it impossible for the
pitch control to maintain the rotor at rated speed, and thus cause fluctuations on the
generator speed and power and degrade wind turbine system stability (Odgaard et al.,
2013; Ribrant and Bertling, 2007). This study considers a low pressure pitch actuator
fault, which is faster and more severe than the high air content fault. In the presence of
low pressure actuator faults, the existing baseline control alone cannot maintain desired
pitch action, which gives rise to the research of FTC for pitch systems. FTC can be used
to achieve baseline control system performance in fault free cases, and also compensate
fault effects to maintain robust system performance when faults occur (Patton, 2015).
Moreover, the FTC strategy can also be used to provide fault information for effective
use in subsequent maintenance schedules by incorporating a fault diagnostic module
(Gao et al., 2015a,b).

A projection-based FTC design is proposed in Jain et al. (2013) for pitch systems
without explicit use of fault information (detection or estimation). An FTC pitch system
is developed in Sloth et al. (2011) based on FDI. However, it is difficult or impossible
for this FDI strategy to get the pitch actuator fault magnitude. A pitch actuator is in
principle a piston servo modelled by a second-order system. As described in Esbensen
and Sloth (2009), the parametric low pressure pitch actuator fault can be modelled as a
convex function of the nominal values of natural frequency and damping factor together
with low pressure values, combined by a fault indicator function in a form of additive
fault. With this model the actuator fault can be known if the fault indicator function is
known. Therefore, instead of using the FDI approach it is possible to develop a more
direct and effective method to reconstruct the fault indicator function.

Observer-based FE approaches have been applied to replace the FDI approach to recon-
struct the pitch actuator fault (Chen et al., 2013b; Shi and Patton, 2015a) based on the
fault model described by Esbensen and Sloth (2009). In Chen et al. (2013b) fault shapes
are attained using an adaptive observer whose gains are solved via LMIs dependent on
the fault indicator with solution requiring a linear parameter varying strategy. Recently,
a reconfigurable FTC design based on linear parameter varying system modelling of the
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wind turbine system is proposed in Shi and Patton (2015a), using a descriptor form of
extended state observer. Although their FTC design framework is proved to be effective,
a fictitious actuator fault is reconstructed, instead of the real fault indicator function,
this is seen to be a disadvantage.

It will be shown in Section 3.2.1 that the distribution function of the fault indicator
is nonlinear, this makes it difficult or impossible to achieve FE using the existing
observers. In Georg and Schulte (2014) a T-S SMO is proposed for estimating pitch
actuator parameter faults of the NREL 5 MW wind turbine with verification on the
aero-elastic code FAST. In their work the pitch actuator is modelled as a first order
delay system and the SMO depends on a regular form of the system model involving
coordinate transformation.

In this section an adaptive step-by-step (hierarchical) SMO adapted from Floquet et al.
(2004) is used to estimate the real fault indicator function. Compared with the FE
observers in Chen et al. (2013b); Shi and Patton (2015a) and others in the literature, the
proposed SMO has a simpler form with design parameters that are easy to determine to
facilitate the real-time implementation. Following a similar FTC framework used in
Shi and Patton (2015a), an FE-based FTC strategy for wind turbine pitch systems is
proposed to recover admissible pitch dynamics in the presence of low pressure actuator
faults.

3.2.1 Problem statement

A sketch of the 4.8 MW benchmark wind turbine is shown in Fig. 3.2. As outlined
in Fig. 3.3, the 4.8 MW benchmark wind turbine closed-loop system comprises five
subsystems: aerodynamics, pitch system, drive train, generator unit, and pitch and
generator control (Odgaard et al., 2013). The variables in the system are defined as
follows: vw is the wind speed acting on the turbine blades, β is the pitch angle, Tr is the
rotor torque, ωr is the rotation speed of the rotor, Tg is the generator torque, ωg is the
rotation speed of the generator, Pg is the generator power, Tg,r is the torque reference to
the generator, Pr is the power reference to the wind turbine, and βr is the angle reference
to the pitch actuator system. It is assumed throughout in this work that the yaw control
has normal operation with no yaw misalignment.

The control subsystem includes both pitch and generator speed control, used to generate
the angle reference βr and the torque reference Tg,r, respectively. At wind speeds below
rated value (< 12.5 m/s), the pitch control signal βr is set zero and the generator control
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Fig. 3.2 The 4.8 MW benchmark wind turbine structure (Molina and Alvarez, 2011).

Fig. 3.3 The 4.8 MW benchmark wind turbine control system.

is used to adjust the rotor speed to maximize power capture. In Region 3, pitch control
is required to keep the rotor at rated speed (Muljadi and Butterfield, 2001). Therefore,
this work considers the pitch control design in Region 3 and it is assumed that there are
no stuck actuator faults, so that the proposed control can also work well in Region 2.

In the benchmark model the three pitch systems each has an individual pitch actuator
and the three individual actuators are assumed to have the same dynamic structure. All
the pitch systems have the same control input (i.e., collective pitch control). For the
sake of simplicity, in the design procedure a single pitch system is considered and in



3.2 Fault-tolerant wind turbine pitch control: a practical motivation 30

principle it is a piston servo modelled by a second-order system (Odgaard et al., 2013)

ẋ1 = x2,

ẋ2 = −ω
2
n x1 −2ξ ωnx2 +ω

2
n u,

y = x1, (3.1)

where [x1 x2]
⊤ = [β β̇ ]⊤ are the system states and u = βr is the pitch command input. y

is the output angle. β and β̇ are the pitch angle and angular velocity, respectively. ωn

and ξ are the natural frequency and damping factor, respectively.

The collective pitch control scheme used here has a single command input βr acting
on the three pitch systems to actuate a common desired angle β , as outlined in Fig.
3.4. In the scheme, ωg_nominal and ωg are the nominal (rated) and real speeds of the
generator, respectively. βr is the pitch angle command input and β is the pitch angle
output. Due to physical constraints of each actuator system, a magnitude and rate limiter
is implemented in the benchmark.

Fig. 3.4 Nominal pitch system control scheme.

Each pitch system may have faults resulting from dynamical changes (variations of the
values of ωn and ξ ), due to a drop in hydraulic pressure (Esbensen and Sloth, 2009).
Under this low pressure fault, the parameters ω2

n and ξ ωn in the pitch system (3.1)
can be modelled as convex combinations of their values at nominal and low pressure
situations in a form of

ω
2
n = ω

2
n0
+(ω2

n f
−ω

2
n0
) f ,

ξ ωn = ξ0ωn0 +
(
ξ f ωn f −ξ0ωn0

)
f , (3.2)

where ωn0 and ξ0 are the nominal values of ωn and ξ , while ωn f and ξ f are their
values at low pressure. The unknown function f ∈ [0,1] is a fault indicator. f = 0
corresponds to the normal pressure with ωn0 = 11.11 rad/s and ξ0 = 0.6 rad/s, and
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f = 1 corresponds to the low pressure with ωn f = 3.42 rad/s and ξ f = 0.9 rad/s.
Assume that ∥ ḟ∥ ≤ f̄0 < ∞ for some unknown constant f̄0.

Using the convex model (3.2) of the pitch actuator faults, the original parametric faults
are converted into a form of additive faults. By (3.2), the pitch system (3.1) with actuator
faults is represented by

ẋ1 = x2,

ẋ2 = G0(x)+B0u+F(x) f ,

y = x1, (3.3)

where x = [x1 x2]
⊤, G0(x) =−ω2

n0
x1 −2ξ0ωn0x2, B0 = ω2

n0
, and the fault distribution

matrix is F(x) = (ω2
n0
−ω2

n f
)(x1 −u)+2(ξ0ωn0 −ξ f ωn f )x2.

Unit step responses of a pitch system with different values of f are shown in Fig. 3.5. It
can be seen that the pressure drop slows down the pitch actuator dynamics. Therefore,
when suffering from low pressure fault, the pitch actuator dynamics become slow and
degrade the pitching performance. To recover the pitch action an ideal solution is to
compensate the fault by implicitly changing the dynamic characteristics of the actuator.
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Fig. 3.5 Step response of a pitch system under different fault conditions.

This work aims to design an FTC pitch system based on FE to maintain pitching action
despite actuator faults. The FTC pitch system schematic (see Fig. 3.6) involves: 1) a
baseline controller, 2) observers for estimating the states and faults, and 3) reconfig-
urable controllers for fault compensation. Besides, the gains ki, i = 1,2,3, are also to
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be designed. In the presence of the considered actuator faults the three pitch systems
have the same baseline controller of the fault-free case in Fig. 3.4. It should also be
noted that in the fault-free case the proposed FTC system reverts to a baseline system.

Fig. 3.6 Fault-tolerant pitch system control scheme.

3.2.2 Adaptive step-by-step SMO-based FE design

A step-by-step SMO is proposed in Floquet et al. (2004) for fault detection (not estima-
tion) for nonlinear system. This SMO is modified here to estimate the states and the
fault of the system (3.3) with time-varying distribution function F(x) with a form (3.4).
Moreover, an adaptive approach is incorporated with the SMO, thus a priori knowledge
of the bounds of estimation errors and first-order derivative of f is not required.

˙̂x1 = x̂2 + v1,

˙̂x2 = G0(x̂)+B0u+F(x̂) f̂ + v2,

˙̂f = η f sign(e f ), (3.4)

where x̂ = [x̂1 x̂2]
⊤ are the state estimates. f̂ is the estimate of f . Define the estimation

errors of the states and fault as ex1 = x1− x̂1, ex2 = x2− x̂2, and e f = f − f̂ , respectively.
The SMO switching functions are defined by

v1 = ηv1sign(ex1), v2 = ηv2sign(x̃2 − x̂2), (3.5)

where x̃2 = x̂2 + v1, and ηv1 , ηv2 and η f are design parameters.

Now it is necessary to show the existence of the observer (3.4) and to determine the
stability conditions.
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Theorem 3.1 (FE action) For the pitch system (3.3), there exists an adaptive step-by-
step SMO (3.4) to achieve asymptotic state and fault estimations.

Proof: (1) Step 1

Denote G̃0 = G0(x)−G0(x̂) and F̃ = F(x)−F(x̂), then F(x) f −F(x̂) f̂ = F̃ f +F(x̂)e f .
It follows from (3.3) and (3.4) that the estimation error system is

ėx1 = ex2 − v1, (3.6)

ėx2 = G̃0 + F̃ f +F(x̂)e f − v2, (3.7)

ė f = ḟ −η f sign(e f ). (3.8)

A Lyapunov function for the subsystem (3.6) is given as

V1 =
1
2

e2
x1
.

It follows from (3.5) and (3.6) that

V̇1 = ex1(ex2 − v1)

≤ (∥ex2∥−ηv1)∥ex1∥. (3.9)

Since all the signals in (3.7) are bounded in finite time, so ex2 is also bounded in
finite time and there exists a positive scalar satisfying ρv1 ≥ ∥ex2∥. Hence, in order to
compensate the effect of the unknown estimation error ex2 , designing ηv1 = ρv1 + εv1 ,
where εv1 is a positive constant. Substituting ηv1 into (3.9) yields

V̇1 ≤−εv1∥ex1∥. (3.10)

From (3.10), it can be obtained that V̇1 ≤−α1
√

V1, where α1 =
√

2εv1 . Hence, (3.10)
satisfies the standard reachability condition (Edwards and Spurgeon, 1998) and the
sliding surface s1 = ex1 = 0 is reached in finite time tr ≤ 2

√
V (0)/α1.

(2) Step 2

According to (3.6) and the proof in Step 1, the dynamics of ex1 reach the sliding surface
s1 = 0 in finite time tr and remain on it thereafter. After tr, by using the equivalent
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output injection concept (Edwards et al., 2000), the subsystem (3.6) is reduced to be

0 = ex2 − veq,1,

where veq,1 is the equivalent output injection signal and veq,1 = ex2 . Thus, after a finite
time tr, x̃2 = x̂2 + ex2 and v2 = ηv2sign(ex2).

A Lyapunov function for the subsystems (3.7) and (3.8) is given as

V̇20 =
1
2

e2
x2
+

1
2

e2
f . (3.11)

It is derived that

V̇20 = ex2

[
G̃0 + F̃ f +F(x̂)e f − v2

]
+ e f

(
ḟ −η f sign(e f )

)
≤

[
∥G̃0∥+∥F̃ f∥+∥F(x̂)e f ∥−ηv2

]
∥ex2∥+

(
ρ f −η f

)
∥e f ∥

≤ (ρv2 −ηv2)∥ex2∥+
(
ρ f −η f

)
∥e f ∥, (3.12)

where ρv2 ≥ ∥G̃0∥+∥F̃ f∥+∥F(x̂)e f ∥ and ρ f ≥ ∥ ḟ∥.

Using ρ̂v2 and ρ̂ f to estimate ρv2 and ρ f , respectively, with update laws

˙̂ρv2 = σv2∥ex2∥, ˙̂ρ f = σ f ∥e f ∥, (3.13)

where σv2 and σ f are positive design constants.

Design ηv2 = ρ̂v2 + εv2 and η f = ρ̂ f + ε f with positive design constants εv2 and ε f .
Define the estimation errors of ρv2 and ρ f as ρ̃v2 = ρv2 − ρ̂v2 and ρ̃ f = ρ f − ρ̂ f , respec-
tively. A Lyapunov function for the augmented estimation error system (including ex2 ,
e f , ρ̃v2 , and ρ̃ f ) is given as

V2 =V20 +
1

2σv2

ρ̃
2
v2
+

1
2σ f

ρ̃
2
f .
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From (3.12) and (3.13),

V̇2 = V̇20 +
1

σv2

(−ρ̃v2
˙̂ρv2)+

1
σ f

(−ρ̃ f ˙̂ρ f )

≤ (ρv2 − ρ̃v2 −ηv2)∥ex2∥+
(
ρ f − ρ̃ f −η f

)
∥e f ∥

≤ −εv2∥ex2∥− ε f ∥e f ∥

≤ 0. (3.14)

It follows from (3.14) and the Barbalat’s lemma (Slotine et al., 1991) that limt→∞V2(t)=

0. Therefore, V2(t)≤V2(0) and ex2 , e f , ρ̃v2 , and ρ̃ f are bounded. Furthermore, |ex2(t)| ≤√
2V2(0) and |e f (t)| ≤

√
2V2(0). Under zero initial condition V2(0) = 0 (i.e., ex2(0) =

e f (0) = ρ̃v2(0) = ρ̃ f (0) = 0), then it holds that limt→∞ ex2(t) = 0 and limt→∞ e f (t) = 0.

It is concluded here that for the pitch system (3.3), by ensuring satisfaction of the zero
initial conditions, then there exist parameters ηv1 , ηv2 , and η f such that the observer
(3.4) can estimate the system states and fault accurately. □

Remark 3.1 Although e f is not available in practice, it can be obtained using the
equivalent output injection concept. Design a sliding surface as s2 = ex2 = 0. Since the
SMO switching functions v1 and v2 can ensure the reachability of s2, i.e., s2 = ṡ2 = 0,
then the equivalent output injection signal of v2 is

veq,2 = F(x̂)e f .

Thus, e f = veq,2/F(x̂). veq,2 is attained by applying v2 to a low-pass filter, i.e.,

veq,2 ∼=
1

1+ τ1s
v2,

where τ1 is a time constant.

In order to avoid singularity when F(x) = 0, e f = veq,2/F(x̂) is approximated by the
following function in real-time implementation,

e f =
F(x̂)

F(x̂)2 + ε
veq,2

with a small enough positive scalar ε .
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Moreover, since the fault indicator function is known to be f ∈ [0,1], a magnitude
limiter is used to ensure f̂ ∈ [0,1].

Remark 3.2 For the pitch system (3.3), the observer design parameters are εv1 , σv1 ,
εv2 , σv2 , ε f , σ f , and τ1. These offline design parameters should all be positive constants,
whilst εv1 , εv2 , ε f , and τ1 are of small values and should be tuned by trial and error.

3.2.3 FTC design

The pitch actuator system (3.3) can be rearranged into

ẋ1 = x2,

ẋ2 = G0(x)+ω
2
n u+F1(x) f , (3.15)

where F1(x) = (ω2
n0
−ω2

n f
)x1 +2(ξ0ωn0 −ξ f ωn f )x2.

An FTC controller for the pitch system (3.3) comprises a baseline controller and a
reconfigurable controller (see Fig. 3.6), designed as

u = k1βr +u f , (3.16)

where βr is the baseline controller to achieve pitch angle control under fault-free case,
and u f is the reconfigurable controller to compensate the fault effect. The design
parameter k1 is used to modify the baseline controller and the designs of βr, k1 and u f

are given below.

(1) Baseline controller design

Proportional-Integral (PI) baseline controllers have been used effectively in wind turbine
pitch control in academic research (Boukhezzar et al., 2007; Gao and Gao, 2016; Hand,
1999) and industrial implementation (Burton et al., 2011) due to its facilitation and
robustness. Therefore, in this study the baseline controller βr for the three pitch systems
is chosen as a PI controller given by

βr(t) = KPew_g(t)+KI

∫ t

0
ew_g(τ)dτ, (3.17)
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where ew_g is the tracking error of the generator speed, defined as ew_g = w_g −
wg_nominal . KP and KI are the proportional and integral gains, respectively.

The modification parameter k1 is given by

k1 =
ω2

n0

ω̂2
n
,

where ω̂2
n = ω2

n0
+(ω2

n f
−ω2

n0
) f̂ and f̂ is the fault estimate provided by the observer

(3.4).

Clearly, it can be seen that in the fault-free case k1 = 1, then the FTC controller reverts
to a baseline controller.

(2) Reconfiguration controller design

The reconfigurable controller component u f is activated automatically once a fault f

occurs and it is designed as

u f =−F1(x̂) f̂
ω̂2

n
,

where F1(x̂) = (ω2
n0
−ω2

n f
)x̂1 +2(ξ0ωn0 −ξ f ωn f )x̂2.

(3) FTC performance analysis

The FTC system performance based on (3.16) is analysed in Theorem 3.2.

Theorem 3.2 (FTC action) With the asymptotic state and fault estimations obtained
from the observer (3.4), the controller (3.16) can compensate the fault f and recover
the nominal pitch dynamics.

Proof: Substituting (3.16) into (3.15) yields

ẋ1 = x2,

ẋ2 = G0(x)+B0βr +δ (ex1,ex2,e f , t), (3.18)

where δ (ex1,ex2,e f , t) = F̃1(x) f̂ +F1(x)e f +(ω2
n f
−ω2

n0
)(ω2

n0
βr −F1(x̂) f̂ )e f /ω̂2

n and
F̃1(x) = F1(x)−F1(x̂).
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Note that δ (ex1,ex2,e f , t) is a function of the estimation errors ex1 , ex2 and e f . Since it
has been proved in Section 3.2.2 that limt→∞ ex1(t) = 0, ex2(t) and e f (t) are bounded,
then δ (ex1 ,ex2 ,e f , t) is bounded. In the case of zero initial conditions, i.e., ex1(0) =
ex2(0) = e f (0) = 0, then limt→∞ δ (ex1,ex2,e f , t) = 0. Hence, by ensuring satisfaction
of the zero initial conditions, the closed-loop system (3.18) becomes

ẋ1 = x2,

ẋ2 = G0(x)+B0βr,

which is exactly the fault-free pitch system (3.1).

It is concluded here that the controller (3.16) can compensate the fault in the pitch
system (3.15) automatically, using the state and fault estimation from the observer (3.4).
This compensation guarantees the faulty pitch system to perform as a healthy one. □

3.2.4 Simulation results

In this section the effectiveness of the proposed FE-based FTC design is demonstrated
by applying it to a 4.8 MW wind turbine benchmark (Odgaard et al., 2013). The rated
generator speed is 162 rad/s. Limits of the pitch angle and pitch rate are [−2◦, 90◦]
and [−9◦/s, 9◦/s], respectively. Suppose that there exists a small measurement noise
modelled by a zero mean white Gaussian noise with a variance of 1.0e−10.

The three pitch systems use the same PI baseline controller (3.17) with KP = 1 and
KI = 4. The observer parameters are given in Table 3.1 and the other configurations of
the wind turbine system (e.g., the generator control) follow the benchmark.

Table 3.1 Design parameters of the observers.

ρv1 εv1 σv2 σ f εv2 ε f τ1

Pitch 1 0.14 0.01 0.1 0.05 0.01 0.01 0.001

Pitch 2 0.09 0.01 0.15 0.05 0.01 0.01 0.001

Pitch 3 0.14 0.01 0.2 0.01 0.01 0.01 0.001

Simulations are carried out in two cases: 1) only the pitch system 3 has an actuator
fault f3, and 2) the three pitch systems have faults f1, f2, and f3, respectively. The
simulations use the same wind speed given in Fig. 3.7, which covers almost the whole
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Fig. 3.7 Effective wind speed.

area of Region 3 and part of Region 2. In Region 2 the wind turbine aims at maximizing
power capture and the pitch angles are set to be zero. Thus, the pitch angle references
are always set to zero in Region 2.

(1) Case 1: single actuator fault

The simulation results are shown in Figs. 3.8 − 3.14. Fig. 3.8 shows that the fault
f3 on the pitch system 3 is estimated with acceptable accuracy. In the time interval
t ∈ [0,250] s, the effective wind speed changes between Regions 2 and 3. Since the
pitch angle reference is always set to be zero in Region 2, the FE observer has zero
control input and thus cannot estimate the fault. This is why f3 is not well estimated in
the time period of t ∈ [0,250] s.

Figs. 3.9 − 3.14 show that in the presence of f3, the pitch actuator 3 has slow pitch
rate, which thus causes an undesired pitch angle response in the pitch system 3 and
subsequently in the pitch systems 1 and 2. The undesired pitching results in larger
fluctuations on the generator speed and power. However, from the results it can be seen
that there is no difference between the performances of the fault free and FTC cases.
This means that the proposed FTC design can compensate the considered actuator fault
f3 well and recover the pitch actuator 3 to its nominal situation.
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Fig. 3.8 Fault estimation: pitch 3, Case 1.
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Fig. 3.9 Pitch rate: pitch 3, Case 1.
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Fig. 3.14 Generator power: Case 1.

(2) Case 2: multiple actuator faults

Figs. 3.15 − 3.17 show that the three faults are estimated with good accuracy except
in the time period t ∈ [0,250] s as that in Case 1. In Figs. 3.18 − 3.25, the faults slow
down the dynamics of the three pitch systems, and thus the generator cannot be kept at
rated speed. The fluctuation in generator speed subsequently causes variations in the
generator power, leading to pitch angle oscillation and pitch rate saturation. Moreover,
the oscillation will unbalance the three pitch systems and increase their blade loads with
potential damage to the wind turbine, especially for large turbines (Bossanyi, 2003).
However, it can be seen that the proposed FTC design compensates the faults well and
recovers the pitch actuator dynamics, ensuring desired pitching action, thus avoiding
pitch rate saturation.
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Fig. 3.15 Fault estimation: pitch 1, Case 2.
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Fig. 3.16 Fault estimation: pitch 2, Case 2.
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Fig. 3.17 Fault estimation: pitch 3, Case 2.
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Fig. 3.18 Pitch rate: pitch 1, Case 2.
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Fig. 3.19 Pitch rate: pitch 2, Case 2.
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Fig. 3.20 Pitch rate: pitch 3, Case 2.
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Fig. 3.22 Pitch angle: pitch 2, Case 2.
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Fig. 3.23 Pitch angle: pitch 3, Case 2.
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Fig. 3.25 Generator power: Case 2.

(3) Case 3: multiple actuator faults and uncertainties

The proposed FE-based FTC strategy is designed in the absence of pitch actuator system
uncertainties. Under such circumstance, the separately designed FE and FTC functions
achieve good estimation and control performance in the cases of single and multiple
actuator faults, as shown above. This case further investigates the FE/FTC performance
in the presence of pitch actuator system uncertainties.

Suppose there exists an uncertainty d associated with each of the actuators of the pitch,
then a general model of the dynamics of each pitch system (3.3) can be represented by

ẋ1 = x2,

ẋ2 = G0(x)+B0u+F(x) f +d,

y = x1, (3.19)

where d ∈ R is the unknown sum of moment due to propeller, lift on blade, blade
bending, teetering and unbalanced load disturbance (Chichester and Hindmarsh, 1999).

In such a situation, the estimation error system given in (3.6) - (3.8) becomes

ėx1 = ex2 − v1,

ėx2 = G̃0 + F̃ f +F(x̂)e f +d − v2,

ė f = ḟ −η f sign(e f ).
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Following the proof of Theorem 3.1 and Remark 3.1, the equivalent output injection
signal of v2 is

veq,2 = F(x̂)e f +d. (3.20)

By combining (3.20) and (3.4), the fault estimation f̂ is given by

˙̂f = η f sign(e f ), e f =
veq,2 −d

F(x̂)
.

Clearly, the uncertainty d affects the accuracy of the fault estimation.

In the presence of uncertainty, the FTC pitch control system dynamics (3.19) become

ẋ1 = x2,

ẋ2 = G0(x)+B0βr +δ (ex1,ex2,e f , t)+d, (3.21)

with δ (ex1,ex2,e f , t) defined in (3.18).

Since limt→∞ δ (ex1,ex2,e f , t) = 0, in a finite time (3.21) turns into

ẋ1 = x2,

ẋ2 = G0(x)+B0βr +d, (3.22)

which still suffer response degradation from the uncertainty d.

Therefore, it can be concluded that the uncertainty d has influence on both the FE and
FTC functions, which results in degraded FE/FTC performance, as will be shown in the
following simulation results.

Simulations are performed under the same fault scenarios and the same parameters as in
Case 2. Suitable uncertainties with physical meaning for the three pitch actuator systems
have been taken from Fan and Song (2012) and given as follows: d1 = 0.5x1 sin(2x2),
d2 = 0.5x2x3 cos(x2), and d3 = x2x3 sin(2x1x2), respectively. The results in Figs. 3.26 -
3.30 show that in the presence of uncertainties, the proposed FE estimates the faults with
degraded accuracy. The FTC cannot recover the pitch actuator dynamics and ensure
desired pitching action, which consequently causes fluctuation in generator speed and
power output, leading to pitch angle oscillation and pitch rate saturation.
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Fig. 3.26 Fault estimation: Case 3.
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Fig. 3.27 Pitch angle: Case 3.
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Fig. 3.28 Pitch rate: Case 3.
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Fig. 3.29 Generator speed: Case 3.
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Fig. 3.30 Generator power: Case 3.

Summing the simulations, the proposed FE/FTC can recover the nominal pitch actuator
system performance and achieve acceptable wind turbine control performance in the
absence of uncertainties. However, the uncertainties d1, d2, and d3 affect both the FE
and FTC performances. In this situation, the separately designed FE/FTC functions
cannot guarantee acceptable system performance, due to the interactions which exist
between the uncertainties acting on each of the FE and FTC functions (see Section
3.3 for more discussion). This uncertainty interaction gives rise to a requirement for
integrated design of FE/FTC to achieve overall robust FTC system performance, by
taking into account the uncertainty effects.
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3.3 Mathematical analysis: a theoretical motivation

The fault-tolerant pitch control system described in Section 3.2 shows the power of the
FE-based FTC approach. It also provides a way of understanding a significant disad-
vantage of the separated design paradigm outlined in Fig. 3.31. However, the majority
of the existing FE-based FTC systems follow this scheme by assuming satisfaction of
the well-known Separation Principle (see Appendix B), e.g., Jiang et al. (2006), Gao
and Ding (2007), and de Loza et al. (2015). The challenge of this thesis is that the
Separation Principle no longer holds when in addition to modelling uncertainty there is
also uncertainty associated with the FE role used in compensating the faults. Errors in
the state and fault estimation will cause uncertainty in the FTC function.

Fig. 3.31 The separated FE/FTC system scheme.

The basic idea of FE-based FTC and design challenges are illustrated below using an
adaptive FE observer (Jiang et al., 2006) together with a state-feedback FTC controller
(Gao and Ding, 2007).

Consider again the uncertain linear system (2.1) represented by

ẋ(t) = Ax(t)+Bu(t)+F f (t)+∆(t),

y(t) = Cx(t). (3.23)

In order to design a state observer and controller, the system is assumed to satisfy the
following assumptions: 1) The pair (A,B) is controllable and rank(B,F) = rank(B) =m;
2) The actuator fault f (t) is bounded with bounded first-order time derivative ḟ (t).
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The state and fault are estimated using an adaptive observer

˙̂x(t) = Ax̂(t)+Bu(t)+F f̂ (t)+L(y(t)− ŷ(t)) ,
˙̂f (t) = M f̂ (t)+N (y(t)− ŷ(t)) ,

ŷ(t) = Cx̂(t), (3.24)

where x̂(t) and ŷ(t) are the estimates of x(t) and y(t), respectively. The design matrices
L, M, and N are of compatible dimensions and for which more details can be found in
Jiang et al. (2006).

Define the estimation errors of the state and fault as e(t) = x(t)− x̂(t) and e f (t) =

f (t)− f̂ (t), respectively. It follows from (3.23) and (3.24) that

ė(t) = (A−LC)e(t)+Fe f (t)+∆(t),

ė f (t) = Me f (t)−NCex(t)+ ḟ (t)−M f (t). (3.25)

It is seen from the above estimation error system that the system uncertainty (in-
cluding the lumped uncertainty ∆(t), the fault f (t) and its modelling error ḟ (t))
affects the state estimation and FE performance.

A general form of an FE-based state-feedback FTC controller is

u(t) =−Kxx̂(t)−B†F f̂ (t), (3.26)

where Kx is the baseline controller gain and B†F is the fault compensation gain. B† is
the left pseudo-inverse of B.

Substituting (3.26) into (3.23) gives the closed-loop control system

ẋ(t) = (A−BKx)x(t)+BKxe(t)+Fe f (t)+∆(t). (3.27)

The controller gain Kx is determined to ensure that the closed-loop FTC system is
robustly stable using the H∞ optimization approach (Gao and Ding, 2007).

It can be seen from (3.27) that the closed-loop FTC system is affected by both the
system uncertainty ∆(t) and estimation uncertainty (i.e., the estimation errors e(t)

and e f (t)).
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Fig. 3.32 Bi-directional robustness interactions between FE and FTC functions.

It follows from (3.25) and (3.27) that there exist bi-directional robustness interactions

between the FE observer and FTC system, as summarized in Fig. 3.32. Since uncer-
tainty and estimation errors inevitably exist in real systems, it is true that all the
observer-based FE and FTC systems include the bi-directional robustness interac-
tions. Without taking into account of these mutual interactions, the well designed FE
observer and FTC controller may not fit well when assembled together and result in a
closed-loop system with degraded performance and robustness.

3.4 Concluding discussion

The separately designed FE/FTC functions can achieve acceptable closed-loop perfor-
mance in the ideal cases when no system uncertainty exists. However, since uncertainties
and estimation errors inevitably exist in real system operations, bi-directional robust-

ness interactions inevitably exist in the FE-based FTC systems. It breaks down the
well-known Separation Principle (see Appendix B) and gives rise to a necessary and
important consideration of integrated FE/FTC design, which thus motives the research
presented in this thesis.

Although few studies consider together the designs of FE and FTC for an overall FTC
solution, e.g., Jia et al. (2015b); Rodrigues et al. (2014), the effects of system uncertainty
are not taken into account. Therefore, their strategies are not truly integrated FE/FTC
designs as defined in this thesis. It is clear that the true integration of FE/FTC, or even
more broadly fault diagnosis and FTC, still remain very open problems. In the following
chapters, strategies will be developed to achieve the true integration of FE/FTC with
applications to a 3-DOF helicopter system and a three-machine power system.



Part I

Integrated FE/FTC design for
uncertain linear systems



Chapter 4: Integrated FE/FTC design:
H∞ optimization approach

4.1 Introduction

Fig. 4.1 The integrated FE/FTC system scheme.

As discussed in Chapter 3, the FE-based FTC system involves the process of FE used
to estimate the fault and FTC to compensate the fault effects. The combination of
estimation and control leads to bi-directional robustness interactions, which gives rise
to a requirement of integrating together the designs of the FE and FTC functions. This
chapter aims to develop an integrated FE/FTC design strategy using the scheme in Fig.
4.1, in which the baseline controller is used to maintain nominal system performance and
the fault compensation component is automatically activated once a fault is estimated
by the FE observer. The elaboration of the strategy is based on the assumption that the
system considered is linear with uncertain parameters with potential faults that have
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either additive or multiplicative effects on the dynamics. Compared with the existing
literature, the main contributions of this chapter are summarized as follows.

• Reduced-/full-order ASUIOs without rank condition are proposed to achieve FE.
There are many existing FE observers, e.g., adaptive observers (Jiang et al., 2006;
Kabore and Wang, 2001), SMO (Edwards and Tan, 2006), ASO (Gao and Ding, 2007),
UIO (Odgaard and Stoustrup, 2012), moving horizon estimation (Feng and Patton,
2014), and combined SMO and ASO (Shi et al., 2015). However, in the adaptive
observer the faults are estimated with finite errors. Moreover, in order to estimate
time-varying faults the observer has a Proportional-Integral (PI) structure with carefully
chosen learning rate. The canonical form SMO (Edwards and Tan, 2006) requires
several state transformations as well as a priori knowledge of the upper bounds of the
faults and it is difficult to reconstruct sensor and actuator faults simultaneously. The
ASO reconstructs the faults in a polynomial form with a priori knowledge of their
orders. The moving horizon estimation is a complex on-line optimization problem. The
existing UIOs are obtained after satisfying a well-known rank condition (Chen and
Patton, 1999). By combining ASO and UIO, a full-order augmented state UIO (ASUIO)
without requiring the rank condition is proposed in Tan et al. (2015), but the effect of
system uncertainty is not taken into account and FTC is out of its scope.

In this chapter, reduced-/full-order ASUIOs without rank condition are proposed to
achieve 1) time-varying fault estimation for the state feedback case and 2) simultaneous
estimation of time varying faults and system state for the output feedback case, respec-
tively. The proposed ASUIOs do not require state transformation and fault information
(upper bounds and fault characteristics), or on-line computation. Another new property
of the reduced-order ASUIO for FE is that the estimation of system state variables is
not necessary, leading to the design of an observer with reduced dimension.

• Both the cases of state/output feedback sliding mode FTC are studied. Considering its
potential robustness to uncertainty and disturbance, sliding mode control (SMC) has
recently been used extensively for FTC designs (e.g., Alwi and Edwards (2008); Huang
and Patton (2015); Xiao et al. (2012); Zhao et al. (2014)). However, few works consider
unmatched norm-bounded system uncertainty and FE design. Here, sliding mode FTC
strategies for both state and output feedback cases are developed for systems subject to
unmatched norm-bounded uncertainty.

• An integrated FE/FTC design strategy is proposed. For systems with additive or
multiplicative faults, it is shown that the integrated design can be converted into an
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observer-based robust control problem solved via H∞ optimization with a single-step
LMI formulation.

The remainder of this chapter is organized as follows. Section 4.2 gives the problem
formulation. Sections 4.3 and 4.4 develop integrated FE/FTC strategies for the additive
faults case using state or output feedback, respectively. Section 4.5 describes an inte-
grated design for systems with multiplicative faults. Section 4.6 provides an illustrative
example and Section 4.7 summarizes this chapter.

4.2 Problem formulation

Consider a class of linear systems represented by

ẋ(t) = (A+∆A(t))x(t)+Bu(t)+Fa fa(t)+Dd(t),

y(t) = Cx(t)+Fs fs(t), (4.1)

where x ∈ Rn, u ∈ Rm, and y ∈ Rp stand for the state, control input, and system
output vectors, respectively. fa ∈ Rq and fs ∈ Rq1 denote the actuator and sensor
faults, respectively, which might be viewed as actuator or sensor offsets in physical
systems (Isermann, 2011). d ∈ Rl denotes the external disturbance. ∆A(t) represents
the unknown unmatched system matrix uncertainty. The matrices A, B, Fa, D, C, and Fs

are known constant matrices of compatible dimensions. Without loss of generality, it is
assumed in this chapter that Fa and Fs are of full-column rank and q ≤ m and q1 ≤ p.

Assumption 4.1 The pair (A,C) is observable, the pair (A,B) is controllable, and the
actuator fault fa is matched, i.e., rank(B,Fa) = rank(B) = m.

Assumption 4.2 The trios (A,C,Fa) and (A,C,Fs) are observable, i.e., the following

rank conditions are satisfied: rank

[
A Fa

C 0

]
= n+q, rank

[
A 0
C Fs

]
= n+q1.

Assumption 4.3 The uncertainty matrix ∆A(t) is norm-bounded (energy bounded) and
has the form: ∆A(t) = M0F0(t)trN0, where M0 and N0 are known matrices with appro-
priate dimensions, and F0(t) ∈Rr1×r2 is an unknown matrix satisfying F⊤

0 (t)F0(t)≤ Ir2 .

Assumption 4.4 The faults and disturbance satisfy ∥ fa∥ ≤ f̄a, ∥ fs∥ ≤ f̄s, and ∥d∥ ≤ d0

with unknown positive scalars f̄a, f̄s, and d0, respectively. Moreover, fa and fs have
norm-bounded first-order time derivatives.
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Remark 4.1 Assumption 4.1 provides some standard requirements of controlled sys-
tems, while rank(B,Fa) = rank(B) ensures that fa lies in the range space spanned by
the control u so that the fault effect can be compensated through control actions, as
defined in Section 1.2.1. Assumption 4.2 is required to ensure the actuator fault fa and
sensor fault fs to be observable and can be estimated using the augmented state observer
methods proposed in the chapter. Assumption 4.3 gives a general representation of
a system unmatched uncertainty matrix used in H∞ optimization. Assumption 4.4
implies that the faults and disturbance considered are norm-bounded with unknown
upper bounds, this is useful for practical application.

The following problem is to be addressed in this chapter.

Problem 4.1 Given the system (4.1) with uncertainty, disturbance, and faults, design
together the following FE and FTC functions to guarantee system stability after the
fault occurrence: 1) FE observer: estimate the faults for the state feedback case, and
simultaneously the faults and system state for the output feedback case; 2) Sliding mode

FTC controller: state/output feedback controller for compensating the fault effect and
ensuring closed-loop system stability.

Note that Problem 4.1 is an observer-based robust control problem and the solution for
it requires a bilinear matrix inequality (BMI) that cannot be solved directly using the
LMI toolbox. To obviate this BMI problem, a two-step method is proposed in Shi and
Patton (2015b) for FE/FTC design for linear parameter varying descriptor systems with
actuator/sensor faults and disturbance. However, this two-step approach can only obtain
a suboptimal solution of the overall system design, and the feasible controller gains
obtained in the first step cannot guarantee the solvability of the observer designed in the
second step.

A robust observer-based control design was proposed in Lien (2004) for uncertain
linear systems with equality constraint solved by a single-step LMI formulation. More
recently, a new observer-based control design approach was proposed in Kheloufi et al.
(2013) without equality constraint with the help of the Young Inequality (Boyd et al.,
1994). However, as commented in Wang and Jiang (2014), this new approach has no
superiority over the one in Lien (2004), which is thus used in this chapter.
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4.3 Integrated FE/FTC design: state feedback

Provided that all the system state variables are available, then only the fault estimation
is needed for the FTC design. In this case, a reduced-order ASUIO is proposed below
to estimate the faults.

4.3.1 Reduced-order ASUIO-based FE design

By treating the faults as new system state variables, the system (4.1) can be augmented
into

˙̄x = Āx̄+ B̄u+∆Āx̄+ D̄d̄,

y = C̄x̄, (4.2)

where

x̄ =

 x

fa

fs

 , d̄ =

 d

ḟa

ḟs

 , Ā =

 A Fa 0
0 0 0
0 0 0

 , ∆Ā =

 ∆A 0 0
0 0 0
0 0 0

 ,

B̄ =

 B

0
0

 , D̄ =

 D 0 0
0 Iq 0
0 0 Iq1

 , C̄ = [C 0 Fs].

According to Assumption 4.2, it can be verified that the augmented system (4.2) is
observable. The reduced-order UIO in Xiong and Saif (2003) is modified here to
estimate the faults fa and fs, i.e., z = Lx̄, with L =

[
0 Iq+q1

]
∈ R(q+q1)×(n+q+q1), in the

form of

ξ̇s = Mξs +Gu+Ry,

ẑ = ξs +Hy, (4.3)

where ξs ∈ Rq+q1 and ẑ ∈ Rq+q1 denote the observer state and the estimate of z, respec-
tively. The design matrices M, G, R, and H are of appropriate dimensions.
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Define ε = ξs −T x̄, then the estimation error system is

ε̇ = Mε +
(
MT +RC̄−T Ā

)
x̄+(G−T B̄)u−T ∆Āx̄−T D̄d̄,

es = ε +
(
T +HC̄−L

)
x̄. (4.4)

The existence condition of an asymptotically stable observer (4.3) is given in Theorem
4.1.

Theorem 4.1 There exists an asymptotically stable observer (4.3) for the system (4.2)
when ∆Āx̄ = 0 and d̄ = 0, if it holds that

M is Hurwitz, (4.5)

MT +RC̄−T Ā = 0, (4.6)

T +HC̄−L = 0, (4.7)

G−T B̄ = 0. (4.8)

Proof: With (4.6) - (4.8) and ∆Āx̄ = 0 and d̄ = 0, the error system (4.4) becomes

ε̇ = Mε,

es = ε.

Since M is Hurwitz, then limt→∞ es(t) = 0. □

In the following, a parametrization method is used to solve the matrix equations (4.5) -
(4.8). Before that, the solvability of these matrix equations are proved in Lemmas 4.1
and 4.2.

Define a full-row rank matrix: S = [L† (In+q+q1 −L†L)] = [S1 S2], with the property
that S2S1 = 0 and rank(S) = rank(S1)+ rank(S2) = n+q+q1.

Lemma 4.1 The matrix equation

ΛΩ = Ψ, (4.9)
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with Ω =

[
C̄S2

C̄ĀS2

]
, Ψ = LĀS2, and the determined matrix Λ , is solvable if it holds

that

rank


LĀ

C̄

C̄Ā

L

= rank

 C̄

C̄Ā

L

 . (4.10)

Proof: Post-multiplying both sides of (4.10) with the matrix [S2 S1] gives

rank


LĀS2 LĀS1

C̄S2 C̄S1

C̄ĀS2 C̄ĀS1

LS2 LS1

= rank

 C̄S2 C̄S1

C̄ĀS2 C̄ĀS1

LS2 LS1

 . (4.11)

According to the definitions of S1 and S2 given previously, LS2 = 0 and LS1 = In+q+q1 .
Hence, (4.11) becomes

rank


LĀS2 LĀS1

C̄S2 C̄S1

C̄ĀS2 C̄ĀS1

0 In+q+q1

= rank

 C̄S2 C̄S1

C̄ĀS2 C̄ĀS1

0 In+q+q1

 . (4.12)

This leads to

rank

 LĀS2

C̄S2

C̄ĀS2

= rank

[
C̄S2

C̄ĀS2

]
. (4.13)

Therefore, it holds that

rank

[
Ψ

Ω

]
= rank(Ω).

Thus, the matrix equation (4.9) is solvable. □
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Lemma 4.2 The pair (M2,M1), where M1 = LĀS1 −ΨΩ†Γ, M2 = (I2p −ΩΩ†)Γ, and

Γ =

[
C̄S1

C̄ĀS1

]
, is detectable if it holds that

rank

 sL−LĀ

C̄

C̄Ā

= rank

 C̄

C̄Ā

L

 , ∀s ∈ C, Re(s)≥ 0. (4.14)

Proof: Post-multiplying the left hand side of (4.14) by the full row-rank matrix [S1 S2]

gives

rank


 sL−LĀ

C̄

C̄Ā

 [S1 S2]


= rank

[
sIq+q1 −LĀS1 −Ψ

Γ Ω

]

= rank


 Iq+q1 ΨΩ†

0 (I2p −ΩΩ†)

0 ΩΩ†

[ sIq+q1 −LĀS1 −Ψ

Γ Ω

]

= rank

 sIq+q1 −M1 0
M2 0

ΩΩ†Γ Ω


= rank

[
sIq+q1 −M1

M2

]
+ rank(Ω). (4.15)

Similarly, the right hand side of (4.14) is

rank


 C̄

C̄Ā

L

 [S1 S2]

 = rank

 C̄S1 C̄S2

C̄ĀS1 C̄ĀS2

Iq+q1 0


= q+q1 + rank(Ω). (4.16)

By (4.15) and (4.16), it holds that rank

[
sIq+q1 −M1

M2

]
= q + q1. Thus, the pair

(M2,M1) is detectable. □
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It follows from (4.7) that T = L−HC̄. Substituting this into (4.6) yields

M(L−HC̄)+RC̄− (L−HC̄)Ā = 0.

Now denote T1 = R−MH, it follows that

LĀ−ML = [T1 H]

[
C̄

C̄Ā

]
. (4.17)

Post-multiplying both sides of (4.17) by S yields

M = LĀS1 − [T1 H]

[
C̄S1

C̄ĀS1

]
, (4.18)

LĀS2 = [T1 H]

[
C̄S2

C̄ĀS2

]
. (4.19)

Rearranging (4.19) as [T1 H]Ω = Ψ, which is solvable according to Lemma 4.1, with a
general solution

[T1 H] = ΨΩ
† +Z(I2p −ΩΩ

†), (4.20)

where Z ∈ R(q+q1)×2p is an arbitrary matrix.

It follows from (4.18) and (4.20) that

M = M1 −ZM2, H = H1 +ZH2, (4.21)

where H1 = ΨΩ†Γ1, H2 = (I2p −ΩΩ†)Γ1, and Γ1 = [0 Ip]
⊤.

The matrices M1 and M2 in (4.21) are known from Lemma 4.2. By designing Z to make
M Hurwitz, H can be obtained. Further using T1 = R−MH gives R and using Theorem
4.1 gives G.

However, since there exist uncertainty and disturbance in the system (4.1), i.e., ∆Āx̄ ̸= 0
and d̄ ̸= 0, the error system (4.4) should be made robustly stable. Denote H̄1 = H1C̄−L

and substitute M = M1 −ZM2 and T = L−HC̄ into (4.9), it follows that

ės = (M1 −ZM2)es +(H̄1 +ZH2C̄)(∆Āx̄+ D̄d̄). (4.22)
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Thus, by designing the arbitrary matrix Z such that (4.22) is robustly stable, the observer
(4.3) for the system (4.1) with uncertainty and disturbance can be obtained.

Remark 4.2 The proposed reduced-order ASUIO (with an order of (q+q1)) is inter-
esting in three respects: 1) The traditional UIOs (Chen and Patton, 1999; Odgaard and
Stoustrup, 2012; Xiong and Saif, 2003) decouple the disturbance under the satisfaction
of a rank condition, i.e., rank(C̄D̄) = rank(D̄), which is restrictive and often cannot
be satisfied. H∞ optimization is employed here to attenuate the disturbance and the
arbitrary matrix Z is obtained using LMI tools; 2) In contrast to the majority of existing
FE approaches (with an order of (n+q+q1)), the fault estimation is achieved without
extra effort to estimate the system state variables which are available for FTC design; 3)
Note that (4.10) and (4.14) are two sufficient conditions for the existence of a solution
to Theorem 4.1 as well as the proposed reduced-order ASUIO. However, since LĀ = 0,
so if Re(s)> 0, then these two conditions are always satisfied.

4.3.2 State feedback sliding mode FTC design

This section describes the design of an FTC controller with the function of compensating
the fault effect and also stabilizing the system state of (4.1), using the concept of SMC.
Recall that the general aim of SMC is to achieve robust insensitivity to matched
uncertainty acting within the control channels, using a combination of linear and
switched feedback. The SMC must be designed to reach a sliding surface and the
switching operation designed to keep the system motion in the sliding manifold.

Since it is assumed that all the state variables are available, a switching function for
(4.1) using the system state is defined as

s1 = N1x−
∫ t

0
v1(τ)dτ, (4.23)

where s1 ∈Rm and N1 = B†−Y1(In−BB†), with B† = (B⊤B)−1B⊤ and a design matrix
Y1 ∈ Rm×n. v1 is a time-varying function to be designed. Differentiating s with respect
to time gives

ṡ1 = N1(A+∆A)x+u+N1Fa fa +N1Dd − v1. (4.24)
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Design the control input as

u = ul1 +un1, (4.25)

where the linear feedback component is ul1 = v1 −E1 f̂a and v1 =−Ksx, with a design
matrix Ks ∈ Rm×n and E1 = B†Fa. The nonlinear component un1 = −ρs1(t)sign(s1),
with a design parameter ρs1(t).

Consider a Lyapunov function for (4.24) given by

Vs10 =
1
2

s⊤1 s1.

It follows from (4.24) and (4.25) that the time derivative of Vs10 is

V̇s10 = s⊤1 [N1(A+∆A)x+u+N1Fa fa +N1Dd]

= s⊤1
[
(N1A+N1∆A)x+E1e fa +N1Dd

]
≤ (ηs1 −ρs1(t))∥s1∥, (4.26)

where ηs1 is an unknown scalar satisfying ηs1 ≥ (∥N1A∥+∥N1M0∥∥N0∥)∥x∥+∥E1∥∥e fa∥+
∥N1D∥d0.

Design ρs1(t) = η̂s1 + εs1 , where εs1 is a positive design scalar and the scalar η̂s1 is
introduced to estimate the unknown scalar ηs1 using an update law

˙̂ηs1 = σ1∥s1∥, η̂s1(0) = 0, (4.27)

with a positive learning rate σ1 to be designed.

Define the estimation error of ηs1 as η̃s1 = ηs1 − η̂s1 . Consider a Lyapunov function

Vs1 =Vs10 +
1

2σ1
η̃

2
s1
.
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It follows from (4.26) and (4.25) that

V̇s1 = V̇s10 −
1

σ1
η̃s1

˙̂ηs1

≤ [ωs1 +ηs1 −ρs1(t)]∥s1∥− η̃s1∥s1∥

≤ −εs1∥s1∥

≤ 0. (4.28)

Since Vs1 is positive definite, it follows from (4.28) and the Barbalat’s lemma (Slotine
et al., 1991) that Vs1(t)≤Vs1(0). Therefore, s1(t) and η̃s1(t) are bounded. This means
that the designed controller (4.25) can maintain the sliding motion around s1 = 0. More-
over, in the case of zero initial condition (i.e. Vs1(0) = 0), it holds that limt→∞ s1(t) = 0.
In such case, the sliding surface s1 = 0 is reachable and the idealized sliding motion is
maintained.

Consider next the system stability analysis corresponding to the sliding mode. By
setting ṡ1 = 0, it follows from (4.24) that the equivalent control input (Edwards and
Spurgeon, 1998) is

ueq1 =− [N1(A+∆A)x+N1Dd]+ul1. (4.29)

Substituting (4.29) into (4.1) gives the equivalent closed-loop system

ẋ = (Θ1A−BKs)x+Θ1∆Ax+F1es +Θ1Dd, (4.30)

where Θ1 = In −BN1 and F1 = [Fa 0].

Therefore, the system (4.1) is maintained on the sliding mode with the equivalent control
(4.29) by designing Kx such that (4.30) is stable. The closed-loop system (4.30) contains
the uncertainty ∆Ax and disturbance d, which must be minimized to achieve a suitable
degree of robustness. This is achieved using H∞ optimization given in the next section.

4.3.3 Integrated synthesis

The proposed state feedback integrated FE/FTC design is summarized in Fig. 4.2.
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Fig. 4.2 Integrated FE/FTC design: state feedback case.

The augmented closed-loop system consisting of (4.22) and (4.30) is

ẋ = (Θ1A−BKs)x+Θ1∆Ax+F1es +D1d̄,

ės = (M1 −ZM2)es +(H̄1 +ZH2C̄)(∆Āx̄+ D̄d̄),

yc = y−Fs f̂s,

zs = Csxx+Csees, (4.31)

where zs ∈ Rr is the measured output and D1 = [Θ1D 0].

Theorem 4.2 Under Assumptions 4.1 - 4.4, given a positive scalar γs, the augmented
closed-loop system (4.31) is stable with H∞ performance ∥Gzsd̄∥∞ < γs, if there exist
symmetric positive definite matrices P and Q, and matrices P̂, R1, and R2 such that

PB = BP̂, (4.32)

χ11 χ12 χ13 χ14 0 C⊤
sx

⋆ χ22 χ23 0 χ25 C⊤
se

⋆ ⋆ −γ2
s I 0 0 0

⋆ ⋆ ⋆ −I 0 0
⋆ ⋆ ⋆ ⋆ −I 0
⋆ ⋆ ⋆ ⋆ ⋆ −I


< 0, (4.33)
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where χ11 = He(PΘ1A−BR1)+2N⊤
0 N0, χ12 = PF1, χ13 = PD1, χ14 = PΘ1M0, χ22 =

He(QM1 −R2M2), and χ23 = (QH̄1 +R2H2C̄)D̄, χ25 = (QH̄1 +R2H2C̄)M̄0. Then the
gains are given by Ks = P̂−1R1 and Z = Q−1R2.

Proof: Consider a Lyapunov function Ves = e⊤s Qes with a symmetric positive definite
matrix Q ∈ R(q+q1)×(q+q1). Define W1 = H̄1 +ZH2C̄ and χs1 = He(e⊤s QW∆Āx̄) and
M̄0 = [M⊤

0 0]⊤, so that

χs1 = −
[
M̄⊤

0 W⊤
1 Qes −F0N0x

]⊤ [
M̄⊤

0 W⊤
1 Qes −F0N0x

]
+e⊤s QW1M̄0M̄⊤

0 W⊤
1 Qes + x⊤N⊤

0 F⊤
0 F0N0x

≤ e⊤s QW1M̄0M̄⊤
0 W⊤

1 Qes + x⊤N⊤
0 N0x.

Then it follows that

V̇es = e⊤s He(Q(M1 −ZM2))es +He(e⊤s QW1∆Āx̄)+He(e⊤s QW1D̄d̄)

≤ e⊤s
[
He(Q(M1 −ZM2))+QW1M̄0M̄⊤

0 W⊤
1 Q
]

es + x⊤N⊤
0 N0x

+He(e⊤s QW1D̄d̄). (4.34)

Further consider Vx = x⊤Px with a positive definite matrix P ∈ Rn×n. Denote χs2 =

He(x⊤PΘ1∆Ax), then

χs2 = −
[
M⊤

0 Θ
⊤
1 Px−F0N0x

]⊤ [
M⊤

0 Θ
⊤
1 Px−F0N0x

]
+x⊤PΘ1M0M⊤

0 Θ
⊤
1 Px+ x⊤N⊤

0 F⊤
0 F0N0x

≤ x⊤PΘ1M0M⊤
0 Θ

⊤
1 Px+ x⊤N⊤

0 N0x.

Similarly, it can be shown that

V̇x = x⊤
[
He(P(Θ1A−BKs))+PΘ1M0M⊤

0 Θ
⊤
1 P+N⊤

0 N0

]
x

+He
(

x⊤PF1e+ x⊤PD1d̄
)
. (4.35)

Let ξs = [x⊤ e⊤s ]
⊤, the H∞ performance ∥Gzsd̄∥∞ < γs can be represented by

J =
∫

∞

0

(
z⊤s zs − γ

2
s d̄⊤d̄

)
dt < 0. (4.36)
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Denote Vs =Vxs +Ves, then under zero initial conditions, it follows that

J =
∫

∞

0

(
z⊤s zs − γ

2
s d̄⊤d̄ +V̇s

)
dt −

∫
∞

0
V̇sdt

=
∫

∞

0

(
z⊤s zs − γ

2d̄⊤d̄ +V̇s

)
dt −Vs(∞)+Vs(0)

≤
∫

∞

0

(
z⊤s zs − γ

2
s d̄⊤d̄ +V̇s

)
dt. (4.37)

It can be seen from (4.37) that a sufficient condition of (4.36) is

J1 = z⊤s zs − γ
2
s d̄⊤d̄ +V̇s < 0. (4.38)

It follows from (4.38) with (4.34) and (4.35) that

J1 ≤

[
ξs

d̄

]⊤ J11 χ12 χ13

⋆ J22 χ23

⋆ ⋆ −γ2
s I

[ ξs

d̄

]

< 0, (4.39)

where J11 = χ11+PΘ1M0M⊤
0 Θ⊤

1 P+C⊤
sxCsx, χ11 =He(P(Θ1A−BKx))+2N⊤

0 N0, χ12 =

PF1, χ13 = PD1, J22 = χ22+C⊤
seCse+QW1M̄0M̄⊤

0 W⊤
1 Q, χ22 = He(Q(M1−ZM2)), and

χ23 = QW1D̄.

By using the Schur complement (see Appendix A.2), (4.39) holds if



χ11 χ12 χ13 PΘ1M0 0 C⊤
sx

⋆ χ22 χ23 0 QW1M̄0 C⊤
se

⋆ ⋆ −γ2
s I 0 0 0

⋆ ⋆ ⋆ −I 0 0
⋆ ⋆ ⋆ ⋆ −I 0
⋆ ⋆ ⋆ ⋆ ⋆ −I


< 0. (4.40)

Note that the constraint (4.40) is nonlinear and cannot be solved directly using the LMI
toolbox. However, it can be further modified into linear constraints (4.32) and (4.33) by
defining PB = BP̂, R1 = P̂Ks, and R2 = QZ. □

Remark 4.3 Note that the equality constraint (4.32) is difficult to solve using the LMI
toolbox. However, by using the method presented in Corless and Tu (1998), for a
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positive scalar βs, it can be converted into the following optimization problem and
solved using the Matlab LMI toolbox:

Minimize βs

subject to (4.33) and

[
βsI PB−BP̂

⋆ βsI

]
> 0.

4.4 Integrated FE/FTC design: output feedback

Section 4.3 presents a state feedback based integrated FE/FTC strategy with the assump-
tion that the system variables are fully available. However, this is often not the case
in practical applications. This section considers an output feedback based integrated
FE/FTC strategy, for which purpose one more assumption is made.

Assumption 4.5 In the system (4.1), rank(CB) = rank(B).

4.4.1 Full-order ASUIO-based FE design

The following ASUIO is proposed to estimate the augmented state x̄ in (4.2)

ξ̇o = Moξo +Gou+Loy,

ˆ̄x = ξo +Hoy, (4.41)

where ξo ∈ Rn+q+q1 and ˆ̄x ∈ Rn+q+q1 denote the observer system state and the aug-
mented state estimate, respectively. The design matrices Mo, Go, Lo, and Ho are of
appropriate dimensions.

Define the estimation error as eo = x̄− ˆ̄x, then it follows from (4.2) and (4.41) that

ėo = (ΞĀ−L1C̄)eo +(ΞĀ−L1C̄−Mo)ξo +(ΞB̄−Go)u

+[(ΞĀ−L1C̄)Ho −L2]y+χa, (4.42)

where Ξ = In+q+q1 −HoC̄, Lo = L1 +L2, and χa = Ξ∆Āx̄+ΞD̄d̄.
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According to Theorem 4.1, the necessary conditions for the asymptotically stability of
the error system (4.42) are

Mo is Hurwitz, (4.43)

ΞĀ−L1C̄−Mo = 0, (4.44)

ΞB̄−Go = 0, (4.45)

(ΞĀ−L1C̄)Ho −L2 = 0. (4.46)

With (4.44) - (4.46) the error system (4.42) becomes

ėo = (ΞĀ−L1C̄)eo +Ξ∆Āx̄+ΞD̄d̄. (4.47)

Thus, by designing H0 and L1 such that the error system (4.47) is robustly stable, the
observer (4.41) can be obtained.

4.4.2 Output feedback sliding mode FTC design

A switching function for (4.1) using the system output information is designed as

s2 = N2yc −
∫ t

0
v2(τ)dτ, (4.48)

where s2 ∈ Rm, N2 = (CB)† −Y2
(
Ip −CB(CB)†) with a design matrix Y2 ∈ Rm×p

and (CB)† =
(
(CB)⊤CB

)−1
(CB)⊤. yc = y−Fs f̂s = Cx+Fse fs with the sensor fault

estimation error e fs . v2 is a time-varying function to be designed.

Differentiating s2 with respect to time gives

ṡ2 = N2C [(A+∆A)x+Fa fa +Dd]+N2Fsė fs +u− v2. (4.49)

Design the control input as

u = ul2 +un2, (4.50)

where the linear component is ul2 = v2 −E2 f̂a and v2 = −Kox̂, with a design matrix
Ko ∈ Rm×n and E2 = B†Fa. x̂ and f̂a are the estimates of the system state and actuator
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fault, respectively. The nonlinear component un2 is designed as un2 =−ρs2(t)sign(s2),
with a design parameter ρs2(t).

Consider a Lyapunov function for (4.49)

Vs20 =
1
2

s⊤2 s2.

It follows from (4.49) and (4.50) that the time derivative of Vs20 is

V̇s20 = s⊤2
[
N2C ((A+∆A)x+Fa fa +Dd)+N2Fsė fs +u− v2

]
= s⊤2

[
(N2CA+N2C∆A)x+Koex +E2e fa +N2CDd +N2Fsė fs

]
≤ (ηs2 −ρs2(t))∥s2∥, (4.51)

where ηs2 is an unknown scalar that satisfies ηs2 ≥ (∥N2CA∥+ ∥N2M0∥∥N0∥)∥x∥+
∥Ko∥∥ex∥+∥E2∥∥e fa∥+∥N2CD∥d0 +∥N2Fs∥∥ė fs∥.

Define ρs2(t) = η̂s2 +εs2 , where εs2 is a positive design scalar and η̂s2 is used to estimate
the unknown scalar ηs2 with an update law

˙̂ηs2 = σ2∥s2∥, η̂s2(0) = 0, (4.52)

where σ2 is a positive design scalar.

Define the estimation error of ηs2 as η̃s2 = ηs2 − η̂s2 . Consider a Lyapunov function

Vs2 =Vs20 +
1

2σ2
η̃

2
s2
.

It follows from (4.51) and (4.52) that

V̇s2 = V̇s20 −
1

σ2
η̃s2

˙̂ηs2

≤ [ηs2 −ρs2(t)]∥s2∥− η̃s2∥s2∥

≤ −εs2∥s2∥

≤ 0, (4.53)

Since Vs2 is positive definite, it follows from (4.53) and the Barbalat’s lemma (Slotine
et al., 1991) that Vs2(t)≤Vs2(0). Therefore, s2(t) and η̃s2(t) are bounded. This means



4.4 Integrated FE/FTC design: output feedback 72

that the designed controller (4.50) can maintain the sliding motion around s2 = 0. More-
over, in the case of zero initial condition (i.e. Vs2(0) = 0), it holds that limt→∞ s2(t) = 0.
In such case, the sliding surface s2 = 0 is reachable and the idealized sliding motion is
maintained.

Consider next the system stability analysis corresponding to the sliding mode. By
setting ṡ2 = 0, it follows from (4.49) that the equivalent control input (Edwards and
Spurgeon, 1998) is

ueq2 =−N2C [(A+∆A)x+Dd]−N2Fsė fs +ul2. (4.54)

Substituting (4.54) into (4.1) gives the equivalent closed-loop system

ẋ = (Θ2A−BKo)x+F2eo +Θ2∆Ax+ D̄2d̄2, (4.55)

where Θ2 = In −BN2C, F2 = [BKo Fa 0], D̄2 = [Θ2D −N2Fs], and d̄2 = [d⊤ ė⊤fs]
⊤.

Therefore, the system (4.1) is maintained on the sliding mode with the equivalent control
(4.54) by designing Kx such that (4.55) is stable. The closed-loop system (4.55) contains
the uncertainty ∆Ax and disturbance d, which must be minimized to achieve a suitable
degree of robustness. This is achieved using H∞ optimization given in the next section.

4.4.3 Integrated synthesis

The proposed output-feedback based integrated FE/FTC design scheme is shown in Fig.
4.3. The augmented closed-loop system consisting of (4.47) and (4.55) is

ẋ = (Θ2A−BKo)x+F2eo +Θ2∆Ax+D2d̄2,

ėo = (ΞĀ−L1C̄)eo +Ξ∆Āx̄+ΞD̄1d̄2,

yc = y−Fs f̂s,

zo = Coxx+Coeeo, (4.56)

where zo ∈ Rr is the measured output, D̄1 = [D̄ 0], and D2 = [Θ2D 0 −N2Fs].

Theorem 4.3 Under Assumptions 4.1 - 4.4 and 4.5, given a positive scalar γo, the
augmented closed-loop system (4.56) is stable with H∞ performance ∥Gzod̄∥∞ < γo, if
there exist symmetric positive definite matrices Po, Q1, Q2, and Q3, and matrices P̂o ,
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Fig. 4.3 Integrated FE/FTC design: output feedback case.

Xi, i = 1,2, . . . ,7, such that

PoB = BP̂o, (4.57)

Ξ̄11×11 < 0, (4.58)

where Ξ̄ is a symmetric block matrix whose (i, j) block element is represented by Ξ̄i, j.
For 1 ≤ i ≤ j ≤ 11,
Ξ̄1,1 = He(PoΘ2A−BX1)+2N⊤

0 N0, Ξ̄1,2 = BX1, Ξ̄1,3 = PoFa, Ξ̄1,5 = PoΘ2D,
Ξ̄1,8 =−PoN2Fs, Ξ̄1,9 = P0Θ2M0, Ξ̄1,11 =C⊤

ox, Ξ̄2,2 = He(Q1A−X2CA−X3C),
Ξ̄2,3 = Q1Fa −X2CFa −A⊤C⊤X⊤

4 −C⊤X⊤
5 , Ξ̄2,4 = M3Fs −A⊤C⊤X⊤

6 −C⊤X⊤
7 ,

Ξ̄2,5 = Q1D−X2CD, Ξ̄2,7 =−X2Fs, Ξ̄2,10 = (Q1 −X2C)M0, Ξ̄2,11 =C⊤
ex,

Ξ̄3,3 = He(−X4CFa), Ξ̄3,4 =−X5Fs −F⊤
a C⊤X⊤

6 , Ξ̄3,5 =−X4CD, Ξ̄3,6 = Q2,
Ξ̄3,7 =−X4Fs, Ξ̄3,10 =−X4CM0, Ξ̄3,11 =C⊤

e f a, Ξ̄4,4 = He(−X7Fs), Ξ̄4,5 =−X6CD,
Ξ̄4,7 = Q3 −X6Fs, Ξ̄4,10 =−X6CM0, Ξ̄4,11 =C⊤

e f s, Ξ̄5,5 = Ξ̄6,6 = Ξ̄7,7 = Ξ̄8,8 =−γ2
o I,

Ξ̄9,9 = Ξ̄10,10 = Ξ̄11,11 =−I, Ξ̄i, j are zero for all the others.
Then the gains are given by: Ko = P̂−1

o X1, H1 = Q−1
1 X2, H2 = Q−1

2 X4, H3 = Q−1
3 X6,

L11 = Q−1
1 X3, L12 = Q−1

2 X5, and L13 = Q−1
3 X7.

Proof: Denote Coe = [Cex Ce f a Ce f s], Qo = diag
(
Q1(n×n),Q2(q×q),Q3(q1×q1)

)
, L1 =

[L11; L12; L13], and Ho = [H1; H2; H3], and consider the Lyapunov functions Vxo =

x⊤Pox and Veo = e⊤o Qoeo. The proof is similar to that of Theorem 4.2 and thus is omitted
here. □
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According to Remark 4.3, Theorem 4.3 can be further converted into a similar optimiza-
tion problem with a positive scalar βo.

4.5 Integrated FE/FTC design: multiplicative faults

Sections 4.3 and 4.4 focus on the integrated FE/FTC designs for systems with actua-
tor/sensor faults. The considered faults are added to the system state and output, i.e.,
additive faults, resulting in changes in the mean values of the system state and outputs.
Besides additive faults, multiplicative faults which are defined as component faults
(even some kinds of actuator and sensor faults are in the form of multiplicative faults,
e.g., partial loss of actuator effectiveness) also need to be discussed, since they affect
the stability and degrade the performance of the post-fault system. Several works have
been published on some topics related to multiplicative faults, e.g., multiplicative fault
modelling and diagnosis (Ding, 2008), and multiplicative fault estimation (Gao and
Duan, 2012; Tan and Edwards, 2004; Wang and Daley, 1996).

Consider an uncertain linear system in the form of

ẋ = (A+∆A(t))x+Bu+Fm fm +Dd,

y = Cx, (4.59)

where x, y, u, d, A, B, D, and C are defined in (4.1). Fm ∈ Rn×qm is a constant fault
distribution matrix. fm ∈ Rqm is a fictitious fault function of the multiplicative faults
θi ∈ R, i = 1,2, . . . ,qm. It is defined as

fm = Bm

qm

∑
i=1

θiφi(A,B,x,u), (4.60)

where Bm = F†
m − (F†

mFm − Iqm)W with an arbitrary matrix W ∈ Rqm×n. θi ∈ R, i =

1,2, . . . ,qm, are time-varying scalar functions denoting the multiplicative faults, and
φi(A,B,x,u) ∈ Rn×1, i = 1,2, . . . ,qm, are known functions related to A, B, x, and u.
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The formulation (4.60) represents a wide class of multiplicative faults, e.g.,

qA

∑
i=1

θAiAix = FmA

(
BmA

qA

∑
i=1

θAiAix

)
= FmA fmA ,

qB

∑
i=1

θBiBiu = FmB

(
BmB

qB

∑
i=1

θBiBiu

)
= FmB fmB,

qA

∑
i=1

θAiAix+
qB

∑
i=1

θBiBiu = Fm

(
Bm

qA

∑
i=1

θAiAix+Bm

qB

∑
i=1

θBiBiu

)
= Fm fm,

where Ai, i = 1,2, . . . ,qA, and Bi, i = 1,2, . . . ,qB, denote the known matrices related to
A and B.

In the literature (Ding, 2008; Gao and Duan, 2012; Tan and Edwards, 2004; Wang and
Daley, 1996), the effort was put into the estimation of θi, i = 1,2, . . . ,qm. However,
few works have been published on FTC design for systems with multiplicative faults.
Provided that the aim is to achieve acceptable closed-loop system performance, the pur-
pose of FTC design is to compensate for the effect of the multiplicative faults, whatever
their sources or size. This can be achieved even if the fictitious multiplicative fault fm

cannot reflect the real fault location and size. In this respect, the integrated FE/FTC
design of the system (4.59) along with multiplicative fault can be achieved through
the designs proposed in Sections 4.3 - 4.4 with minor modification, by estimating
and compensating the fictitious multiplicative fault fm with the chosen Fm satisfying
rank(B,Fm) = rank(B) = m ≤ n.

Remark 4.4 The considered system (4.1) is required to satisfy the matching condition
as defined in Section 1.2.1, i.e., rank(B,Fa) = rank(B). However, when rank(B,Fa) ̸=
rank(B) but rank(B) = m ≤ n, the actuator fault fa can be handled in the following
way: Denote Fa fa = (BB† +B⊥B⊥†

)Fa fa where B⊥ ∈ Rn×(n−m) spans the null space
of B and BB† +B⊥B⊥†

= In. Using the proposed design strategy, the matching part
BB†Fa fa of the actuator fault can be estimated and compensated, while the unmatched
part B⊥B⊥†

Fa fa can be treated as a disturbance whose effect can be minimized using
H∞ optimization.

Remark 4.5 In this chapter, the existing nonlinear constraints are converted into linear
ones by introducing equality constraints. Although this facilitates the solution of
the considered optimization problem (Problem 4.1), the equality constraints impose
restrictions on the controlled system models. As discussed in Lien (2004) and Kheloufi
et al. (2013), necessary conditions for the feasibility of the obtained LMIs are: 1)
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The system (4.1) is stabilizable and detectable, and 2) the matrix B is full-column
rank. These two conditions are satisfied for most controlled systems. However, more
conservativeness might be imposed on the optimization problem in some special cases,
e.g., for the DC motor model studied in Section 4.6, the symmetric positive definite
matrices P and P0 are required to be diagonal as the matrix B is of the form B = [B⊤

1 0]⊤,
where B1 is a non-null matrix of appropriate dimension.

Remark 4.6 Recall that by using an adaptive law in the proposed controller to estimate
the unknown scalar related to the faults and disturbance, of which a priori knowledge
of the upper bounds are not required. This adaptive updating requires some on-line
computation. However, except for the adaptive gains all the other controller and observer
gains are pre-determined off-line, mainly by solving single-step LMIs. Moreover, the
proposed design procedure is quite straightforward and easy to follow. The proposed
integrated design strategies are with acceptable computational complexity and can be
applicable in practice.

4.6 A tutorial example

Considering the stabilization control for a DC motor with the state-space model

ẋ = (A+∆A)x+Bu+Dd,

y = Cx, (4.61)

with state vector x = [ia w]⊤, control input u = va, disturbance d =−Tl
Ji

, output y, and

A =

[
−Ra

La
−Kv

La
Km
Ji

−B0
Ji

]
, B =

[
1

La

0

]
, D =

[
0
1

]
, C =

[
1 0
0 1

]
, ∆A =

[
0 σv

σm 0

]
,

where ia, w, and va are the armature current, the angular velocity, and the armature
voltage, respectively. Ra is the armature resistance and La is the inductance. Kv and Km

are the voltage and motor constants which are supposed to have parameter variations
|σv| ≤ 0.06 and |σm| ≤ 0.06, respectively. Ji is the moment of inertia and B0 is the
friction coefficient. Tl is the unknown load torque. The control design purpose is to
regulate the output y (the armature current and angular velocity) to zero.

Taken from Bélanger (1995) the nominal parameters of the DC motor: Ra = 1.2,
La = 0.05, Kv = 0.6, Km = 0.6, Ji = 0.1352, and B0 = 0.3. The parameter variations
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and disturbance are assumed to be σv = σm =−0.01 and d = 0.01sin(t), respectively.
Denote |σv| ≤ αv and |σm| ≤ αm with two positive scalars αv and αm. According to
Assumption 4.3, it is chosen that

M0 =

[
1 0
0 1

]
, F0 =

[
σv
αv

0

0 σm
αm

]
, N0 =

[
0 αv

αm 0

]
,

where αv = 0.01 and αm = 0.01.

4.6.1 Integrated FE/FTC design with additive faults

As considered by Isermann (2011), there might be additive faults during the operation
of the DC motor system (4.61). Consider here an offset fault of the armature current
and angular velocity sensors, i.e., sensor fault fs, and a voltage sensor gain fault of va,
i.e., actuator fault fa. It follows from (4.1) that the model (4.61) now becomes

ẋ = (A+∆A)x+Bu+Fa fa +Dd,

y = Cx+Fs fs, (4.62)

where

Fa =

[
1

10La

0

]
, fa =



0.5, 0 s ≤ t ≤ 2 s
1, 2 s < t ≤ 3 s

0.2, 3 s < t ≤ 3.5 s
0.6, 3.5 s < t ≤ 4 s
1, t > 4 s

,

Fs =

[
−1
1

]
, fs =

{
0, 0 s ≤ t ≤ 1 s

0.1sin(0.5(t −1)), t > 1 s
.

Case 1: state feedback

Assumptions 4.1 - 4.4 are satisfied for the system (4.62). Given Csx = [1 1;0 1;0 0;0 0],
Cse = [0 0;0 0;0.5 0;0.5 0.5] and Y1 = 0.52×1. Solving Theorem 4.2 with βs = 0.001
and γs = 1.5 gives

Kx = [25.1814 0.6952], M =

[
−4.2303 9.2831
0.4752 −6.2832

]
, G =

[
−42.3034
4.75169

]
,
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R =

[
28.8781 25.3039
−5.4923 −3.7974

]
, H =

[
2.1152 2.4184
−0.2376 0.5156

]
.

For comparison, closed-loop system simulations using the separated design and the
proposed integrated design are performed with εs1 = 0.5, σ1 = 2, x(0) = 0.52×1, and
η̂s1(0) = 0.
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Fig. 4.4 FE performance: state feedback case.
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Fig. 4.5 FTC performance: state feedback case.

The simulation results in Figs. 4.4 and 4.5 show the FE performance and the time
response of the closed-loop system outputs, respectively. Using the proposed integrated
FTC design, the armature current and the angular velocity of the DC motor are regulated
to be asymptotically stable. Although the separated design can stabilize the system, it
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suffers from worse estimation and control performance, i.e., larger overshoot and much
longer settling time. Moreover, the proposed integrated design achieves better fault
estimation performance compared with the separated design.

Case 2: output feedback

Assumptions 4.1 - 4.5 are satisfied for the system (4.62). Given Cox = [I2;04×2],
Cex = [02×2; I2;02×2], Ce f a = [04×1;1;0], Ce f s = [05×1;1], and Y2 = 0.12×1. Solving
Theorem 4.3 with βo = 0.001 and γo = 0.8 gives the gains

Kx = [3.4029 0.0176], M =


−34.3138 23.3121 0.2824 54.2566
34.0176 −24.1150 −0.2827 −54.7929
2.7427 −13.3834 −4.3725 5.5399
9.8072 −15.6594 0.6276 −29.815

 ,

G =


2.8236
−2.8268
−43.7253

6.2756

 , L =


−12.7729 −10.5811
12.8517 10.67
35.8476 29.2368
−0.7900 0.5830

 , H =


0.8588 0.2516
0.1413 0.7531
2.1863 0.6864
−0.3138 0.0876

 .
Simulations are performed with εs2 = 0.5, σ2 = 1, x(0) = 0.52×1, and η̂s2(0) = 0.

The simulation results in Figs.4.6 and 4.7 show the fault estimation and time responses
of the closed-loop system outputs, respectively. The phenomena observed from the
results are similar to those of the state feedback case.
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Fig. 4.6 FE performance: output feedback case.
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Fig. 4.7 FTC performance: output feedback case.

4.6.2 Integrated FE/FTC design with multiplicative faults

Suppose that there exists partial loss of actuator effectiveness (a multiplicative actuator
fault) in the system (4.61), then the faulty model is represented as

ẋ = (A+∆A)x+B(1−θ)u+Dd,

y = Cx, (4.63)

where the scalar θ ∈ [0,1] denotes the extent of the loss of actuator effectiveness. If
θ = 0, the actuator is healthy. If θ = 1, the actuator has totally lost effectiveness, which
cannot be handled by control design and is out of the scope of this study. If θ ∈ (0,1),
the actuator effectiveness is reduced by a factor θ . The matrices A, ∆A, B, D, and C are
defined the same as those in (4.62) and

θ =



0, 0 s ≤ t ≤ 0.1 s
−0.1(1− e−t)+1, 0.1 s < t ≤ 1 s

0.1, 1 s < t ≤ 1.2 s
0.99, 1.2 s < t ≤ 1.5 s
0.2, 1.5 s < t ≤ 2 s
0.8, 2 s < t ≤ 3 s

.
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According to (4.59), the partial loss of actuator effectiveness can be represented by a
fictitious fault with B(−θ)u = Fm fm, Fm = [1/(10La);0], and fm =−10θu.

The integrated FE/FTC design of (4.63) is similar to that of (4.62) with fs = 0 and by
replacing Fa fa with Fm fm. Thus, the proposed design strategy for the additive fault case
is easily amenable to cover this multiplicative case. Without loss of generality and to
consider a more practically realizable situation, only the output feedback case is studied,
for which the observer/controller gains in the output feedback case can be applied.
Simulations are performed with the same initial conditions of the output feedback case.
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Fig. 4.8 Fictitious fault estimation performance.
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Fig. 4.9 FTC performance of ia: multiplicative fault case.
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Fig. 4.10 FTC performance of w: multiplicative fault case.

Depending on both the time-varying multiplicative fault θ and the control inputs u, the
fictitious faults fm are different for the separated and integrated FTC designs. However,
as observed in Fig. 4.8, the fictitious fault estimation performance of the integrated
FTC design is better than that of the separated design. For the FTC performance shown
in Figs. 4.9 and 4.10, the integrated FTC design also has quick response and small
overshoot, while the separated design leads to an unstable system.

Summing up, the simulation results for the DC model example with system uncertainty,
external disturbance, and faults, show that the proposed integrated design successfully
demonstrates superior FE/FTC performance compared with the separated design by
taking account of the bi-directional robustness interactions between the observer and
control system.

4.7 Summary and discussion

This chapter proposes a strategy for integrated FE/FTC design for linear systems with
system uncertainty, disturbance, and faults which are additive or multiplicative. The
proposed approach designs together the FE and FTC functions following an observer-
based robust control framework, achieved by H∞ optimization with a single-step LMI
formulation. Both the cases of state and output feedback FTC are discussed. Compar-
ative simulations of the stabilisation control for a DC model show that the proposed
integrated design leads to better FE and FTC performance than the separated design.
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Limitations of this H∞ optimization approach are summarized as follows: 1) The single-
step LMI formulation for solving the integrated FE/FTC problem has limited design
freedom, since only the robust performance index is adjustable; 2) It considers only
continuously differentiable matched faults, which limits its application capability.

To overcome these limitations, Chapter 5 develops a decoupling integrated FE/FTC
design strategy with more design freedom and can estimate and compensate non-
differentiable unmatched faults.



Chapter 5: Integrated FE/FTC design:
decoupling approach

5.1 Introduction

An integrated FE/FTC design strategy (see Fig. 5.1(a)) for linear systems has been
proposed in Chapter 4 based on H∞ optimization. Although this approach effectively
obtains all the observer and controller gains through solving LMI constraints in a single-
step, it is limited in the following three aspects: 1) The faults considered are assumed to
be continuously differentiable and matched, which limits the applicability of the designs;
2) They LMI formulations have limited design freedom; 3) The perturbation effects on
the control system are just minimized, resulting in conservative robust designs.

Fig. 5.1 Robustness interactions within (a) integrated and (b) decoupling FE/FTC.

To overcome these limitations, this chapter proposes a decoupling approach for inte-
grated FE/FTC design for linear systems, as shown in Fig. 5.1(b). The main contribu-
tions are summarized as follows.

• A novel FE observer is proposed to estimate a more general class of faults. The
actuator and sensor faults are assumed to be continuously differentiable in the literature
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(de Loza et al., 2015; Gao and Ding, 2007; Jiang et al., 2006) and in Chapter 4. Although
there is no such requirement in the SMOs (Edwards et al., 2000; Huang et al., 2016) by
using the concept of equivalent output injection, the SMO (Edwards et al., 2000) has a
canonical form in which several coordinate transformations are required and the other
SMO (Huang et al., 2016) is designed based on H∞ optimization. In this chapter, an
adaptive sliding mode ASUIO is proposed to estimate the system state, actuator fault
and perturbation, without requiring coordinate transformation, H∞ optimization, and a

priori knowledge of the unknown fault bounds.

• A decoupling FE/FTC approach is developed to offer more design freedom. By
using a descriptor approach, the system perturbation is augmented as a system state
and estimated. Therefore, the proposed observer is unaffected by the control system
perturbations. Moreover, with an appropriately designed switched component, the effect
of the actuator fault on the estimation error dynamics is removed. By combining the
above descriptor augmentation and SMO methods, the FE observer is decoupled from
the FTC system, which recovers the Separation Principle and allows more freedom
for the FE/FTC design. It should be noted that the proposed decoupling approach is
different from the separated designs in the literature in that the bi-directional robustness

interactions are taken in account. Therefore, it should be discussed under the framework
of integrated design.

• Active perturbation cancellation contributes to a more robust FTC system. As an
alternative methodology to H∞ robust optimization, disturbance-observer-based control
has also been used to achieve robust system design (Chen et al., 2016d). In the current
work, instead of being suppressed, the perturbations are compensated actively using
adaptive backstepping control to cancel perturbations in all the subsystems (de Loza
et al., 2015). A more robust FTC system can then be achieved using this cancellation
with an appropriate observer.

The remainder of this chapter is organized as follows. Section 5.2 formulates the
problem. Section 5.3 describes the basic idea of the proposed decoupling approach.
Section 5.4 proposes the FE design with an adaptive sliding mode ASUIO. Section 5.5
presents the adaptive backstepping FTC design. A tutorial example of a DC motor is
provided in Section 5.6. Finally, Section 5.7 draws the conclusion.
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5.2 Problem formulation

Consider a linear system in the form of

ẋ(t) = Ax(t)+Bu(t)+F f (t)+D1d(t),

y(t) = Cx(t)+D2d(t), (5.1)

where x ∈ Rn, u ∈ Rm, and y ∈ Rp are the state, control input, and measure output,
respectively. f ∈ Rl is the actuator fault vector. d ∈ Rq denotes the perturbation
including external disturbance and/or system uncertainty (Chen and Patton, 1999).
The constant matrices A ∈ Rn×n, B ∈ Rn×m, F ∈ Rn×l , D1 ∈ Rn×q, C ∈ Rp×n, and
D2 ∈ Rp×q are known. To simplify the presentation the time index is omitted in the
following study. The system (5.1) is assumed to satisfy the following assumptions.

Assumption 5.1 The pair (A,C) is observable, the pair (A,B) is controllable, and
rank(D2) = q.

Assumption 5.2 There exists an unknown positive constant f0 such that ∥ f∥ ≤ f0. The
perturbation d is norm-bounded with a bounded first-order time derivative.

This study uses extensively the matched and unmatched definitions of the fault f and
perturbation d given in Section 1.2.1.

Remark 5.1 It is rational to assume the perturbation d to be differentiable. The pertur-
bation includes system uncertainty and/or external disturbance. On the one hand, the
system uncertainty is a function of system state variables and it is continuously differ-
entiable. On the other hand, according to the output regulation theory (Isidori, 1995),
the external disturbance can be described as a differentiable exogenous system, which
represents many disturbances in engineering, e.g., constant and harmonics. Although
normally the distribution matrix D1 of the perturbation cannot be obtained directly, an
approximate modelling of it can be determined through several ways described in Chen
and Patton (1999).

Remark 5.2 Compared with Chapter 4 and the other works in the literature (e.g.
de Loza et al. (2015); Gao and Ding (2007); Jiang et al. (2006)), this chapter considers a
more general class of actuator faults, which can be 1) differentiable or non-differentiable,
and 2) matched or unmatched. The distribution matrix F represents the influence of
faults on the system actuator and it is known if one has defined which faults are to be
estimated and compensated.
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This work aims to propose an FE-based FTC system for (5.1) to ensure that the system
output can track its reference in the presence of actuator faults and perturbation. The
FTC system design includes 1) an adaptive sliding mode UIO for estimating the system
state, fault, and perturbation, and 2) an adaptive backstepping FTC controller for
compensating the fault and perturbation to achieve satisfactory output tracking.

A decoupling approach will be used to achieve the integrated design of the observer
and controller. Specifically, the adaptive sliding mode ASUIO will be designed to
be decoupled from the control system, which enables the recovery of the well-known
Separation Principle (see Appendix B) and thus the estimation and control can be
designed separately.

5.3 Basic idea of the decoupling approach

In this section, a ASUIO using the method in Chapter 4 is first described briefly for
estimating the state and fault of the system (5.1).

Defining f as a new state and augmenting the system (5.1) into

˙̄xo = Āox̄o + B̄ou+ D̄1d̄,

y = C̄ox̄o +D2d, (5.2)

where

x̄o =

[
x

f

]
, d̄ =

[
d

ḟ

]
, Āo =

[
A F

0 0

]
, B̄o =

[
B

0

]
,

D̄1 =

[
D1 0
0 Il

]
, C̄o = [C 0].

The augmented state x̄o is estimated by a ASUIO with the form of

ξ̇o = Moξo +Gou+Loy,

ˆ̄xo = ξo +Hoy, (5.3)

where ξo, ˆ̄xo ∈ Rn+l are the observer system state and the augmented state estimate,
respectively. Mo, Go, Lo, and Ho are design matrices.
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Define the estimation error as eo = x̄o − ˆ̄xo, then

ėo = Ξ2eo +Ξ3ξo +Ξ4u+Ξ5C̄ox̄o +χo (5.4)

where Ξ1 = In+l −HoC̄o, Lo = Lo1+Lo2, Ξ2 = Ξ1Āo−Lo1C̄, Ξ3 = Ξ1Āo−Lo1C̄o−Mo,
Ξ4 = Ξ1B̄o −Go, Ξ5 = (Ξ1Āo −Lo1C̄o)Ho −Lo2, and χo = Ξ1D̄1d̄ −LoD2d −HoD2ḋ.

By designing Ξi = 0, i = 3,4,5, the error system (5.4) becomes

ėo = Ξ2eo +χo. (5.5)

The ASUIO (5.3) described above based on the method in Chapter 4 is restrictive in
two aspects: 1) The actuator fault f is required to be differentiable so that it can be aug-
mented as a new system state; 2) The error dynamics (5.5) are affected by the uncertain
term χ0, which is a function of the system perturbations (d and ḋ) and fault modelling
errors ḟ . The estimation errors in turn affect the FTC system performance since the con-
troller uses the state and fault estimates. Therefore, there exist bi-directional robustness

interactions between the observer (5.3) and the FTC system. In other words, the FE
and FTC functions are coupled with each other, as shown in Fig. 5.2(a).

The second aspect implies that if there is neither system perturbations nor fault mod-
elling errors acting on the error dynamics (5.5), then the estimation performance is
not affected by the FTC system and the observer is decoupled from the control sys-
tem. Therefore, one way to achieve the decoupling is to design an observer with error
dynamics free from the perturbations (d and ḋ) and fault modelling errors ḟ , using a
combination of the following two methods.

• Descriptor augmentation. The system (5.1) can be augmented into a descriptor form
(5.6) in Section 5.4 with d as a new system state. In the augmented system, the only
unknown input signal is the actuator fault f . Therefore, there will be no perturbation
acting on the state estimation error dynamics, as shown in (5.13).

• SMO. It can be seen from the ASUIO (5.3) that modelling f as a new system state
requires the differentiability assumption and leads to the existence of the fault modelling
errors ḟ . They can be removed by the SMO method (Edwards et al., 2000) for FE, in
which the actuator fault is reconstructed through the equivalent output injection signal
corresponding to an idealized sliding motion, without a need of modelling the fault,
e.g., as a new system state.
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Such an SMO exists under the satisfaction of 1) no system perturbation affects the
state estimation error dynamics and 2) in the error dynamics the fault is matched with
respect to the switched component. The first requirement is fulfilled by the descriptor
augmentation described above, while the second one can be met using appropriate
design matrices (i.e., T and W in the proposed observer (5.7)), which is discussed in
detail in Remark 5.4.

Fig. 5.2 Robustness interactions within (a) integrated and (b) decoupling FE/FTC.

Therefore, the proposed adaptive sliding mode ASUIO (5.7) combines the descriptor
augmentation method with SMO and can remove the effect of the perturbations and
fault modelling errors. This decouples the FE observer from the FTC system and it
leads to the existence of just a unidirectional robustness interaction (Fig. 5.2(b)), rather
than the bi-directional interactions described in Chapter 4 (Fig. 5.2(a)). The decoupling
recovers the Separation Principle for the proposed FE observer and FTC system designs.

Remark 5.3 This chapter follows a new Separation Principle achieved by the use
of a novel FE observer design (5.7) that is decoupled from the FTC system. It is
different from the classical Separation Principle (see Appendix B) used extensively in
the literature (e.g., de Loza et al. (2015); Gao and Ding (2007); Jiang et al. (2006)).
Their designs cannot achieve overall robust FTC system performance since they ignore
the existing bi-directional robustness interactions between the observer and control
system. In this chapter, however, the interactions are taken into account and eliminated
in the observer and controller designs. Therefore, the Separation Principle used here
should be discussed under the integrated design framework.
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5.4 Adaptive sliding mode ASUIO design

Following the basic idea of the adaptive sliding mode ASUIO described in Section 5.3,
this section presents the design detail.

5.4.1 Observer design

Consider the perturbation d as a new system state and augment the system (5.1) into a
descriptor form

E ˙̄x = Āx̄+Bu+F f ,

y = C̄x̄, (5.6)

where x̄ =
[
x⊤ d⊤]⊤, E = [In 0n×q], Ā = [A D1], and C̄ = [C D2].

The augmented state x̄ is estimated by the observer

ż = Nz+ Ju+Ly+Wv,

ˆ̄x = z+Hy,

ŷ = C̄ ˆ̄x, (5.7)

where z ∈ Rn+q is the observer state, ˆ̄x ∈ Rn+q is the estimate of x̄. N ∈ R(n+q)×(n+q),
J ∈ R(n+q)×m, L ∈ R(n+q)×p, W ∈ R(n+q)×p, and H ∈ R(n+q)×p are design matrices.
The discontinuous switched component v is defined as

v = ρvsign(Q⊤ey),

where ey = y− ŷ, ρv is a design scalar, and Q ∈ Rp×l is a design matrix.

Define ε = T Ex̄− z, where T ∈ R(n+q)×n is a design matrix. It follows from (5.6) and
(5.7) that

ε̇ = Nε +(T Ā−NT E −LC̄)x̄+(T B− J)u+T F f −Wv. (5.8)
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Define the estimation error of x̄ as e = x̄− ˆ̄x. According to (5.8), the composite error
system is

ε̇ = Nε +(T Ā−NT E −LC̄)x̄+(T B− J)u+T F f −Wv,

e = ε +(In+q −HC̄−T E)x̄. (5.9)

Design the following matrix equations,

T Ā−NT E −LC̄ = 0, (5.10)

T B− J = 0, (5.11)

In+q −HC̄−T E = 0. (5.12)

Upon satisfaction of the above matrix equations, it follows from (5.9) that e = ε and

ė = Ne+T F f −Wv. (5.13)

Remark 5.4 If the matrices T and W are designed such that T F =WW , where W is
some matrix with compatible dimension, then the error system (5.13) becomes

ė = Ne+W (W f − v).

Since the fault function W f is matched with respect to the switched component v, thus
its effect can be totally cancelled by an appropriately designed v in Section 5.4.2. In
such a case, the error dynamics are reduced to

ė = Ne,

which is asymptotically stable by designing N in (5.14) to be Hurwitz and not affected
by the control system. Therefore, the observer (5.7) is decoupled from the FTC system.

5.4.2 Estimation performance analysis

This section provides an analysis of the estimation performance of the observer (5.7),
as given in Theorem 5.1.
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Theorem 5.1 Under Assumptions 5.1 - 5.2, the observer (5.7) estimates the augmented
system state x̄ and the actuator fault f accurately in finite time, if there exists a symmetric
matrix P ∈ R(n+q)×(n+q), a matrix Q ∈ Rp×l , and a positive constant ξ , such that

PN +N⊤P <−ξ In+q, (5.14)

PT F = C̄⊤Q. (5.15)

The fault is estimated by: f̂ = veq, where veq is the equivalent output injection signal.

Proof: 1) Augmented system state estimation

Consider the following Lyapunov function for the error system (5.13),

Ve0 = e⊤Pe.

The time derivative of Ve0 along the error system is

V̇e0 = e⊤
(

PN +N⊤P
)

e+2
(

e⊤PT F f − e⊤PWv
)
. (5.16)

Design W = P−1C̄⊤Q and PT F = C̄⊤Q. Note that T F = WQ, which leads to the
satisfaction of the matching condition as described in Remark 5.4. By using these
designs and e⊤y v = ρv∥ey∥, (5.16) becomes

V̇e0 = e⊤
(

PN +N⊤P
)

e+2
(
(Q⊤ey)

⊤ f − (Q⊤ey)
⊤v
)

≤ e⊤
(

PN +N⊤P
)

e+2∥Q⊤ey∥(ρ −ρv), (5.17)

where ρ = ∥Q∥ f0.

In order to cancel the unknown scalar ρ , design ρv = ρ̂ +ε , where ε is a positive design
constant and ρ̂ is used to estimate ρ by

˙̂ρ = σ0∥Q⊤ey∥, (5.18)

with a positive design constant σ0.
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Define the estimation error of ρ as ρ̃ = ρ − ρ̂ . Consider a Lyapunov function

Ve =Ve0 +
1

σ0
ρ̃

2.

According to (5.14), (5.17), and (5.18) and using the fact that ρ̇ = 0, one has

V̇e = V̇e0 +
2

σ0
ρ̃ (−σ0∥ey∥)

≤ e⊤
(

PN +N⊤P
)

e+2∥Q⊤ey∥(ρ − ρ̂ − ε − ρ̃)

≤ −ξ∥e∥2 −2ε∥Q⊤ey∥

≤ 0. (5.19)

It follows from (5.19) and the Barbalat’s lemma (Slotine et al., 1991) that limt→∞Ve(t) =

0. Therefore, Ve(t)≤Ve(0), and e and ρ̃ are bounded. Furthermore, |e(t)| ≤
√

2Ve(0).
Under zero initial condition Ve(0) = 0 (i.e., e(0) = ρ̃(0) = 0), then it holds that
limt→∞ e(t) = 0 and limt→∞ ρ̃(t) = 0. Therefore, under the zero initial condition, the
sliding surface Q⊤ey = 0 is reachable and the observer (5.7) estimates the augmented
system state x̄ accurately.

2) Actuator fault estimation

It follows from ey = C̄e and (5.13) that

ėy = C̄Ne+C̄T F f −C̄Wv. (5.20)

It is proved in 1) that the sliding surface is reachable. During the sliding motion, ey = 0
and ėy = 0. Hence, (5.20) becomes

0 = C̄Ne+C̄P−1C̄⊤Q( f − veq), (5.21)

where veq is the so-called equivalent output injection signal representing the average
behaviour of the switched component v and the effort necessary to maintain the sliding
motion (Edwards et al., 2000).

Since e converges to zero in finite time,

0 = C̄P−1C̄⊤Q( f − veq).
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This means that in finite time veq → f . Therefore, the actuator fault estimation can be
designed as f̂ = veq. □

Remark 5.5 The equivalent output injection signal veq can be obtained by passing the
switched component v through an appropriately designed low-pass filter (Edwards and
Spurgeon, 1998), i.e.,

veq ∼=
1

τs+1
v,

with a time constant τ .

5.4.3 Observer parameters determination

In Sections 5.4.1 - 5.4.2 the FE observer (5.7) is described with its finite convergent
estimation performance analyzed. This section proposes a way to determine the observer
gains using a parametrization approach based on a theorem equivalent to Theorem 5.1.

The matrix equation (5.12) can be rearranged as

[T H]

[
E

C̄

]
= In+q. (5.22)

Denote Ω1 =

[
E

C̄

]
and Σ1 = In+q. Since rank(Ω1) = rank

[
Ω1

Σ1

]
= n+q, the matrix

equation (5.22) is solvable and its general solution is

[T H] = Σ1Ω
†
1 −Y1

(
In+p −Ω1Ω

†
1

)
,

where Y1 is any real matrix with the dimension (n+q)× (n+ p). Then T and H can be
parametrized as

T = T1 −Y1T2, H = H1 −Y1H2, (5.23)



5.4 Adaptive sliding mode ASUIO design 95

with

T1 = Σ1Ω
†
1

[
In

0

]
, T2 =

(
In+p −Ω1Ω

†
1

)[ In

0

]
,

H1 = Σ1Ω
†
1

[
0
Ip

]
, H2 =

(
In+p −Ω1Ω

†
1

)[ 0
Ip

]
.

From (5.12), one has T E = In+q −HC̄. Substituting it into (5.10) gives

[N L̄]

[
In+q

C̄

]
= T Ā, (5.24)

where L̄ = L−NH.

Denote Ω2 =

[
In+q

C̄

]
and Σ2 = T Ā. Since rank(Ω2) = rank

[
Ω2

Σ2

]
= n+ q, the

matrix equation (5.24) is solvable and its general solution is

[N L̄] = Σ2Ω
†
2 −Y2(In+q+p −Ω2Ω

†
2),

where Y2 is any real matrix with the dimension (n+q)× (n+q+ p). Therefore, the
matrices N and L̄ are given by

N = N1 −Y2N2, L̄ = L̄1 −Y2L̄2, (5.25)

with

N1 = Σ2Ω
†
2

[
In+q

0

]
, N2 = (In+q+p −Ω2Ω

†
2)

[
In+q

0

]
,

L̄1 = Σ2Ω
†
2

[
0
Ip

]
, L̄2 = (In+q+p −Ω2Ω

†
2)

[
0
Ip

]
.

It can be seen that once the matrices Y1 and Y2 are determined, by using the parametriza-
tions (5.23) and (5.25), the matrix equations (5.10) - (5.12) can be solved and all the
observer design parameters can thus be obtained.
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However, do such matrices Y1 and Y2 really exist? Before proving their existence by
Lemma 5.2, the following lemma is presented.

Lemma 5.1 For all s ∈ C, Re(s)≥ 0, it holds that

rank

[
sIn+q −Ω

†
1

0 In+p −Ω1Ω
†
1

]
= n+q.

Proof: Note that

rank

[
In+q 0

0 Ω1

]
= rank

[
sIn+q 0 Ω

†
1Ω1

0 In+p Ω1

]
. (5.26)

The left hand side of (5.26) is

rank

[
In+q 0

0 Ω1

]
= n+q+ rank(Ω1). (5.27)

The right hand side of (5.26) is

rank

[
sIn+q 0 Ω

†
1Ω1

0 In+p Ω1

]

= rank


 In+q −Ω

†
1

0 In+p −Ω1Ω
†
1

0 Ω1Ω
†
1

[ sIn+q 0 Ω
†
1Ω1

0 In+p Ω1

]
= rank

 sIn+q −Ω
†
1 0

0 In+p −Ω1Ω
†
1 0

0 Ω1Ω
†
1 Ω1


= rank

[
sIn+q −Ω

†
1

0 In+p −Ω1Ω
†
1

]
+ rank(Ω1). (5.28)

By comparing (5.27) with (5.28), it can be seen that

rank

[
sIn+q −Ω

†
1

0 In+p −Ω1Ω
†
1

]
= n+q.

□
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Lemma 5.2 There exist matrices Y1 and Y2 such that the matrix equations (5.10) - (5.12)
are solvable.

Proof: It follows from (5.23) and (5.25) that

N = (T1 −Y1T2)ĀΩ
†
2

[
In+q

0

]
−Y2N2

= T1Φ −Y T2N ,

where Φ = ĀΩ
†
2

[
In+q

0

]
, T2N =

[
T2Φ

N2

]
, and Y = [Y1 Y2].

Therefore, the matrix Y exists if the pair (T1Φ ,T2N) is observable, i.e.,

rank

 sIn+q −T1Φ

T2Φ

N2

= n+q. (5.29)

A sufficient condition for (5.29) is

rank

[
sIn+q −T1Φ

T2Φ

]
= n+q. (5.30)

Define Φ̄ =

[
In

0

]
Φ . Since

Σ1 = In+q, T1 = Σ1Ω
†
1

[
In

0

]
, T2 = (In+p −Ω1Ω

†
1)

[
In

0

]
,

then [
sIn+q −T1Φ

T2Φ

]
=

[
sIn+q −Ω

†
1

0 In+p −Ω1Ω
†
1

][
In+q

Φ̄

]
.
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It is clear that rank

[
In+q

Φ̄

]
= n+q. Thus, (5.30) holds if we can prove that

rank

[
sIn+q −Ω

†
1

0 In+p −Ω1Ω
†
1

]
= n+q. (5.31)

Since (5.31) has already been proved in Lemma 5.1, thus the sufficient condition (5.30)
holds. This proves that the pair (T1Φ ,T2N) is observable and the matrices Y1 and Y2

exist. □

According to Lemma 5.2, by substituting the parametrizations of N and T to (5.14) and
(5.15) and solving Theorem 5.2, one can obtain the matrices Y1 and Y2 and thus all the
observer parameters.

Theorem 5.2 Under Assumptions 5.1 - 5.2, the observer (5.7) can estimate the aug-
mented system state x̄ and the actuator fault f accurately in finite time, if there ex-
ists a symmetric positive definite matrix P ∈ R(n+q)×(n+q), matrices Q ∈ Rp×l and
M ∈ R(n+q)×(2n+2p+q), and positive constants ξ and β , such that

He

(
PT1Φ −M

[
T2Φ

N2

])
<−ξ In+q, (5.32)[

β I (PT1 −MT2)F −C̄⊤Q

⋆ β I

]
> 0. (5.33)

Then the matrices Y1 and Y2 are given by

Y1 = P−1M

[
In+p

0

]
, Y2 = P−1M

[
0

In+p+q

]
.

Proof: Substituting (5.23) and (5.25) into (5.14) and (5.15) and defining M = PY , then
the inequality (5.32) is derived from (5.14) directly. Moreover, by using the method
described in Corless and Tu (1998), the equality constraint (5.15) can be converted into
the inequality (5.33). □
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5.5 FTC design

Since the fault f and perturbation d are unmatched, their effect on the system dynamics
cannot be compensated through direct control actions. However, it is known that
backstepping control can compensate unmatched perturbations (de Loza et al., 2015).
Thus in this section an adaptive backstepping FTC controller is used to compensate f

and d.

5.5.1 System reformulation

Suppose the system (5.1) can be represented in a strict-feedback form (de Loza et al.,
2015)

ẋ1 = A1x1 +B1(x2 +F1 f +S1d),

ẋi = Aix̄i +Bi(xi+1 +Fi f +Sid), i = 2, . . . ,r−1,

ẋr = Arx̄r +Br(u+Fr f +Srd), (5.34)

where xi ∈ Rni are the new system state, xr+1 = u, and x1 is the system output.
x̄i = [x⊤1 , · · · ,x⊤i ]⊤, rank(Bi) = ni and ∑

r
i=1 ni = n. The matrices Ai, Fi, and Si are

of compatible dimensions. The original system state is x = [x⊤1 , · · · ,x⊤r ]⊤

Remark 5.6 Many physical systems can be rearranged into a strict-feedback form
required for backstepping control design (Krstic et al., 1995). Moreover, using the
decomposition algorithm described in Polyakov (2012), a controllable system (5.1) can
always be decomposed into the required block-controllable (triangular) form. Backstep-
ping control is also used in de Loza et al. (2015) for systems in the form of (5.34) for
actuator fault and perturbation compensation. However, the estimation error effect on
the control system is not taken into account and in their work a separated approach is
used to design the FE and FTC functions.

5.5.2 Adaptive backstepping FTC controller design

The backstepping FTC design aims to 1) compensate the actuator fault f and perturba-
tion d, and 2) ensure that the system output x1 can track a given reference xd , using the
system state estimate x̂i, fault estimate f̂ , and perturbation estimate d̂.
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Define the estimation errors as exi = xi − x̂i, ex̄i = x̄i − ˆ̄xi, i = 1,2, . . . ,r, e f = f − f̂ ,
and ed = d − d̂. Although Theorem 5.1 shows that all these estimation errors are
bounded and converge to zero in finite time, they still have side effect on the transient
performance of the FTC system, which should be taken into account in the control
design. Therefore, an adaptive method is incorporated with backstepping control to
estimate and compensate the estimation error effect automatically.

1) Step i: 1 ≤ i ≤ r−1

Define zi = x̂i −αi−1, where αi−1 is a design virtual control and z0 = 0 and α0 = xd . It
follows from (5.34) that

żi = Aix̄i +Bi (xi+1 +Fi f +Sid)− ėxi − α̇i−1.

Consider a Lyapunov function

Vzi0 =
1
2

z⊤i zi,

then its derivative is

V̇zi0 = z⊤i [Aix̄i +Bi (αi +Fi f +Sid)]+ z⊤i Bizi+1 + z⊤i (Biexi+1 − ėxi − α̇i−1).(5.35)

To ensure satisfactory tracking, compensate the fault and perturbation, and cancel
the feed through side effect from the estimation error system (5.13) (i.e., the term
z⊤1 (Biexi+1 − ėxi) in (5.35)), design αi as

αi =−B−1
i

[
cizi +ρzisign(zi)+B⊤

i−1zi−1 +Ai ˆ̄xi

]
−Fi f̂ −Sid̂, (5.36)

where ci is a positive design constant and ρzi is an adaptive parameter to be determined.

Substituting (5.36) into (5.35) gives

V̇zi0 ≤−ci∥zi∥2 − z⊤i−1Bi−1zi + z⊤i Bizi+1 +(ρi −ρzi)∥zi∥, (5.37)

where ρi is an unknown constant satisfying ρi ≥ ∥Aiex̄i +BiFie f +BiSied +Biexi+1 −
ėxi − α̇i−1∥, which represents the side effect of the estimation errors on the zi subsystem.
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In order to cancel ρi, define ρzi = ρ̂i + εi. εi is a positive design constant and ρ̂i is used
to estimate ρi with

˙̂ρi = σi∥zi∥, (5.38)

where σi is a positive design constant.

Define the estimation error of ρi as ρ̃i = ρi − ρ̂i. Consider a Lyapunov function

Vzi =Vzi0 +
1

2σi
ρ̃

2
i .

According to (5.37) and (5.38),

V̇zi = V̇zi0 +
1
σi

ρ̃i(−σi∥zi∥)

≤ −ci∥zi∥2 − z⊤i−1Bi−1zi + z⊤i Bizi+1. (5.39)

For the first i steps, consider the Lyapunov function

Vi =Vi−1 +Vzi

and define V0 = 0. Then it follows from (5.39) that

V̇i ≤−
i

∑
j=1

c j∥z j∥2 + z⊤i Bizi+1. (5.40)

2) Step r:

Note that

żr = Arx̄r +Br (u+Fr f +Srd)− ėxr − α̇r−1.

Consider the following Lyapunov function for zr,

Vzr0 =
1
2

z⊤r zr.
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The time derivative of Vzr0 is

V̇zr0 = z⊤r [Arx̄r +Br(u+Fr f +Srd)]− z⊤r (ėxr + α̇r−1) . (5.41)

The FTC control law u is designed as

u =−B−1
r

[
crzr +ρzrsign(zr)+B⊤

r−1zr−1 +Ar ˆ̄xr

]
−Fr f̂ −Srd̂, (5.42)

where cr is a design constant and ρzr is an adaptive parameter to be designed.

Substituting (5.42) into (5.41) yields

V̇zr0 ≤−cr∥zr∥2 − z⊤r−1Br−1zr +(ρr −ρzr)∥zr∥, (5.43)

where ρr is an unknown constant such that ρr ≥∥Arex̄r +BrFre f +BrSred − ėxr − α̇r−1∥.

Define ρzr = ρ̂r + εr, where εr is a positive design constant and ρ̂r is the estimate of ρr

updated by

˙̂ρr = σr∥zr∥, (5.44)

with a positive design constant σr.

Define the estimation error of ρr as ρ̃r = ρr − ρ̂r. Consider a Lyapunov function

Vzr =Vzr0 +
1

2σr
ρ̃

2
r .

According to (5.43) and (5.44),

V̇zr = V̇zr0 +
1
σr

ρ̃r(−σr∥zr∥)

≤ −cr∥zr∥2 − z⊤r−1Br−1zr. (5.45)

Finally, for the overall control system consider the Lyapunov function

Vr =Vr−1 +Vzr .
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It follows from (5.40) and (5.45) that

V̇r ≤−
r

∑
j=1

c j∥z j∥2.

By designing c j ≥ 0, j = 1,2, . . . ,r, one has V̇r < 0. Since Vr is positive definite, it
follows from the Barbalat’s lemma (Slotine et al., 1991) that Vr(t)≤Vr(0). Hence, z j(t)

and ρ̃ j, j = 1,2, . . . ,r, are bounded, and the system output x1 tracks the reference xd

with bounded error. Moreover, under the zero initial conditions, i.e., z j(0) = 0 and
ρ̃ j = 0, j = 1,2, . . . ,r, limt→∞Vr(t) = 0 and thus limt→∞ z j(t) = 0. This means that, in
the presence of actuator fault and perturbation, the system output x1 tracks the reference
xd accurately.

Remark 5.7 Although the proposed decoupling approach facilitates the FE and FTC
designs, the estimation errors inevitably affect the transient performance of the closed-
loop FTC system (e.g., with large overshoot). To improve the transient performance the
following additional strategies have been incorporated with the proposed design.

• Eigenvalue assignment for the observer. The FTC system performance can be largely
recovered if the observer dynamics are (much) faster than the closed-loop dynamics. To
reach this, the eigenvalues of the matrix N are located into an acceptable LMI region
(see Appendix A.3). Specifically, it is achieved by adding a pole placement constraint
(5.46) to the existing constraints (5.32) and (5.33) to place the eigenvalues of N into a
strip region (a,b), where a and b are negative constants.

[
Π−2bP 0

⋆ −Π+2aP

]
< 0, (5.46)

where Π = He

(
PT1Φ −M

[
T2Φ

N2

])
.

• The estimation error effect on the FTC system is taken into account in the controller
design through online estimation and compensation using the adaptive gains.

Remark 5.8 In the special cases when the control matching condition (defined in
Section 1.2) holds, i.e., rank(B,F) = rank(B,D1) = rank(B), the perturbation and fault
acting on the state dynamics can be compensated directly by introducing their estimates
into the control action. Therefore, in such cases it is not necessary to represent the
system into the triangular form (5.34). FTC can then be achieved through standard
state-feedback control in Chapter 4.
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Remark 5.9 The proposed approach can achieve compensation of both perturbations
and faults. Although the work (Cao et al., 2011) also considers this kind of compensation
problem, it focuses on a part of the disturbances modelled by a known linear exogenous
system and requires full system state information. Moreover, the integrated FE/FTC
design problem described in this chapter is far beyond the concern of Cao et al. (2011).
It is also worth noting that, in the absence of faults, the proposed approach is reduced to
be a disturbance-observer-based control method which has been researched extensively
and relates to significant potential industrial applications (Chen et al., 2016d).

5.6 A tutorial example

Consider the angular velocity tracking control of a DC motor modelled by

ẋ = Ax+B(u+ f )+D1d,

y = Cx+D2d,

where x = [w ia]⊤ is the state, u = va is the control input, y is the output, f is an actuator
fault, and d is the perturbation. The system matrices are defined by

A =

[
−B0

Ji

Km
Ji

−Kv
La

−Ra
La

]
, B =

[
0
1

La

]
, D1 =

[
0.1
0.1

]
, C =

[
1 0
0 1

]
, D2 =

[
1
0

]
.

The physical parameters of the DC motor are defined as follows. w, ia, and va are the
the angular velocity, armature current, and armature voltage, respectively. Ra is the
armature resistance. La is the inductance. Kv and Km are the voltage and motor constants,
respectively. Ji is the moment of inertia. B0 is the friction coefficient. Compared with
the DC motor model in Chapter 4, the perturbation acting on the output y is also
considered in this simulation.

The angular velocity tracking reference is xd = 1. The parameters of the DC motor are
(Bélanger, 1995): Ra = 1.2, La = 0.05, Kv = 0.6, Km = 0.6, Ji = 0.1352, and B0 = 0.3.
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Given γ = 10, β = 0.1, a =−20, and b =−3. By solving (5.32) and (5.33) in Theorems
5.2 and (5.46) in Remark 5.7, the obtained observer parameters are

P =

 40.049 0 −13.5837
0 26.4654 0

−13.5837 0 40.049

 , J =

 0.8194
10.8593
0.8212

 ,

N =

 −8.3206 1.8049 −5.5059
−3.4689 −14.0715 3.1010
−6.2471 −1.4370 −8.0692

 , L =

 0.1041 3.0416
0.0543 −5.3760
−0.0959 −4.0558

 ,

H =

 0 −0.041
0 0.457
1 −0.0411

 , Q =

[
21.7099

287.3947

]
.

The adaptive backstepping FTC controller parameters are chosen as: c1 = 35, σ1 = 0.1,
ε1 = 0.1, c2 = 60, σ2 = 0.1, ε2 = 0.1, σ0 = 5, and ε = 1.

Comparative simulations are performed for the DC motor (5.47) using the following
four methods:

• Nominal design. It includes a UIO (Chen and Patton, 1999) for state estimation and a
state feedback controller, designed separately without FE/FTC.

• Separated FE/FTC design. It includes a ASUIO in Chapter 4 for fault and state
estimation and a state feedback FTC controller, designed separately by ignoring the
perturbation in the observer design and the estimation errors in the control system.

• Integrated FE/FTC design in Chapter 4. It includes a ASUIO for fault and state
estimation and a state feedback FTC controller, designed together using a single-step
LMI formulation by taking into account the effect of the perturbation and estimation
errors.

• Proposed decoupling FE/FTC design.

In the separated and integrated designs, the perturbation d is treated as a sensor fault.
Two cases of simulations are carried out with differentiable and non-differentiable
actuator faults, respectively, using the same observer and controller gains given above
and the same zero initial conditions.
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5.6.1 Differentiable fault case

Suppose the DC motor suffers from a differentiable actuator fault f and a perturbation
d characterized by

d(t) =

{
0.05sin(πt), 0 s ≤ t ≤ 10 s

3sin(4πt)+ [0.1 0.5]x, 10 s < t ≤ 15 s
,

f (t) =


0, 0 s ≤ t ≤ 2 s

0.04(t −2)2 + sin(π(t −2)), 2 s < t ≤ 7 s
1, 7 s < t ≤ 10 s

2sin(3π(t −10))+1, 10 s < t ≤ 15 s

.

The above f and d have different characteristics in different time periods, which are
used to test the system performance under different fault and perturbation scenarios.
Moreover, a Gaussian noise w with zero-mean and variance 0.0012 is added to the
measure outputs in the time interval t ∈ (10,15] s.
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Fig. 5.3 Angular velocity: differentiable fault case.

It is seen in Fig. 5.3 that among the four methods simulated only the decoupling method
achieves good tracking performance in the presence of the actuator fault. Fig. 5.4 shows
that the control efforts of the decoupling and integrated approaches are similar but much
smaller than those of the other two methods. As shown in Figs. 5.5 - 5.6, the decoupling
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Fig. 5.4 Control effort: differentiable fault case.
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Fig. 5.5 Fault estimation: differentiable fault case.

method has better fault and perturbation estimation performance than the separated and
integrated methods, even in the presence of measurement noise.
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Fig. 5.6 Perturbation estimation: differentiable fault case.

5.6.2 Non-differentiable fault case

Consider the case in which the DC motor is subject to a perturbation d and a non-
differentiable fault f (a Weierstrass function that is smooth but nowhere differentiable
(Hardy, 1916) ) in the forms of

d(t) = 2sin(2πt), 0 s ≤ t ≤ 5 s,

f (t) =
50

∑
k=0

0.5k cos(3k
πt), 0 s ≤ t ≤ 5 s.

It is seen from Fig. 5.7 that neither of the nominal and separated FE/FTC designs
achieves angular velocity tracking. Although the angular velocity of the integrated
design tracks the reference with small error, it has oscillatory dynamic response. Only
the decoupling approach has good tracking performance. As shown in Fig. 5.8, the
control efforts of the decoupling and integrated designs are similar but much smaller than
those of the other two designs. Figs. 5.9 and 5.10 show that the decoupling approach
has much better fault and perturbation estimation performance than the separated and
integrated methods.

Summarizing the above two simulation cases for the DC motor (5.47) subject to actuator
faults (differentiable or non-differentiable) and perturbations, the superiority ranking of
the four control designs from low to high, in terms of robust FE/FTC performance, is



5.6 A tutorial example 109

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

-2

0

2

4

6

8

A
n

g
u

la
r 

ve
lo

ci
ty Nominal design Separated design

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Time (s)

0

0.2

0.4

0.6

0.8

1

1.2

A
n

g
u

la
r 

ve
lo

ci
ty

Integrated design Decoupling design

Fig. 5.7 Angular velocity: non-differentiable fault case.
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Fig. 5.8 Control effort: non-differentiable fault case.

that 1) the nominal approach, 2) the separated approach, 3) the integrated approach, and
4) the proposed decoupling approach.
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Fig. 5.9 Fault estimation: non-differentiable fault case.
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Fig. 5.10 Perturbation estimation: non-differentiable fault case.

5.7 Summary and discussion

An effective single-step integrated FE/FTC design strategy is proposed in Chapter 4
using H∞ optimization. However, this approach is conservative with low freedom and
can only be applied for differentiable matched faults.

This chapter further develops a decoupling approach for integrated FE/FTC design
for linear systems with actuator faults and perturbations. An adaptive sliding mode
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ASUIO is used to estimate the system state, fault and perturbation. With the estimates
an adaptive backstepping FTC controller is then designed to compensate for the fault
and perturbation to ensure output tracking.

The proposed approach is advantageous in that the FE function is decoupled from the
FTC system which allows great FE/FTC design freedom and it can handle actuator
faults which are differentiable or non-differentiable, and matched or unmatched. The
DC motor comparative simulations demonstrate that the proposed decoupling approach
has superiority over the approaches of nominal control, separated FE/FTC, and H∞

optimization integrated FE/FTC in Chapter 4, in the sense of acceptable robust FE and
FTC performances.



Part II

Integrated FE/FTC design for
uncertain nonlinear systems



Chapter 6: Integrated FE/FTC for non-
linear systems using T-S fuzzy
modelling

6.1 Introduction

Integrated FE/FTC designs for linear systems are proposed in Chapters 4 and 5 based
on the H∞ optimization and decoupling approaches, respectively. This chapter extends
the H∞ optimization approach for nonlinear systems. The nonlinear nature of dynamic
systems means that methods such as T-S fuzzy (Takagi and Sugeno, 1985) inference
reasoning can be combined with the appropriate FTC theory as an extension to the
linear strategies. Using this approach a continuous nonlinear system can be modelled
as a multiple-model representation corresponding to a number of regions of state
space behaviour. Each of the multiple T-S models is represented by an IF-THEN rule
corresponding to a linear system. Based on this the existing robust FTC theory can be
applied to each of the local linear models, so that the T-S system can then have both
local and global robust FTC properties (including good fault-tolerance, etc.) (Benzaouia
et al., 2015; Liu et al., 2013a; Mendonça et al., 2012; Tong et al., 2014b; Witczak et al.,
2008; Xu et al., 2015).

Existing FTC approaches based on T-S approaches are either PFTC or AFTC. Although
PFTC might achieve acceptable control performance (Huo et al., 2012; Tong et al.,
2014a,b; Xu et al., 2015), it cannot obtain local fault magnitude information and this
approach is not suitable for online system repair in the presence of faults.

Traditional AFTC approaches make use of FDI have been proposed in Benzaouia
et al. (2015); Mendonça et al. (2012). Considering the design complexity of the FDI
approach, many observer-based FE/FTC strategies for T-S fuzzy systems have also
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been developed. A UIO-based FE and FTC design is proposed in Witczak et al. (2008)
for systems with actuator faults. Adaptive observer (AO) based reconfigurable FTC
designs are developed in Ichalal et al. (2012). An AO-based dynamic output feedback
FTC design, focusing on actuator faults and external disturbance is presented in Zhang
et al. (2010a). Liu et al. (2013a) and Liu et al. (2013b) describe FE/FTC designs
for stochastic systems with actuator/sensor faults and disturbance using sliding mode
ASOs. Huang and Yang (2014) propose an extended state observer FE/FTC design for
time-delay systems in the presence of actuator faults and external disturbance. Shaker
and Patton (2014) propose an extended state observer fault tolerant tracking control
problem application to an offshore wind turbine system with sensor faults and external
disturbance. Yang et al. (2014) develop an AO-based FTC strategy for systems with
actuator fault using a delta operator approach. Jia et al. (2015a) propose an AO-based
FTC scheme for descriptor systems subject to actuator faults and disturbance.

However, in these works the FE and FTC functions are designed separately without
taking into account the effect of system and estimation uncertainties and the resulting
bi-directional robustness interactions described in Chapter 3.

These backgrounds inspire the proposal in this chapter to integrate the FE and FTC
designs for application to a class of nonlinear systems subjected to actuator/sensor
faults. This work extends the bi-directional robustness interactions concept described in
Chapter 3 to take into account properly the robustness interactions between the FE and
FTC functions for nonlinear systems using T-S fuzzy modelling approach. Compared
with the literature, the contributions of this chapter are summarized as follows.

• A novel ASUIO is proposed for simultaneous state and fault estimation. In this study,
an ASUIO is proposed to estimate the T-S fuzzy system state variables and faults using
a continuous linear observer with no requirements for fault bounds or rank conditions.
The faults are assumed to be in polynomial form with bounded v-th (highest) derivatives
corresponding to known positive constants v. This approach is non-conservative in the
robustness sense and it can estimate time-varying or even unbounded faults (Gao and
Ding, 2007). The difference between this new ASUIO and the one in Chapter 4 is that
it estimates not only the faults themselves but also their (v− 1)-th derivatives. This
reduces the effects that the fault modelling errors have on the estimation performance.

• A systematic strategy for integrated FE/FTC design is developed. In this chapter
an FTC strategy is proposed for the considered nonlinear systems in the presence of
modelling uncertainty, faults, and external disturbance. The FE and FTC designs are
re-formulated into an observer-based robust control problem solved using a single-step
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LMI procedure, as a nonlinear extension of the integrated FE/FTC design for linear
systems in Chapter 4.

The remainder of this chapter is organized as follows. Section 6.2 formulates the
problem. Sections 6.3 - 6.5 present the designs of an ASUIO-based FE and an FTC
controller. Section 6.6 provides a tutorial example of a nonlinear inverted pendulum
and cart system, followed by the conclusions in Section 6.7.

6.2 Problem statement

Consider a class of nonlinear systems described by

ẋ = fx(x,u, fa,d),

y = fy(x, fs), (6.1)

where x ∈ Rn, u ∈ Rm, and y ∈ Rp stand for the state, control input, and output vectors,
respectively. fa ∈ Rq and fs ∈ Rq1 denote the actuator and sensor faults, respectively.
d ∈ Rl denotes the external disturbance. It is assumed that the nonlinear functions
fx(·) and fy(·) are continuous and bounded in the sectors xi ∈ [ai,bi], where xi is the
ith system state variable and some constants ai and bi. It should be noted that, without
loss of generality, the system properties studied in this chapter, including controllability,
observability, and stability, are all local properties.

Considering modelling uncertainty, the system (6.1) can be modelled by the following
T-S fuzzy system using sector nonlinearity (Takagi and Sugeno, 1985):

ẋ =
h

∑
i=1

ρi(θ(t))
[
(Ai +∆Ai)x+Biu+Fi fa +Did

]
,

y = Cx+Fs fs, (6.2)

where Ai ∈ Rn×n, Bi ∈ Rn×m, Fi ∈ Rn×q, Di ∈ Rn×l , Ci ∈ Rp×n, and Fs ∈ Rp×q1 are
known constant matrices. ∆Ai ∈ Rn×n are perturbed matrices with structures ∆Ai =

M0iF0iN0i, where F0i ∈ Rri1×ri2 are known Lebesgue measurable matrices satisfying
F⊤

0i (t)F0i(t)≤ µiIri2 for some known scalars µi and matrices M0i and N0i of appropriate
dimensions. h is the number of sub-models, and ρi(θ(t)) are the membership functions
and θ(t) = [θ1, · · · ,θs] is premise variable vector depending on the measurable state
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variables, where s is the number of the premise variables. The premise variables are
some measurable variables of the system state.

Define ηi j (i = 1, . . . ,h and j = 1, . . . ,s) as the fuzzy sets characterized by the mem-
bership functions. Further define ηi j(θ j) as the grades of the membership of θ j in the
fuzzy sets ηi j, then the membership functions can be defined as

ρi(θ) =
σi(θ)

∑
h
i=1 σi(θ)

, σi(θ) =
s

∏
j=1

ηi j(θ j),

which satisfy 0 ≤ ρi(θ)≤ 1 and ∑
h
i=1 ρi(θ) = 1.

Throughout this study, the following assumptions are made.

Assumption 6.1 All the sub-models of (6.2) are observable and controllable in the
fuzzy sets which they are defined, i.e., the pairs (Ai,C) are observable and the pairs
(Ai,Bi) are controllable. Moreover, the fuzzy system (6.2) is observable and controllable
in the sectors xi ∈ [ai,bi].

Assumption 6.2 The trios (A,C,Fi) and (A,C,Fs) are observable, i.e., the following

rank conditions are satisfied: rank

[
A Fi

C 0

]
= n+q, rank

[
A 0
C Fs

]
= n+q1.

Assumption 6.3 The actuator fault fa is matched (see Section 1.2.1), i.e., rank(Bi,Fi)=

rank(Bi), i = 1,2, . . . ,h.

Assumption 6.4 The k-th derivative of fa and the k1-th derivative of fs with respect to
time are bounded for some given scalars k and k1.

Remark 6.1 Assumption 6.1 implies that the i-th (i= 1,2, . . . ,h) sub-models are locally
observable/controllable, and the whole fuzzy system (6.2) is globally observable and
controllable within the entire sectors xi ∈ [ai,bi]. Assumption 6.2 is required to ensure
the actuator fault fa and sensor fault fs to be observable and can be estimated using
the augmented state observer methods proposed in the chapter. The local observability
and controllability together with Assumption 6.3 allow the existence of observers and
controllers for each of the fuzzy models to achieve FE/FTC functions. The satisfaction
of global observability/controllability guarantees the existence of an observer and a
controller to achieve FE/FTC performance for the whole fuzzy system. Hence, a global
fuzzy observer and fuzzy controller system is obtained by combining the local observers
and controllers of each sub-model through appropriate membership functions.
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The local observability and controllability properties can be verified using the following
criteria: the i-th sub-model of (6.2) is 1) observable if rank[C;CAi;CA2

i ; . . . ;CAn−1
i ] = n,

and 2) controllable if rank[Bi,AiBi,A2
i Bi, . . . ,An−1

i Bi] = n. Sufficient criteria of robust
observability and controllability for fuzzy systems are given in Ho et al. (2013) and
Chen et al. (2009). This work considers only the observability and controllability of
each triple (Ai,Bi,C) of the fuzzy system (6.2), which are special cases of the work of
Ho et al. (2013) and Chen et al. (2009). Therefore, the sufficient criteria in Ho et al.
(2013) and Chen et al. (2009) can be directly modified to verify the global observability
and controllability of the considered fuzzy system (6.2).

6.3 ASUIO-based FE

Define ωs = f (s)a and υt = f (σ)
s , where s = 0,1, . . . ,k−1 and σ = 0,1, . . . ,k1 −1, then

the system (6.2) is augmented into

˙̄x =
h

∑
i=1

ρi

(
Āix̄+ B̄iu+∆Āix̄+ D̄id̄

)
,

y = C̄x̄, (6.3)

where

x̄ =

 x

ω

υ

 , ω =


ω0

ω1

:
ωk−1

 , υ =


υ0

υ1

:
υk1−1

 , d̄ =

 d

ωk−1

υk1−1

 ,

Āi =


Ai Fi 0 0 0
0 0 I(k−1)q 0 0
0 0 0 0 0
0 0 0 0 I(k1−1)q1

0 0 0 0 0

 , ∆Āi =



∆Ai 0 · · · 0 0
0 0 · · · 0 0
0 0 · · · 0 0

: : . . . : :
0 0 · · · 0 0


,
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B̄i =

[
Bi

0(kq+k1q1)×m

]
, D̄i =


Di 0 0
0 0(k−1)q×q 0
0 Iq 0
0 0 0(k1−1)q1×q1

0 0 Iq1

 ,

C̄ =
[
C 0p×kq Fs 0p×(k1−1)q1

]
.

Remark 6.2 It follows from Assumptions 6.1 and 6.2 that

rank

[
sIn+kq+k1q1 − Āi

C̄

]
= rank



sIn −Ai [−Fi 0] 0
0 Js(Iq) 0
0 [0 sIq] 0
0 0 Js(Iq1)

0 0 [0 sIq1 ]

C 0 [Fs 0]


= n+ kq+ k1q1 (i.e., full rank)

with Js(Iκ) =


sIκ −Iκ

sIκ

. . .

. . . −Iκ

sIκ

.

Thus, all the sub-models of the augmented system (6.3) are observable so that the
overall augmented system is observable.

The augmented state vector x̄ of (6.3) is estimated by an ASUIO in the form of

ż =
h

∑
i=1

ρi

(
Miz+Giu+Liy

)
,

x̂ = z+Hy, (6.4)

where z, x̂ ∈ Rn+kq+k1q1 are the observer state and the estimate of x̄, respectively. The
design matrices Mi, Gi, Li, and H are of compatible dimensions.

Define the estimation error as e = x̄− x̂, then from (6.3) and (6.4)

ė =
h

∑
i=1

ρi
[
(ΞĀi −L1iC̄)e+Θ1z+Θ2u+Θ3y+Ξ∆Āix̄+ΞD̄id̄

]
, (6.5)
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where Ξ = In+kq+k1q1 −HC̄, Li = L1i +L2i, Θ1 = ΞĀi −L1iC̄−Mi, Θ2 = ΞB̄i −Gi and
Θ3 = (ΞĀi −L1iC̄)H −L2i.

Design the following matrix equations(i = 1, . . . ,h):

ΞĀi −L1iC̄−Mi = 0, (6.6)

ΞB̄i −Gi = 0, (6.7)

(ΞĀi −L1iC̄)H −L2i = 0. (6.8)

Upon the satisfaction of the conditions (6.6) - (6.8) and considering the uncertainty and
disturbance, (6.5) can be rearranged into

ė =
h

∑
i=1

ρi
[
(ΞĀi −L1iC̄)e+Ξ∆Āix̄+ΞD̄id̄

]
. (6.9)

Remark 6.3 It should be noted that Gi = ΞBi, and the remaining matrices L2i and Mi

can be derived immediately from (6.6) - (6.8) once the matrices L1i and H are designed
to ensure the robust stability of (6.9) in the sequel. Thus, the design of the observer
(6.4) is reduced to a comparatively simple design of L1i and H, which facilitates the
FE/FTC design procedure.

6.4 FTC controller

Design an FTC controller for the system (6.2) as

u =
h

∑
i=1

ρiKix̂, (6.10)

where Ki =
[
Kxi K f i 0m×((k−1)q+k1q1)

]
with the state-feedback control gains Kxi ∈Rm×n

and the actuator fault compensation gains K f i ∈ Rm×q, respectively. According to
Assumption 6.3, K f i are chosen as K f i =−B†

i Fi, where B†
i is the left pseudo-inverse of

Bi.

Substituting (6.10) into (6.2) gives the closed-loop system

ẋ =
h

∑
i=1

h

∑
j=1

ρiρ j
[
(Ai +BiKx j)x+Ei je+∆Aix+Did

]
, (6.11)
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where Ei j = [−BiKx j Fi 0].

6.5 FE and FTC synthesis

6.5.1 Separated designs of FE/FTC

As summarized in Chapter 3, the state-of-art way to synthesize the FE and FTC gains
is the separated design approach, by designing first the FE observer and then the FTC
controller. This separated FE/FTC design idea is achieved based on the satisfaction
of the Separation Principle and it neglects the bi-directional robustness interactions

resulting from the disturbance and uncertainty. In this respect, the error dynamics are
rearranged into

ė =
h

∑
i=1

ρi
[
(ΞĀi −L1iC̄)e+ΞD̄id̄

]
,

ze = Ce1e, (6.12)

where ze ∈ Rz1 is the measured output and Ce1 is a constant matrix of appropriate
dimension. Suppose that the observer has already been made stable, i.e., e = 0, then the
feedback control system becomes

ẋ =
h

∑
i=1

h

∑
j=1

ρiρ j
[
(Ai +BiKx j)x+∆Aix+Did

]
,

yc = y−Fs f̂s,

zx = Cx1x, (6.13)

where yc is the compensated system output, f̂s is the sensor fault estimate, zx ∈ Rz2 is
the measured output, and the constant matrix Cx1 is of appropriate dimension.

Theorems 6.1 and 6.2 are sufficient pre-requisites for the determination of the observer
and controller gains, respectively.

Theorem 6.1 Given a positive scalar γ1, the error dynamics (6.12) are stable with H∞

performance ∥Gzed̄∥∞ < γ1, if there exists a symmetric positive definite matrix Y1, and
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matrices W1 and W2i, such that for all i = 1,2, . . . ,h,

 Ψ1 Y1D̄i −W1C̄D̄i C⊤
e1

⋆ −γ2
1 I 0

⋆ ⋆ −I

< 0,

where Ψ1 = He(Y1Āi−W1C̄Āi−W2iC̄). Then the matrix gains are given by H =Y−1
1 W1

and L1i = Y−1
1 W2i.

Proof: The proof of Theorem 6.1 directly follows from the Bounded Real Lemma (see
Appendix A.1) with W1 = Y1H and W2i = Y1L1i, i = 1,2, . . . ,h. □

Theorem 6.2 Given positive scalars γ2 and ε0i, the control system (6.13) is stable with
H∞ performance ∥Gzxd∥∞ < γ2, if there exists a symmetric positive definite matrix X1

and matrices W3 j, j = 1,2, . . . ,h, such that for all i = 1,2, . . . ,h and j = 1,2, . . . ,h,


Ψ2 Di X1C⊤

x1
M0i X1N⊤

0i

⋆ −γ2
2 I 0 0 0

⋆ ⋆ −I 0 0
⋆ ⋆ ⋆ −ε0iI 0
⋆ ⋆ ⋆ ⋆ −(ε0iµi)

−1I

< 0, (6.14)

where Ψ2 = He(AiX1 +BiW3 j). Then the control gains are given by Kx j =W3 jX−1
1 .

Proof: Denote χ0i = x⊤∆A⊤
i X0x+ x⊤X0∆Aix, then for some positive scalars ε0i,

χ0i = −
[√

ε0i
−1M⊤

0iX0x−
√

ε0iF0iN0ix
]⊤

×
[√

ε0i
−1M⊤

0iX0x−
√

ε0iF0iN0ix
]

+ε
−1
0i x⊤X0M0iM⊤

0iX0x+ ε0ix⊤N⊤
0i F

⊤
0i F0iN0ix

≤ ε
−1
0i x⊤X0M0iM⊤

0iX0x+ ε0iµix⊤N⊤
0i N0ix.

Consider a Lyapunov function Vx0 = x⊤X0x, then

V̇x0 =
h

∑
i=1

h

∑
j=1

ρiρ j

[
x⊤He(X0(Ai +BiKx j))x+χ0i +He(x⊤X0Did)

]
≤

h

∑
i=1

h

∑
j=1

ρiρ j

[
x⊤Θx+He(x⊤X0Did)

]
,
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where Θ = He
(
X0(Ai +BiKx j)

)
+ ε

−1
0i X0M0iM⊤

0iX0 + ε0iµiN⊤
0i N0i.

According to the Bounded Real Lemma (see Appendix A.1), the system (6.13) is stable
with H∞ performance ∥Gzxd∥∞ < γ2, if it holds that

 Θ X0Di C⊤
x1

⋆ −γ2
2 I 0

⋆ ⋆ −I

< 0. (6.15)

Note that the inequality (6.15) is nonlinear. Define X1 = X−1
0 . Multiplying both sides of

(6.15) by diag(X1, I, I) and its transpose and using the Schur complement (see Appendix
A.2), then (6.15) becomes


Ψ2 Di X1C⊤

x1
M0i X1N⊤

0i

⋆ −γ2
2 I 0 0 0

⋆ ⋆ −I 0 0
⋆ ⋆ ⋆ −ε0iI 0
⋆ ⋆ ⋆ ⋆ −(ε0iµi)

−1I

< 0, (6.16)

where Ψ2 = He(AiX1+BiKx jX1). Further define W3 j = Kx jX1, then (6.16) directly leads
to (6.14). □

Recalling here the error system (6.9) and the closed-loop control system (6.11)

ė =
h

∑
i=1

ρi
[
(ΞĀi −L1iC̄)e+Ξ∆Āix̄+ΞD̄id̄

]
,

ẋ =
h

∑
i=1

h

∑
j=1

ρiρ j
[
(Ai +BiKx j)x+Ei je+∆Aix+Did

]
. (6.17)

Define H = [H1;H2;H3;H4;H5], it follows that

Ξ∆Āix̄ =


(In −H1C)∆Aix

−H2C∆Aix

−H3C∆Aix

−H4C∆Aix

−H5C∆Aix

 , ΞD̄id̄ =


(In −H1C)Did

−H2CDid

−H3CDid +ωk−1

−H4CDid

−H5CDid + vk1−1

 . (6.18)
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It can be seen from (6.17) and (6.18) that: 1) The state estimation and FE are affected
by the disturbance d and the uncertainty ∆Aix, whilst the FE is also affected by the
fault modelling errors ωk−1 and vk1−1; 2) The feedback control system is affected
by the uncertainty, disturbance, and estimation errors. This important phenomenon
of bi-directional robustness interactions between the FE and FTC function has been
defined in Chapter 3. This chapter extends the notion of this robustness interaction into
the framework of a T-S fuzzy system representation of a nonlinear system.

Usually when controllers and state observers are designed for nonlinear systems it
is assumed that in a state space region close to the system operation a locally linear
dynamical system can be used for design. Hence, for such systems it is well known
that the Separation Principle (see Appendix B) cannot apply in general. In this work
we consider the application of a T-S fuzzy approach to a nonlinear system problem and
hence a form of specially integrated design must be used to achieve the robustness in the
estimator and controller designs. From the statement above for the considered FE-based
FTC system bi-directional robustness interactions exist between the FE observer and
FTC controller and hence a true integration of these module designs must be achieved
to obtain satisfactory robust FTC performance.

So, although the separated design in Section 6.5.1 can avoid the design complexity
resulting from the coupling between the observer and controller, it only permits a sub-
optimal solution of the overall FTC system design to be achieved, leading to degraded
FE/FTC performance. To overcome this, Section 6.5.2 describes an integrated FE/FTC
design strategy for the system (6.2) by taking into account the bi-directional interaction.

6.5.2 Integrated design of FE/FTC

Combining (6.9) and (6.11) gives the following composite closed-loop system including
estimation with control, based on the T-S formulation given in (6.2),

ẋ =
h

∑
i=1

h

∑
j=1

ρiρ j
[
(Ai +BiKx j)x+Ei je+∆Aix+ D̂id̄

]
,

ė =
h

∑
i=1

ρi
[
(ΞĀi −L1iC̄)e+Ξ∆Āix̄+ΞD̄id̄

]
,

yc = y−Fs f̂s,

zr = Cxx+Cee, (6.19)
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where yc is the compensated system output, f̂s is the sensor fault estimate, and zr ∈Rr is
the measured output. The matrices Cx and Ce are of compatible dimensions. D̂i = [Di 0].

Note that the integrated FE/FTC design for the T-S fuzzy system (6.2) is now reformu-
lated into an observer-based robust control problem of the composite closed-loop system
(6.19), which will be solved in the sequel using H∞ optimization with a single-step LMI
formulation.

The strategy for solving the integrated FE/FTC robust design is in general a BMI
problem as outlined in Lemma 6.1 below. However, Lemma 6.1 leads to a statement
that Lemma 6.2 will transform the integrated design into a single-step LMI problem,
which facilitates the solution strategy. Lemma 6.1 is inspired by Liu and Zhang (2003)
and described as follows.

Lemma 6.1 Given positive scalars γ , ε1i, and ε2i, the closed-loop system (6.19) is
stable with H∞ performance ∥Gzrd̄∥∞ < γ , if there exist two symmetric positive definite
matrices X and Y , and matrices Kxi, L1i, Xii, Xi j = X ji, i ̸= j, i, j = 1,2, . . . ,h, such that

[
He(XΛii) XEii

⋆ He(YΓii)

]
< Xii, (6.20)[

He(XΛi j) X(Ei j +E ji)

⋆ He(YΓi j)

]
< Xi j +X⊤

i j , (6.21)
X11 · · · X1h Π1

: . . . : :
X⊤

1h · · · Xhh Πh,

Π⊤
1 · · · Π⊤

h −I

< 0, (6.22)

where Λii = Ai +BiKxi, Eii = [−BiKxi Fi 0], Γii = ΞĀi −L1iC̄, Λi j = Ai +A j +BiKx j +

B jKxi, Γi j = 2(ΞĀi−L1iC̄), Ei j = [−BiKx j Fi 0], E ji = [−B jKxi Fj 0], Πi = diag(Π1i,Π2i),

Π1i = [λ1iXM0i λ2iN⊤
0i 0 λ4iXD̂i C⊤

x ], Π2i = [0 0 λ3iY ΞM̄0i λ4iY ΞD̄i C⊤
e ], λ1i =

√
ε
−1
2i ,

λ2i =
√

µε , λ3i =
√

ε
−1
1i , and λ4i = γ−1.

Proof: Consider a Lyapunov function Ve = e⊤Ye. Define M̄0i = [M⊤
0i 0]⊤ and χ1i =

x̄⊤∆Ā⊤
i Ξ⊤Ye+ e⊤Y Ξ∆Āix̄, then for some positive scalars ε1i,

χ1i = −
[√

ε1i
−1M̄⊤

0iΞ
⊤Ye−

√
ε1iF0iN0ix

]⊤
×
[√

ε1i
−1M̄⊤

0iΞ
⊤Ye−

√
ε1iF0iN0ix

]
+ε

−1
1i e⊤Y ΞM̄0iM̄⊤

0iΞ
⊤Ye+ ε1ix⊤N⊤

0i F
⊤
0i F0iN0ix

≤ ε
−1
1i e⊤Y ΞM̄0iM̄⊤

0iΞ
⊤Ye+ ε1iµix⊤N⊤

0i N0ix.
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Thus the time derivative of Ve is

V̇e =
h

∑
i=1

ρi

[
e⊤He(Y (ΞĀi −L1iC̄))e+He(e⊤Y ΞD̄id̄)+χ1i

]
≤

h

∑
i=1

ρi

{
e⊤
[
He(Y (ΞĀi −L1iC̄))+ ε

−1
1i Y ΞM̄0iM̄⊤

0iΞ
⊤Y
]

e

+He(e⊤Y ΞD̄id̄)+ ε1iµix⊤N⊤
0i N0ix

}
. (6.23)

Consider a Lyapunov function Vx = x⊤Xx for the control system. Define χ2i =

x⊤∆A⊤
i Xx+ x⊤X∆Aix, it follows that for some positive scalars ε2i,

χ2i = −
[√

ε2i
−1M⊤

0iXx−
√

ε2iF0iN0ix
]⊤

×
[√

ε2i
−1M⊤

0iXx−
√

ε2iF0iN0ix
]

+ε
−1
2i x⊤XM0iM⊤

0iXx+ ε2ix⊤N⊤
0i F

⊤
0i F0iN0ix

≤ ε
−1
2i x⊤XM0iM⊤

0iXx+ ε2iµix⊤N⊤
0i N0ix.

Similarly, the time derivative of Vx is

V̇x =
h

∑
i=1

h

∑
j=1

ρiρ j

[
x⊤He(X(Ai +BiKx j))x+He(x⊤XF̄i je)+χ2i +He(x⊤XD̂id̄)

]
≤

h

∑
i=1

h

∑
j=1

ρiρ j

{
x⊤
[
He(X(Ai +BiKx j))+ ε

−1
2i XM0iM⊤

0iX + ε2iµiN⊤
0i N0i

]
x

+He(x⊤XEi je)+He(x⊤XD̂id̄)
}
. (6.24)

Define ξ = [x⊤ e⊤]⊤ and V =Ve +Vx. By (6.23) and (6.24),

V̇ ≤
h

∑
i=1

h

∑
j=1

ρiρ jξ
⊤

[
J1i j XEi j

⋆ J2ii

]
ξ −

h

∑
i=1

h

∑
j=1

ρiρ j
1
γ2 ξ

⊤PD̃iD̃⊤
i Pξ

+
h

∑
i=1

ρi

(
d̄⊤D̃⊤

i Pξ +ξ
⊤PD̃id̄

)
− z⊤r zr, (6.25)

where γ is a design parameter, D̃i = [D̂i D̄i], P = diag(X ,Y ), µε = (ε1i + ε2i)µi,
J1i j = He

[
X(Ai +BiKx j)

]
+ ε

−1
2i XM0iM⊤

0iX +µεN⊤
0i N0i +

1
γ2 XD̂iD̂⊤

i X +C⊤
x Cx,

J2i j = He
[
Y (ΞĀi −L1iC̄)

]
+ 1

γ2Y ΞD̄iD̄⊤
i Ξ⊤Y + ε

−1
1i Y ΞM̄0iM̄⊤

0iΞ
⊤Y +C⊤

e Ce.
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The H∞ performance ∥Gzrd̄∥∞ < γ can be represented by

J =
∫

∞

0

(
z⊤r zr − γ

2d̄⊤d̄
)

dt < 0. (6.26)

Under zero initial conditions,

J =
∫

∞

0

(
z⊤r zr − γ

2d̄⊤d̄ +V̇
)

dt −
∫

∞

0
V̇ dt

=
∫

∞

0

(
z⊤r zr − γ

2d̄⊤d̄ +V̇
)

dt − (V (∞)+V (0))

≤
∫

∞

0

(
z⊤r zr − γ

2d̄⊤d̄ +V̇
)

dt.

Subsequently, a sufficient condition for (6.26) is

J1 = z⊤r zr − γ
2d̄⊤d̄ +V̇ < 0.

Define ξ̄ = [ξ⊤ d̄⊤]⊤ and use (6.25), then equivalently

J1 =
h

∑
i=1

h

∑
j=1

ρiρ jξ̄
⊤

[
J1i j XEi j

⋆ J2ii

]
ξ̄

−

(
γ d̄ − 1

γ

h

∑
i=1

ρiD̃⊤
i Pξ̄

)⊤

×

(
γ d̄ − 1

γ

h

∑
i=1

ρiD̃⊤
i Pξ̄

)

=
h

∑
i=1

h

∑
j=1

ρiρ jξ̄
⊤

[
J1i j XEi j

⋆ J2ii

]
ξ̄

< 0. (6.27)

By applying the Schur complement (see Appendix A.2) to (6.27), it follows that

h

∑
i=1

h

∑
j=1

ρiρ j

(
Φi j +ΠiΠ

⊤
i

)
< 0, (6.28)

where Πi = diag(Π1i,Π2i), Φi j =

[
He
[
X(Ai +BiKx j)

]
XEi j

⋆ He
[
Y (ΞĀi −L1iC̄)

] ],

Π1i =
[
λ1iXM0i λ2iN⊤

0i 0 λ4iXD̂i C⊤
x
]
, Π2i =

[
0 0 λ3iY ΞM̄0i λ4iY ΞD̄i C⊤

e
]
.
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If (6.20) - (6.21) hold, then it follows from (6.28) that

h

∑
i=1

h

∑
j=1

ρiρ j

(
Xi j +ΠiΠ

⊤
i

)
< 0,

which can be ensured by (6.22). □

Since (6.20) - (6.21) are nonlinear inequalities and cannot be solved by LMI tools
directly, Lemma 6.1 is further converted into an equivalent Lemma 6.2 with LMIs.

Lemma 6.2 There exist two symmetric positive definite matrices X and Y , and matrices
Kxi, L1i, Xii, Xi j = X ji, i ̸= j, i, j = 1,2, . . . ,h, such that (6.20) - (6.22) hold, if and only
if there exist two symmetric positive definite matrices X̄ and Y , and matrices Kxi, L1i,
Pi j, and Qi j with Pii and Qii symmetric, i < j, i, j = 1,2, . . . ,h, such that

He(ΛiiX̄)< Pii,

He(YΓii)< Qii,

He(Λi jX̄)< Pi j +P⊤
i j ,

He(YΓi j)< Qi j +Q⊤
i j , i < j,

P11 · · · P1h Π̂11

: . . . : :
P⊤

1h · · · Phh Π̂1h,

Π̂⊤
11 · · · Π̂⊤

1h −I

< 0,


Q11 · · · Q1h

: . . . :
Q⊤

1h · · · Qhh

< 0,

where Π̂1i = [λ1iM0i λ2iX̄N⊤
0i 0 λ4iDi X̄C⊤

x ].

Proof: The proof of Lemma 6.2 is achieved with minor modification according to the
proof of Lemma 2 in Lin et al. (2005), and thus is omitted here. □

Now Theorem 6.3 based on Lemma 6.2 is given to solve the integrated design problem
for the composite closed-loop system (6.19).

Theorem 6.3 Given positive scalars γ , ε1i, and ε2i, the system (6.19) is stable with the
H∞ performance ∥Gzrd̄∥∞ < γ , if there exist two symmetric positive definite matrices
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X̄ and Y , and matrices K̂i, Ĥ, L̂i, Pi j, and Qi j with Pii and Qii symmetric, i < j, i, j =

1,2, . . . ,h, such that

He(AiX̄ +BiK̂i)< Pii,

He
[
(Y − ĤC̄)Āi − L̂iC̄

]
< Qii,

He
(
AiX̄ +A jX̄ +BiK̂ j +B jK̂i

)
< Pi j +P⊤

i j ,

He
[
2((Y − ĤC̄)Āi − L̂iC̄)

]
< Qi j +Q⊤

i j ,
P11 · · · P1h Π̂11

: . . . : :
P⊤

1h · · · Phh Π̂1h,

Π̂⊤
11 · · · Π̂⊤

1h −I

< 0,


Q11 · · · Q1h

: . . . :
Q⊤

1h · · · Qhh

< 0,

where Π̂1i =
[
λ1iM0i λ2iX̄N⊤

0i 0 λ4iDi X̄C⊤
x
]
. Then the gains are given by: Kxi = K̂iX̄−1,

H = Y−1Ĥ, and L1i = Y−1L̂i, i = 1,2, . . . ,h.

Proof: Denote K̂i = KxiX̄ , Ĥ = Y H, and L̂i = Y L1i, i = 1,2, . . . ,h, then the proof of
Theorem 6.3 follows directly from Lemma 6.2. □

6.5.3 Computational complexity analysis

The design parameters of the observer (6.4) and the controller (6.10) are obtained by
solving the LMIs in Theorem 6.3 using the Matlab LMI toolbox (Gahinet et al., 1995).
For the LMIs in Theorem 6.3, define R0 and S0 as the total row size and the total number
of scalar variables, respectively. According to Gahinet et al. (1995), the computational
complexity (or number of flops) N(ε) needed to get an ε-accurate solution of the LMIs
in Theorem 6.3 is N(ε) = R0S3

0 log(V/ε), where V is a data-dependent scaling factor.

For the proposed integrated FE/FTC approach: R0 = (h2 +3h+1)n+(h2 +3h)(kq+

k1q1)/2 and S0 = hnm+ p(n+kq+k1q1)+(h2+h+2)[n(n+1)+(n+kq+k1q1)(n+

kq+ k1q1 +1)]/4. Similarly, it can be calculated for the separated FE/FTC approach
that: R0 = h [4n+(k+2)q+(k1 +2)q+2l + z1 + p], S0 = hnm+ (1+ h)p(n+ kq+

k1q1)+ [n(n+1)+(n+ kq+ k1q1)(n+ kq+ k1q1 +1)]/2.
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Compared with the separated approach, the proposed integrated approach has higher
computational complexity. The computational complexity of the integrated design
mainly depends on: 1) dimensions of the system and faults, 2) the sub-model numbers
of the fuzzy system, and 3) the fault orders. Among the above three factors, 2) and 3)
can be tuned. Although increasing 2) and 3) can provide more accurate approximation
of the nonlinear system and fault modelling, it leads to higher computational complexity.
Therefore, a trade-off needs to be made for choosing the numbers of fuzzy rules and
fault modelling orders.

Furthermore, since the combined observer and controller structures of the integrated
and separately designed FTC systems are the same, it also follows that their online
computational loads are identical. As the design parameters of the observer/controller
are obtained from the LMIs off-line the resulting online computational burden is
expected to be low.

Remark 6.4 Two more sets of scalars ε1i and ε2i, i = 1,2, . . . ,h, need to be chosen to
solve Theorem 6.3, due to the consideration of the presence of the uncertainty. Note
that although the T-S fuzzy system control systems (Lin et al., 2005; Liu and Zhang,
2003) use observer-based state feedback, the presence of faults is not considered. In
the light of this the current work faces a bigger challenge since both the robust fault
estimation and fault tolerant compensation are included. However, by taking into
account a priori the presence of uncertainty and disturbance and the subsequent bi-

directional robustness interactions between the FE observer and the FTC control system,
the proposed integrated approach is applicable to systems with faults, uncertainty, and
external disturbance.

Remark 6.5 As reviewed in Chapter 3, there is no such systematic integrated FE/FTC
design strategy for T-S fuzzy systems. The existing works mostly follow the separated
FE/FTC design idea, although using different FE observers and control designs. Thus,
without loss of generality, a brief presentation of the separated design idea and its
conservativeness are provided in Section 6.5.1 for the proposed ASUIO and FTC
controller. This motivates the research on the integrated FE/FTC design in this chapter.
Comparisons of the performances of these two design methods are provided based on
the simulation results shown in Section 6.6, which then help to illustrate the importance
and advantages of the integrated design idea.
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6.6 A tutorial example

In this section the effectiveness of the proposed integrated design is demonstrated by
applying it to the stabilization of an inverted pendulum on a cart. The pendulum used
has a nonlinear model (Wang et al., 1996) in the form of

ẋ1 = x2,

ẋ2 =
gsin(x1)−amlx2

2 sin(2x1)/2−acos(x1)u
4l/3−aml cos2(x1)

,

y = [x1 x2]
⊤,

where x1 and x2 represent the angle of the pendulum from the vertical and the angular
velocity, respectively. g is the gravity constant, m is the pendulum mass, M is the cart
mass, 2l is the pendulum length, u is the force applied to the cart, and a = 1/(m+M).
The model parameters used in this study are m = 2.0 kg, M = 8.0 kg, and 2l = 1.0 m.

The balancing problem for the pendulum with actuator faults and disturbance is studied
in Zhang et al. (2010a) using separately designed adaptive observer and dynamic
output feedback controller. The pendulum system (6.29) is nonlinear but two points in
(x1,x2) are considered to derive the two-rule T-S fuzzy pendulum model. Moreover, the
pendulum system model is assumed to have uncertainty, disturbance, and actuator/sensor
faults. According to Wang et al. (1996), the following two-rule pendulum system model
is valid in the controllable region x1 ∈ (−90,90) deg,

ẋ =
2

∑
i=1

ρi(x1) [(Ai +∆Ai)x+Bi(u+ fa)+Did] ,

y = Cx+Fs fs, (6.29)

where

ρ1(x1) = 1− 2
π
|x1|, ρ2(x1) =

2
π
|x1|, A1 =

[
0 1
g

4l/3−aml 0

]
, B1 =

[
0

− a
4l/3−aml

]
,

A2 =

[
0 1
2g

π(4l/3−amlβ 2)
0

]
, B2 =

[
0

− aβ

4l/3−amlβ 2

]
, C = I2,

D1 = D2 =

[
0

0.01

]
, Fs =

[
0.1
0.3

]
, β = cos(88◦), ∆A1 = ∆A2 =

[
0 σ1

σ2 0

]
,
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and σ1 = 0.1cos(t), σ2 = 0.1sin(t), d = 0.01sin(10t), and the faults are

fa =


1, 0 s ≤ t ≤ 5 s

sin(t), 5 s < t ≤ 20 s
1, 20 s < t ≤ 30 s

, fs =


0.1, 0 s ≤ t ≤ 14 s
0.2, 14 s < t ≤ 23 s
0.1, 23 s < t ≤ 30 s

.

The two sub-models of fuzzy system (6.29) are verified to be locally observable and
controllable, whilst the whole fuzzy system is also verified to be globally observable
and controllable using the methods proposed in Ho et al. (2013) and Chen et al. (2009).

The integrated FE/FTC design for the pendulum system is solved with parameters:
k = 3, k1 = 2, Cx = [I2;07×2], Ce = [02×7; I7], αs = 0.1, βs = 0.1, µ = 1, ε1 = 100,
ε2 = 15, and γ = 1. For comparison, the separated FE/FTC design is also simulated
with the same system parameters and γ1 = 0.86 and γ2 = 0.5.

The H∞ attenuation levels together with computational complexity (see Section 6.5.3)
of the integrated and separated designs are listed in Table 6.1. Compared with the
separated FE/FTC approach, the proposed integrated approach loses a certain degree
of FTC robustness resulting from the sharing of the common Lyapunov matrices in
the observer and controller designs. The proposed integrated design also has higher
design computational complexity. However, it is shown in the table that for these two
approaches the solutions for the gains are not time consuming (performed on a PC
computer with a 3.10 GHz 4 cores Intel i5-2400 CPU).

Table 6.1 H∞ attenuation level and consuming time.

Integrated design
Separated design

Observer Controller

γmin 0.10 0.77 0.01

R0, S0 47, 142 34, 70 22, 7

CPU time (s) 0.156 0.0468 0.0312

Solving Theorem 6.3 with the chosen parameters gives the following observer and
controller gains:

Kx1 = [1062 309.2] , Kx2 = [2379.1 672.7] ,
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M1 =



−0.4482 −14.1330 −0.0878 0 0 −0.1698 −1.5424
14.3939 −0.7661 −1.0144 0 0 −0.4324 −0.5709
7.2944 69.8885 −64.1764 1 0 −125.1272 −2.8279
2.8023 27.7887 −25.4464 0 1 −49.7641 −1.0664
0.5608 6.2677 −5.6391 0 0 −11.1597 −0.1835
−0.8619 1.3328 1.9833 0 0 −1.2495 3.1209
−2.0198 1.9634 0.9344 0 0 2.0623 1.5702


,

M2 =



−0.9877 −9.5573 −0.0019 0 0 1.3561 −1.5424
9.5774 −1.5836 −0.0221 0 0 1.2341 −0.5709
2.9603 −1.6618 −1.4005 1 0 4.4030 −2.8279
1.0841 −0.5824 −0.5553 0 1 1.5952 −1.0664
0.1947 −0.0669 −0.1231 0 0 0.2092 −0.1835
−1.5368 1.9598 0.0433 0 0 −5.8085 3.1209
−1.6108 1.8959 0.0204 0 0 −4.2464 1.5702


,

L1 =



−107 16
−81 98

−15150 5936
−6029 2361
−1340 525

588 −182
307 −87


, L2 =



−99.1268 3.7239
111.3488 −0.9468
601.9768 −229.2507
216.8746 −83.4618
44.6287 −16.3783
93.7791 9.0680
83.5292 3.6323


,

G1 =



−0.0878
−1.0144
−64.1764
−25.4464
−5.6391
1.9833
0.9344


, G2 =



−0.0019
−0.0221
−1.4005
−0.5553
−0.1231
0.0433
0.0204


, H =



15.8632 −0.1463
7.7810 −0.6906

349.1615 −106.9607
137.8961 −42.4106
30.0311 −9.3986
−31.1252 3.3054
−20.3739 1.5573


.

6.6.1 Comparison of linear FTC and T-S fuzzy integrated FTC

This section demonstrates the superiority of the proposed T-S fuzzy integrated FTC
design to the linear FTC design (with the pendulum model linearized around the stable
point, i.e., ρ2(x1) = 0). The ranges of the balancing initial angle considered for each of
the methods are examined here with z(0) = 0.17×1 and x2(0) = 0, along with different
initial angles.
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Fig. 6.1 Angle response using linear and T-S fuzzy integrated FTC.

Table 6.2 Maximum initial angle |x1(0)| of the pendulum.

Cases T-S fuzzy design linear design

Actuator fault case 45 deg 19.5 deg

Sensor fault case 44.1 deg 18.8 deg

Actuator/sensor faults case 44.1 deg 18.8 deg

In the presence of both actuator and sensor faults, simulation results in Fig. 6.1 indicate
that the proposed T-S fuzzy integrated FTC can balance the pendulum for initial angles
|x1(0)| ≤ 44.1 deg (x2(0) = 0). In contrast, the linear control fails to balance the
pendulum for initial angles |x1(0)| ≥ 18.8 deg. Similar simulations are performed
for the cases when the pendulum has either an actuator fault or a sensor fault. The
maximum initial angles of the pendulum for all the three cases are summarized in Table
6.2, from which it is concluded that the proposed T-S fuzzy integrated FTC design
balances the pendulum for much larger initial angles than the linear FTC.

6.6.2 Comparison of integrated and separated FE/FTC designs

In order to demonstrate well the effectiveness of the proposed integrated FE/FTC design
and its superior FE/FTC performance compared with the separated design, two sets of
simulations are carried out for the pendulum with different initial angles and different
uncertainties, respectively.
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(1) Performance with different initial angles

Simulations are performed with uncertainties σ1 = 0.1cos(t) and σ2 = 0.1sin(t) in
three cases. Case 1: The pendulum has only actuator fault; Case 2: The pendulum has
only sensor fault; Case 3: The pendulum has both actuator and sensor faults.

From Figs. 6.2 - 6.8, it is observed that in the whole range of the balancing initial angles
listed in Table 6.2, the proposed integrated FE/FTC design achieves better FE/FTC
performance than the separated design in all the three cases simulated. Except for Case

2 when the pendulum has only actuator fault, the separated design cannot balance the
pendulum.
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Fig. 6.2 Actuator fault estimation with different initial angles: Case 1.
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Fig. 6.4 Sensor fault estimation with different initial angles: Case 2.
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(2) Performance with different uncertainties

To test the robustness of the proposed design, comparative simulations are performed
with initial conditions z(0) = 0.17×1 and x2(0) = 0 under different uncertainties. The
initial angle is set as x1(0) = 15 deg. Three cases of simulations are carried out. Case

1: The pendulum has one actuator fault (with no sensor faults); Case 2: The pendulum
has only a single sensor fault (with no actuator faults); Case 3: The pendulum has one
actuator fault and one sensor fault.

In the presence of different uncertainties, it is observed from Figs. 6.9 - 6.15 that
the proposed integrated design performs well with better FE/FTC robustness to the
uncertainties than the separated design for all the three fault cases considered.
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Fig. 6.11 Sensor fault estimation with different uncertainties: Case 2.



6.6 A tutorial example 138

0 5 10 15 20 25 30

P
en

du
lu

m
 a

ng
le

 (
de

g)

-10

0

10

20

30
Separated design

σ1 = 0.2,σ2 = 0.1 sin(t)

σ1 = 0.1 cos(t),σ2 = 1

σ1 = 1,σ2 = 1.5 sin(t)

Time (s)
0 5 10 15 20 25 30

-10

0

10

20

30

40
Integrated design

σ1 = 0.2,σ2 = 0.1 sin(t)

σ1 = 0.1 cos(t),σ2 = 1

σ1 = 1,σ2 = 1.5 sin(t)

Fig. 6.12 Angle response with different uncertainties: Case 2.
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Fig. 6.13 Actuator fault estimation with different uncertainties: Case 3.
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Fig. 6.14 Sensor fault estimation with different uncertainties: Case 3.
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Fig. 6.15 Angle response with different uncertainties: Case 3.

Summarizing the results, in the presence of uncertainty, disturbance and faults, the
proposed integrated design achieves better FE/FTC performance with higher robustness
to the uncertainty than the separated design. Moreover, the separated design is unable
to balance the pendulum when sensor faults exist.

6.7 Conclusion

In this chapter a new integrated FE/FTC design strategy is proposed for nonlinear
systems subject to actuator and sensor faults along with uncertainty and disturbance
using T-S fuzzy modelling. An ASUIO is proposed to estimate the system state variables
and faults simultaneously, and then the obtained estimates are used to construct a fuzzy
FTC controller. Compared to the FDI-based FTC system design which requires an
optimal residual threshold setting and a robust stable reconfigurable mechanism, the
direct use of the observer-based FE within the FTC system design framework is proposed
to enable the integrated design to be an observer-based robust control problem with a
single-step LMI formulation. The simulation example corresponds to a physical system
illustrating the effectiveness of the proposed integrated FTC design and its practical
potential. By considering in advance the bi-directional robustness interactions between
the FE and FTC, the proposed integrated design can achieve much better overall FTC
system performance than the separated design.



Chapter 7: Integrated FE/FTC for a
Lipschitz nonlinear 3-DOF
helicopter system with ac-
tuator faults and saturation

7.1 Introduction

It is described in Chapter 3 that the occurrence of inevitable system modelling un-
certainty and estimation uncertainty lead to an existence of bi-directional robustness

interactions between the FE and FTC functions within a closed-loop system scheme,
which gives rise to a requirement of an integration of FE and FTC to achieve robust
FTC performance. Chapter 4 proposes an effective integrated FE/FTC strategy for
uncertain linear systems using a single-step LMI formulation and it is extended to
T-S fuzzy modelling nonlinear systems in Chapter 6. However, Chapters 4 and 6 do
not consider the effects of actuator saturation. Actuator saturation has the effect of
paralysing the action of the control system, and hence in order to achieve the full
control performance it is necessary to take the saturation into account as a form of
malfunction of the system. An integrated FE/FTC design strategy for systems taking
into account the actuator saturation becomes the focus of this chapter. The chapter uses
as an important application the problem of FTC design of a Lipschitz nonlinear 3-DOF
(degree-of-freedom) helicopter system with actuator actuation.

Reliability is critical for flight control systems, since aircraft may suffer from certain
system faults (e.g., actuator, sensor and component faults) that prevent them from
achieving manoeuvre tasks, degrade system performance and stability, and hence safety.
In order to achieve reliable and safe flight, it is necessary to operate the aircraft with
redundant systems with either hardware or software redundancy. So that in the presence
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of faults, a redundant component or subsystem can be used to return the aircraft to
healthy operation. For manned aircraft systems it is usual to use hardware redundancy
(i.e., duplicate copies of actuators and sensors). However, for unmanned aircraft the
possibility of using hardware redundancy is rather limited due to size and weight
restrictions. For such aircraft, analytic forms of redundancy become essential. FTC
provides a way for recovering the acceptable aircraft performance and stability in the
presence of certain faults.

One way to achieve FTC is to have an FDI unit to detect and isolate the presence
of faults with an additional system for managing the switching of different feedback
controllers to maintain acceptable aircraft system performance, see for example, Ducard
(2009); Edwards et al. (2010); Zolghadri et al. (2014). Instead of using FDI, the work
in this thesis focuses on FE (see Chapters 1, 2, and 3 for more discussion).

Unmanned aerial vehicles (UAVs) have numerous applications in military and civilian
domains, due to their small size and features of long air hovering, vertical take-off
and landing capability, low-speed/-altitude and flexible flight (Hua et al., 2013). The
control designs for unmanned helicopters have been researched extensively, see for
example, Alexis et al. (2012); Chen et al. (2010); Izaguirre-Espinosa et al. (2016); Li
et al. (2015). Considering reliability and safety, FE and FTC designs for helicopter
control systems have also attracted much attention, see Ducard (2009); Qi et al. (2014,
2013); Vachtsevanos et al. (2005); Valavanis and Vachtsevanos (2014) and the references
therein.

The implementation of FTC of most UAVs becomes very challenging due to the lack
of actuator or sensor (hardware) redundancy in these systems. An exception to this for
UAVs is the actuator redundancy that exists in hexrotor and octorotor systems. However,
in this study all forms of hardware redundancy are excluded as a deliberate exercise to
test the potential of FE-based FTC.

The Quanser 3-DOF helicopter model with twin rotors (Apkarian, 2006) is considered
in this chapter. This model has been used by many researchers as a benchmark case
study which is representative of the rigid body dynamics of a full-size tandem rotor
transport and rescue helicopter. Many studies focus on the use of this system to verify
control designs (Li et al., 2015; Meza-Sánchez et al., 2015; Shan et al., 2005; Zheng
and Zhong, 2011). It is interesting to note that this system can also be representative of
a rigid body UAV system. There is no hardware redundancy and the FTC must be based
fully on the analytical or functional redundancy concept, e.g., using FE with combined
fault and state estimation.
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Many FE/FTC designs for the Quanser 3-DOF helicopter model have also been pub-
lished (Afonso and Galvão, 2010; Chen et al., 2013a, 2016a,c; de Loza et al., 2015;
Zheng et al., 2014). Chen et al. (2016a) propose a sliding mode observer (SMO) for
actuator fault estimation for a Lipschitz nonlinear helicopter model without uncertainty
and external disturbance. In their work the faults are estimated with bounded errors and
FTC is not considered. Afonso and Galvão (2010) present a robust model predictive
FTC design considering a linear 3-DOF helicopter system with uncertainty, disturbance
and an actuator fault. However, model predictive control involves online optimization
and their work does not include FE. Chen et al. (2013a, 2016c); Zheng et al. (2014)
describe a number of adaptive FTC schemes for uncertain nonlinear 3-DOF helicopter
systems, however they also exclude FE in their studies. On the other hand, an FE-based
FTC output tracking strategy is developed in de Loza et al. (2015) for a linearized 3-
DOF helicopter with perturbations and oscillatory and drift actuator faults. In their work
FE is obtained by a high order SMO and FTC is achieved by backstepping SMC based
on triangular system decomposition. The main limitations of their work are: 1) the FE
requires system output derivatives which are difficult to obtain in real implementation,
and 2) the FE observer and FTC controller are designed separately without considering
the mutual influences between the estimation and control.

Consideration of actuator saturation is important in flight system design and for full-size
aircraft it is always taken into account. It is thus necessary to include a study of the
effect of actuator saturation on the performance of an FTC scheme for a UAV. Actuator
saturation problems for 3-DOF helicopters have been considered in Kiefer et al. (2010)
using an inversion-based control approach, and in Zheng et al. (2015) using an anti-
windup compensator. However, neither of these studies pays attention to actuator faults.
Qi et al. (2016) considers the self-healing control for a single-rotor UAV with actuator
fault and constraints using an anti-windup compensator (not FTC).

This chapter aims to further extend the integrated FE/FTC strategy in Chapter 4 with ap-
plication to the stabilization of the elevation and pitch motions of an uncertain Lipschitz
nonlinear 3-DOF helicopter system with both actuator faults and saturation. Compared
with the existing works, the main contributions of this chapter are summarized as
follows.

• An uncertain Lipschitz nonlinear 3-DOF helicopter with both actuator faults and
saturation is considered. The actuator faults and the saturation are combined into a
composite fault function which are non-differentiable. The composite fault function
is further approximated by a differentiable function with a sufficiently small error
and treated as a new system state that is estimated by a nonlinear ASUIO. Unlike the
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adaptive SMO (Chen et al., 2016a) and high order SMO (de Loza et al., 2015) FE
methods, the proposed nonlinear ASUIO can achieve asymptotic estimation of the faults
with no need for system output derivatives.

• An adaptive sliding mode FTC controller is proposed to compensate the effects of
the actuator faults and saturation and stabilize the elevation and pitch motions of the
3-DOF helicopter. SMC is known as a robust control method, since once sliding motion
is reached the system is insensitive to any matched perturbation (within the range space
spanned by the control input) (Edwards and Spurgeon, 1998). Moreover, the adaptive
method is incorporated with the SMC to avoid the requirement of a priori knowledge
of the perturbation bounds. Compared with model predictive FTC (Afonso and Galvão,
2010), adaptive FTC schemes (Chen et al., 2013a, 2016c; Zheng et al., 2014), and
backstepping sliding mode FTC (de Loza et al., 2015), the proposed FTC is easier to
design and implement without requiring online optimization and system decomposition.
Moreover, the FE observer and FTC controller gains are obtained using a new single-
step LMI formulation without involving the equality constraints encountered by the
design in Chapter 4.

• In the absence of actuator faults, the proposed integrated FTC design reverts to a new
anti-windup control method for compensating the input saturation effect to recover the
non-saturated system performance.

The remainder of this chapter is organized as follows. Section 7.2 describes the math-
ematical model of the 3-DOF helicopter system and formulates the control problem.
Section 7.3 proposes a nonlinear ASUIO for FE and Section 7.4 develops an adaptive
sliding mode FTC controller. The synthesis of the observer and controller is presented
in Section 7.5. Simulation results are provided in Section 7.6 and conclusions are made
in Section 7.7.
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7.2 Problem formulation

Fig. 7.1 The Quanser 3-DOF helicopter free body diagram (Zheng and Zhong, 2011).

Table 7.1 Definitions of the physical parameters.

Parameter Physical meaning
ε , p Elevation angle, pitch angle
Ff , Fb Control voltages of the front and back motors
Jε , Jp Moments of inertia of elevation and pitch axes
K f Propeller force-thrust constant
mh Mass of the helicopter
La Distance between the travel axis and the helicopter body
Lh Distance between the pitch axis and each motor
g Gravity constant
wε , wp Unknown bounded external disturbances belong to L2[0,∞)

This work considers the elevation and pitch motions of the Quanser 3-DOF helicopter
in Fig. 7.1 with the mathematical model (Zheng and Zhong, 2011)

Jε ε̈ = K f La cos(p)
(
Ff +Fb

)
−mhgLa sin(ε)+wε ,

Jp p̈ = K f Lh
(
Ff −Fb

)
+wp, (7.1)

where the physical parameters are defined in Table 7.1.
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Define the system state vector as x = [x1 x2 x3 x4]
⊤ = [ε p ε̇ ṗ]⊤, the input vector as

u = [u1 u2]
⊤ = [Ff Fb]

⊤, and the output vector as y = [ε p ε̇ ṗ]⊤. Assume that the front
and back motors suffer from saturation and unknown bounded actuator faults fa1 and
fa2, respectively. The actuator faults can be oscillatory faults (Goupil, 2010) or drift
faults (de Loza et al., 2015) acting on flight or helicopter control systems. Without loss
of generality, fa1 and fa2 are assumed to have first-order time derivatives ḟa1 and ḟa2,
respectively. Moreover, fa1, fa2, ḟa1, and ḟa2 are bounded and belong to L2[0,∞). Thus,
the control inputs applied to the helicopter (see Fig. 7.2) can be represented as

ui = sat(u0i + fai), i = 1,2,

where u0i is the designed control input and sat(·) is a saturation function defined by

sat(v) =

{
sign(v)ū, |v| ≥ ū

v, |v|< ū
,

with v the input to the actuator and ū the maximum control magnitude allowed by the
actuator.

Fig. 7.2 The actuator model with both fault and saturation.

The control input u of the system (7.1) can then be rearranged into

u = u0 + f0, (7.2)

where u0 = [u01 u02]
⊤ is the designed control input vector and f0 = [ f01 f02]

⊤ is the
composite actuator fault vector with f0i = sat(u0i + fai)−u0i, i = 1,2.

Remark 7.1 In real operations, the helicopter actuators may suffer from both stuck and
partial loss of effectiveness faults (Li and Yang, 2016, 2017). For this case, the control
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inputs applied to the helicopter are represented by

ui = sat(θiu0i +usi), i = 1,2, (7.3)

where θi is the partial loss of effectiveness fault taking values within the sector (0,1]
and usi is the stuck fault. Assume that both θi and usi are unknown bounded and
differentiable time-varying functions. The actuator model (7.3) can be rearranged into

u = u0 + f0, (7.4)

where u0 = [u01 u02]
⊤ is the designed control input vector and f0 = [ f01 f02]

⊤ is the
composite actuator fault vector with f0i = sat(θiu0i+usi)−u0i, i = 1,2. Since (7.4) and
(7.2) are in the same form, the FE and FTC strategies proposed in this chapter can be
directly applied to the estimation and compensation of the total effect of saturation and
stuck and partial loss of effectiveness faults.

According to the aforementioned definitions a state-space model of (7.1) is given as

ẋ = Ax+B(u0 + f0)+g(x)+Dd,

y = Cx, (7.5)

with d = [d1 d2]
⊤ and

A=


0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

 , B=


0 0
0 0
b1 b1

b2 −b2

 , D=


0 0
0 0
1 0
0 1

 , g(x) =


0
0

g1(x)

0

 , C = I4,

b1 = K f La/Jε , b2 = K f Lh/Jp, g1(x) =−mhgLa sin(x1)/Jε ,

d1 = wε/Jε +b1(cos(x2)−1)(u01 + f01 +u02 + f02) , d2 = wp/Jp,
where d is a bounded lumped uncertainty including external disturbances (wε and wp)
and the system uncertainty b1(cos(x2)− 1)(u01 + f01 + u02 + f02). It is verified that
the system (7.5) is observable and controllable. The following assumption is made
throughout the chapter.

Assumption 7.1 The nonlinear function g(x) satisfies the Lipschitz constraint

∥g(xt)−g(x)∥ ≤ L f ∥xt − x∥, ∀ x, xt ∈ R4,
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where L f is the Lipschitz constant independent of x and xt .

Remark 7.2 It is seen from (7.5) that the nonlinear function g(x) satisfies the Lipschitz
constraint in Assumption 7.1 with L f = mhgLa/Jε .

The present actuator faults and saturation can affect the stability of the helicopter system
and prevents it from performing prescribed tasks. This chapter aims to stabilize the
elevation and pitch motions of the system (7.5) through an FTC strategy, involving 1)
the design of an observer to estimate the system state and the composite actuator fault,
and 2) the design of an FTC controller based on the estimate to compensate the faults
and saturation effect to ensure system stability.

7.3 FE observer design

This section describes an observer design for estimating the system state x and the
composite actuator fault f0. A nonlinear ASUIO is used to achieve the estimation, in
which f0 is extended as a new system state and must be differentiable.

It can be seen from (7.2) that f0 is a function of the designed control input u0 and
the saturation function sat(v). In this chapter u0 is designed in Section 7.4 as a state-
feedback controller that is differentiable. However, the saturation function sat(v) is
known to be non-differentiable. Therefore, f0 is non-differentiable which cannot be
treated as a new system state. To overcome this, a differentiable approximation of f0

needs to be attained before designing the nonlinear ASUIO.

7.3.1 Differentiable approximation of the composite actuator fault

The above analysis implies that if the saturation function sat(v) can be approximated
by a differentiable function sat(v), then f0 is modelled as a new function consisting
of a differentiable function of u0 and sat(v) and the approximation error which can be
combined into the uncertainty term. In this way, a differentiable approximation of f0 is
attained.

The saturation function sat(v) is approximated by a differentiable function sat(v) modi-
fied from Freidovich and Khalil (2008) with the form of
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sat(v) =


v, 0 ≤ |v| ≤ ū

v− [v− ūsign(v)]2 sign(v)/(2ε0), ū ≤ |v| ≤ ū+ ε0

(ū+ ε0
2 )sign(v), |v| ≥ ū+ ε0

, (7.6)

where ε0 is a positive constant.

It can be shown that the function sat(v) satisfies continuity across |v| = ū as well as
|v| = ū+ ε0. Furthermore, the left and right derivatives of sat(v) with respect to v at
the above boundaries are equal. It follows that sat(v) is differentiable. Moreover, it is
bounded uniformly in ε0 on any bounded interval of ε0, and |sat(v)− sat(v)| ≤ ε0/2
and 0 ≤ dsat(v)/dv ≤ 1 for all v ∈ R. Hence, the approximation error of sat(v) is small
as long as ε0 is selected to be sufficiently small.

According to (7.6), the control input (7.2) can be further modelled as

u = u0 + f +∆u, (7.7)

where f = [ f1 f2]
⊤ and ∆u = [∆u1 ∆u2]

⊤, with fi = sat(u0i + fai)− u0i and ∆ui =

sat(u0i + fai)− sat(u0i + fai), i = 1,2.

Now the composite actuator fault f is differentiable, which can then be augmented as a
new system state vector of the system (7.5) with input (7.7).

7.3.2 Observer design

The augmented system of (7.5) takes the form

˙̄x = Āx̄+ ḡ(A0x̄)+ B̄u0 + D̄d̄,

y = C̄x̄, (7.8)

where x̄ = [x⊤ f⊤]⊤, d̄ = [d̃⊤ ḟ⊤]⊤, d̃ = d +B2∆u, B2 = [0 I2]B, A0 = [I4 0], and

Ā =

[
A B

0 0

]
, B̄ =

[
B

0

]
, D̄ =

[
D 0
0 I2

]
, C̄ = [C 0], ḡ(A0x̄) =

[
g(A0x̄)

0

]
.

It can be verified that the system (7.8) is observable since the pair (A,C) is observable
and B is full rank for the helicopter system (7.5).
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A nonlinear ASUIO is designed to estimate the augmented state x̄ with the form of

ż = Mz+Gu0 +Nḡ(A0 ˆ̄x)+Ly,

ˆ̄x = z+Hy, (7.9)

where z ∈ R6 is the observer system state and ˆ̄x ∈ R6 is the estimate of x̄. The matrices
M ∈ R6×6, G ∈ R6×2, N ∈ R6×6, L ∈ R6×4, and H ∈ R6×4 are to be designed. The
estimates of x and f are x̂ = [I4 0] ˆ̄x and [0 I2] ˆ̄x, respectively.

Define the estimation error as e = x̄− ˆ̄x, then

ė = (ΞĀ−L1C̄)e+(ΞĀ−L1C̄−M)z+(ΞB̄−G)u0 +[(ΞĀ−L1C̄)H −L2]y

+Ξḡ(A0x̄)−Nḡ(A0 ˆ̄x, t)+ΞD̄d̄, (7.10)

where Ξ = I6 −HC̄ and L = L1 +L2. The matrices M, N, G, and L2 are defined as

M = ΞĀ−L1C̄, N = Ξ, G = ΞB̄, L2 = (ΞĀ−L1C̄)H. (7.11)

Note that the design matrices M, N, G, and L2 can be calculated directly from (7.11) by
substituting the matrices L1 and H attained later through the LMIs in Theorems 7.2 -
7.4 in Section 7.5.

Substituting (7.11) into (7.10) gives

ė =
(
ΞĀ−L1C̄

)
e+Ξ∆ḡ+ΞD̄d̄, (7.12)

where ∆ḡ = ḡ(A0x̄)− ḡ(A0 ˆ̄x).

A sufficient condition for the existence of a robust nonlinear ASUIO (7.9) is given in
Theorem 7.1.

Theorem 7.1 There exists a robust nonlinear ASUIO (7.9) if the error system (7.12) is
robustly asymptotically stable.

Proof: If (7.12) is robustly asymptotically stable, then by (7.11), the error system (7.10)
is also robustly asymptotically stable. Therefore, it holds that limt→∞ e(t) = 0 in the
presence of uncertainty and disturbance. □
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According to Theorem 7.1, the solvability of (7.9) now becomes a problem of designing
the matrices L1 and H such that (7.12) is robustly asymptotically stable.

7.4 FTC controller design

This section outlines the design of an adaptive system for FTC based on state and fault
estimation. The FTC function is to compensate the estimated effects of the actuator
faults and saturation and also stabilize the system state of (7.5). Since in the system
(7.5) the measured output vector y may have noise, thus it is appropriate to use the
concept of SMC with adaption based on the combined state and fault estimation.

Recall that the general aim of SMC is to achieve robust insensitivity to matched
uncertainty acting within the control channels, using a combination of linear and
switched feedback. The SMC must be designed to reach a sliding surface and the
switching operation designed to keep the system motion in the sliding manifold.

So in this SMC, the sliding surface for the system (7.5) is a function of the system state
estimates given as follows:

s = N1x̂−
∫ t

0
v(τ)dτ = 0, (7.13)

where s ∈ R2×1, x̂ is the system state estimate obtained through the observer (7.9) (i.e.,
x̂ = [I4 0] ˆ̄x), and N1 = B† −Y1(I4 −BB†) with B† = (B⊤B)−1B⊤ and a design matrix
Y1 ∈ R2×4. v is a time-varying design function.

The first step of the SMC design is to establish the reachability of x̂ to the sliding surface
(7.13). Differentiating s with respect to time gives

ṡ = N1Ax+u0 + f +N1g(x)+N1Dd̃ −N1ėx − v, (7.14)

where ex is the estimation error of x defined as ex = x− x̂.

An FTC controller for the system (7.5) with (7.7) is designed as

u0 = ul +un, (7.15)

where ul is the linear feedback component given by ul = v and v = −K ˆ̄x, with a
design matrix K = [Kx K f ]. Kx ∈ R2×4 is to be determined while K f is chosen as
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K f = I2. The nonlinear component un is un =−ρsign(s,θ0), where ρ is a design scalar
function. The smooth function sign(s,θ0) is defined as sign(s,θ0) =

s
∥s∥+θ0

(Edwards
and Spurgeon, 1998), with a sufficiently small positive constant θ0. It is a differentiable
approximation of sign(s) ensuring that the control function u0 is also differentiable.
Define the approximation error as ∆sign = sign(s)− sign(s,θ0), then it can be verified
that ∥∆sign∥ ≤ 1

∥s∥/θ0+1 ≤ 1 and for ∥s∥ ̸= 0, ∥∆sign∥ is small by selecting a sufficiently
small θ0.

Consider the following Lyapunov function

Vs =
1
2

s⊤s.

The time derivative of Vs along (7.14) is

V̇s = s⊤
[
N1Ax+∆e −ρsign(s,θ0)

]
= s⊤

[
N1Ax+∆e +ρ∆sign −ρsign(s)

]
≤ (η −ρ)∥s∥, (7.16)

where ∆e = ∥N1A∥∥x∥+Kxex + e f +N1g(x)+N1Dd̃ +N1ėx and e f = f − f̂ . η is an
unknown positive constant satisfying η ≥ ∥∆e∥+∥ρ∆sign∥.

Define ρ = η̂ + ε , where ε is a positive design constant. The scalar η̂ is the estimate of
η defined by

˙̂η = σ∥s∥, η̂(0)≥ 0, (7.17)

with a positive design constant σ .

Define the estimation error of η as η̃ = η − η̂ . Consider a Lyapunov function

V =Vs +
1

2σ
η̃

2.

It follows from (7.16) and (7.17) that

V̇ = s⊤ṡ− 1
σ

η̃ ˙̂η

≤ (η −ρ)∥s∥− η̃∥s∥

= −ε∥s∥. (7.18)
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Since Vs is positive definite, it follows from (7.18) and the Barbalat’s lemma (Slotine
et al., 1991) that Vs(t)≤Vs(0). Therefore, s(t) and η̃(t) are bounded. This means that
the designed controller (7.15) can maintain the sliding motion around s = 0. Moreover,
in the case of zero initial condition (i.e. Vs(0) = 0), limt→∞ s(t) = 0 and thus the
idealized sliding motion can be maintained.

Consider next the system stability analysis corresponding to the sliding motion. By
setting ṡ2 = 0, it follows from (7.14) that the equivalent control input (Edwards and
Spurgeon, 1998) is

ueq =−N1
[
Ax+N1g(x)+N1Dd̃

]
+ul. (7.19)

Substituting (7.19) into (7.5) gives the equivalent closed-loop system

ẋ = (ΘA−BKx)x+BKe+Θg(x)+ΘDd̃, (7.20)

where Θ = I4 −BN1.

Therefore, the system (7.5) is maintained on the sliding mode with the equivalent control
(7.19) by designing Kx such that (7.20) is stable. The closed-loop system (7.20) contains
the uncertainty d̃ and nonlinearity g(x), which must be minimized to achieve a suitable
degree of robustness. This is achieved using H∞ optimization given in the next section.

7.5 Synthesis of the FE observer and FTC controller

The 3-DOF helicopter FTC system in Fig. 7.3 includes the designs of the FE observer
(7.9) and FTC controller (7.15). To obtain their parameters, a way widely used in the
literature is the separated FE/FTC design approach (de Loza et al., 2015), in which the
FE observer and FTC controller are designed separately. This approach follows the
Separation Principle (see Appendix B) by neglecting of the effects of system uncertainty
and nonlinearity on the FE performance and the effect of the estimation error on the
FTC system. This section first presents the traditional separated synthesis approach
with an analysis of its reservation and drawbacks, and then describes an approach based
on the integrated FE/FTC strategy in Chapter 4.
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Fig. 7.3 The proposed FE-based FTC 3-DOF helicopter system.

7.5.1 Traditional separated approach

By neglecting the effects of the system uncertainty and nonlinearity on the FE observer,
the error system (7.12) is reduced to be

ė = (ΞĀ−L1C̄)e+ΞD̄d̄s,

zs1 = Cs1e, (7.21)

where d̄s = [d⊤
s ḟ⊤]⊤ and ds = [wε wp]

⊤. zs1 ∈ R6 is the measured output with a given
coefficient matrix Cs1 ∈ R6×6.

The following theorem is given to design the matrices H and L1 to make the error
system (7.21) robustly stable.

Theorem 7.2 Given a positive scalar γs1 , the error system (7.21) is stable with H∞

performance ∥Gzs1 d̄s
∥∞ < γs1 , if there exists a symmetric positive definite matrix Qs ∈

R6×6, and matrices Ms1 ∈ R6×4 and Ms2 ∈ R6×4 such that

 Ω1,1 (Qs −Ms1C̄)D̄ C⊤
s1

⋆ −γ2
s1

I4 0
⋆ ⋆ −I6

< 0,
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where Ω1,1 = He
(
QsĀ−Ms1C̄Ā−Ms2C̄

)
. Then the gains are given by H = Q−1

s Ms1

and L1 = Q−1
s Ms2.

Proof: By using the Bounded Real Lemma (see Appendix A.1) and defining Ms1 =

QsH and Ms2 = QsL1, the proof is trivial and thus is omitted here. □

Similarly, in the separated approach the FTC system is assumed to be not affected by
the estimation error, thus the closed-loop control system (7.20) becomes

ẋ = (ΘA−BKx)x+Θg(x)+ΘDd̃,

zs2 = Cs2x, (7.22)

where zs2 ∈ R6 is the measured output with a given coefficient matrix Cs2 ∈ R4×4.

The following theorem is given to design Kx to ensure that (7.22) is robustly stable.

Theorem 7.3 Given positive scalars γs2 and εs, the closed-loop system (7.22) is stable
with H∞ performance ∥Gzs2 d̃∥∞ < γs2 , if there exists a symmetric positive definite matrix
Ps ∈ R4×4 and a matrix Ms3 ∈ R2×4 such that


Π1,1 D PsC⊤

s2
Ps

⋆ −γ2
s2

I2 0 0
⋆ ⋆ −I4 0
⋆ ⋆ ⋆ −1/(εsL2

f )I4

< 0,

where Π1,1 = He(ΘAPs −BMs3)+ ε−1
s ΘΘ⊤. Then the control gain is given by Kx =

Ms3P−1
s .

Proof: Given a symmetric positive definite matrix Zs ∈ R4×4. Assume g(0) = 0, then
∥g(x)∥ ≤ L f ∥x∥,∀x ∈ R4. Thus for some positive scalar εs,

2x⊤ZsΘg(x)≤ ε
−1
s x⊤ZsΘΘ

⊤Zsx+ εsL2
f ∥x∥2.

Using the Bounded Real Lemma (see Appendix A.1), the closed-loop system (7.22) is
stable with H∞ performance ∥Gzs2 d̃∥∞ < γs2 , if

 Π1,1 ZsD C⊤
s2

⋆ −γ2
s2

I2 0
⋆ ⋆ −I4

< 0, (7.23)
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where Π1,1 = He [Zs(ΘA−BKx)]+ ε−1
s ZsΘΘ⊤Zs + εsL2

f I4.

Define Ps = Z−1
s and Ms3 = KxPs. Pre- and post-multiplying both sides of (7.23) with

diag(Ps, I2) and using the Schur Complement (see Appendix A.2), then (7.23) becomes


Π1,1 D PsC⊤

s2
Ps

⋆ −γ2
s2

I2 0 0
⋆ ⋆ −I4 0
⋆ ⋆ ⋆ −1/(εsL2

f )I4

< 0,

where Π1,1 = He(ΘAPs −BMs3)+ ε−1
s ΘΘ⊤. □

The separated approach outlined in Theorems 7.2 and 7.3 allows great design freedom
for the FE/FTC design for the 3-DOF helicopter, in which the observer and controller
can be optimized independently. However, it can be seen from the error system (7.12)
and the control system (7.20) that the system uncertainty, nonlinearity and disturbance
affect the estimation, and in turn the estimation error has effect on the closed-loop
control system. This leads to the fact that bi-directional robustness interactions exist
between the FE and FTC functions, which breaks down the Separation Principle (see
Appendix B) on which the separated approach based. Therefore, it is necessary to
introduce an integrated FE/FTC approach to achieve robust design of the overall FTC
system, taking into account the bi-directional robustness interactions.

7.5.2 Integrated approach

The composite closed-loop system encompassing (7.12) and (7.20) is

ẋ = (Θ1A−BKx)x+BKe+Θg(x)+D1d̄,

ė = (ΞĀ−L1C̄)e+Ξ∆ḡ+ΞD̄d̄,

zc = Cxx+Cee, (7.24)

where zc ∈R4 is the measured output used to verify the closed-loop system performance
with matrices Cx ∈ R4×4 and Ce ∈ R4×6, and D1 = [ΘD 0].

Theorem 7.4 provides an integrated strategy to design the observer and controller gains
simultaneously using a single-step LMI formulation.
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Theorem 7.4 Given positive scalars γ , ε1, ε2, and ε3, the closed-loop system (7.24) is
stable with H∞ performance ∥Gzcd̄∥∞ < γ , if there exist three symmetric positive definite
matrices Z ∈ R4×4, Q ∈ R4×4, and R ∈ R2×2, and matrices M1 ∈ R2×4, M2 ∈ R4×2,
M3 ∈ R4×2, M4 ∈ R2×4, and M5 ∈ R2×4 such that

[
Π1 Π2

⋆ Π3

]
< 0, (7.25)

with

Π1 =

[
Ξ1,1 Ξ1,2

⋆ J2,2

]
, Π2 =

[
Ξ1,3 Ξ1,4 Ξ1,5 0 0 Ξ1,8

J2,3 J2,4 0 I4 J2,7 0

]
,

Π3 =−diag
{

γ2I4, I4,ε
−1
3 Z,ε3Z,ε1I4,(ε2L2

f )
−1I4

}
,

J2,2 =

[
Ξ2,2 Ξ2,3

⋆ Ξ3,3

]
, J2,3 =

[
QD−M2CD 0
−M4CD R

]
,

J2,4 =C⊤
e =

[
C⊤

ex

C⊤
e f

]
, J2,7 =

[
Q−M2C 0
−M4C R

]
,

Ξ1,1 = He(ΘAZ −BM1)+ ε
−1
2 ΘΘ⊤, Ξ1,2 = [0 B], Ξ1,3 = [ΘD 0], Ξ1,4 = ZC⊤

x ,

Ξ1,5 = BM1, Ξ1,8 = Z, Ξ2,2 = He(QA−M2CA−M3C)+ ε1L2
f I4,

Ξ2,3 = QB−M2CB−A⊤C⊤M⊤
4 −C⊤M⊤

5 , Ξ3,3 = He(−M4CB).

Then the controller gains are given by: Kx = M1Z−1, H1 = Q−1M2, H2 = R−1M4,
L11 = Q−1M3, L12 = R−1M5.

Proof: Define a symmetric positive definite matrix P1 ∈ R6×6. Since the nonlinear
function g(x) is Lipschitz, for some positive scalar ε1,

2e⊤P1Ξ∆ḡ ≤ ε
−1
1 e⊤P1ΞΞ

⊤P1e+ ε1L2
f ∥A0e∥2.

Define another symmetric positive definite matrix P ∈ R4×4. Assume g(0) = 0, then
∥g(x)∥ ≤ L f ∥x∥, ∀ x ∈ R4. Thus, it holds that, for some positive scalar ε2,

2x⊤PΘg(x)≤ ε
−1
2 x⊤PΘΘ

⊤Px+ ε2L2
f ∥x∥2.

Using the Bounded Real Lemma (see Appendix A.1), the closed-loop system (7.20) is
stable with H∞ performance ∥Gzcd̄∥∞ < γ if



7.5 Synthesis of the FE observer and FTC controller 157


J1,1 PBK PD1 C⊤

x

⋆ J2,2 P1ΞD̄ C⊤
e

⋆ ⋆ −γ2I4 0
⋆ ⋆ ⋆ −I4

< 0, (7.26)

where J1,1 =He [P(ΘA−BKx)]+ε
−1
2 PΘΘ⊤P+ε2L2

f I4 and J2,2 =He
[
P1(ΞĀ−L1C̄)

]
+

ε
−1
1 P1ΞΞ⊤P1 + ε1L2

f A⊤
0 A0I6.

Define Z = P−1. Pre- and post-multiplying both sides of (7.26) with diag(Z, I6, I4) gives


J1,1 BK D1 ZC⊤

x

⋆ J22 P1ΞD̄ C⊤
e

⋆ ⋆ −γ2I4 0
⋆ ⋆ ⋆ −I4

< 0, (7.27)

where J1,1 = He [(ΘA−BKx)Z]+ ε
−1
2 ΘΘ⊤+ ε2L2

f ZZ and J2,2 = He
[
P1(ΞĀ−L1C̄)

]
+

ε
−1
1 P1ΞΞ⊤P1 + ε1L2

f A⊤
0 A0I6.

By Young inequality (see Appendix A.4), for some positive scalar ε3,

He


 BKx

0
0


 0

I4

0


⊤≤ ε3

 BKxZ

0
0

Z−1

 BKxZ

0
0


⊤

+
1
ε3

 0
I4

0

Z−1

 0
I4

0


⊤

.

Further define P1 = diag(Q4×4, R2×2), L1 = [L11;L12], H = [H1;H2], M1 = KxZ, M2 =

QH1, M3 = QL11, M4 = RH2, and M5 = RL12. Using the Schur complement (see
Appendix A.2) repeatedly, (7.27) can be finally reformulated into (7.25). □

Remark 7.3 In the presence of actuator faults, the proposed strategy estimates and
compensates the total effect of the actuator faults and saturation and robustly recover
the nominal non-saturated system performance. In the fault-free cases, it can be used as
a novel anti-windup control framework to recover non-saturated system performance.
Adaptive anti-windup controls have been described in many works, e.g., He et al. (2016),
by incorporating an auxiliary system. Nevertheless, this adaptive framework involves a
switched designed control through appropriately chosen bounds of the auxiliary system
state. Other mainstream anti-windup methods incorporate anti-windup compensators
as a part of the normal control function, as summarized in the review Tarbouriech and
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Turner (2009). However, the above anti-windup designs are implemented with the
measurement of the actuator output, which is not the case in reality and is not even
desirable, especially if the actuator has any fast, un-modelled dynamics. Compared
with the existing approaches, the proposed design for anti-windup control is convenient
in the sense that 1) the proposed observer can achieve simultaneous estimation of the
system state and saturation effect without requiring the actuator output measurement,
and 2) all the observer and controller gains are obtained by solving the LMI (7.25) in a
single-step.

7.6 Simulation results

This section outlines comparative simulations for the elevation and pitch motions of the
Quanser 3-DOF helicopter system (7.5) with single or multiple actuator faults, using 1)
the nominal control design (without FE/FTC and the state observer and controller are
designed separately), 2) the separated FE/FTC approach, and 3) the proposed integrated
FE/FTC approach.

Table 7.2 3-DOF helicopter parameters.

Parameter Value

Jε 0.91 kg·m2

Jp 0.0364 kg·m2

K f 0.5 N/V

mh 1.01 kg

La 0.66 m

Lh 0.177 m

g 9.81 m/s2

The 3-DOF helicopter system parameters are given in Table 7.2. Due to mechanical
limits, the elevation angle is constrained within the range of ±31.75 deg and the pitch
angle is within ±32.0 deg. The voltage limits of the front and back motors are ±12 V.
The external disturbances acting on the helicopter are supposed to be wε = 0.01sin(10t)

and wp = 0.01sin(5t). To test the system performance, a Gaussian noise with zero-mean
and variance 0.0012 is added to the output measurement.

Choosing Y1 = 0.12×4, Cx = [I4;06×4], Cex = [04×4; I4;02×4],Ce f = [08×2; I2] and solv-
ing Theorem 7.4 with ε1 = 50, ε2 = 5, ε3 = 0.015 and γ = 1, then the observer and
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controller gains are

N1 =

[
−0.1 −0.1 1.3788 0.2056
−0.1 −0.1 1.3788 −0.2056

]
,

Kx =

[
9.2603 1.2848 9.2833 1.3508
9.2706 −1.4815 9.2857 −1.3629

]
,

M =



−1.4142 0 0 0 0 0
0 −1.4142 0 0 0 0
0 0 −1.4142 0 0 0
0 0 0 −1.4142 0 0

−0.0003 0.0009 0.0094 −0.0021 −21.6334 15.9875
−0.0003 −0.0009 0.0094 0.0021 15.9870 −21.6328


,

N =



0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

0.0001 −0.0017 −7.7845 −7.7367 1 0
0.0001 0.0017 −7.7844 7.7365 0 1


,

G =



0 0
0 0
0 0
0 0

−21.6334 15.9875
15.9870 −21.6328


,

L =



0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

0.0004 −0.0624 −43.9508 −291.0610
0.0004 0.0624 −43.9493 291.0509


,

H =



1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

−0.0001 0.0017 7.7845 7.7367
−0.0001 −0.0017 7.7844 −7.7365


.

The other control parameters are chosen as: ε = 0.1, σ = 0.01, and θ0 = 0.001. For the
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separated design, the observer and controller gains are obtained by solving the LMIs in
Theorems 7.2 and 7.3 with γs1 = 1, γs2 = 0.06, and εs = 0.01.

All cases are simulated with ε(0) = 30 deg and p(0) = 18 deg, and the initial values of
other parameters are set zero. A first-order low pass filter, whose transfer function is
1/(2π f0s+1) with a frequency f0 = 7 Hz, is used to filter each of the measure outputs.

7.6.1 Case 1: fault-free

In this case the separated and integrated FE/FTC designs revert to nominal observer-
based state feedback robust controls. It is seen from Figs. 7.4 - 7.5 that only the
proposed integrated design can stabilize the elevation and pitch angles without suffering
from actuator saturation.
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Fig. 7.4 Angle response: Case 1.

7.6.2 Case 2: single actuator fault

In this case the back actuator of the helicopter is healthy, while the front actuator has an
actuator fault characterized by

fa1(t) =

{
0.1t +0.08t2, 0 s ≤ t ≤ 10 s

2cos(0.5π(t −10))+7, 10 s < t ≤ 20 s
.
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Fig. 7.5 Control effort: Case 1.

It is shown in Fig. 7.6 that the proposed integrated design has better FE performance
than the separated design. The angle responses and control efforts in Figs. 7.7 - 7.8
show that only the proposed integrated design can stabilize both the elevation and pitch
angles in the presence of a single actuator fault. The nominal and separated designs
suffer from saturations in the angles and control inputs.

7.6.3 Case 3: multiple actuator faults

In this case the front and back actuators have oscillatory faults fa1 and fa2, respectively.
The faults are characterized by

fa1(t) =

{
0.1t +0.08t2, 0 s ≤ t ≤ 10 s

2cos(0.5π(t −10))+7, 10 s < t ≤ 20 s
,

fa2(t) = sin(0.5t)+0.5sin(t), 0 s ≤ t ≤ 20 s.

Similar to Case 2, the results in Figs. 7.9 - 7.11 show that compared with the other two
approaches, the proposed integrated approach achieves better performances of FE and
output stabilization. Moreover, both the nominal and separated designs have saturations
in the angles and control inputs.
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Fig. 7.6 Fault estimation performance: Case 2.

0 2 4 6 8 10 12 14 16 18 20

-31.75

0

31.75

E
le

va
tio

n 
an

gl
e 

(d
eg

)

0 2 4 6 8 10 12 14 16 18 20

Time (s)

0

10

20

32

P
itc

h 
an

gl
e 

(d
eg

)

Nominal design Separated design Integrated design

Fig. 7.7 Angle response: Case 2.

Summarizing the results of the three simulation cases: 1) Compared with the nominal
and separated designs, the proposed integrated design stabilizes the elevation and
pitch motions of the 3-DOF helicopter system with the best transient performance and
meanwhile avoids actuator saturation, no matter if actuator faults exist or not. Although
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Fig. 7.8 Control effort: Case 2.
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Fig. 7.9 Fault estimation performance: Case 3.

the separated design can also avoid actuator saturation in the presence of actuator faults,
it suffers from pitch angle oscillation. 2) The proposed integrated design approach
achieves more accurate fault estimation than the separated design.
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Fig. 7.10 Angle response: Case 3.
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Fig. 7.11 Control effort: Case 3.

The results represent well the expected behaviour of the FTC cases, since 1) the nominal
design does not include FE and FTC modules, and 2) the separated design neglects
the bi-directional robustness interactions between the FE observer and FTC system,
resulting from inaccurate estimation as well as system performance with low robustness.
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7.7 Conclusion

This chapter demonstrates the capability of the H∞ optimization approach proposed
in Chapter 4 to address the FTC problem for a nonlinear 3-DOF helicopter system
subject to actuator faults and saturation, system uncertainty, and external disturbance.
A nonlinear ASUIO is used to estimate the system state and faults and an adaptive
sliding mode FTC controller using the fault/state estimates is designed to compensate
the fault and saturation effects and robustly stabilize the elevation and pitch motions.
An integrated design approach with a new single-step LMI formulation without equality
constraints is used to solve the observer and controller gains. Compared with the
nominal control and separated FE/FTC designs, the integrated approach is shown
to be more effective for achieving robust FTC performance (stabilization and fault
compensation).



Part III

Integrated FE/FTC design for
large-scale interconnected systems



Chapter 8: Integrated FE/FTC for large-
scale interconnected systems
with application to a 3-machine
power system

8.1 Introduction

Chapters 4 - 7 deal with integrated FE/FTC designs for small-scale linear or nonlinear
systems. However, the complexity of industrial, process, banking and IT systems
increases rapidly as modern technology makes more and more use of interconnected,
embedded, networked and distributed architectures (Bakule and Rossel, 2008; Ikeda,
1989; Sandell Jr et al., 1978; Šiljak, 1991, 1996; Šiljak and Zečević, 2005). It is stated
in Šiljak (1991) that the complexity of real systems might not be well organized, whilst
for control to be effective a good structural system organization is required. This
can be achieved using a decentralized system structure in which local interconnected
subsystems are well defined. A general diagram of decentralized large-scale control
system with n subsystems is outlined in Fig. 8.1, where Si and Ci are the i-th subsystem
and its controller, respectively.

Fig. 8.1 Decentralized large-scale control systems.
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Decentralized control is economical and can be reliable. However, the disturbance
from interactions should be handled by combined use of state estimation and control.
Some researchers use decentralized observer-based control to achieve stability and
robustness control goals, e.g., Bakule and Rodellar (1996); Benigni et al. (2010); Kalsi
et al. (2009, 2010); Pagilla and Zhu (2004); Shafai et al. (2011); Tlili and Braiek (2009a).
A further challenge arises when there exist actuator, sensor or process faults. The design
problem is further complicated by the combined presence of faults and uncertainties.
This challenge goes far beyond the usual design requirements of robust control, since
the faults have to be considered as new forms of uncertainty/disturbance acting on the
system (Huang et al., 2016).

There are several powerful approaches in the literature for robust FE using specialized
observers, e.g., Chung et al. (2001); Hassan et al. (1992); Shankar et al. (2002); Yan
and Edwards (2008). If a fault signal can be reconstructed robustly then there is also
a possibility of making direct use of the fault estimate in a robust control scheme
to compensate the fault effect, providing an opportunity for good FTC performance
(Huang et al., 2016). Existing works on FTC for large-scale interconnected systems are
classified as follows.

• PFTC (without fault detection/estimation). Jin and Yang (2009) propose an adaptive
model matching control for interconnected systems with actuator faults. Panagi and
Polycarpou (2011a,b) address the decentralized FTC problems for interconnected
nonlinear systems subject to connection faults (faults on interaction functions). Amani
et al. (2014) describe a large-scale cooperative FTC system design considering actuator
faults. Naghavi et al. (2014) propose a decentralized fault tolerant predictive control
for discrete-time interconnected nonlinear systems with connection faults. Huang and
Patton (2015) develop an output feedback sliding mode FTC design for interconnected
systems with actuator faults. Yang et al. (2015) develop a fault recovery and FTC
strategy for interconnected nonlinear systems with both actuator and sensor faults.
Adaptive decentralized FTC designs are proposed in Chen et al. (2016a) and Hashemi
et al. (2016) for large-scale interconnected nonlinear systems with actuator faults.

• AFTC (with FDI). In Sauter et al. (2006) a decentralized FDI/FTC system is designed
for networked systems considering actuator faults. Patton et al. (2007) propose a FTC
design with a distributed hierarchical structure for network control systems. Patton
and Klinkhieo (2009) provide a two-level sliding mode FTC scheme for distributed
and interconnected systems. Khalili et al. (2015) deal with the decentralized fault
accommodation problem for multi-agents systems using FDI.
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However, few works have considered decentralized FTC system designs via FE, instead
of using the FDI approach. FE directly estimates the fault signal, avoiding complex
procedures of the threshold setting and fault isolation required in FDI, which can
significantly facilitate the FTC system design.

This background motivates the work in this chapter of a decentralized FTC design for
large-scale linear systems subject to uncertain nonlinear interactions and actuator or
sensor faults, using a decentralized ASUIO for simultaneous estimation of the system
state variables and faults. Compared with the existing observers for FE, comparatively
simpler implemented decentralized UIOs are developed in Hou and Müller (1994) and
Saif and Guan (1992) for state estimation. However, these UIOs require rank condition
on the system matrices and FE is out of their scope.

Moreover, there exist bi-directional robustness interactions between the FE observer
and FTC system for each subsystem, since 1) the uncertain nonlinear interactions
affect the state/fault estimation performance and 2) the estimation errors affect the
FTC system performance. A concept of integrated design is described in Chapter 3
and strategies are developed in Chapters 4 - 7 for small scale systems to handle these
bi-directional interactions to achieve robust FE/FTC design. The main contribution of
this chapter is an extension of the integrated design concept to the considered large-scale
interconnected systems, and for which an integrated decentralized FE/FTC design is
proposed based on H∞ optimization with a single-step LMI formulation.

The remainder of this chapter is organized as follows. Section 8.2 formulates the
problem. Section 8.3 proposes an integrated design for the decentralized ASUIO-based
FE and FTC controller for the large-scale systems with actuator fault. This strategy
is extended in Section 8.4 for the sensor fault case. Section 8.5 applies the proposed
designs to a 3-machine power system. Section 8.6 draws the conclusions.

8.2 Problem statement and preliminaries

Consider a large-scale system consisting of n subsystems and the i-th (i = 1,2, . . . ,n)
subsystem is represented by

ẋi = Aixi +Biui +Fi fi +hi(x, t),

yi = Cixi, (8.1)
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where xi ∈ Rni , ui ∈ Rmi , and yi ∈ Rpi are the state, control input, and system output,
respectively. fi ∈ Rqi denote the actuator fault. Ai ∈ Rni×ni , Bi ∈ Rni×mi , Ci ∈ Rpi×ni ,
and Fi ∈Rni×qi are constant matrices. hi(x, t)∈Rni is the uncertain nonlinear interaction
term with x = [x⊤1 , · · · ,x⊤n ]⊤. The following assumptions are made on the system (8.1).

Assumption 8.1 The pairs (Ai,Bi) and (Ai,Ci) are controllable and observable, respec-
tively.

Assumption 8.2 The trios (Ai,Ci,Fi) are observable, i.e., the following rank conditions

are satisfied: rank

[
Ai Fi

Ci 0

]
= ni +qi.

Assumption 8.3 The fault fi as well as its first-order derivative are norm-bounded, and
the fault is matched, i.e., rank(Bi,Fi) = rank(Bi).

Assumption 8.4 The interaction function hi(x, t) satisfies

h⊤i (x, t)hi(x, t)≤ αix⊤H⊤
0i H0ix,

where H0i is a known constant matrix and αi is some positive scalar defined as the
uncertain interaction bound.

Remark 8.1 Defining h(x, t) = [h⊤1 (x, t), · · · ,h⊤n (x, t)]⊤ as the interaction term of the
overall large-scale system, then

h⊤(x, t)h(x, t)≤ x⊤H⊤
0 H0x,

where H0 = [
√

α1H⊤
01, · · · ,

√
αnH⊤

0n]
⊤.

This chapter aims to address the following problem.

Problem 8.1 For the large-scale interconnected system (8.1) with uncertain nonlinear
interactions and actuator faults, design a decentralized ASUIO to estimate the system
states/faults together with a decentralized FTC controller to guarantee the robust stability
of the overall closed-loop system.
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8.3 Integration of decentralized FE/FTC with actuator
faults

The diagram of the proposed decentralized ASUIO-based FTC large-scale system is
outlined in Fig. 8.2, where Si, Oi, and Ci are the i-th subsystems and its observer and
controller, respectively.

Fig. 8.2 Decentralized integrated FE/FTC design for large-scale systems.

8.3.1 Decentralized FE observer design

Augmenting the i-th subsystem (8.1) into

˙̄xi = Āix̄i + h̄i(x, t)+ B̄iui + D̄id̄i,

yi = C̄ix̄i, (8.2)

where x̄i =

[
xi

fi

]
, d̄i = ḟi, Āi =

[
Ai Fi

0 0

]
, B̄i =

[
Bi

0

]
, D̄i =

[
0
Iqi

]
, C̄i = [Ci 0],

h̄i(x, t) =

[
hi(x, t)

0

]
. According to Assumption 8.2, it can be verified that the aug-

mented system (8.2) is observable.

The augmented state vector x̄i is estimated by the ASUIO in the form of

żi = Mizi +Giui +Liyi,

x̂i = zi +Hiyi, (8.3)
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where zi ∈ Rni+qi is the observer system state vector, and x̂i ∈ Rni+qi is the estimate of
x̄i. The design matrices Mi, Gi, Ni, Li and Hi are of appropriate dimensions.

Define the estimation error as ei = x̄i − x̂i, then it follows from (8.2) and (8.3) that

ėi = (ΞiĀi −Li1C̄i)ei +(ΞĀi −Li1C̄i −Mi)zi +(ΞiB̄i −Gi)ui

+
[
(ΞiĀi −Li1C̄i)Hi −Li2

]
yi +Ξih̄i(x, t)+ΞiD̄id̄i, (8.4)

where Ξi = Ini+qi −HiC̄i and Li = Li1 +Li2.

Necessary conditions for the asymptotic stability of the error system (8.4) are

Mi is Hurwitz, (8.5)

ΞiĀi −Li1C̄i −Mi = 0, (8.6)

ΞiB̄i −Gi = 0, (8.7)

(ΞiĀi −Li1C̄i)Hi −Li2 = 0. (8.8)

Note that the design matrices Mi, Gi, and Li2 can be calculated directly from (8.6) - (8.8)
once the matrices Li1 and Hi are obtained. Thus, the main task in the following is to
design the matrices Li1 and Hi. With the satisfaction of (8.6) - (8.8), (8.4) is rearranged
into

ėi = (ΞiĀi −Li1C̄i)ei +Ξih̄i(x, t)+ΞiD̄id̄i. (8.9)

8.3.2 Decentralized FTC controller design

An FTC controller for the i-th subsystem (8.1) is given as

ui =−Kix̂i, (8.10)

where Ki =
[
Kxi K f i

]
and Kxi ∈ Rmi×ni is the nominal controller gain and K f i ∈ Rmi×qi

is the actuator fault compensation gain which is chosen as K f i = B†
i Fi.

Substituting (8.10) into (8.1) gives the closed-loop system

ẋi = (Ai −BiKxi)xi +BiKiei +hi(x, t). (8.11)
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8.3.3 Integrated synthesis of FE/FTC

The closed-loop system composed of (8.9) and (8.11) is

ẋi = (Ai −BiKxi)xi +BiKiei +hi(x, t),

ėi = (ΞiĀi −Li1C̄i)ei +Ξih̄i(x, t)+ΞiD̄id̄i. (8.12)

Therefore, the augmented closed-loop system of the overall large-scale system is

ẋ = Ãx+ F̃e+h(x, t),

ė = Ãee+Ξh̄(x, t)+ΞD̄d̄,

z = Cxx+Cee, (8.13)

where z ∈ Rr is the measured output used to verify the closed-loop system perfor-
mance with matrices Cx ∈ Rr×n and Ce ∈ Rr×(n+q1), and e = [e⊤1 , · · · , e⊤n ]

⊤, d̄ =

[d̄⊤
1 , · · · , d̄⊤

n ]⊤, h̄i(x, t) = [h̄⊤1 (x, t), · · · , h̄⊤n (x, t)]
⊤, Ã = diag(A1 −B1Kx1, · · · ,An −

BnKxn), F̃ = diag(B1K1, · · · ,BnKn), Ξ = diag(Ξ1, · · · ,Ξn), D̄ = diag(D̄1, · · · , D̄n),
Ãe = diag(Ξ1Ā1 −L11C̄1, · · · ,ΞnĀn −Ln1C̄n).

Now the considered integrated design problem can be stated as follows: design the
controller gains Kxi (i = 1, . . . ,n) and observer parameter matrices Li1 (i = 1, . . . ,n) to
ensure the robust stability of the overall closed-loop system (8.13). This design problem
is solved using Theorem 8.1 with a single-step LMI formulation described as follows.

Theorem 8.1 Under Assumptions 8.1 - 8.4, given positive scalars γ , αi, εi1, and εi2,
i = 1,2, . . . ,n, the overall closed-loop system (8.13) is stable with H∞ performance
∥Gzd̄∥∞ < γ , if there exist symmetric positive definite matrices Zi ∈Rni×ni , Qi1 ∈Rni×ni ,
Qi2 ∈Rqi×qi , and matrices M1i ∈Rmi×ni , M2i ∈Rni×pi , M3i ∈Rqi×pi , M4i ∈Rni×pi , and
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M5i ∈ Rqi×pi , i = 1, . . . ,n, such that



Π11 Π12 Π13 0 Π15 0 Π17 0 0
⋆ Π22 0 Π24 0 Π26 0 Π28 Π29

⋆ ⋆ −ε
−1
1 Z 0 0 0 0 0 0

⋆ ⋆ ⋆ −ε1Z 0 0 0 0 0
⋆ ⋆ ⋆ ⋆ −εI 0 0 0 0
⋆ ⋆ ⋆ ⋆ ⋆ −ε1I 0 0 0
⋆ ⋆ ⋆ ⋆ ⋆ 0 −I 0 0
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ −I 0
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ −γ2


< 0, (8.14)

where

ε = σ(ε1 + ε2),ε1 = diag(ε11, · · · ,εn1),

σ = diag(σ1, · · · ,σn) = diag(1/α1, · · · ,1/αn),

Π11 = diag(Π111, · · · ,Π11n) , Π11i = He(AiZi −BiM1i)+ ε
−1
i2 I,

Π12 = diag([0 F1], · · · , [0 Fn]) , Π13 = diag(B1M1i, · · · ,BnM1n),

Π15 =


Z1H⊤

011 · · · Z1H⊤
0n1

...
...

...
ZnH⊤

01n · · · ZnH⊤
0nn

 , Π17 =


Z1C⊤

x1
...

ZnC⊤
xn

 ,
Π22 = diag(Π221, · · · ,Π22n), Π22i =

[
Ξ22i Ξ23i

⋆ Ξ33i

]
,

Ξ22i = He(Qi1Ai −M4iCiAi −M2iCi),

Ξ23i = Qi1Fi −M4iCiFi − (M5iCiAi +M3iCi)
⊤,

Ξ33i = He(−M5iCiFi), Π24 = [0; I] , Π26 = diag(Q1Ξ1, · · · ,QnΞn),

QiΞi =

[
Qi1 −M4iCi 0
−M5iCi Qi2

]
, Π28 =


C⊤

e1
...

C⊤
en

 ,
Π29 = diag(Π291, · · · ,Π29n), Π29i =

[
0

Qi2

]
.

Then the gains are given by:

Kxi = M1iZ−1
i , Li11 = Q−1

i1 M2i, Li12 = Q−1
i2 M3i, Hi1 = Q−1

i1 M4i, Hi2 = Q−1
i2 M5i.
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Proof: Denote χ1 = h̄⊤(x, t)Ξ⊤Qe+e⊤QΞh̄(x, t). Consider a Lyapunov function Ve =

e⊤Qe. It follows that for some positive scalar ε1 = diag(ε11, · · · ,εn1),

χ1 = −
[√

ε1
−1

Ξ
⊤Qe−

√
ε1h̄(x, t)

]⊤
×
[√

ε1
−1

Ξ
⊤Qe−

√
ε1h̄(x, t)

]
+ε

−1
1 e⊤QΞΞ

⊤Qe+ ε1h̄⊤(x, t)h̄(x, t)

≤ ε
−1
1 e⊤QΞΞ

⊤Qe+ ε1x⊤H⊤
0 H0x.

The time derivative of Ve along (8.9) is

V̇e = e⊤He(QÃe)e+χ1

≤ e⊤[He(QÃe)+ ε
−1
1 QΞΞ

⊤Q]e+ ε1x⊤H⊤
0 H0x. (8.15)

Consider another Lyapunov function Vx = x⊤Px. Denote χ2 = h⊤(x, t)Px+ x⊤Ph(x, t),
it follows that for some positive scalar ε2 = diag(ε12, · · · ,εn2),

χ2 = −
[√

ε2
−1Px−

√
ε2h(x, t)

]⊤
×
[√

ε2
−1Px−

√
ε2h(x, t)

]
+ε

−1
2 x⊤PPx+ ε2h⊤(x, t)h(x, t)

≤ ε
−1
2 x⊤PPx+ ε2x⊤H⊤

0 H0x.

Then the time derivative of Vx along (8.11) is

V̇x = x⊤He(PÃ)x−He(x⊤PF̃e)+χ2

≤ x⊤
[
He(PÃ)+ ε

−1
2 PP

]
x+ ε2x⊤H⊤

0 H0x−He(x⊤PF̃e). (8.16)

Let ξ = [x⊤ e⊤]⊤, the H∞ performance ∥Gzd̄∥∞ < γ can be represented as

J =
∫

∞

0

(
z⊤z− γ

2d̄⊤d̄
)

dt < 0. (8.17)
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Under zero initial conditions

J =
∫

∞

0

(
z⊤z− γ

2d̄⊤d̄ +V̇x +V̇e

)
dt −

∫
∞

0

(
V̇x +V̇e

)
dt

=
∫

∞

0

(
z⊤z− γ

2d̄⊤d̄ +V̇x +V̇e

)
dt − (Vx(∞)+Ve(∞))+(Vx(0)+Ve(0))

≤
∫

∞

0

(
z⊤z− γ

2d̄⊤d̄ +V̇x +V̇e

)
dt.

Now, a sufficient condition of (8.17) is

z⊤z− γ
2d̄⊤d̄ +V̇x +V̇e < 0. (8.18)

Substituting (8.15) and (8.16) into (8.18) yields

 x

e

d̄


⊤ J11 J12 0

⋆ J22 J23

⋆ ⋆ −γ2I


 x

e

d̄

< 0, (8.19)

where J11 = He(PÃ)+ (ε1 + ε2)H⊤
0 H0 + ε

−1
2 PP+C⊤

x Cx, J12 = PF̃ ,J22 = He(QÃe)+

ε
−1
1 e⊤QΞΞ⊤Q+C⊤

e Ce, and J23 = QΞD̄.

Define Z = P−1. Pre- and post-multiplying both sides of (8.19) with diag(Z, I, I), then
(8.19) is equivalently converted into

 J11 J12 0
⋆ J22 J23

⋆ ⋆ −γ2I

< 0, (8.20)

where J11 = He(ÃZ)+(ε1+ε2)ZH⊤
0 H0Z+ε

−1
2 I+ZC⊤

x CxZ,J12 = F̃ , J22 = He(QÃe)+

ε
−1
1 QΞΞ⊤Q+C⊤

e Ce, and J23 = QΞD̄.

Define Z = diag(Z1, · · · ,Zn), Q = diag(Q1, · · · ,Qn), and Qi = diag(Qi1,Qi2). Note
that J12 = diag([0 F1], · · · , [0 Fn])+diag([B1 Kx1 0], · · · , [Bn Kxn 0]) . Using the Young
inequality (see Appendix A.4), it follows that for some positive scalars εi1, i = 1, . . . ,n,
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 0 B1Kx1 0
0 0 0
0 0 0

≤ ε
−1
11

 0
I

0

Z−1
1

 0
I

0


⊤

+ ε11

 B1Kx1Z1

0
0

Z−1
1

 B1Kx1Z1

0
0


⊤

,

 0 0 0
0 BiKxi 0
0 0 0

≤ ε
−1
i1

 0
I

0

Z−1
i

 0
I

0


⊤

+ εi1

 0
BiKxiZi

0

Z−1
i

 0
BiKxiZi

0


⊤

.

Denote Π22 = He(QÃe) with the structure Π22 = diag(Π221, · · · ,Π22n). Note that

Π22i =

[
Ξ22i Ξ23i

⋆ Ξ33i

]
, Ξ33i = He(−Qi2Hi2CiFi),

Ξ22i = He(Qi1(Ai −Hi1CiAi −Li11Ci)),

Ξ23i = Qi1Fi −Qi1Hi1CiFi − (Hi2CiAi +Li12Ci)
⊤Qi2.

Define M1i = KxiZi, M2i = Qi1Li11, M3i = Qi2Li12, M4i = Qi1Hi1, M5i = Qi2Hi2, and
H⊤

0i = [H0i1, · · · ,H0in]
⊤ , i = 1, . . . ,n. Using the Schur complement repeatedly, (8.20)

can be finally formulated into (8.14). □

8.4 Extension to sensor fault case

Consider a large-scale system consists of n subsystems and the i-th (i = 1,2, . . . ,n)
subsystem is

ẋi = Aixi +Biui +hi(x, t),

yi = Cixi +Fsi fsi, (8.21)

where xi ∈ Rni , ui ∈ Rmi , and yi ∈ Rpi are the state, control input, and system output
vectors, respectively. fsi ∈ Rqi denotes the sensor fault. Ai ∈ Rni×ni , Bi ∈ Rni×mi ,
Ci ∈ Rpi×ni , and Fsi ∈ Rpi×qi are constant matrices. hi(x, t) ∈ Rni is the uncertain
nonlinear interaction term with x = [x⊤1 , · · · ,x⊤n ]⊤. The following Assumption is made
for the sensor fault.

Assumption 8.5 The fault fsi is norm-bounded and rank(Fsi) = qi.

Assumption 8.6 The trios (Ai,Ci,Fsi) are observable, i.e., the following rank conditions

are satisfied: rank

[
Ai 0
Ci Fsi

]
= ni +qi.
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For the large-scale interconnected system (8.21) with uncertain nonlinear interactions
and sensor faults, design a decentralized observer to estimate the system state and faults
and a decentralized FTC controller based on the estimates to guarantee robust stability
of the overall closed-loop system.

By treating the sensor fault as a new system state the i-th subsystem (8.21) can be
augmented into

˙̄xi = Āix̄i + h̄i(x, t)+ B̄iui + D̄id̄i,

yi = C̄ix̄i, (8.22)

where x̄i =

[
xi

fsi

]
, d̄i = ḟsi, Āi =

[
Ai 0
0 0

]
, B̄i =

[
Bi

0

]
, D̄i =

[
0
Iqi

]
, C̄i =

[Ci Fsi], h̄i(x, t) =
[
h⊤i (x, t) 0

]⊤
. According to Assumption 8.6, it can be verified that

the augmented system (8.22) is observable.

It can be seen that (8.22) is in a similar form of (8.2), thus the following ASUIO is used
to estimate the new state x̄i,

żi = Mizi +Giui +Liyi,

x̂i = zi +Hiyi, (8.23)

where zi ∈ Rni+qi is the observer system state vector and x̂i ∈ Rni+qi is the estimate
of x̄i. The matrices Mi ∈ R(ni+qi)×(ni+qi), Gi ∈ R(ni+qi)×m, ni ∈ R(ni+qi)×(ni+qi), Li ∈
R(ni+qi)×pi , and Hi ∈ R(ni+qi)×qi are to be designed.

Define the estimation error as ei = x̄i − x̂i, then it follows from (8.2) and (8.3) that

ėi = (ΞiĀi −Li1C̄i)ei +(ΞĀi −Li1C̄i −Mi)zi +(ΞiB̄i −Gi)ui

+
[
(ΞiĀi −Li1C̄i)Hi −Li2

]
yi +Ξih̄i(x, t)+ΞiD̄id̄i, (8.24)

where Ξi = Ini+qi −HiC̄i and Li = Li1 +Li2.
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Necessary conditions for the asymptotic stability of the error system (8.4) are

Mi is Hurwitz, (8.25)

ΞiĀi −Li1C̄i −Mi = 0, (8.26)

ΞiB̄i −Gi = 0, (8.27)

(ΞiĀi −Li1C̄i)Hi −Li2 = 0 (8.28)

ΞiD̄i = 0. (8.29)

Since C̄iD̄i = Fsi, then rank(C̄iD̄i) = rank(D̄i) = qi. Hence, there exists a matrix Hi =

D̄iF
†
si such that (8.29) is satisfied. Note that the design matrices Mi, Gi, and Li2 can be

calculated directly from (8.26) - (8.28) once the matrix Li1 is obtained. Thus, the main
task in the following is to design the matrix Li1. With the satisfaction of (8.26) - (8.29),
(8.24) is rearranged into

ėi = (ΞiĀi −Li1C̄i)ei +Ξih̄i(x, t). (8.30)

Remark 8.2 The deduction of (8.30) uses the matrix equations defined in (8.26) - (8.28).
Moreover, it is different from (8.4) that the disturbance term ΞiD̄id̄i (Ξi = Ini+qi −HiC̄i)
is removed in (8.30). This is because rank(C̄iD̄i) = rank(D̄i) = qi, so there always exists
a matrix Hi = D̄i(C̄iD̄i)

⊤(C̄iD̄i(C̄iD̄i)
⊤)† such that ΞiD̄i = 0. Hence, in the error system

dynamics (8.30), only the matrix Li1 needs to be determined.

An FTC controller for the i-th subsystem (8.21) is given as

ui = Kix̂i, (8.31)

where Ki = [Kxi 0] and Kxi ∈ Rmi×ni is the normal controller gain.

Substituting (8.31) into (8.21) yields the closed-loop system

ẋi = (Ai +BiKxi)xi −BiKiei +hi(x, t),

yci = yi −Fsi f̂si, (8.32)

where yci is the system output with sensor fault compensation and f̂si =
[
0 Iqi

]
x̂i is the

sensor fault estimate.
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Combining (8.30) and (8.32) into a composite closed-loop system

ẋi = (Ai +BiKxi)xi −BiKiei +hi(x, t),

ėi = (ΞiĀi −Li1C̄i)ei +Ξih̄i(x, t),

yci = yi −Fsi f̂si. (8.33)

Hence, the composite closed-loop large-scale system is

ẋ = Ãx− F̃e+h(x, t),

ė = Ãee+Ξh̄(x, t),

yc = y−Fs f̂s, (8.34)

where e = [e⊤1 , · · · ,e⊤n ]⊤, yc = [y⊤c1, · · · ,y⊤cn
]⊤, y = [y⊤1 , · · · ,y⊤n ]⊤, f̂s = [ f̂⊤s1, · · · , f̂⊤sn]

⊤,
h̄i(x, t) = [h̄⊤1 (x, t), · · · , h̄⊤n (x, t)]⊤, Ã = diag(A1 +B1Kx1, · · · ,An +BnKxn),
F̃ = diag(B1K1, · · · ,BnKn), Ξ = diag(Ξ1, · · · ,Ξn), Fs = diag(Fs1, · · · ,Fsn),
Ãe = diag

(
Ξ1Ā1 −L11C̄1, · · · ,ΞnĀn −Ln1C̄n

)
.

Now the integrated design problem considered is reformulated as follows: design the
controller gains Kxi (i = 1, . . . ,n) and observer parameter matrices L1i (i = 1, . . . ,n) to
ensure the robust stability of the overall closed-loop system (8.34).

This design problem is solved in the sequel using Theorem 8.2 with a single-step LMI
formulation.

Theorem 8.2 Under Assumptions 8.1, 8.4 and 8.5, given positive scalars αi, εi1, and
εi2, i = 1,2, . . . ,n, if there exist symmetric positive definite matrices Zi ∈ Rni×ni , Qi1 ∈
Rni×ni , Qi2 ∈ Rqi×qi , and the matrices M1i ∈ Rmi×ni , M2i ∈ Rni×pi , and M3i ∈ Rqi×pi ,
i = 1, . . . ,n, such that



Π11 0 Π13 0 Π15 0
⋆ Π22 0 Π24 0 Π26

⋆ ⋆ −ε
−1
1 Z 0 0 0

⋆ ⋆ ⋆ −ε1Z 0 0
⋆ ⋆ ⋆ ⋆ −εI 0
⋆ ⋆ ⋆ ⋆ ⋆ −ε1I


< 0, (8.35)
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where

ε = σ(ε1 + ε2), ε1 = diag(ε11, · · · ,εn1),

σ = diag(σ1, · · · ,σn) = diag(1/α1, · · · ,1/αn),

Π11 = diag(Π111, · · · ,Π11n) , Π11i = He(AiZi +BiM1i)+ ε
−1
i2 I,

Π13 = diag(B1M1i, · · · ,BnM1n), Π15 =


Z1H⊤

011 · · · Z1H⊤
0n1

...
...

...
ZnH⊤

01n . . . ZnH⊤
0nn

 ,
Π22 = diag(Π221, · · · ,Π22n), Π22i =

[
Ξ22i Ξ23i

⋆ Ξ33i

]
,

Ξ22i = He(Qi1Ai −Qi1Hi1CiAi −M2iCi),

Ξ23i = M2iFsi − (Qi2Hi2CiAi +M3iCi)
⊤, Π24 =

[
0
−I

]
,

Ξ33i = He(−M3iFsi), Π26 = diag(Q1Ξ1, · · · ,QnΞn),

QiΞi =

[
Qi1 −Qi1Hi1Ci −Qi1Hi1Fsi

−Qi2Hi2Ci Qi2 −Qi2Hi2Fsi

]
.

Then the gains are given by: Kxi = M1iZ−1
i , Li11 = Q−1

i1 M2i, and Li12 = Q−1
i2 M3i.

Proof: The proof of Theorem 8.2 is similar to that of Theorem 8.1 and it is thus omitted
here. □

8.5 Application to a 3-machine power system

According to Tlili and Braiek (2009b), a 3-machine power system with steam valve
control is presented by the interconnection of 3 subsystems (see Fig. 8.3). Denote the
state vector of each machine as xi = [∆σi(t) ωi(t) ∆Pmi(t) ∆Xei(t)]⊤, then the dynamics
of the i-th machine (i = 1,2,3) are represented as

ẋi = Aixi +Biui +hi(x, t),

yi = Cixi, (8.36)
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Fig. 8.3 A 3-machine power system.

where hi(x, t)=∑
n
j=1, j ̸=i pi jGi jgi j(xi,x j) is the interaction term and gi j(xi,x j)= sin(σi−

σ j)− sin(σi0 −σ j0),

Ai =


0 1 0 0
0 −Di

2Hi

ω0
2Hi

0

0 0 −1
Tmi

Kmi
Tmi

0 Kei
TeiRiω0

0 −1
Tei

 , Bi =


0
0
0
1

Tei

 , Ci = I4, Gi j =


0

−ω0E
′
qiE

′
q jBi j

2Hi

0
0

 .

The system parameters of the i-th machine (8.36) are defined in Table 8.1. Following
the method proposed in Kalsi et al. (2009), it can be determined that the interactions
are in the form of a quadratic constraint and obtain the matrices H0i in Assumption 8.4.
The parameters of the 3-machine power system can be found in Kalsi et al. (2009).
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Table 8.1 Definitions of the physical parameters.

Parameter Physical meaning

∆Xei Control vector ui

σi Rotor angle

ωi Relative speed

Pmi Per unit (pu) mechanical power

Xei pu steam valve aperture

pi j Index of connection of the i-th and j-th machines

(0: disconnected; 1: connected)

Hi Inertia constant

Di pu damping coefficient

Tmi Time constant for the turbine

Kmi The gain of the turbine

Tei Time constant for the speed governor

Kei The gain of the speed governor

Ri pu regulation constant

Bi j pu Nodal susceptance between the i-th and j-th machines

ω0 Synchronous machine speed

σi0, Pmi0, Xei0 Nominal values of σi, Pmi, Xei

∆σi Deviation of the rotor angle (σi −σi0)

∆Pmi Deviation of the mechanical power (Pmi −Pmi0)

∆Xei Deviation of the steam valve aperture (Xei −Xei0)

8.5.1 Actuator fault case

Consider here a serious situation that all of the three machines have actuator faults in
the form of (8.1), defined as follows
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F1 = B1, f1(t) =

{
0, 0 s ≤ t ≤ 0.1 s

sin(3(t −0.1)), t > 0.1 s
,

F2 = B2, f2(t) =



0, 0 s ≤ t ≤ 0.5 s
1, 0.5 s < t ≤ 1 s
2, 1 s < t ≤ 1.5 s
0, 1.5 s < t ≤ 3 s
−1, t > 3 s

,

F3 = B3, f3(t) =


0, 0 s ≤ t ≤ 0.5 s

−0.5, 0.5 s < t ≤ 1.5 s
0.5, 1.5 s < t ≤ 2 s

cos(5t), t > 2 s

.

It is verified that Assumptions 8.1 - 8.4 are satisfied for this 3-machine system in the
presence of the previously defined actuator faults. Given ε11 = 10, ε21 = 100, ε12 = 10,
ε22 = 100, ε13 = 1000, ε23 = 1000, ε1 = ε2 = ε3 = 0.1, solving Theorem 8.1 obtains
the upper bounds of the uncertain nonlinear interactions α1 = 10,α2 = 10, and α3 = 10,
the H∞ optimization performance γ1 = 0.8, γ2 = 1, and γ3 = 0.8, and also the following
gains:

Kx1 =


2.4328
0.9389
5.4248
1.001

 , M1 =


−1.3723 0 0 0 0

0 −1.3723 0 0 0
0 0 −1.3724 0 0
0 0 0 −1.3724 0

−0.0019 −0.0656 0 −0.0018 −65.6366

 ,

Kx2 =


2.7878
1.1738
5.3665
1.001

 , M2 =


−1.3723 0 0 0 0

0 −1.3723 0 0 0
0 0 −1.3724 0 0
0 0 0 −1.3724 0
0 −0.0644 −0.002 0.0002 −64.3886

 ,

Kx3 =


3.3810
1.2474
5.4665
1.001

 , M3 =


−1.3723 0 0 0 0

0 −1.3724 0 0 0
0 0 −1.3768 0 0
0 0 0 −1.3729 0.0007

0.005 −0.0002 0.1642 −548.4984

 ,
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L1 =


0 0 0 0
0 0 0 0
0 0 −0.0001 0
0 0 0 0
0 4.1786 0 −365.18

 ,

L2 =


0 0 0 0
0 0 0 0
0 0 −0.0001 0
0 0 0 0
0 4.0991 0 −350.2003

 , L3 =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 35 0 −29537

 ,

H1 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 6.5637

 , G1 =


0
0
0
0

−65.6366

,

H2 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 6.4389

 , G2 =


0
0
0
0

−64.3886

 ,

H3 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0.9999
0 0 0 54.8498

 , G3 =


0
0
0

0.0007
−548.4984

.

Matlab simulations are carried out with initial conditions: x1(0) = [0 1 0.5 − 1]⊤,
x2(0) = [0.1 0.5 −0.1 0.5]⊤, x3(0) = [1 0.2 0.5 0]⊤, z1(0) = z2(0) = z3(0) = 0.

The results in Figs. 8.4 - 8.7 demonstrate that the proposed integrated FE/FTC design
approach achieves good actuator faults estimation performance, and it can compensate
the actuator fault in each subsystem and ensure the robust stability of the 3-machine
system in the presence of faults and uncertain nonlinear interactions.
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Fig. 8.4 Actuator faults (black dash) and their estimates (red solid).
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Fig. 8.5 States with (red solid) or without FTC (black dash) for machine 1.
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Fig. 8.6 States with (red solid) or without FTC (black dash) for machine 2.
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Fig. 8.7 States with (red solid) or without FTC (black dash) for machine 3.

8.5.2 Sensor fault case

Assume that the three machines have the following sensor faults and distribution
matrices, respectively,

Fs1 =


1
1
0
−1

 , fs1(t) =

{
0, 0 s ≤ t ≤ 1 s

0.5sin(5(t −1)), t > 1 s
,

Fs2 =


−1
1
−1
0

 , fs2(t) =



0, 0 s ≤ t ≤ 0.5 s
0.5, 0.5 s < t ≤ 1 s
1, 1 s < t ≤ 1.5 s

−0.5, 1.5 s < t ≤ 3 s
0.5, t > 3 s

,

Fs3 =


1
−1
1
−1

 , fs3(t) =


0, 0 s ≤ t ≤ 0.5 s

−0.5, 0.5 s < t ≤ 1.5 s
0.5, 1.5 s < t ≤ 2 s

cos(2t), t > 2 s

.

Assumptions 8.1, 8.4 and 8.5 are verified to be satisfied for this 3-machine system
with the sensor faults defined above. Given ε11 = 0.1, ε21 = 10, ε12 = 0.1, ε22 = 10,
ε13 = 0.1, ε23 = 0.1, ε1 = ε2 = ε3 = 0.1, solving Theorem 8.2 obtains the upper bounds
of the uncertain nonlinear interactions α1 = 10, α2 = 15, and α3 = 10, and the following



8.5 Application to a 3-machine power system 188

gains:

M1 =


−615.4441 21.9319 1.5395 −22.0801 −572.4321

20.5299 −615.3799 21.1813 −21.5835 −572.6415
−1.2619 −20.8884 −636.6549 2.6846 −21.9777
−20.5226 −21.0616 −2.9807 −615.2494 564.3018
−126.0678 −126.2065 −11.5548 121.9984 −377.2688

 ,

M2 =


−615.6669 −23.8831 20.1694 0.0134 570.6144
−18.7895 −615.0005 −2.0824 0.3019 −563.0347
21.6597 −40.4695 −615.7918 1.4403 550.8054
−0.0146 −0.3053 −1.4441 −636.6365 1.7901
126.4584 −123.0026 116.0965 0.9283 −377.2079

 ,

M3 =


−610.7560 −28.5059 25.7146 −26.6466 −528.8888
−24.2640 −609.8096 −8.1997 24.8233 521.4286
25.9215 −44.4520 −610.8856 −25.2598 −509.5380
−25.3445 28.1228 −26.6054 −610.5436 519.8343
−83.8711 81.4057 −75.6750 80.2186 −333.2816

 ,

G1 =


0
0
0

10
3.3333

 , G2 =


0
0
0

10
0

 , G3 =


0
0
0

10
2.5

 ,

L1 =


424.6334 −211.7426 −1.5395 212.8908
−211.4104 423.8744 18.0886 212.4640
−6.0640 13.5625 633.7977 7.4984
208.6232 208.5255 2.9807 417.1488
0.3115 0.1131 −1.5351 0.4245

 ,

L2 =


425.4621 215.0879 −210.3742 −0.0134
206.4677 427.0282 220.5605 −0.3019
−205.2615 224.0714 429.3328 1.4168
−0.5821 0.2654 0.8474 626.6365
−0.7224 −2.3020 −1.5795 0.0241

 ,

L3 =


478.5338 161.7281 −157.9368 158.8688
154.6212 479.1584 169.3568 −155.1804
−153.306 171.8365 480.644 155.5015
155.303 −158.7179 156.564 470.585
0.5507 1.432 0.7688 −0.1125

 ,
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H1 =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

0.3333 0.3333 0 −0.3333

 , Kx1 =


−3.3966
−1.0023
−5.4724
−0.9975

 ,

H2 =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

−0.3333 0.3333 −0.3333 0

 , Kx2 =


−3.9474
−1.2789
−5.4589
−0.9980

 ,

H3 =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

0.25 −0.25 0.25 −0.25

 , Kx3 =


−3.5927
−1.1992
−5.3466
−1.0054

 .

Simulations are performed with initial conditions: xi(0) = 0.14×1 and zi(0) = 0.14×1,
i = 1,2,3. The results in Figs. 8.8 - 8.11 show that the proposed FTC design achieves
good fault estimation and ensures the robust stability of the 3-machine system in the
presence of fault and uncertain nonlinear interactions, and the sensor faults effect on
the system outputs are well compensated.
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Fig. 8.8 Sensor fault estimation performance.
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Fig. 8.9 Outputs with (red solid) or without FTC (black dash) for machine 1.
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Fig. 8.10 Outputs with (red solid) or without FTC (black dash) for machine 2.
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Fig. 8.11 Outputs with (red solid) or without FTC (black dash) for machine 3.
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8.6 Conclusion

This chapter extends the H∞ optimization approach in Chapter 4 to large-scale intercon-
nected systems. An integrated FE/FTC design for large-scale interconnected systems
with actuator or sensor faults is proposed, using a decentralized state feedback FTC
controller and a decentralized ASUIO for simultaneous estimation of the state variable
and faults. A single-step LMI formulation without equality constraints (different from
Chapter 4) is proposed to obtain the ASUIO and FTC controller gains. It should be
emphasized that although the FE observers and FTC controllers of all the subsystems
are designed together, they are decentralized, implemented locally on each subsystem.
The local FE/FTC are able to estimate and compensate actuator or sensor faults in
each of the subsystems to achieve acceptable robust FTC performance of the whole
large-scale systems, which is demonstrated through the study of a 3-machine power
system.



Chapter 9: Summary and future research

9.1 Summary

It is shown in this thesis (Chapters 2 and 3) that the presence of uncertainty in state and
fault estimation along with the uncertainty associated with control leads to the existence
of bi-directional robustness interactions between the fault diagnosis and FTC functions.
These interactions give rise to a necessary consideration of a joint design of the fault
diagnosis and FTC to achieve robust overall system performance. This thesis presents a
new concept called integrated FE and FTC design to achieve a true integrated FTC
system, which is considered to be the fundamental contribution of this work.

To further enhance the need for integrated design, an FE-based FTC wind turbine pitch
control system is provided in Chapter 3. This example shows the power of the FE-based
FTC scheme to automatically estimate and compensate the faults and maintain nominal
robust control system performance. It also demonstrates the limitations of the separated
design used considering that bi-directional robustness interactions exist. This serves as
a practical motivation of the integrated FE/FTC design. Detailed mathematical analysis
of the need of integrated design is also provided in Chapter 3.

Following this, a number of strategies are proposed in this thesis to achieve integrated
FE/FTC designs for linear, nonlinear, and large-scale interconnected systems, summa-
rized as follows.

(1) Strategies for uncertain linear systems

• Chapter 4 proposes a H∞ optimization approach for uncertain linear systems, using
reduced-/full-order ASUIO observers for FE and sliding mode FTC controllers for fault
compensation. The integrated FE/FTC design is reformulated as an observer-based
robust control problem solved via a single-step LMI formulation. However, this strategy
can only be used to estimate and compensate continuously differentiable matched faults
and the LMI formulation leads to a design with limited freedom.
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• To overcome the limitations of the above H∞ optimization approach, a decoupling
approach is proposed in Chapter 5 for linear systems. It can estimate and compensate a
more general class of faults, which are either matched or unmatched, and differentiable
or non-differentiable. It uses an adaptive sliding mode ASUIO and an adaptive back-
stepping FTC controller. The ASUIO is designed to be decoupled from the FTC system
and it recovers the Separation Principle under the framework of integrated FE/FTC
design. The decoupling allows greater design freedom when compared with the H∞

optimization strategy. Moreover, the system perturbation (uncertainty and external
disturbance) are also estimated and compensated which helps to attain a more robust
FTC system.

(2) Strategies for uncertain nonlinear and large-scale systems

Integrated FE/FTC design strategies are proposed for nonlinear systems with Takagi-
Sugeno fuzzy modelling in Chapter 6 and with Lipschitz nonlinearity in Chapter 7,
respectively. These integrated FE/FTC strategies are based on extensions of the H∞

optimization approach proposed in Chapter 4 for linear systems, but use new single-step
LMI formulations without requiring the equality constraints that are used in Chapter 4.

Chapter 8 further extends the H∞ optimization approach for large-scale interconnected
systems with unknown nonlinear interactions and actuator/sensor faults.

Besides the above theory contributions, potential industrial applications of the proposed
strategies are also evaluated by using physical systems of a 3-DOF helicopter in Chapter
7 and a 3-machine power system in Chapter 8, respectively.

9.2 Future research

Some likely ideas for future research are listed below:

(1) Integrated FE and FTC design with reduced design complexity

• The integrated FE/FTC designs based on the H∞ optimization approach described in
Chapters 4, 6, 7, and 8 using a single-step LMI formulation has considerable design and
computational complexity, especially in the case of T-S fuzzy systems (see Section 6.5.3)
and large-scale systems. Thus, a simpler way to solve the H∞ optimization problem with
reduced design complexity is of great importance and can be an interesting research
direction.
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Since the design complexity comes from the existence of bi-directional robustness

interactions, a way to reduce the design complexity is to decouple the state/fault
observer from the FTC system. One possible solution of this is the use of the decoupling
approach proposed in Chapter 5, with further extensions to a more general class of
systems. Another alternative way is to use combined adaptive state/fault observer and
adaptive FTC controller, in which adaptive methods can be employed to automatically
estimate and compensate the bi-directional uncertainties.

• It is also important and challenging to extend the proposed integrated FE/FTC strate-
gies for more complex systems, e.g., networked control systems, hybrid systems,
stochastic systems, etc.

(2) Integrated FE and FTC design with physical constraints

Due to physical limits, there exist hard constraints (e.g., saturation and rate limits) on
the system state and control signals. The presence of faults may make the state and/or
inputs reach the constraints, leading to degraded FTC system performance or even
unstable FTC systems. Therefore, the effects of hard constraints should be taken into
account in FTC system designs.

In the past few years, several works have been published to solve this problem, see for
example, FTC designs with input saturation (Hu et al., 2011; Lu and Xia, 2013; Xiao
et al., 2012; Zuo et al., 2010), and FTC designs with both state and input constraints (Jin,
2016). An integrated FE/FTC design is proposed in Chapter 7 for a 3-DOF helicopter
with actuator faults and only input saturation constraints. Hence, future research can
focus on the integrated FE/FTC design for systems subject to a wide range of hard
constraints.



Appendix A: Lemmas used frequently
in the thesis

A.1 Bounded Real Lemma (Anderson and Vongpanitlerd,
1973)

A linear system

ẋ = Ax+Dd,

z = Cx,

is stable with H∞ performance ∥Gzd∥∞ < γ if and only if there exists a symmetric
positive definite matrix P such that

 He(PA) PD C⊤

⋆ −γI 0
⋆ ⋆ −γI

< 0.

A.2 Schur complement (Boyd et al., 1994)

For any symmetric matrix S of the form

S =

[
S11 S12

⋆ S22

]
,
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if S11 and S22 are invertible, then the following properties hold:
(1) S < 0 iff S11 < 0 and S22 −S21S

−1
11 S12 < 0;

(2) S < 0 iff S22 < 0 and S11 −S12S
−1

22 S21 < 0.

A.3 Pole placement lemma (Chilali and Gahinet, 1996)

The system ẋ = Ax is D-stable, if there exists a symmetric positive definite matrix P

such that

α ⊗P+He [β ⊗ (PA)]< 0,

where ⊗ is the Kronecker product.

Remark A.1 If D is a strip region: a < Re(λ )< b, where λ are the eigenvalues of A

and a and b are negative constants, then (A.1) is represented as

[
He(PA+A⊤P)−2bP 0

⋆ −He(PA+A⊤P)+2aP

]
< 0.

A.4 Young inequality (Boyd et al., 1994)

Given matrices X and Y of appropriate dimensions, for any matrix S > 0, it holds that

X⊤Y +Y⊤X ≤ X⊤SX +Y⊤S−1Y.



Appendix B: Notes on the Separation
Principle

Consider a linear system

ẋ = Ax+Bu,

y = Cx, (B.1)

where x(t) ∈ Rn, u(t) ∈ Rm, and y(t) ∈ Rp are the state, control input, and system
output vectors, respectively. A, B, and C are known constant matrices of compatible
dimensions. It is assumed that the system is observable and controllable.

If the system state vector x is not available for feedback control design, then the
following state observer can be designed to estimate x,

˙̂x = Ax̂+Bu+L(y− ŷ),

ŷ = Cx̂, (B.2)

where x̂ ∈Rn and ŷ ∈Rp are the estimates of x and y, respectively. L ∈Rn×p is a design
matrix.

Define the state estimation error as e = x− x̂, then it follows from (B.1) and (B.2) that
the error system is

ė = (A−LC)e. (B.3)
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A controller for stabilizing the system state x using the feedback of the state estimate x̂

is designed as

u =−Kx̂, (B.4)

where K ∈ Rm×n is the designed controller gain.

Substituting the controller (B.4) into (B.1) gives the closed-loop control system

ẋ = (A−BK)x+BKe. (B.5)

The composite closed-loop system consisting of (B.3) and (B.5) is

[
ẋ

ė

]
=

[
A−BK BK

0 A−LC

][
x

e

]
. (B.6)

It can be seen from (B.6) that the system matrix Ac =

[
A−BK BK

0 A−LC

]
is block

triangular. Thus, the eigenvalues of the composite system are the union of those of the
estimation error system and the control system, i.e., λ (Ac) = λ (A−BK)

⋃
λ (A−LC).

This implies that the state observer (B.2) does not affect the eigenvalues of the original
state feedback control system (B.5); nor are the eigenvalues of the observer affected
by the connection. Therefore, the design of the state feedback controller (B.4) and the
observer (B.2) can be carried out independently. This is called the Separation Principle

(Chen, 1995).

As analysed below, the Separation Principle is no longer satisfied if there exist system
uncertainties in the matrices A, B, and C. Assume that A0 = A+σA, B0 = B+σB, and
C0 =C0 +σC, where σA, σB, and σC are parameter uncertainties. By replacing A, B,
and C by A0, B0, and C0 in (B.6), the composite closed-loop system in the presence of
uncertainties is[

ẋ

ė

]
=

[
A+σA− (B+σB)K (B+σB)K

σA+σBK −LσC A−LC−σBK

][
x

e

]
. (B.7)
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It is obvious that the system matrix Aσ =

[
(A+σA)− (B+σB)K (B+σB)K

σA+σBK −LσC A−LC−σBK

]
is not a block triangular. This means that the observer and control system affect each
other and cannot be designed independently. Therefore, the existence of uncertainties
breaks down the Separation Principle.

Example B.1 Consider a linear system in the form of (B.1) with

A =

[
0 1
1 1

]
, B =

[
0
1

]
, C = [1 0] , K = [16 9] , L =

[
18
89

]
.

According to (B.6),

λ (Ac) = (−3,−5,−10,−7),

λ (A−BK) = (−3,−5), λ (A−LC) = (−10,−7). (B.8)

Hence, λ (Ac) = λ (A−BK)
⋃

λ (A−LC), the Separation Principle holds.

Suppose there exist the following uncertainties in the system: σA = 0.02A, σB = 0.01B,
and σC = 0.05C, then according to (B.7),

λ (Aσ ) = (−12.1779,−5.3602± j3.5698,−2.2617),

λ (A+σA− (B+σB)K) = (−3.1193,−4.9507),

λ (A−LC−σBK) = (−9.6572,−7.4328). (B.9)

It can be seen from (B.9) that the Separation Principle is not satisfied in the uncertain
case. In the real design procedure, if the system uncertainties (σA, σB, and σC) are
ignored, then the Separation Principle is satisfied and the observer and controller are
designed separately with desired eigenvalues (B.8). However, when the observer and
controller are applied to the real uncertain system, the real eigenvalues of the composite
system are (B.9), which are quite different from the desired ones. Therefore, in the
presence of the uncertainties, the separated design observer and controller cannot
guarantee desired estimation and control performances.
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