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Abstract 

The alpha rhythm (8-12Hz) was the first EEG rhythm recorded by Hans Berger in 

1929. Despite being the earliest rhythm discovered, alpha rhythms remain the most 

mysterious in terms of mechanism and function. In the visual system, post-stimulus 

alpha oscillations are observed upon closing of the eyes or removal of visual 

stimulus. Alpha rhythms have been implicated in functional inhibition and short 

term memory. 

This thesis presents a rat in vitro model of the cortical alpha rhythm. This was 

achieved by mimicking the neuromodulatory changes that occur upon the removal 

of visual stimulus. Beta oscillations were induced by excitation of the visual cortex 

slice using the glutamate agonist kainate [800nM] to mimic sensory stimulation. 

This excitatory drive was then reduced using the AMPA and KA receptor antagonist 

NBQX [5M], followed by the blocking of neuronal Ih current with DK-AH269 

[10M] to produce alpha frequency oscillations. 

Alpha activity was seen throughout all cortical laminae, with alpha power 

predominating in layer IV of the V1. The rhythm was found to be critically 

dependent upon NMDA receptor-mediated connections between neurons which 

required the need to be potentiated in the prior excitation phase leading to beta 

frequency oscillations. Alpha activity was also dependent upon gap junctional 

coupling and had neuromodulatory effects similar to the human profile of alpha. 

Alpha oscillations were generated by pyramidal neurons found in layer IV of the V1 

which elicited burst discharges. The alpha rhythm was not dominated by synaptic 

inhibition despite the functional inhibition role it is thought to play. Instead, the 

alpha rhythm appeared to dynamically uncouple activity in the primary 

thalamorecipient neurons (layer IV regular spiking cells) from down-stream activity 

in both supragranular and infragranular layers. In this manner, the alpha rhythm 

appears to be ideally constructed to prevent ascending visual information from 

both passing on to higher order visual areas, and also being influenced by top-down 

signal from these areas. 
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Over the last century huge advances in our understanding of brain function have 

occurred. Out of these advances two general principles arise: Firstly specific 

functions are, to a large extent, anatomically compartmentalised in the central 

nervous system (CNS). Distinct areas of the CNS are activated during certain motor, 

affective and cognitive tasks as revealed by functional magnetic resonance imaging 

(fMRI) (Huettel SA, 2014), and through selective loss of function following spatially 

localised stroke damage (Calautti and Baron, 2003). Secondly, the coordination of 

activity of neurons within discrete brain areas, and coordination of neurons across 

areas with different primary functions, is performed in the time dimension (Lopes 

da Silva, 1991).  

The timing of activity in neuronal populations has been shown to be intrinsically 

linked to certain aspects of brain function (Gray and Singer, 1989; O'Keefe and 

Recce, 1993). The time at which one neuron generates an output (action potential) 

relative to the average activity in the population of neurons around it appears to be 

most important. Such average activity is readily recorded, non-invasively, as brain 

waves via the encephalogram (EEG or MEG). However, the most common and 

earliest brain wave to be discovered (the alpha rhythm (for history see (Gastaut, 

1974)) is still the most mysterious in terms of function and underlying mechanism.   

The aim of this section is to provide the background used to shape the experiments 

performed in this thesis to try and address the mechanism and function of the 

alpha rhythm. 
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1.1 The visual cortex 

The alpha rhythm (8-12 Hz) occurs in many brain regions such as sensorimotor and 

temporal cortices (where it is known as the mu and tau rhythm respectively), the 

frontal lobes and the visual cortex (see below). In mammals the largest magnitude 

alpha rhythm is observed in the visual cortex. It was therefore decided to focus on 

this area of the brain to try and generate a model that would allow further 

understanding of alpha rhythm mechanism and function. In doing so it is necessary 

to ĐoŶsideƌ ǁhat ŵaǇ ďe ͚speĐial͛ aŶatoŵiĐallǇ aŶd ĐǇtoaƌĐhiteĐtoŶiĐallǇ to giǀe rise 

to the very large observed alpha rhythms there. 

1.1.1 Structure 

The visual cortex is one of the most specialised sensory structures in the brain. It is 

located at the back of the brain in the occipital lobe and consists of the primary 

visual cortex (V1) – also called the striate cortex - and extrastriate areas (V2-V5). 

Almost all visual information reaches the brain through the primary visual cortex. In 

humans, the V1 contains 6 layers of cells; the main input layer from the visual 

thalamus is the highly developed and heterogeneous layer IV. Its laminar structure 

is completely different from all other brain regions; layer IV contains a strip of white 

matter visible under light microscopy. This consists of a vast amount of myelinated 

axons (Funkhouser, 1915), leŶdiŶg it the alteƌŶatiǀe Ŷaŵe ͚stƌiate Đoƌteǆ͛. 

Interlaminar vertical connections allow the relay of cortical inputs and outputs. 

Horizontal connections allow for information to be transferred adjacently and to 

other cortical areas.  

Neurons in supragranular and infragranular layers resemble cytoarchitectonically 

those reported in other primary sensory areas. Layer 2/3 neurons tended to be 

regular spiking pyramids with excitatory and inhibitory synaptic inputs similar to 

those seen for somatosensory and auditory cortices (Jang et al., 2012). Layer 5 

neurons were generally classified as regular spiking and burst firing (Zarrinpar and 

Callaway, 2014) as seen for auditory and parietal layer 5 neurons (Roopun et al., 

2006; Roopun et al., 2010).  
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Similarly, the large layer IV in the V1 contained a mixture of spiny stellate 

(multipolar) excitatory neurons and small pyramidal neurons as seen in the primary 

input layer in other sensory areas (Feldman and Peters, 1978). Inputs to these layer 

IV cells from visual thalamus were seen to be large and rapidly adapting (MacLean 

et al., 2006; Kloc and Maffei, 2014) relative to, for example, the auditory 

thalamocortical pathway (Richardson et al., 2009). The pyramidal cells contain long 

axons which project out of the cortex as well as locally. There are two types of 

stellate cells: spiny stellate cells and smooth stellate cells containing spiny or 

smooth dendrites respectively. They are small cells with axons which terminate 

within the V1. Pyramidal and spiny stellate cells are excitatory and utilize excitatory 

neurotransmitters such as acetylcholine and glutamate. Smooth stellate cells are 

inhibitory and contain GABA (Lund, 1973; Lund and Yoshioka, 1991; Peters and 

Sethares, 1991). 

From the above, other than the larger, more overtly sublaminated nature of layer 

IV in the V1 there appears to be little in the literature that points to a putative 

mechanism for the large-amplitude alpha rhythm generation in this area. However, 

very little is known about the intrinsic and synaptic properties of V1 layer IV 

neurons during rhythmic activity and so this was investigated in this thesis. 

1.1.2 Connections of the Primary Visual Cortex 

Another possibility for the large-scale presence of the alpha rhythm in the V1 is that 

it manifests through the convergence of inputs from other brain regions. We 

therefore need to consider the connections to this area in more detail.  

The lateral geniculate nucleus (LGN) is found in the thalamus of the brain and is the 

main receiver of visual information from the retina, with around 90% of axons from 

the retina terminating here. The LGN contains 6 layers; neurons within the different 

layers are segregated according to size. Magnocellular (M) cells (responsible for 

contrast, depth and movement) are large cells found in layers 1 and 2 of the LGN. 

Parvocellular (P) cells (critical for colour and position) are smaller cells found in 
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layers 3-6 (Livingstone MS, 1988). Inputs from the LGN terminate mainly in layer IV 

of the V1 (Nauta, 1954).  

As mentioned above, layer IV in the V1 is highly specialised. It is subdivided into 

four different layers: 4A, 4B, 4Cand 4Cfigure 1.1)The different neurons of the 

LGN terminate in different sublayers of layer 4; M cells primarily terminating in 

Cand 4B and P cells terminating in 4C and 4A (Hubel and Weisel, 1972; 

Fitzpatrick et al., 1983; Blasdel, 1983). Between the M and P layers of the LGN there 

are intralaminar (koniocellular) layers (Kaas et al., 1978). K cells (concerned with 

short wavelength colour) terminate in superficial layers 2 and 3 of the primary 

ǀisual Đoƌteǆ iŶ stƌuĐtuƌes kŶoǁŶ as ͚ďloďs͛. 

Information from the retina enters the lateral geniculate nucleus and is transmitted 

to the primary visual cortex by the above described geniculate neurons. 

Information flows through the layers of the cortex starting with spiny stellate cells 

which distribute the input to supra- and infragranular layers whose pyramidal cells 

project back subcortically and out to other regions of the brain.  
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Figure 1.1 Connections and layers of the primary visual cortex. Adapted from Kandel ER 

(2000) (A) Inputs from the lateral geniculate nucleus terminate mostly in layer IV. The 

intralaminar (I) cells terminate in blobs in layers 2 and 3. Parvocellular (P) neurons end in 

layer 4Cwith minor inputs to 4A and 1. Magnocellular (M) neurons end in layer 4CBoth 

M and P pathways have axons terminating in layer 6. (B) Resident cells of the primary visual 

cortex. Pyramidal and stellate cells are contained within the visual cortex. Pyramidal cells 

are excitatory with long, spiny dendrites and axons that project out of the cortex. Spiny 

stellate cells are excitatory and smooth stellate cells inhibitory; these cells are local. (C) 

Inputs from M and P cells terminate on spiny stellate cells in 4C layer subtypes, these 

project to layer 4B and 2/3. Inputs from I cells terminate in layers 2 and 3. Layers 2 and 3 

contain axons from pyramidal cells in layers 5 and 6. Layer 6 pyramidal cells feedback to 

smooth stellate cells in layer 4C. Cells in layers 2, 3 and 4B project to other extrastriate 

cortical areas. Cells in layers 5 and 6 project to subcortical areas (i.e. LGN).  

1.1.3 Function 

The primary function of the visual cortex is the processing of visual information. 

While performing visual cognitive tasks, this area is seen to be the source of a rich 

array of brain rhythms (in addition to the alpha rhythm), which have been the focus 

of much study for over a century. It has been shown to generate gamma rhythms 

(Gray and Singer, 1989; Oke et al., 2010) and was the source of the original work 

linking these 30–80 Hz rhythms with primary sensory processing theories. It also 
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generates beta rhythms (12-30Hz) (Tallon-Baudry et al., 2001) and, most famously, 

alpha rhythms (8-12 Hz) (Berger, 1929). 

Work linking brain function to rhythmic changes in the electrical activity of 

populations of neurons began with the invention of the electroencephalogram 

(EEG), though recently more invasive and in vitro techniques have been used to 

great effect to expand on this relationship. The next section considers a general 

overview of brain rhythm subtypes, their mechanisms (where known) and their 

relation to visual cortical function. 

1.2 The EEG 

The electroencephalogram (EEG) is a non-invasive method of recording electrical 

activity from the brain. Populations of neurons give rise to synchronised neural 

activity, known as neuronal oscillations which can be recorded by placing 

electrodes over the scalp. The first discovery of the electrical nature of the brain 

was by Richard Caton in 1875, who observed electrical impulses from the surface of 

the skull in living animals. Hans Berger then went on to develop the EEG in 1929. 

Using the EEG he was able to describe the different brain rhythms present in the 

brain, most famously the alpha rhythm (8-12Hz) in the occipital cortex, and its 

suppression upon opening of the eyes. Since this early work, EEG studies have 

shown oscillations occur at a range of distinct frequencies depending on the 

suďjeĐt͛s ďehaǀiouƌal state. ‘hǇthŵiĐ aĐtiǀitǇ is ĐoŶstaŶtlǇ oŶgoiŶg thƌoughout the 

brain with activity being most obvious in a state of sleep, with very large amplitude 

rhythms occurring at a low frequency. In contrast during a state of attentiveness, 

higher frequency rhythms occur at a lower amplitude suggesting the frequency of 

these rhythms are related to behavioural states. 
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Figure 1.2. Multiple EEG-like oscillations generated from brain slices in vitro. The figure 

shows a montage of spectra derived from different brain slices (frontal cortex, parietal 

cortex, and auditory cortex) in different physiological and neuromodulatory conditions. All 

ƌhǇthŵs ǁeƌe ͚peƌsisteŶt͛ iŶ that theǇ ǁeƌe geŶeƌated ĐoŶtiŶuouslǇ aŶd all ǁeƌe ƌeĐoƌded 

as local field potentials. Whittington, unpublished figure. 

1.3 Neuronal oscillations 

As previously mentioned, neuronal oscillations are critical in understanding how the 

electrical activity of the brain is associated with the behavioural state. Network 

oscillations of frequencies equivalent to those seen in EEG studies can be generated 

in vitro, from isolated sections of rodent brain. They show very similar 

characteristics to human EEG recordings, sharing the same frequency bands (alpha, 

beta and gamma). The exception is theta oscillations which have been shown to be 

slower in humans (1-4Hz) than rodents (4-10Hz), in in vivo recordings from the 

hippocampus (Watrous et al., 2013; Jacobs, 2014). The reproduction of a broad 

spectrum of EEG-like oscillations in very small, isolated sections (figure 1.2) of brain 

strongly suggests that their underlying mechanisms involve local neuronal circuits. 
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Thus, these models are useful in studying and understanding the mechanisms 

underlying the generation of these rhythms in many ways: at a cellular level i.e. 

what cell types are involved, the synaptic connectivity of each rhythm and their 

local network function in terms of shaping cortical inputs, outputs and horizontal 

interactions.  

1.4 Classification of oscillations 

Neuronal oscillations are typically classified into distinct frequency bands to help 

quantify their involvement in determining the behavioural state. However, for the 

most part, this frequency classification also reflects the different mechanisms 

underlying each of the rhythms (Kopell et al., 2010). Below is an introduction to the 

various forms of EEG rhythm that can be recorded. Rhythms that are not explored 

experimentally in this thesis are mentioned only briefly. Those that feature in 

chapter 3 are dealt with in more detail, with specific reference to visual cortical 

function. 

1.4.1 Slow wave oscillations 

Slow wave oscillations (SWO) (<1Hz) dominate the EEG during deep sleep and 

anaesthesia (Steriade et al., 1993b) and are thought to represent a sleep state 

involved in declarative memory consolidation (Steriade et al., 1993a; Sirota and 

Buzsaki, 2005). They are large amplitude oscillations, suggesting robust local 

synchrony, and are thought to be generated intracortically with the involvement of 

vast cortical connections. SWO have been observed in the cortex of anaesthetised 

cats and can survive thalamic lesions (Steriade et al., 1993a).  

SWO have been modelled in vitro using brain slice preparations from ferret 

neocortex (Sanchez-Vives and McCormick, 2000). They were found to originate in 

layer V of the cortex, propagating up to layer IV and layers II/III, generated from 

interplay between excitatory pyramidal cells and inhibitory interneurons. The 

depolaƌisiŶg ͚up͛ phase aŶd a hǇpeƌpolaƌisiŶg ͚doǁŶ͛ phase allows a self-maintained 

circuit. 
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1.4.2 Delta oscillations 

Delta oscillations (1-4Hz) are also high amplitude oscillations associated with sleep, 

predominating during stages 3-4 of non-rapid eye movement (NREM) sleep and, 

again, are associated with memory consolidation and formation (Huber et al., 

2004). The delta oscillation has 2 components, one which originates in the cortex 

and one in the thalamus. 

Delta oscillations generated in the thalamus are thought to be mediated by intrinsic 

cellular conductances: hyperpolarization activated current (Ih) and low-threshold 

calcium current (It) (Crunelli et al., 2006). There are delta oscillations which are 

cortical in origin (Fell et al., 2002) and can persist without the thalamus (Steriade et 

al., 1993b). As with slow waves, cortical delta was also observed originating in layer 

V of rat neocortex (Carracedo et al., 2013) generated by interplay between 

excitatory NMDA receptor-mediated recurrent connections between layer 5 

intrinsic bursting pyramids and GABAB mediated inhibition. 

1.4.3 Theta oscillations 

The theta rhythm (4-8Hz) is most commonly seen in the CA1 region of the 

hippocampus. It is seen in the hippocampus nested in gamma oscillations during 

exploratory behaviour (Bragin et al., 1995). It is also observed during rapid eye 

movement (REM) sleep (Jouvet, 1969). Initially the theta rhythm was thought to be 

involved with arousal as it occurs together with a desynchronised EEG in the 

neocortex. It has been implicated in locomotor activity (Vanderwolf, 1969) and 

learning and memory (Hasselmo and Eichenbaum, 2005). 

Theta rhythms are thought to be generated by rhythmic firing from excitatory 

principal cells and fast-spiking inhibitory interneurons acting via dendritic GABAA 

receptors with slow postsynaptic kinetics (Banks et al., 2000; Rotstein et al., 2005). 

It is proposed that theta rhythms, co-expressed with gamma oscillations, are 

involved in the coding and retrieval of episodic memories by allowing for 

interactions between cortical structures and the hippocampus (Nyhus and Curran, 

2010). 
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Theta rhythms have also been observed in the thalamus of cats during slow wave 

sleep, drowsiness and relaxed wakefulness (Kanamori, 1993). Interestingly, their 

occurrence in thalamus may be related to the alpha rhythms that form the main 

topic of this thesis: Alpha rhythms during wakefulness have been shown to be 

gradually replaced by theta rhythms before the onset of slow wave sleep 

(Nieldermeyer, 1993). Whether or not theta and alpha rhythms, at least in 

thalamus, are mechanistically related remains to be seen. However, this is a distinct 

possibility given the overlap between the two rhythm bands often seen in 

hippocampus: Both EEG bands are commonly joined together and are collectively 

termed ͚ƌhǇthŵiĐ sloǁ aĐtiǀitǇ ;‘“AͿ͛ (Klemm, 1976). 

1.4.4 Very fast oscillations (VF0s) 

Very fast oscillations (VFOs) are oscillations greater than 80Hz. They occur over a 

broad range of frequencies and, in physiological conditions, are seen transiently, 

nested within slower frequency rhythms like delta, beta II, gamma and transient 

events like physiological sharp waves. In these cases they are also variously known 

as high frequency oscillations (HFO) (Hunt et al., 2006), ripples (Csicsvari et al., 

1999) aŶd ͚high gaŵŵa͛ (Canolty et al., 2006). When associated with sharp waves 

they appear to represent the time-compressed replay of sequences of place-cell 

activation during prior exploratory epochs (Gerrard et al., 2008). When associated 

with gamma or beta II rhythms they appear to represent the background, stochastic 

activity present in networks of electrically-coupled axons on principal cells 

(Whittington and Traub, 2003). 

Mechanistically, the available data strongly suggest they are generated by ectopic 

action potential generation in excitatory neuronal axons. When these axons are 

randomly connected via gap junctions these action potentials percolate through a 

purely axonal network, in a manner whereby the modal frequency of the VFO 

corresponds to the mean path length in the axonal plexus (Traub et al., 1999b; 

Traub et al., 2004). As a consequence of this apparent origin, VFO can be recorded 

in local field potentials when back propagation of axonally–generated action 

potentials leads to brief bursts of activity in principal cell somata, as in beta II 
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rhythms (Roopun et al., 2006). In addition, when action potential back propagation 

is liŵited VFO ĐaŶ still ďe see ͚doǁŶ-stƌeaŵ͛ fƌoŵ pƌiŶĐipal Đell aǆoŶs as ĐoŵpouŶd 

excitatory postsynaptic potentials onto local interneurons (Gloveli et al., 2005). VFO 

are also prominent in the cerebellum where the principal cells are GABAergic. Here 

gap junctions between principal cells (Purkinje cells) and local interneurons are 

suggested by dye-coupling data (Middleton et al., 2008). 

VFO are associated with epileptiform activity. In epileptic patients VFO (80>200 Hz) 

occur at the onset of some seizures and are thought to contribute to the initiation 

of the full seizures themselves (Traub et al., 2001).  

1.4.5 Beta oscillations  

In the EEG literature there are generally two sub-categories of beta oscillations, 

beta I (12-20Hz) and beta II (20-30Hz). Beta I oscillations are prominent in areas 

involved in inputs and outputs of the motor system (Baker et al., 1999). Beta II 

oscillations are observed prior to motor function but not throughout the task itself 

(MacKay and Mendonca, 1995). In general, beta rhythms (12-30Hz) appear to be 

specifically involved in higher cognitive functions such as motor tasks, longer range 

cortical interactions i.e. neuronal synchronization associated with co-ordination of 

different cortical areas; and visuomotor integration (Roelfsema et al., 1997; Classen 

et al., 1998; Baker et al., 1999). Beta rhythms are prominent in the motor cortex; 

they are seen to decrease with movement suggesting they are involved with a 

disengagement of the motor cortex (Salmelin and Hari, 1994; Murthy and Fetz, 

1996). Beta is also thought to be involved in memory formation (Traub et al., 

1999b) and in the maintenance of sensory representations over a short period of 

time as seen in delayed match to sample tests (Tallon-Baudry et al., 2001; Tallon-

Baudry et al., 2004). 

An in vitro model for beta II rhythms was established in layer V of the 

somatosensory cortex using kainic acid as a general activator of excitatory synaptic 

communication (Roopun et al., 2006). A gamma rhythm was also observed 

concurrently in the superficial layers of the neocortex; however, the beta II rhythm 
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survived a cut through layer IV proving it to be independent of the gamma rhythm. 

This form of beta rhythm was found to be generated by networks of intrinsically 

bursting pyramidal cells in LV of neocortex and is thought to be generated by non-

synaptic mechanisms as it survived blockade of synaptic transmission, but 

depended upon gap-junctional mediated coupling. However, the mechanisms 

behind the generation of beta II rhythms have been shown to vary in primary 

sensory areas and polymodal association areas (Roopun et al., 2010). This study 

modelled a beta II rhythm in vitro in the rat primary auditory cortex that did not 

occur in the polymodal association area. Glutamatergic excitation induced a beta II 

oscillation in LV association cortex whereas cholinergic neuromodulation generated 

this rhythm in LV primary auditory cortex. It was suggested the cholinergic 

modulation allowed for communication between the primary and secondary 

cortices. 

The beta I rhythm is seen in vivo after gamma rhythms, in the detection of novel 

stimuli (Haenschel et al., 2000) and visual short-term memory (Tallon-Baudry et al., 

1999; Tallon-Baudry et al., 2004). In vitro studies in hippocampus suggested that 

this ͚post-gaŵŵa͛ ďeta I ƌhǇthŵ ǁas ŵaŶifested through the potentiation of 

recurrent excitatory synapses between pyramidal cells (Traub et al., 1999a). Such a 

plastic change in the local network connectivity is highly reminiscent of a substrate 

for memory (Bliss and Collingridge, 1993) and has been shown to have 

computational advantages in that it allows the local network rhythm to respond 

preferentially to inputs selected on the basis of their relative strengths (Olufsen et 

al., 2003).  

Further evidence for a role for beta I rhythms in memory and higher-order cognitive 

processes comes from computational modelling work using data from a different in 

vitro model of this rhythm (Roopun et al., 2006). This study found that reducing 

synaptic excitation following a period of concurrent beta II and gamma rhythm 

generation caused the two independent rhythms (manifested in deep and 

superficial cortical layers respectively) to merge into a single beta I rhythm which 

was co-ordinated between the different layers. The authors suggested the function 

of this may be to allow for the combination of information processed at two 
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different sites (Kramer et al., 2008; Roopun et al., 2008). The plastic nature of the 

tƌaŶsfoƌŵatioŶ fƌoŵ ďeta II to ďeta I ƌhǇthŵs alloǁed the suďseƋueŶt ͚ďuild-up͛ of 

further temporally coordinated patterns of neuronal activity – thus a cortical 

representation of a sensory input could be modified and expanded as further 

sensory information was received (Kopell et al., 2011). 

Beta rhythms may also be involved in attentional processing. It is known that beta 

ƌhǇthŵs ͚ĐaƌƌǇ͛ iŶfoƌŵatioŶ doǁŶ fƌoŵ higheƌ oƌdeƌ ĐoƌtiĐal aƌeas to pƌiŵaƌǇ 

sensory areas  (Buschman and Miller, 2007; Iversen et al., 2009) where they may 

iŶflueŶĐe the pƌoĐessiŶg of seŶsoƌǇ iŶfoƌŵatioŶ thƌough a pƌoĐess teƌŵed ͚biased 

ĐoŵpetitioŶ͛ (Reynolds et al., 1999). The transition from beta II to beta I rhythms in 

higher-order cortical areas, coupled with the generation of a cholinergic beta 

rhythm in primary sensory areas (see above) is predicted to provide the substrate 

for such biased competition (Lee et al., 2013). 

1.4.6 Beta rhythms in the visual cortex 

Given the proposed general role of beta rhythms in attention and short term 

memory it is perhaps not surprising that beta frequency oscillations are associated 

with an attentive state in the visual system. Wrobel et al. (1994) found an enhanced 

beta activity in the LGN and primary visual cortex of cats when attending to visual 

stimuli. Similarly, (Güntekin et al., 2013) showed that EEG evoked beta oscillations 

had increased power upon presentation of visual stimuli in human subjects. Beta 

oscillations are thought to enhance perceptive performance (Hanslmayr et al., 

2007). Higher amplitude, synchronised beta activity was generated in receipt of 

visual stimuli more likely to be related to prior stimuli in a sequence (Piantoni et al., 

2010; Quentin et al., 2014). 

The situation is perhaps more complex than a simple 1:1 relationship between beta 

and visual attention. During high cognitive load two distinct frequencies of beta are 

seen in visual cortex-projecting thalamic areas (Wrobel et al., 2007) and with very 

high loads an overall decrease in beta power has been reported (Rouhinen et al., 

2013). This ambiguity is also seen for the correlation between beta rhythms and 
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short-term memory. The original demonstration by Tallon-Baudry (see above) has 

been validated by many researchers: Memorised visual images are associated with 

significantly greater generation of beta I rhythms than ignored images (Onton et al., 

2005). Beta rhythms are larger when reward anticipation is associated with 

successful memory formation (Bunzeck et al., 2011) and visual beta rhythm power 

decreases with age concurrently with memory performance (Krause et al., 2010)). 

Despite this there are also reports of decreases in beta power under certain visual 

memory conditions (Park and Rugg, 2010; Waldhauser et al., 2012). 

Much of the confusion in the literature appears to arise from relationships between 

beta rhythms and alpha rhythms (see below). Many visual researchers do not find 

functional differences between the alpha rhythm and the lower beta rhythm band 

(Liang et al., 2005; Buffalo et al., 2011). This confusing relationship will be explored 

experimentally in chapter 3. 

1.4.7 Gamma oscillations 

Gamma oscillations (30-80Hz) as seen throughout the whole brain, are implicated 

in a range of higher cognitive functions such as attention and memory (Jensen et 

al., 2007). Gamma rhythms have been shown to be important in the processing of 

sensory information (Jokeit and Makeig, 1994), selective attention (Tiitinen et al., 

1993), short term memory (Tallon-Baudry et al., 1998) and for the execution of 

motor commands (Szurhaj et al., 2005). There is a very large amount of evidence 

implicating them in forming the primary cortical representation of sensory input. 

This has been seen in a modality-specific manner with olfactory cortical gamma 

being generated by smell (Freeman, 1978), somatosensory gamma by touch 

(Pfurtscheller and Neuper, 1992) and auditory cortex gamma by sound (Pantev et 

al., 1991). But by far the most studied sensory modality has been vision and the role 

of gamma rhythms here will be introduced below in section 1.4.11. In addition, 

gamma oscillations are not exclusively confined to wakefulness when information 

processing is expected to happen, they are seen during REM sleep and during 

phases of slow sleep oscillations (Steriade et al., 1996). 
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Gamma oscillations can be readily generated in vitro through a range of different 

models of local circuit activation: Metabotropic glutamate receptor activation 

(Whittington et al., 1995); Kainate receptor activation via application of kainic acid 

(KA) (Cunningham et al., 2003); activation of the cholinergic pathway with 

application of carbachol (Traub et al., 2000). Each of these different models 

generates gamma rhythms with different properties in different brain regions. From 

all the evidence from in vitro studies, there appear to be 3 different mechanisms 

which are thought to underlie the generation of gamma rhythms. These are 

interneuron network gamma (ING), pyramidal-interneuron network gamma (PING) 

and persistent gamma (PG). 

1.4.8 Interneuron network gamma 

The ING mechanism was first generated in hippocampus in vitro. This mechanism is 

the mechanistically simplest form of the rhythm and states that only networks of 

mutually interconnected inhibitory interneurons contribute to the gamma rhythm 

with no input needed from excitatory pyramidal cells. The generation of ING comes 

from networks of inhibitory interneurons connected by synapses using GABAA 

receptors. In this model of local network function the activation of inhibitory 

interneurons is caused by tonic depolarisation by metabotropic glutamate 

receptors. This causes interneurons to fire action potentials which over time, 

become synchronised. The inhibitory post-synaptic potentials (IPSPs) impinging on 

each interneuron by the action potentials generated by other connected 

interneurons in the network effectively silence each interneuron. As a consequence 

each interneuron can only generate an action potential when the inhibitory input is 

at a minimum.  

Such a network has a single stable state: Stochastic activity generates a barrage of 

IPSPs which effectively silences all the interneurons in the network. Under tonic 

depolarisation they can only generate outputs again when the barrage of IPSPs has 

decayed. Thus, the network self-organises such that all outputs are generated on 

the tail of a population IPSP, which in turn silences the network with a subsequent 

population IPSP. Further outputs are only possible when that subsequent IPSP has 
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decayed. This iterative behaviour synchronises the interneuron population and sets 

a maximum frequency of action potential generation inversely proportional to the 

decay constant of the population IPSP (Whittington et al., 1995). 

1.4.9 Pyramidal-interneuron network gamma 

The above demonstration of ING is conceptually useful but not practically so. In 

local circuits throughout the brain (with the exception of cerebellar cortex 

(Middleton et al., 2008)) reciprocal connectivity between interneurons and 

principal cells is both dense and very strong. Interplay between the interneuron 

network, described in the previous section, and excitatory projection neurons 

therefore needs to be considered. The PING mechanism does just this, being 

dependent on both excitatory pyramidal cells and inhibitory interneurons.  

Pyramidal cells have long projections so the involvement of these cells enables 

PING to synchronise over long distances and spatially distributed regions (Traub et 

al., 1996). The PING mechanism builds upon the ING mechanism with the addition 

of pyramidal cells; it involves phasic excitation of interneurons following the firing 

of pyramidal cells. There is a convergence of pyramidal cells to a single interneuron 

with, in hippocampus, one basket cell receiving inputs from ca. 5000 pyramidal 

cells. Action potentials from these pyramidal cells produce large EPSPs which 

causes the interneuron to fire (Whittington et al., 1995). Conversely these 

interneurons have locally divergent outputs, synapsing onto a large number of 

pyramidal cells (again, several thousand), providing inhibition which in turn silences 

interneurons and pyramidal cells together (Gulyas et al., 1993).  

PING is thought to be more stable than ING in terms of its frequency as the 

entrainment of pyramidal cells improves the response to changes in excitation 

(Whittington et al., 1997). In addition, recruitment of long-range projection neurons 

allows an interplay between local circuits which, evidence suggests, is ideal for 

forming highly synchronous action potential generation in brain regions despite 

long conduction delays (Kopell et al., 2000). The interplay between local circuit 

feedback activation of interneurons and the projection neuron feedforward 
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activation of target-region interneurons (with conduction delay) interact at the 

level of inhibitory inputs to principal cells. Paired pulse interactions between 

inhibitory synaptic events is not linear, thus the delay in generating a spike in 

principal cells is coded in the delay-time manifest in the conduction delay between 

brain areas.  

1.4.10 Persistent gamma 

The ING and PING mechanisms are both predominantly transient and are believed 

to mimic intense neuronal stimulation in vivo. In contrast, persistent gamma (PG) 

can be generated in a highly stable fashion in vitro which lasts for hours. Such 

activity may represent background gamma rhythms seen during wakefulness but 

may also mimic ongoing activity that is seen during cognitive tasks in vivo. 

PG was first discovered in hippocampus (Fisahn et al., 1998) and it has since been 

observed in regions such as entorhinal cortex, cerebellar cortex and neocortex 

(Cunningham et al., 2004). PG is dependent upon both the excitatory chemical 

synaptic inputs to interneurons and their inhibitory synaptic outputs. However, an 

additional factor is required to drive the network persistently. Clues to this 

additional factor came from work showing that PG was sensitive to drugs which 

block neuronal gap junctions such as carbenoxolone (Traub et al., 2000). Gap 

junctions are thought to connect axons of pyramidal cells to form the axonal plexus 

(Traub et al., 1999a) which is capable of generating high frequency oscillations even 

though the pyramidal cells fire rarely during the oscillation. Action potentials from 

pyramidal cells can propagate through gap junctions to other cells producing 

activity in these cells without direct synaptic input, producing large, compound 

EPSPs in interneurons; this gives a means of maintaining the network.  

In terms of frequency, PG generates the most stable gamma. ING, which is driven 

by depolarisation of interneurons alone, demonstrates a marked frequency change 

upon increased network drive, until the frequency reaches a maximum. PING, 

which is generated by principal cell spiking giving a phasic drive to interneurons, 

shows its frequency is less sensitive to the degree of excitation and changes over a 
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more broad dynamic range. PG, which is generated by phasic drive to interneurons 

from the axonal plexus, demonstrates a frequency which is almost inert to network 

drive (Whittington et al., 2011). 

1.4.11 Gamma rhythms in the visual cortex 

Work on gamma oscillations has been on-going since the middle of the last century 

but was enormously boosted by the observations linking the rhythm to the 

temporal coordination of spike (action potential) generation in populations of visual 

cortical neurons in response to patterned visual stimuli (Gray and Singer, 1989). In 

the visual cortex, gamma oscillations are readily seen in response to visual sensory 

stimuli in the V1 and have been implicated in multiple processes related to Gestalt 

psychology such as feature binding, scene segmentation and figure ground 

separation (Singer, 1999; Fries et al., 2001; Thilo et al., 2006; Uhlhaas et al., 2006; 

Womelsdorf et al., 2007).  The key feature of visual gamma rhythms, revealed 

experimentally, is that they provide the temporal signature for establishing 

synchrony between simple cells responding to different features (primal sketch 

lines) of a sensory object (Fries et al., 1997; Melloni et al., 2007). This basic, but 

conceptually very powerful idea has had its detractors (Shadlen and Movshon, 

1999) but has also formed the basis for more general hypotheses for cortical 

communication which are standing up well to experimental testing (Fries, 2005). 
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Figure 1.3. Synchrony, via gamma rhythms, ͚ďinds͛ features of a perĐeived oďjeĐt. The 

gƌid of oƌieŶtatioŶ liŶes ĐoŶtaiŶs ͚ƌaŶdoŵ͛ oƌieŶtatioŶs eǆĐept foƌ liŶe ϴ. The BiŶdiŶg 

hypothesis states that activity in simple cells in the V1 coding for each component of the 

peƌĐeiǀed ͚liŶe͛ should ďe sǇŶĐhƌonous, whereas the activity in cells coding for randomly 

distributed orientation lines should be asynchronous. Adapted from Singer, 1989. 

Little is known about the mechanism underlying visual neocortical gamma rhythms 

to date. Studies in other sensory modalities have demonstrated that gamma 

rhythms are generated almost exclusively in supragranular layers (Cunningham et 

al., 2004). This study confirmed the role of fast rhythmic bursting neurons in 

generating this form of gamma rhythm, with the transient bursts generated by this 

cell type feeding into an axonal plexus to provide the background drive – i.e. it is a 

PG rhythm (see section 1.4.10 above). However, high levels of glutamatergic 

network activation can also generate an additional gamma rhythm, at higher 

frequencies, specifically in layer IV (Ainsworth et al., 2011). In this case the rhythm 

was insensitive to gap junction blockers and was associated with intense spike-

generation in layer IV principal cells – i.e. it is a PING rhythm (see section 1.4.9). 

Only one in vitro model of gamma rhythms in the V1 exists to date and this also 

showed both high and low frequencies of gamma rhythm (Oke et al., 2010). 

However, these authors needed to excite the visual cortex with intense 

glutamatergic and cholinergic excitation to generate rhythmic activity so it remains 

to be seen whether this model reflects the physiological situation. This issue is 

examined further in chapter 3. 



44 

 

In addition to a role in the formation of primary sensory representations, gamma 

rhythms have been implicated in visual attention. In the V4, gamma synchrony has 

been shown to be enhanced by attention (Tallon-Baudry et al., 2005; Taylor et al., 

2005; Fries et al., 2008; Chaumon et al., 2009).  Buffalo et al. (2011) showed gamma 

oscillations came from the superficial layers of the V1, V2 and V4 and the gamma 

synchrony was enhanced by attention. 

1.5 The alpha rhythm 

Alpha rhythms (8-12Hz), despite being the historically earliest rhythm discovered, 

remain the most mysterious in terms of both the physiological mechanism behind 

the generation of alpha and its function, as currently, no cortical in vitro models 

exist. As such, the role of alpha in visual perception remains unknown, although 

many theories exist. It was initially discovered by Hans Berger in 1929 (Berger, 

1929) who carried out EEG recordings from human subjects with their eyes closed 

and observed rhythmic activity in the alpha frequency band. He noted the blocking 

of these upon eye opening or certain types of mental activity. Alpha rhythms are 

prevalent in a relaxed but wakeful state, Beƌgeƌ͛s ǁoƌk ǁas ĐoŶfiƌŵed lateƌ aŶd 

alpha rhythms were considered initially as an idling state of the brain (Adrian and 

Matthews, 1934). Alpha is suppressed upon eye opening and visual stimuli and also 

in the transition to sleep. Roelfsema et al. (1997) observed a decrease in frequency 

(20-25Hz vs. 7-13Hz) when animals switched from a focused to a resting state, 

along with a decrease in synchrony and increase in power in the alpha band. Today 

however, there is a lot of evidence against the idling hypothesis as new research 

has brought new theories to light, suggesting that the function of alpha has been 

underestimated. 

In non-invasive human studies alpha is seen as the dominant frequency of 

oscillation in the parieto-occipital region (Shaw, 2003) and most of the studies to 

date on this rhythm involve the visual system. However, it is now clear that there is 

an alpha generator in thalamus (see below) and in other – but not all - neocortical 

regions. In somatosensory cortex alpha rhythms form the dominant spectral 

ĐoŵpoŶeŶt of the ͚ŵu͛ ƌhǇthŵ ;aloŶg ǁith tƌaŶsieŶt paĐkets of ďeta osĐillation) – a 
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temporal signature associated with resting state and motor preparedness (Koshino 

and Niedermeyer, 1975). Similarly, in auditory areas a weaker ca. 10 Hz rhythm is 

seen during rest. Functional and mechanistic aspects of alpha-frequency rhythms 

are considered below separately for the thalamus and neocortical areas. 

1.5.1 Alpha rhythms along the thalamocortical axis 

The thalamus is thought to be involved in the co-ordination and generation of alpha 

rhythms. Originally the rhythm was thought to be related to sleep spindles but this 

connection has more recently been discounted (Lorincz et al., 2009). It has been 

suggested that the thalamus acts as a pacemaker for alpha rhythms observed over 

the occipital cortex. Initial studies showed the disorganisation up to total 

elimination of the alpha rhythm following thalamic lesions (Ohmoto et al., 1978; 

Lukashevich and Sazonova, 1996). Further evidence supporting the hypothesis that 

the generator for alpha rhythms lies in the thalamus is shown in functional 

magnetic resonance imaging (fMRI) studies which show an increase in oxygenated 

areas in the thalamus during certain types of alpha oscillations (Goldman et al., 

2002; Feige et al., 2005). In addition, control of cortical alpha rhythms in response 

to attentional demand (see below) critically involves the pulvinar – a highly 

specialised thalamic subregion seen in higher mammals (Saalmann et al., 2012). 

Other studies have also demonstrated a difficulty in defining the thalamus as a 

unique generator of alpha. While some studies suggest this to be the case (see 

above) and (Isaichev et al., 2001; Schreckenberger et al., 2004), others place the 

origin in the thalamic reticular nuclei and cortical areas that are known to project 

back down to this thalamic specialisation (Isaichev et al., 2003). In addition, depth 

electrode studies and detailed current source density analysis of EEG signals 

suggest a specific neocortical generator as well (Lopes da Silva et al., 1980; 

Bollimunta et al., 2008). These studies suggest that the thalamus may not be the 

only generator of alpha rhythms, there may be interactions between the thalamus 

and cortical areas underlying alpha oscillations in a similar manner to that seen for 

delta rhythms (Carracedo et al., 2013). Along such a thalamocortical axis, with 

global rhythms observed as a consequence of spatially distinct but functionally 
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coupled oscillators, it is possible to observe the rhythm of interest in either area or 

both. For example, alpha rhythms have been shown to occur in the thalamus even 

when they are not observed in the occipital cortex (da Silva et al., 1973a). This 

suggests that alpha oscillations can be generated locally in the thalamus.  

In vivo studies have also confirmed the role of both the thalamus and cortical areas 

in alpha rhythm generation. Recordings of alpha oscillations were taken from dogs 

in a resting state i.e. eyes closed with a maximum amplitude over the occipital 

cortex. These were shown to occur in synchrony with alpha oscillations in the 

lateral geniculate nucleus (LGN) which is situated in the thalamus (da Silva et al., 

1973b, a). In addition, while a visual cortical alpha rhythm can be readily observed 

in cortex during eyes closed state (Chatila et al., 1992), it was shown that activities 

in the cortex of the same frequency and synchrony were present in the LGN 

suggesting the LGN perhaps playing a prominent role in the driving of the cortical 

alpha oscillations (Chatila et al., 1993). 

Localising a source of a brain rhythm is a perennial problem for whole-brain and 

non-invasive studies. In these cases the use of isolated in vitro brain slice models 

can be very useful. Following from the suggestion that thalamus contains its own 

alpha generator (Hughes et al., 2004), in vitro brain slice preparations of the LGN in 

cats have been investigated. In this isolated LGN preparation, alpha oscillations 

could be induced by mimicking cortico-thalamic feedback, by pharmacologically 

activating metabotropic glutamate receptors (mGLUR1a) (Hughes et al., 2004; 

Hughes and Crunelli, 2005). Intracellular studies identified a subset of 

thalamacortical (TC) neurones; these elicited burst discharges which fired during 

episodes of alpha waves at the alpha frequency. Increasing glutamate receptor 

activation gave alpha frequency oscillations. This caused an increased 

depolarisation therefore increased firing. More moderate mGLUR1a activation gave 

theta frequency oscillations due to decreased depolarisation and therefore 

decreased frequency of firing. This suggests there is a shift which occurs from 

relaxed wakefulness to early sleep. The alpha rhythms observed were reliant on 

gap-junctional coupling proposing that the thalamocortical bursting neurons are 

coupled by gap junctions. The neurons critical for this process were identified as 
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high-threshold bursting neurons that project strongly up to neocortex, perhaps at 

least in part explaining the strong coupling between thalamically observed alpha 

rhythms and their neocortical counterparts. 

 1.5.2 Alpha rhythms in the visual cortex 

Despite the apparent dominance of the thalamus as a source of alpha rhythms, a 

Ŷuŵďeƌ of featuƌes of ŶeoĐoƌtiĐal alpha ƌhǇthŵs doŶ͛t fit a hǇpothesis ǁheƌe all 

alpha seen is projected up from thalamus. The neocortical alpha rhythm is thought 

to be a predominantly inhibitory rhythm (see below). The emergence of alpha in 

neocortical recordings is associated with a net reduction in unit activity strongly 

suggesting a decrease in cortical neuronal excitability (Haegens et al., 2011). 

Whether this is a causal or casual relationship is highly debatable – alpha being 

most prominent during absences of sensory input. However, a specific inhibitory 

interneuron circuit has been identified that is capable of generating alpha 

frequency population rhythms (Connors and Amitai, 1997). In a similar manner to 

the mechanism of generation of ING (see section 1.4.8), a subset of neocortical 

interneurons are coupled by mutual inhibitory synapses and gap junctions. These 

interneurons are termed low threshold spiking (LTS) cells and generate brief bursts 

of action potentials when activated from depolarised levels. Burst discharges 

generate longer-lasting, compound inhibitory synaptic potentials which lead to an 

output rhythm from the LTS cell network around alpha frequency. It has been 

suggested that alpha functional inhibition may be a result of just such an output 

from GABAergic interneurons (Lorincz et al., 2009; Jensen and Mazaheri, 2010). 

Some proposed forms of neocortical alpha rhythm do seem to fit with a general 

excitatory input from high threshold thalamocortical projection neurons. In 

particular the so-Đalled ͚augŵeŶtiŶg ƌespoŶse͛ involved the transient potentiation 

of responses of layer 5 pyramidal cells to thalamocortical input arriving at alpha 

frequency (Castro-Alamancos and Connors, 1996). Alpha rhythms had been thought 

to originate from layer V of the neocortex and to be derived from pyramidal cells 

previously (Lopes Da Silva and Storm Van Leeuwen, 1977). The Castro-Alamancos 

study implicated intrinsic dendritic conductances as critical for this augmenting 
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response and this has been expanded upon in computational studies: Modelling 

experiments carried out by (Jones et al., 2000b) suggest that pyramidal cells in LV of 

the neocortex produce and regulate the alpha rhythm due to interplay between Ih 

and It currents. They further predicted that this form of alpha could lead to spatial 

asynchrony, perhaps explaining the lateral inhibition hypothesis for alpha rhythm 

generation (Belov et al., 2009). However, an involvement of Ih in alpha rhythm 

generation does not seem to fit its occurrence in the sleep-wake cycle. Ih levels are 

highest during sleep and lowest during wakefulness where cholinergic 

neuromodulation serves to inhibit this intrinsic conductance (Griguoli et al., 2010). 

In general, while a mechanism for thalamic alpha rhythm generation is well 

established, this cannot be said for a neocortical generator. The cell types involved 

in the dominance or absence of synaptic inhibition and the consequences for local 

circuit activity levels and temporal properties are confused rather than 

consolidated by the little information available to date. The main aim of this thesis 

is to address this issue. 

1.5.3 Alpha, attention and Ǯinhibitionǯ in visual processing 

The most common proposal on the functional role of alpha in the visual cortex is 

the gating of neuronal processes. This ͚atteŶtioŶal͛ ƌole iŶ ĐogŶitioŶ has ďeeŶ 

subdivided into two mutually interacting processes: The suppression or ͚functional 

inhibition͛ of irrelevant or distracting components of a visual stimulus, and the 

seleĐtioŶ of the ͚atteŶded͛ ĐoŵpoŶeŶt (Klimesch, 2012). Many researchers consider 

alpha rhythms to be a vital component of the mechanism the brain uses to 

segregate certain responses to sensory input. In general an increase in the power of 

the alpha rhythm is thought to underlie the functional inhibition (suppression) 

aspect of attention and the specific phase of the alpha rhythm is thought to be 

important for the selection process. These two phenomena will be considered 

separately below. 
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1.5.3.1 Attention and changes in alpha rhythm 

power 

Perhaps the simplest, and earliest, connection between the alpha rhythm and visual 

cognition was the observation that opening the eyes decreases the power of the 

on-goiŶg alpha ƌhǇthŵ ;so Đalled ͚eǀeŶt ƌelated desǇŶĐhƌoŶizatioŶ͛, (Pfurtscheller 

et al., 1994)). This phenomenon is not directly related to input of sensory 

information however, as it occurs even in complete darkness (Adrian and 

Matthews, 1934). Instead, evidence appears to suggest that alpha is inversely 

correlated with visual attention – the more a component of the visual field is salient 

to the viewer the less alpha is generated in regions of visual cortex responsible for 

processing that component. This idea is supported by experiments that show 

͚aĐtiǀe͛ eŶhaŶĐeŵeŶt of alpha poǁeƌ ;͚eǀeŶt ƌelated sǇŶĐhƌoŶisatioŶ͛Ϳ iŶ ǀisual 

areas processing information irrelevant or distracting to the cued image 

(Pfurtscheller et al., 1996). 

This ͚atteŶd aǁaǇ͛ foƌŵ of the alpha ƌhǇthŵ has ďeeŶ ƌepoƌted ǁithiŶ the ǀisual 

cortices, across the hemispheres (Sauseng et al., 2009) and even across different 

modalities of concurrent sensory input. For example, when a subject is given both 

auditory and visual information, but asked to attend to only the visual information, 

alpha power is seen to increase in auditory cortex alone (Foxe et al., 1998). 

Similarly, alpha amplitude was found to increase in visual regions during attention 

to motor tasks, and was also enhanced in sensorimotor regions during visual tasks 

(Pfurtscheller, 1992).  

Ahveninen et al. (2012) proposed that visual alpha activity changes induced by 

auditory tasks represented a form of visual pathway inhibition. The generation of 

alpha rhythms is thought to represent a form of lateral inhibition; the silencing of 

neighbouring cortical areas by generation of alpha rhythms through projections 

from a non-alpha-generating, adjacent active area. It is suggested that this locally 

elevated alpha power is associated with inhibition of task irrelevant areas, routing 

information to task relevant areas, and is therefore necessary for internal mental 

operations (Cooper et al., 2003; Klimesch et al., 2007; Jensen and Mazaheri, 2010; 
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Mathewson et al., 2011). There is an enhanced processing of visual stimuli at a cued 

location at which attention has been directed, along with attenuated processing of 

competing stimuli at other locations (Desimone and Duncan, 1995).  

In support of the above idea that elevated alpha power suppresses information 

processing in a region-specific manner, general excessive alpha rhythm generation 

is correlated with loss of consciousness (Supp et al., 2011) – so-Đalled ͚alpha Đoŵa͛ 

(Iragui and McCutchen, 1983). More subtle evidence comes from observations 

suggesting that active sensory processing is temporally quantised in intervals of 

approximately 100ms (10 Hz). Presenting images that flicker to one eye suppresses 

the processing of images presented to the other eye, with a peak effect seen with 

flicker rates of 10Hz (Tsuchiya and Koch, 2005). In addition, using an optical illusion 

iŶ ǁhiĐh ƌotatiŶg ͚ǁagoŶ ǁheel͛ iŵages aƌe pƌeseŶted at frequencies around the 

alpha, 10Hz modal peak, it has been shown that subjects can be made to see the 

direction of rotation reverse depending on the image flicker rate relative to each 

subjects peak alpha frequency (VanRullen et al., 2005). The authors argue that the 

visual sensory information is discretely sampled at ca. 10 Hz, and deviations of 

presentation frequency around that endogenous sampling frequency can result in a 

precession-like phenomenon.  

It is hard to reconcile the bodies of evidence linking alpha rhythms with attention, 

and the evidence for quantising of sensory input. In fact it has been shown that the 

͚ǁagoŶ ǁheel͛ illusioŶ desĐƌiďed aďoǀe occurs independently of any attentional 

processes – the flicker and reversed rotation even persist in the after-image 

maintained following stimulus presentation (Sokoliuk and VanRullen, 2013). In 

addition, it is hard to understand how an active area of visual cortex, responding to 

an attended image with gamma and beta rhythms (see above), could generate a 

different, alpha frequency, rhythm in inactive areas as proposed by the lateral 

inhibition hypothesis. In the absence of clear evidence for any inhibitory role for 

alpha rhythms at the neuronal network level researchers have proposed a different 

role for the rhythm, bringing together the above ideas of a temporal organisation of 

sensory awareness with longer-range brain interactions involved in forming and 

interrogating memory. 
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1.5.3.2 Attention and alpha rhythm phase 

In attempts to examine the contradictory nature of the large amount of evidence 

implicating changes in the alpha rhythm power with selective attentional processes, 

some researchers see alpha rhythms as a way to coordinate network activity in a 

similar manner to that known for gamma rhythms (see section 1.4.11). All brain 

rhythms are an effective way to control the relative phase of activity in different 

neurons and even different brain areas. Precise synchrony and antisynchrony (the 

identical timing of outputs from neurons despite physical separation, or the exact 

opposite timing of outputs in a train respectively), arise from combinations of 

synaptic inputs and intrinsic properties of neurons (Whittington et al., 2011). 

Neuronal synchronisation is advantageous as it increases the likelihood of 

enhanced effects on convergent target neurons (Ainsworth et al., 2012). If alpha 

rhythms behave in a similar manner then the phase relationships they set-up in 

various brain regions may be functionally more important than changes in power 

alone. 

Alpha rhythms have been shown to temporally coordinate visual neuronal 

responses across multiple spatial scales (Doesburg et al., 2009) with these authors 

suggesting this represents an enhanced mechanism for visual processing. The 

amplitude of alpha oscillations would increase ipsilateral to the attended location 

and decrease contralateral which fits with the inhibition framework. The long-range 

synchronisation would decrease in the ipsilateral hemisphere and increase in the 

contralateral respectively, fitting with the co-ordination idea. This idea formulates 

aŶ ͞aĐtiǀe pƌoĐessiŶg hǇpothesis͟ foƌ optiŵal pƌoĐessiŶg of ǀisual iŶfoƌŵation. In 

addition, task performance has been shown to be critically dependent on the 

precise timing of visual inputs relative to the on-going cortical alpha rhythm 

(Mathewson et al., 2009). Other than this there is little work directly showing a role 

for phase relationships established by alpha rhythms in visual processing and this 

deficit is, in part, addressed (on a local network scale) in chapter 3. 
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1.5.4 Alpha and memory 

In general there is quite a lot of evidence linking alpha rhythms with visual short-

term memory. Alpha oscillations were found to increase with memory load during 

retention tasks (Jensen et al., 2002; Jensen et al., 2007; Tuladhar et al., 2007) and 

certain types of memory retrieval (Palva and Palva, 2007; Palva and Palva, 2011). 

Freunberger et al. (2008) reported that during long term memory tasks, alpha 

oscillations decreased in power, but increased in phase synchronisation implying 

alpha-mediated temporal coordination is needed for the accessing of semantic 

information. Data from recall tasks have led to the suggestion that alpha rhythms 

foƌŵ aŶ ͚atteŶtioŶal ďuffeƌ͛ – effectively maintaining cued features of the visual 

stimulus in short term memory for rapid retrieval (MacLean et al., 2012; Zauner et 

al., 2012). 

It is now established that the power of alpha oscillations increases in occipital 

regions ipsilateral to the attended visual field and decreases in the contralateral 

regions (Ergenoglu et al., 2004; Kelly et al., 2009; Foxe and Snyder, 2011). However, 

rather than suggesting a suppression (inhibitory) role for this alpha, Klimesch et al. 

(2011),  have suggested that the alpha rhythms seen are needed for accessing of 

mnemonic information necessary for stimulus recognition. Other studies involving a 

short-term memory component have found that the degree of cognitive processing 

and feature extraction is linked to the amount of alpha rhythm modulation after 

visual stimulation ;“ĐhüƌŵaŶŶ aŶd Başaƌ, ϮϬϬϭ; KliŵesĐh et al., ϮϬϬϳͿ. These 

studies mark the importance of alpha oscillations in directing attention to task 

relevant areas and visual processing. 

Interestingly, in working memory and long term memory studies, it was found that 

the highest power alpha oscillations were associated with the most successful 

performance on the memory tasks, and a lower power oscillation was associated 

with an unsuccessful performance i.e. when more errors were made (Haegens et 

al., 2010; Meeuwissen et al., 2011). These studies suggest that a high power alpha 

oscillation in task irrelevant areas gives an optimal brain state for memory task 

execution. However, a positive correlation between the alpha rhythm and memory 

tasks has been reported speĐifiĐallǇ ǁheŶ the task iŶǀolǀes aŶ ͚iŶteƌŶal͛ atteŶtioŶal 
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component (Cooper et al., 2003; Palva and Palva, 2007). Such introspective tasks 

involve activation of the default mode network (DMN) – a collection of brain areas 

involved in memory formation, particularly of the autobiographical variety (Raichle 

et al., 2001). Temporal coordination of activity within the DMN is critically 

dependent on the generation of alpha rhythms (Fingelkurts and Fingelkurts, 2011; 

Fingelkurts et al., 2012). These observations may support the hypothesis of 

Klimesch et al. (2011), suggesting that alpha rhythms are generated in order to 

compare new visual sensory input with long-term memories of past visual 

experiences. 

Further evidence for a connection between alpha rhythms and memory comes from 

the psychophysical correlates of the large increase in alpha power immediately on 

closing the eyes (terminating a visual sensory input). The current hypothesis for this 

form of alpha rhythm states that it is iŶǀolǀed iŶ ͚eĐhoiĐ͛ ŵeŵoƌǇ – the short term 

maintenance of a visual scene in the cortical code (VanRullen and Macdonald, 

2012). Interestingly, this has been suggested for other brain rhythms e.g. beta 

rhythms (Kopell et al., 2000). However, this particular function of alpha seems to be 

region-specific in cortex: Van Rullen and co-workers have reported an echoic 

memory function for alpha in the visual system but not found any evidence for it in 

the auditory system ;İlhaŶ aŶd VaŶ‘ulleŶ, ϮϬϭϮͿ. This is stark contrast to the alpha 

rhythm seen in auditory cortex during visual attention tasks with concurrent 

auditory input (above). This dichotomy strongly suggests that different origins and 

mechanisms of the alpha rhythm may exist. While this may simply reflect different 

levels of cortical and thalamic alpha generation it may also indicate different 

mechanisms and roles for alpha generation in different cortical areas. 

1.5.5 Alpha interactions with other frequencies 

In the visual cortex, laminar differences in oscillations were shown in visual areas 

V1, V2 and V4 of rhesus monkeys. Gamma oscillations originated from the 

superficial layers and alpha from the deep layers (Buffalo et al., 2011). The gamma 

synchrony between each of these visual areas was enhanced by attention and the 

alpha synchrony reduced, showing that different frequency oscillations play 
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different roles in attention. (Spaak et al., 2012) went on to show the existence of 

interlaminar cross-frequency coupling between gamma and alpha in the V1 of the 

awake macaque, suggesting processing in the visual cortex is modulated in a top 

down manner by alpha oscillations. This suggests alpha plays an important role in 

the optimisation of visual processing. Jensen et al. (2012) propose that cross-

frequency, phase-locked gamma and alpha oscillations create a cycle with a time 

gap ideally suited to keep apart unattended stimuli and process visual stimuli in 

order of relevance, further implying that alpha plays a key role in visual processing.  

Other studies have also demonstrated that gamma activity is modulated by alpha 

phase (Daria et al., 2008; Voytek et al., 2010). These observations suggest that 

there is an inhibition of the visual system during the alpha cycle until a phase of 

excitable gamma activity occurs i.e. the gamma oscillations are phase locked to the 

alpha cycle. The gamma/alpha coupling has been shown to increase in visual areas 

during visual stimulation, potentially reflecting a mechanism of communication 

between neuronal networks.  

The above evidence strongly suggests that alpha and gamma rhythms can coexist in 

the visual cortex and that the temporal organisation of this coexistence has 

implications for visual sensory processing. This does not appear to be the case for 

alpha and beta rhythms. In general alpha and low-beta rhythms tend to be lumped 

together as a single entity (Killian and Buffalo, 2014). Both alpha and beta bands are 

implicated in top-down processing (Jensen et al., 2015). However, anticipatory tasks 

show a different, even contrasting role for beta and alpha rhythms (Buchholz et al., 

2014). Similarly, selection tasks also show differential roles for alpha and beta 

rhythms: For intra- and extradimensional set shifting tasks learning the correct rule 

was correlated by increased frontal cortical beta synchronisation whereas 

suppression of prior learned rules on set-shifting was correlated with synchrony in 

the alpha band. 
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1.5.6 Alpha rhythms and brain neurological illness 

There is a correlation between excessive alpha rhythm generation and the 

minimally conscious state (above). However, more subtle changes in alpha rhythm 

generation are also seen in disorders associated with attentional deficits. 

As previously mentioned, alpha has been shown to be involved in attention. 

Attentional deficit hyperactivity disorder (ADHD) is characterised by a short 

attention span/distraction, restlessness or over activity and includes problems in 

directing or sustaining attention. Alpha oscillations have shown to be important in 

the directing of information to relevant brain regions when allocating attention. 

It has been proposed that ADHD could be associated with problems in modulating 

alpha activity. The resting state of subjects with ADHD possesses different 

electrocortical activities than control subjects. The theory is that an increased alpha 

and decreased theta during the resting state gives high levels of theta and low 

levels of alpha throughout task performance, enabling optimal cognitive 

performance. There is an increased theta and decreased beta band activity in 

ADHD, which has been related to a slow alpha peak frequency (Lansbergen et al., 

2011). Increased alpha and theta power at rest has been shown to impair cognitive 

performance in children with ADHD (Hermens et al., 2005). MEG scans of patients 

with ADHD that were known responders to pharmacotherapy showed increased 

levels of alpha activity in the prefrontal cortex after pharmacotherapy (Wilson et 

al., 2013) 

Alpha band oscillations have been shown to undergo event-related 

desynchronization in task relevant areas and event-related synchronisation in task-

irrelevant areas (Klimesch et al., 2011) therefore, inhibiting processing in task 

irrelevant areas and dis-inhibiting processing in task relevant areas, giving an 

optimal brain state in the processing of information. In subjects with ADHD, it has 

been shown that alpha oscillations possess a deviant pattern of activity. There has 

been shown to be significantly less post-cue suppression of alpha activity in the 

visual cortex (Mazaheri et al., 2010; Mazaheri et al., 2014) which could act to 

reduce attention and therefore diminish visual processing. 
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The degree of lateralized alpha has been shown to be modulated in visual attention 

tasks in subjects with ADHD. There is an inability to sustain alpha lateralization 

before cued targets thus reducing performance on the attention task (Vollebregt et 

al., 2015). It has also been shown in ADHD subjects that there is a significant bias to 

the right visual hemisphere due to the inability to sustain alpha lateralization in the 

left hemisphere compared with healthy children (ter Huurne et al., 2013; Vollebregt 

et al., 2015). These modulations of alpha activity could reflect some of the attention 

related problems in ADHD and diminish visual processing. 

Finally, a connection between disrupted alpha rhythm generation and autism 

spectrum disorders (ASD) has also been proposed. The sensorimotor alpha rhythm 

(the mu rhythm) is directly related to the recruitment of mirror neurons in humans 

(Pineda et al., 2000) and specific decreases in this rhythm are seen in high-

functioning ASD patients when observing movement of others rather than self-

performed movements (Oberman et al., 2005). In the visual system ASD patients 

haǀe gƌeateƌ ͚eǇes-opeŶ͛ alpha ƌhǇthŵs aŶd less ǀisual alpha suppƌessioŶ ǁhiĐh 

correlated strongly with the degree of pathological attention to detail 

demonstrated in this patient group (Mathewson et al., 2012).  

1.6 Aims and objectives 

The current understanding of neuronal oscillations in the visual cortex have been 

outlined and, given the dominance of the alpha signal in EEG from occipital cortex, 

my thesis will concentrate on in vitro models of local circuit dynamics in visual 

cortex (V1 and V2 specifically). I will attempt to address the following basic aims: 

1) To determine whether a purely visual neocortical alpha generator exists or 

whether all cortical alpha rhythms represent alpha-frequency input from thalamus. 

2) To characterise the local circuit, synaptic and cellular properties of the visual 

alpha rhythm. 

3) To establish the consequences of the alpha rhythm for activity in the V1 – is the 

alpha rhythm really inhibitory and if so how is this inhibition generated. 
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4) To quantify the ƌelatioŶship ďetǁeeŶ alpha ƌhǇthŵ geŶeƌatioŶ aŶd ͚ŵeŵoƌǇ͛ 

processes as manifested in synaptic plastic changes. 

5) To investigate the apparent differential relationship between the alpha rhythm 

and gamma or beta rhythms. 

To attempt to address these aims the following objectives are set: 

1) To establish an in vitro model of the physiological alpha rhythm in isolated brain 

slice preparations and map its occurrence throughout the laminar column and 

across the primary visual cortex. 

2) To establish the pharmacological properties of the alpha rhythm and identify the 

key cellular mechanisms, synaptic connectivity and network substrates.  

3) To study the individual neurons involved in alpha oscillations and their specific 

contributions in order to determine the cellular basis of the rhythm. 

4) To map the consequences of the alpha rhythm, for local network function in 

terms of temporally shaping cortical inputs, outputs and horizontal interactions. 
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2.1 Animal provision 

All experiments were performed in vitro using brain slice preparations from young 

adult male Wistar rats aged between 35-80 days weighing 150-300g. Animals were 

obtained from Charles River Laboratories Inc. and were housed in the Biology 

Service Facility (BSF) at the University of York. Animals were left to acclimatise in-

house for at least 7 days before experiments were performed and were maintained 

in a 12 hour light dark cycle and provided with food and water ad libitum. 

2.2 Anaesthesia and animal procedures 

All procedures performed in this thesis conformed to the UK Animals (Scientific 

Procedures) Act, 1986, and were covered by personal and project licenses awarded 

by the UK Home Office, EU directive and ARRIVE guidelines. 

Animals were firstly placed into a bell jar and approximately 5ml of the gaseous 

anaesthetic isofluorane (Abbott Laboratories, Illinois, U.S.A) was added until a loss 

of the righting reflex was observed. Animals were than intramuscularly injected 

with 0.2ml xylazine (10mg.kg-1, Bayer Healthcare AG, Germany) and 0.4ml ketamine 

(100mg.kg-1, Vetoquinol, Buckingham, UK) into the gluteal area of the hind leg and 

left until there was a loss of the pedal withdrawal and corneal reflex. Once these 

pain reflexes were abolished, the abdominal cavity and ribcage were cut open to 

reveal the heart. The left ventricle was pierced with a catheter and a small incision 

was made into the right atrium so the rats could be intracardially perfused with 

around 60ml of oxygenated, ice cold, sucrose artificial cerebrospinal fluid (sACSF) at 

a rate of approximately 1ml/s (see section 2.6). The modified sACSF replaces NaCl 

with sucrose and has been shown to improve the viability of neurons, alleviating 

the neurotoxic effects of swelling and cell lysis associated with re-entry of chloride 

ions into the neurons (Aghajanian and Rasmussen, 1989). 

2.3 Preparation of visual cortex slices 

Following intracardial perfusion, an incision was made along the midline of the 

aŶiŵal͛s head to eǆpose the skull aŶd the spiŶal Đoƌd ǁas seǀeƌed. Fƌoŵ the poiŶt 

ǁheƌe the spiŶal Đoƌd ǁas seǀeƌed, the aŶiŵal͛s skull was cut along the sagittal 



60 

 

suture from the caudal to rostral plane. The skull and dura matter were then peeled 

away to expose the brain and the brain was excised and immersed in a petri dish 

containing oxygenated, ice cold sACSF. The cerebellum, brain stem and frontal 

cortex were then trimmed from the brain using a blade cutting along the coronal 

plane. The remaining brain tissue was superglued on the rostral plane to the chuck 

of a Leica VT1000 Vibratome (Leica Microsystems, Nussloch, Germany) against a 

block of agar for support so the visual cortex at the back of the brain was revealed. 

The chuck was then placed into the cutting chamber of the microtome containing 

oxygenated, ice cold sACSF. 

Coronal sections containing visual cortex were cut to 450m in thickness. This 

thickness maintains the local circuitry in the brain needed to generate oscillatory 

activity and is also thin enough to maintain sufficient oxygenation. Once slices were 

cut they were transferred to a petri dish again containing continuously oxygenated, 

ice cold sACSF, where they were trimmed from both hemispheres of the brain to 

produce sections containing V1 and V2 structures of the visual cortex (see figure 

2.1). The area of the visual cortex that was required was identified using a rat brain 

atlas (Paxinos and Watson, 1998) with respect to bregma, the anatomical point on 

the skull at which the coronal and sagittal sutures intersect. The visual cortex slices 

used were approximately 6.3mm-7.04mm. 

 

 

 

 

 

 

 

Figure 2.1 Illustration of a visual cortex coronal brain slice at the level and orientation used 

throughout this thesis. 
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2.4 Maintenance of visual cortical slices 

Upon preparation of visual cortical slices, tissue was transferred to a holding 

chamber containing continuously oxygenated artificial cerebrospinal fluid (ACSF) 

and allowed to equilibrate at room temperature for approximately 1 hour for use 

up to 8 hours after their preparation. After at least 1 hour, 2 of the slices were 

transferred to an interface recording chamber upon 2 layers of lens cleaning tissue 

(Whatman International Ltd. Maidstone, UK). Tissue was maintained at the 

interface between humidified carbogen gas (95% O2, 5% CO2) and continuously 

oxygenated, circulating ACSF at a temperature of 30-34°C using a flow heater 

(Grant Instruments Ltd., Cambridge, UK). The circulating ACSF was maintained using 

a peristaltic pump (Watson-Marlow, UK) at the rate of 1-2ml per minute. 

Pharmacological agents could then be added to the circulating ACSF to produce and 

modulate oscillatory activity. 

2.5 Drugs and solutions 

The sucrose artificial cerebrospinal fluid was composed of 252mM sucrose, 3mM 

KCl, 1.25mM NaH2PO4, 24mM NaHCO3, 2mM MgSO4, 2mM CaCl2 and 10mM 

glucose. The artificial cerebrospinal fluid was composed 126mM NaCl, 3mM KCl, 

1.25mM NaH2PO4, 24mM NaHCO3, 1mM MgSO4, 1.2mM CaCl2 and 10mM glucose. 

Drugs were stored in their solid forms at temperatures instructed from their 

suppliers until they were needed. The drugs were made up in stock solutions 

dissolved in distilled water, or, if insoluble in water, dimethyl sulfoxide (DMSO) or 

ethanol and kept either refrigerated or frozen according to supplier instructions. If 

made up in DMSO or ethanol, stock concentrations were made up so the final 

concentration of DMSO was less than 0.1% v/v. The drugs made up in DMSO or 

ethanol were: CIQ, PPDA, SYM 2206, TCN 213 and UBP 301. When needed, drugs 

were bath applied to the recording chamber at appropriate concentrations via the 

circulating, oxygenated ACSF. The concentration of each drug applied was 

determined based on previous research using these compounds, along with the 

EC50 and IC50 values. This determined concentration was chosen as it had the 

optimal effect on each drug͛s preferred target with minimal interaction with others. 
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List of drugs and chemicals 

Drug/Chemical and supplier 

 ABC kit (Avidin-Biotin Horseradish peroxidase complex), Vector Labs 

 Agar, Fisher Scientific UK Ltd., Loughborough, UK 

 Biocytin (N6-[5-[(3aS,4S,6aR)-Hexahydro-2-oxo-1H-thieno[3,4-d]imidazol-4-

yl]-1-oxopentyl]-L-lysine), Santa Cruz Biotechnology, Inc., Germany  

 Calcium chloride, Fisher Scientific UK Ltd., Loughborough, UK 

 Carbenoxolone disodium salt ((3β,20β)-3-(3-Carboxy-1-oxopropoxy)-11-

oxoolean-12-en-29-oic acid disodium), Sigma-Aldrich Ltd., Dorset, UK 

 Carbachol (2-Hydroxyethyl)trimethylammonium chloride carbamate, Tocris 

Biosciences Ltd., Bristol, UK 

 CIQ (3-Chlorophenyl) [3,4-dihydro-6,7-dimethoxy-1-[(4-

methoxyphenoxy)methyl]-2(1H)-isoquinolinyl]methanone, Tocris Biosciences Ltd., 

Bristol, UK 

 Co 101244 ((1-[2-(4-Hydroxyphenoxy)ethyl]-4-[(4-methylphenyl)methyl]-4-

piperidinol hydrochloride)), Tocris Biosciences Ltd., Bristol, UK   

 (R)- CPP (3-((R)-2-Carboxypiperazin-4-yl)-propyl-1-phosphonic acid), Tocris 

Biosciences Ltd., Bristol, UK 

 D-Glucose anhydrous, Fisher Scientific UK Ltd., Loughborough, UK 

 (RS)-3,5-DHPG (RS)-3,5-Dihydroxyphenylglycine, Tocris Biosciences Ltd., 

Bristol, UK 

 DMSO, Sigma-Aldrich Ltd., Dorset, UK 

 DK-AH 269 ((S)-(+)-7,8-Dimethoxy-3-[[1-(2-(3,4-dimethoxyphenyl)ethyl)-3-

piperidynyl]methyl]-1,3,4,5-tetrahydro-2H-3-benzazepin-2-one hydrochloride), 

Santa Cruz Biotechnology, Inc., Germany 

 Ethanol, Sigma-Aldrich Ltd., Dorset, UK 

 Gelatine, Sigma-Aldrich Ltd., Dorset, UK 

 Goat anti-mouse IgG(H+L) Secondary antibody, Alexa Fluor 488 conjugate, 

Catalog#: A-11001, ThermoFisher Scientific Inc., MA, USA 

 Ifenprodil hemitartrate ((1R*,2S*)-erythro-2-(4-Benzylpiperidino)-1-(4-

hydroxyphenyl)-1-propanol hemitartrate), Tocris Biosciences Ltd., Bristol, UK 
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 Isopentane (2-Methylbutane), Sigma-Aldrich Ltd., Dorset, UK 

 Kainic acid ((2S,3S,4S)-Carboxy-4-(1-methylethenyl)-3-pyrrolidineacetic 

acid), Tocris Biosciences Ltd., Bristol, UK 

 Magnesium sulphate, Fisher Scientific UK Ltd., Loughborough, UK 

 Nicotine ditartrate ((S)-(-)-1-Methyl-2-(3-pyridyl)pyrrolidine (+)-ditartrate 

salt), Tocris Biosciences Ltd., Bristol, UK 

 Noradrenalin bitartrate (4-[(1R)-2-Amino-1-hydroxyethyl]-1,2-      

benzenediol (L-(+))-bitartrate salt), Tocris Biosciences Ltd., Bristol, UK 

 NBQX disodium salt (2,3-Dioxo-6-nitro-1,2,3,4-

tetrahydrobenzo[f]quinoxaline-7-sulfonamide disodium salt), Sigma-Aldrich Ltd., 

Dorset, UK 

 NNC 55-0396 ((1S,2S)-2-[2-[[3-(1H-Benzimidazol-2-

yl)propyl]methylamino]ethyl]-6-fluoro-1,2,3,4-tetrahydro-1-(1-methylethyl)-2-

naphthalenyl cyclopropanecarboxylate dihydrochloride), Tocris Biosciences Ltd., 

Bristol, UK 

 PPDA ((2S*,3R*)-1-(Phenanthren-2-carbonyl)piperazine-2,3-dicarboxylic 

acid), Tocris Biosciences Ltd., Bristol, UK 

 Potassium acetate, Fisher Scientific UK Ltd., Loughborough, UK 

 Potassium chloride, Fisher Scientific UK Ltd., Loughborough, UK 

 SKF 81297 hydrobromide ((±)-6-Chloro-2,3,4,5-tetrahydro-1-phenyl-1H-3-

benzazepine hydrobromide), Tocris Biosciences Ltd., Bristol, UK 

 Sodium bicarbonate, Fisher Scientific UK Ltd., Loughborough, UK 

 Sodium chloride, Fisher Scientific UK Ltd., Loughborough, UK 

 Sodium dihydrogen phosphate, Fisher Scientific UK Ltd., Loughborough, UK 

 Sodium phosphate monobasic anhydrous, Fisher Scientific UK Ltd., 

Loughborough, UK 

 SR 95531 hydrobromide (6-Imino-3-(4-methoxyphenyl)-1(6H)-

pyridazinebutanoic acid hydrobromide), Santa Cruz Biotechnology, Inc., Germany  

 Streptavidin Alexa Flour 568 conjugate, Catalog#:S-11226 

 Sucrose ;β-D-Fructofuranosyl α-D-glucopyranoside), Fisher Scientific UK Ltd., 

Loughborough, UK 
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 SYM 2206 ((±)-4-(4-Aminophenyl)-1,2-dihydro-1-methyl-2-propylcarbamoyl-

6,7-methylenedioxyphthalazine), Tocris Biosciences Ltd., Bristol, UK 

 TCN 213 (N-(Cyclohexylmethyl)-2-[(5-[(phenylmethyl)amino]-1,3,4-

thiadiazol-2-yl}thio]acetamide), Tocris Biosciences Ltd., Bristol, UK 

 UBP 301 ((αS)-α-Amino-3-[(4-carboxyphenyl)methyl]-3,4-dihydro-5-iodo-

2,4-dioxo-1(2H)-pyrimidinepropanoic acid), Tocris Biosciences Ltd., Bristol, UK 

 ZD-7288 (4-Ethylphenylamino-1,2-dimethyl-6-methylaminopyrimidinium 

chloride), Tocris Biosciences Ltd., Bristol, UK 

2.6 Recording techniques 

Extracellular local field potentials were recorded using microelectrodes with a 

resistance less than 5MΩ pulled from standard walled borosilicate glass capillaries 

(1.2mm O.D. x 0.69mm I.D., Harvard Apparatus Ltd., Kent, UK) filled with normal 

ACSF of the same composition used in the experiments. Sharp microelectrodes 

were used for intracellular recordings, also pulled from standard walled borosilicate 

glass capillaries. These electrodes had a higher resistance (70MΩ– 150MΩ) and 

were filled with potassium acetate solution [2M] containing dissolved Biocytin 

hydrochloride [4-6%]. All electrodes were pulled using a Flaming/Brown type 

Horizontal puller (Sutter Instruments Co., California, U.S.A). 

Approximately half an hour after the slices were placed in the interface chamber, 

extracellular electrodes were placed in the V1 or V2 of the visual cortical slices. 

Control recordings were then taken prior to the addition of any pharmacological 

agents to ensure any oscillatory activity was due to the addition of pharmacological 

agents. Electrodes were inserted using a Narishige MX4 manipulator and a 

microscope to enable accurate positioning of the electrodes. 

2.7 Pharmacological induction of the alpha rhythm in vitro 

Kainate (800nM) was the pharmacological agent used to produce initial oscillatory 

activity in the slices. The kainate was bath applied to the circulating ACSF and the 

slices were perfused with kainate for approximately 1 hour to produce persistent 

oscillatory activity in the beta and/or gamma frequency band. Extracellular 
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electrodes recorded the local field poteŶtials ;LFP͛sͿ, the sum of the electrical 

current from multiple surrounding neurons, and once oscillations had stabilised i.e. 

there was a less than 10% difference in the amplitude of oscillations in three 

consecutive recordings, further experiments could be carried out. To induce 

oscillations in the alpha frequency band, NBQX (5M) and DK-AH (10M) were 

added to reduce both extrinsic and intrinsic neuronal excitability. Previous 

experiments have shown that a small concentration of NBQX is enough to partially 

antagonise AMPA and KA receptors to reduce a beta II frequency to beta I ((Roopun 

et al., 2006) see chapter 3 for more detail). This concentration of NBQX was used as 

preliminary experiments showed it to be the optimum concentration for reducing 

excitation without abolishing rhythmicity in the slice (see chapter 3). Once 

persistent oscillations in the gamma, beta, or alpha frequency were determined, 

further pharmacological experiments, laminar and horizontal profiles, and 

intracellular recordings could be carried out to study the properties of the rhythms. 

2.8 Data acquisition 

Extracellular signals detected by the slices were recorded in current clamp mode 

and band pass filtered at 3-200Hz. Signals were amplified and filtered using an 

Axoclamp 900A amplifier (Molecular Devices LLC., CA, U.S.A). Intracellular signals 

were recorded in DC mode and low pass filtered at 2 kHz. Any electrical line noise 

ǁas filteƌed usiŶg ͚Huŵďug͛ adaptiǀe filteƌs ;Quest “ĐieŶtifiĐ IŶstƌuŵeŶts IŶĐ., 

North Vancouver, Canada). Signals were then digitized at 10 kHz by an Instrutech 

ITC-18 A/D Converter (Instrutech Corp., NY, U.S.A) and transferred to either a Mac 

(Apple Computer Inc.) or Windows PC (Microsoft Corporation).  Axograph X 

software version 1.5.4 (Axon Instruments) was used to visualise and store 

recordings, along with initial frequency analysis. 

2.9 Data analysis 

Analysis and presentation of data was done using a number of programs. The raw 

data was collected using Axograph X version 1.5.4 (Axon Instruments). Analysis of 

the traces was carried out using bespoke programmes written in Matlab 8.3 



66 

 

software (The Maths Works Inc., Natick, MA, U.S.A). Statistical analysis was carried 

out using Sigmaplot (Systat Inc.) and the data was presented using Microsoft 

PowerPoint and Microsoft Word (Microsoft Corporation). 

2.9.1 Analysis of oscillation frequency 

Extracellular LFP recordings were quantified based on the peak frequency of the 

oscillation and the amplitude of the modal peak of the oscillation. Power spectra 

were produced from 60 second time epochs of raw data using a fast fourier 

transform (FFT) algorithm. This converts the time domain to a frequency domain by 

deconstructing the waveform of an oscillation into a series of pure sine and cosine 

functions within pre-defined frequency bands. The phase information inherent in 

this analysis was discarded and the magnitude squared value for each frequency 

component used to calculate the power distribution. This is then expressed as a 

sum of the voltage squared in a particular frequency band (V2/Hz). The power is 

therefore representative of the power at the particular frequency band of interest, 

which in this thesis were alpha (8-12Hz), beta (12-30Hz) and gamma (30-80Hz).  The 

amplitude and frequency of the modal peak can then be measured directly off the 

peak. Spectrograms were also used to illustrate any time-dependent changes in 

frequency content of raw traces using Matlab version 8.3. This is a visual 

representation of the spectrum of frequencies in the signal with the amplitude of 

the oscillation represented via colormap transformation. 

The rhythmicity of oscillations was measured using autocorrelation analysis of 60 

second epochs of the raw extracellular data. This compares a trace with itself over 

multiple time intervals, resulting in a plot of the degree of correlation against time, 

which takes on a sinusoidal form. The plot is normalised and the correlation is 

determined by calculating the difference in amplitude as measured on the Y-axis 

between the central peak to the first side trough. This gives information about the 

synchrony of an oscillation; the greater the level of correlation of an oscillation with 

itself over time, the more synchronous it is. 
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2.9.2 Analysis of individual neuronal properties. 

Cells were characterized from intracellular recordings using a range of depolarising 

steps (0.1-1nA). Electrophysiological properties of the cells were used to determine 

the cell type, these included cells responses to depolarising current, post step after 

hyperpolarisation (AHP) (see figure 2.2), action potential width at half height, AHP 

and after depolarisation (ADP) of individual spikes (see figure 2.3), resistance (see 

figure 2.4), average spike rate and inhibitory postsynaptic potential (IPSP) and 

excitatory postsynaptic potential (EPSP), rise time, amplitude and decay time (see 

figure 2.5). ADP is defined as a period of depolarisation after an action potential 

which increases the likelihood of the neuron firing again, for the purpose of this 

thesis, ADP was quantified as described below (see figure 2.3). Analyses of neuronal 

properties were carried out by randomly selecting portions of the data and taking 

measurements of individual properties i.e. single spikes. Measurements were 

carried out manually, directly from the raw data as described below (figure 2.2-2.5). 

For analysis of each of these properties from iŶdiǀidual ŶeuƌoŶs, ≥20 

measurements were taken from each cell and then averaged to produce an N of 1, 

where N=number of cells, and n=number of measurements taken. These 

measurements were taken in order to determine neuronal cell types and identify 

any differences in the properties of the neuronal subtypes recorded from during 

intracellular experiments.  

 

 

 

 

 

 

 

 



68 

 

ϮϬV 

ϱϬϬŵs 

 

 

 

 

 

 

 

Figure 2.2 Response to 0.5nA depolarising step illustrating the response of the cell. 

Post step AHP was quantified by measuring the maximum amplitude, which was 

taken between resting membrane potential and the trough of the AHP indicated by 

an arrow. 

 

 

 

 

 

 

Figure 2.3 Intracellular recording of single spike of cell at resting membrane 

potential. Action potential width was quantified by measuring width at half height; 

AHP was quantified by measuring the amplitude which is taken between resting 

membrane potential and the trough of the AHP indicated by an arrow. ADP was 

quantified by measuring the time from the start of the action potential until the 

end indicated by an arrow. 
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Figure 2.4 Response to 0.2nA depolarising step. The resistance of cells was 

calculated by injecting cells with a depolarising current and dividing the voltage 

(indicated by arrow) by the amount of current injected. 
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Figure 2.5 A. IPSP recorded by depolarising the cell to -30mV. B. EPSP recorded by 

hyperpolarising the cell to -70mV (resting membrane potential -60mV). The 

amplitude of IPSPs and EPSPs was calculated by measuring the voltage of the peak 

or trough. The rise time was the time it took for the IPSP or EPSP to reach its 

maximum amplitude indicated by an arrow. The decay time was quantified using 

the time constant (τ), this was measured from the peak or trough of the IPSP or 

EPSP to the time it took to decay to 63.2% of its final value. 
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For each cell type, EPSPs and IPSPs were optimised by tonically hyperpolarising or 

depolarising the cell to a membrane potential of -70mV or -20mV respectively, in 

the presence of an oscillation. From the intracellular recordings, cell firing, EPSPs 

and IPSPs during gamma, beta or alpha rhythms could be cross correlated with the 

oscillation to measure phase synchrony and spike triggered average of the field to 

determine which cell types were actively or passively involved in the particular 

rhythms using Matlab version 8.3. Briefly, for spike-triggered LFP averages spike 

peaks were detected via simple thresholding of intracellular waveforms and 

ƌasteƌised. EaĐh spike ǁas used as a ͚tiŵe zeƌo͛ ƌefeƌeŶĐe poiŶt foƌ splittiŶg 

concurrently recorded LFP waveforms into 1s epochs (+/- 500 ms from the spike 

reference point). The LFP epochs were then summed to give the average LFP 

waveform, occurring at the point of the spike. For wave (LFP)-triggered averaging 

the LFP waveform was tightly band-pass filtered according to the modal peak 

frequency (30 – 50 Hz for gamma, 14-30 Hz for beta, 8-12 Hz for alpha). Maximal 

tƌough defleĐtioŶs ǁeƌe deteĐted usiŶg a siŵple ͚loĐal ŵiŶiŵuŵ͛ ƌoutiŶe aŶd the 

time point for these minima used to construct 1s epochs of intracellular waveform 

data. Field-triggered spike histograms were found by taking a 1s time-course of the 

spikes found for each wave-trigger and summing them in bins of 200ms. For EPSP 

and IPSP analysis these epochs were averaged, for spike/LFP coherence the 1s 

epochs were divided into 5 ms bins and the total number of spikes occurring in each 

bin for every epoch (relative to time zero – the LFP local minimum) plotted as a 

histogram. 

2.9.3 Statistical analysis 

Statistical analysis of the data for the pharmacological experiments was conducted 

using Sigmaplot 12.3 software (Systat software Inc.) and Microsoft Excel (Microsoft 

Corp.). The data was presented in the text and graphical representations as the 

mean of the data +/- the standard error of the mean (SEM). Primary analysis was 

done to determine the distribution of the data set. If the data displayed a normal 

distribution paired t-tests were carried out to compare data which had been 

derived from the same slice or cell i.e. before and after addition of pharmacological 
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agents. For data which did not contain a normal distribution, Mann-Whitney Rank 

Sum Tests were used. The median value plus the interquartile range (Q1-Q3) was 

expressed for data which did not display a Gaussian distribution, and a Mann-

Whitney Rank Sum Test was used to compare the median values of data sets rather 

than their mean values.  

Alternatively, where the analysis was concerned with more than one treatment 

groups, repeated measures tests were used. A One-Way Analysis of Variance 

(ANOVA) Test was carried out on parametric data to compare the mean values from 

data of the same entity which were normally distributed. For non-parametric data, 

a Kruskal-Wallis ANOVA Test was used e.g. to compare differences in power across 

the laminar column. A confidence interval of 95% (P<0.05) was employed for all 

statistical analyses, data was confirmed as statistically significant if the difference 

between groups exceeded this value. If data exceeded this confidence interval, the 

difference was greater than what would be expected by chance and the null 

hypothesis could then be rejected. 

Correlation statistics were used to test how strongly a pair of variables were related 

e.g. when comparing preceding beta power with alpha power. The correlation 

coefficient or R value ranges from +1 to -1, giving information on how closely the 

two variables are related. By squaring the R value, the percent of the variation in 

one variable to the other is given, for example an R2 value of 0.5 means 25% of the 

variation is related.  

2.10 Immunohistochemistry techniques  

2.10.1 Fixation and sectioning of slices 

Slices were maintained at 4°C in 4% Paraformaldehyde (PFA) and 15% Picric acid 

(PA) for >24 hours. Slices were then washed in 0.1M phosphate buffer (PB) and 10-

20% sucrose and embedded in a solution of 10% gelatine in distilled water which 

dissolved at around 40°C after 10 minutes. Slices were submerged in gelatine and 

left to set on ice before being excised and stored in fixative (4% PF, 15%PA) for 1 
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hour. Gelatine-containing slices were then removed from the fixative and cut in 40-

60m thick sections using a vibratome to ensure successful visualisation of 

immunohistochemically stained cells.  

2.10.2 Staining techniques  

Re-sectioned slices were again washed in 0.1M PB followed by 0.01M Sodium 

Citrate at 100°C for 10 minutes then rinsed with PBS at room temperature for 20 

minutes. Slices were then washed in TRIS buffer solution (TBS) followed by 10% 

Normal Goat Serum (NGS) in TBS containing 0.5% TWEEN for 60 minutes. They 

were then left to incubate at room temperature overnight with the primary 

antibody anti-GAD-67, raised in mouse (Millipore, UK) made up in 2% NGS-TBS 

TWEEN. After overnight incubation, slices were washed in TBS then incubated with 

secondary antibodies: AF488 goat anti mouse IgG(H+L) and AF568 streptavidin 

(ThermoFisher Scientific, MA, U.S.A) made up in TBS at room temperature for 2 

hours in the dark. Slices were then mounted onto slides with vectashield to be 

visualised using confocal microscopy. 

2.10.3 Staining of Biocytin filled cells 

After confocal microscopy, the sections were carefully removed from the slides and 

washed with TBS; they were then left to incubate overnight with the ABC elite kit 

(Vector labs, Peterborough) in a cold room on a shaker. Sections were again washed 

in TBS followed by TB before being placed in 0.05% DAB and the sections were 

observed for a colour change to a dark brown. Once this was achieved, the reaction 

of the DAB was stopped by washing in PB and distilled water. The sections were 

then mounted onto a glass slide to be viewed under the light microscope. 
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Chapter 3: Results - Generation of alpha 

oscillations in the primary visual cortex 
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3.1 Introduction 

 3.1.1 Models of alpha rhythms 

Alpha frequency activity was first described in vitro in slice preparations of rat 

sensorimotor neocortex by Silva et al. (1991). They recorded from 2 types of 

pyramidal cells, some that elicited single spikes and others which fired rhythmic 

bursts, in layer V and observed rhythmic firing patterns between 5-12Hz. The 

authors increased activation of NMDA receptors by reducing extracellular 

magnesium ion concentration. This facilitates NMDA gated currents in most 

subtypes of NMDA-gated channel by removing the open channel block afforded by 

this ionic species (Jahr and Stevens, 1990). Bathing slices in zero magnesium 

concentrations led to the observation of rhythmic synchronised activity at 4-10Hz. 

The pyramidal neurons were phase locked to the rhythmic field potentials. 

Whether this type of alpha-frequency network behaviour is of physiological 

relevance is debatable. Alpha rhythms in sensorimotor cortex are seen concurrently 

with beta frequeŶĐǇ speĐtƌal ĐoŶteŶt ;the ͚ŵu͛ ƌhǇthŵ (Pfurtscheller et al., 1997)) 

but the above study demonstrated only theta and alpha frequency activity. In 

addition, reducing magnesium ion content of the bathing solution for slices 

maintained in vitro is a well-established model of epileptiform activity in neocortex 

(Straub et al., 1992). Slow (theta/alpha) bursting is a characteristic feature of a 

number of epilepsies in humans, with ͚alpha seizuƌes͛ ďeiŶg tǇpiĐallǇ assoĐiated 

with epilepsies secondary to anoxia and localised encephalopathies (Gelety et al., 

1985) 

A more physiological model of alpha rhythms has been reported in thalamic tissue. 

Alpha oscillations have been generated in vitro in cat brain slices of the lateral 

geniculate nucleus (LGN). This was done by strong activation of the metabotropic 

glutamate receptor (mGLUR1) mimicking cortico-thalamic feedback (Hughes et al., 

2004). This study showed alpha rhythms to be driven by high threshold bursting 

thalamaocortical neurons (HTC) and synchronised by gap junctions. 
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A computational model of thalamic alpha oscillations has been devised by Vijayan 

and Kopell (2012). Here they adapted a thalamic model from previous studies 

(Destexhe et al., 1996) consisting of a network of reticular nucleus cells and TC cells. 

They incorporated the HTC cells connected by gap junctional coupling discovered by 

previous work by Hughes et al. as described above, which burst at the alpha 

frequency at a depolarised membrane potential. Their model generated alpha 

activity by the activation of muscarinic acetylcholine receptors (mAChR) or the 

mGluR1 subtype of glutamate receptors. They found that, consistent with in vitro 

experiments, TC cells fire during any phase of alpha with the mGLuR1-induced 

alpha model. In the mAChR model of alpha, TC cells fire phase locked to the alpha 

field. They suggest that the mAChR-induced alpha, when there is strong alpha 

power, inhibits layer IV pyramidal cell firing in the neocortex. When alpha power is 

weak, TC cell firing is strong and this could drive layer IV pyramidal cells in the 

neocortex in a tonic manner, suggesting the mAchR model may group TC cell 

activity into perceptual units for processing. On the other hand, the mGluR1 

induced alpha model may be involved in functional inhibition, and due to the 

irregular spike-field coherence, may block the inputs from thalamus reaching the 

cortex. 

Large scale computational modelling has reproduced the alpha rhythm, without 

involving the thalamus, in a manner based on excitatory lateral interactions 

between coupled cortical macrocolumns serving as alpha generators (Naruse et al., 

2010). Freyer et al. (2011) were able to produce a model incorporating 

thalamocortical activity. In addition, computational models of purely neocortical 

alpha rhythms have been proposed. A model by Jones et al. (2000a) suggested that 

h- and T- currents present in layer V pyramidal cells produce and regulate alpha 

frequency rhythms and promote spatially asynchronous firing patterns.  

While the thalamic alpha generator is well established mechanistically in vitro, very 

little is known about the possibility of a purely neocortical generator. The model of 

Jones et al. (above) was critically dependent on h-current, but levels of activity of 

this intrinsic conductance are low in the awake state (see chapter 1). In addition, 

none of the models described above address the apparent interplay between alpha 
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and beta rhythms (Killian and Buffalo, 2014), nor do they consider any role for 

synaptic plasticity in the formation of this rhythm.  

3.1.2 Kainate induced beta oscillations 

Beta rhythms are a very common feature of cortical dynamics and a number of in 

vitro models have established their underlying mechanism and its relation to 

synaptic plasticity (e.g. see (Roopun et al., 2008)). Most of these models use 

network activation in vitro via kainate receptors (KA) (Roopun et al., 2006) so this 

approach will be used as a starting point in attempts to generate a useful in vitro 

model of alpha rhythms in this thesis. 

KA receptors are ionotropic receptors which respond to the binding of glutamate 

and contribute to glutamatergic excitation at the synapse. They were first identified 

through their activation upon application of the agonist KA to frog spinal cord in 

vitro (Evans, 1980). There are 5 different subunits of KA receptors: GluR5, GluR6, 

GluR7, KA1 and KA2. KA receptors are tetrameric; the subunits can be arranged in 

different ways to form a four-subunit receptor. Glu5-7 can form homomers, a 

receptor consisting entirely of one subunit, or heteromers, a receptor consisting of 

two or more subunits. KA1 and KA2 can only form functional receptors with the 

GluR5-7 subunits (for review see (Carta et al., 2014)). KA receptors are distributed 

throughout the brain, they modulate synaptic transmission and neuronal 

excitability as well as playing a role in synaptic plasticity (Contractor et al., 2011). KA 

receptors have pre- and post-synaptic actions, post-synaptic activation is involved 

with excitatory neurotransmission and pre-synaptic activation is involved in 

inhibitory neurotransmission via modulating the release of GABA. 

The role of KA receptors in rhythm generation appears to involve at least three 

mechanisms: In the hippocampus they can directly excite axons of interneurons in a 

manner that has been linked to gamma rhythm generation (Fisahn et al., 2004) and 

they can alter the intrinsic potassium current in principal cells, increasing spike 

rates and decreasing accommodation (Melyan et al., 2002), thus favouring 

recruitment into fast (beta/gamma) network activity. In somatosensory cortex they 
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can tonically depolarise certain subtypes of principal cells – particularly intrinsically 

bursting neurons – facilitating burst-dependent beta rhythms (Roopun et al., 2006). 

In cortex, both post and pre-synaptic kainite receptors have been shown to 

contribute to thalamocortical transmission (Kidd and Isaac, 1999; Kidd et al., 2002). 

However, all these mechanisms have been characterised in brain regions other than 

visual cortex. It is uncertain what effect KA receptor activation has in the V1, nor is 

it known how KA receptors modulate functional network activity in the visual 

cortices.  

Not much is known about the mechanisms underlying the generation of beta 

oscillations in the visual system either. Chemical activation of KA and/or muscarinic 

cholinergic receptor subtypes has been shown to generate beta oscillations in the  

somatosensory cortex (Roopun et al., 2006), auditory cortex (Roopun et al., 2010) 

and medial prefrontal cortex (mPFC) (Glykos et al., 2015). While these in vitro 

studies strongly suggest that an excitatory glutamatergic or cholinergic drive is 

needed to generate these oscillations, it is not known how they contribute to beta 

rhythms in the visual system. At a phenomenological level the primary visual cortex 

is thought to contribute to beta oscillations in extra-striate areas. During visual 

stimulation, beta oscillations in the V4 are replaced by gamma oscillations. A lesion 

in the primary visual cortex reverses this suppression of beta rhythms in the V4, 

suggesting beta responses in extra-striate areas are controlled by the V1 (Schmiedt 

et al., 2014). Thus the origin of both alpha and beta rhythms appears to lie in the 

V1.  

3.1.3 Aims and objectives 

Alpha oscillations have been shown to follow beta oscillations in the human visual 

cortex after the removal of a visual stiŵulus oƌ aŶ ͞eǇes Đlosed͟ state; there have 

been no attempts made to replicate these findings in in vivo recordings from 

rodents. In order to generate a model for this type of alpha rhythm in the visual 

system the main aim was therefore to mimic this sequence of network activity 

(eyes open) followed by relative inactivity (eyes closed). The main objective in this 

respect was to establish a beta/gamma rhythm state in visual cortex and then use 
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pharmacological manipulation to attempt to selectively reduce the level of 

excitation in a manner that gives rise to alpha rhythms. Once established the 

remaining two aims for the body of work in this chapter were to spatially 

characterise the alpha rhythm and to quantify any relationship between the alpha 

rhythm and prior beta/gamma rhythms. 

Previous pilot studies have shown that alpha oscillations can be generated in the 

visual cortex in vitro using exclusively cortical interactions, without the need for 

thalamic input. These preliminary experiments showed post-response alpha in the 

primary visual cortex upon layer IV activation with microdrop application of a small 

volume of glutamate (1mM, 70nL) (Figure 3.1). This manipulation alone generated a 

transient epoch of gamma/beta rhythms which faded, in both power and 

frequency, rapidly with time. When the same manipulation was repeated with 

nicotinic cholinergic neuromodulation the initial, transient gamma/beta response 

transformed into a prolonged alpha rhythm.  This showed the possible validity of a 

purely neocortical alpha rhythm model in vitro. However, such transient, rapidly 

time-variant events are very hard to explore ŵeĐhaŶistiĐallǇ so a ŵoƌe ͚peƌsisteŶt͛ 

model system was needed. This chapter describes how such a model was produced. 

3.2 methods 

All experiments described in this chapter were carried out using in vitro brain slice 

preparations (450M slice thickness) from adult male Wistar rats (150-200g). Visual 

cortex containing slices were cut coronally and were prepared and maintained as 

described in chapter 2.1-2.4. n reflects the number of slices. All drugs were applied 

to the bathing medium. All data obtained from experiments from this chapter was 

via extracellular field recordings outlined in chapter 2.6 and all data acquisition and 

analysis are described in chapter 2.7-2.8.  
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3.3 Results 

3.3.1 Generation of beta oscillations in the primary visual 

cortex 

Persistent beta oscillations (14-30Hz) were generated in the primary visual cortex 

by bath application of the kainate receptor agonist KA [400-800nM] to the 

circulating ACSF. Control recordings were taken prior to addition of KA to ensure 

the slices contained no intrinsic oscillatory activity, thus, upon addition of KA, any 

oscillatory activity observed could be connected to the activation of KA receptors. 

Preliminary investigations showed that beta activity was highest in layer IV of the 

V1, so initial extracellular field recordings were obtained from there before a more 

thorough quantification of laminar distribution was attempted (see 3.3.8 below). 

Application of KA to the slices generated oscillations in the beta frequency range 

(14-30Hz). Figure 3.2A shows examples of extracellular beta activity at two different 

concentrations of KA [400 and 800nM]. Figure 3.2.B shows example power spectra 

produced from FFT analysis of a 60 second epoch of extracellular data. The power 

spectra produced provided a quantitative measurement from which the peak 

power and frequency of oscillations could be determined. Increasing the 

concentration of KA caused no significant difference in the mean frequency of the 

oscillation: 30.1Hz  0.9Hz vs. 29.0Hz  0.5Hz for 400 and 800nM KA respectively 

(P>0.05, n=43 for 400nM KA n=93 for 800nM KA, Mann-Whitney Rank Sum Test, 

Figure 3.2D). Doubling the concentration did however cause a significant increase in 

the power of the oscillation from 7.0V2  1.8V2 to 11.4V2  1.0V2, (P<0.001, 

n=43 for 400nM KA n=93 for 800nM KA, Mann-Whitney Rank Sum Test, Figure 

3.2D).  

Figure 3.2C shows a measure of the rhythmicity of oscillations by auto-correlation 

analysis of 60 second epochs of extracellular data. From this it was determined that 

the temporal organisation of the beta rhythm seen was qualitatively similar at each 

of the two concentrations used. From these initial experiments, it was decided  
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Figure 3.1 Post-stimulus alpha oscillations are observed after spritzing with glutamate in 

the presence of Nicotine in layer IV of the primary visual cortex. A. One minute example 

traces of extracellular activity after spritzing of glutamate [1mM] before and after the 

addition of Nicotine [10M]. B. Example spectrogram produced from traces in A. C. One 

second example traces of extracellular activity produced from the traces shown in A 

showing the response to glutamate approximately 10 seconds after spritzing and post-

stimulus alpha approximately 30 seconds after glutamate spritzing (n=4). 
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Figure 3.2 Generation of beta oscillations in the primary visual cortex. A. 1 second 

example traces of extracellular activity induced by Kainate [KA, 400nM] (black trace) and 

[800nM] (red trace). B. Example power spectra produced from traces in A. C. Example auto-

correlations produced from 60 second epochs of extracellular data showing rhythmicity 

after application of 400nM KA (in black) and 800nM KA (in red). D.  Graphs showing the 

change in frequency and amplitude between 400nM and 800nM of KA (frequency, P>0.05, 

amplitude P<0.001, both Mann-Whitney Rank Sum Test, n=43 black, n=93 red. n=number of 

slices). 
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800nM KA would be the optimum concentration to use for generation of persistent beta 

oscillations in the primary visual cortex. 

3.3.2 Variations in the effects of KA 

The beta rhythm, as described in 3.3.1 above, was evoked in coronal sections of the 

primary visual cortex. On some occasions however only a gamma rhythm or a dual 

gamma and beta rhythm was observed after application of 800nM KA (Figure 3.3A 

and 3.3B). No overt pattern to the change in the spectral content of KA-induced 

rhythms was immediately obvious, but it was decided to see whether subtle 

alterations in the slice orientation or surface damage may underlie the variability; it 

is possible that cutting the slices in different orientations can have an effect on the 

connections and local circuitry, therefore affecting oscillation frequency. It was 

found that changing the blade orientation during coronal slicing of the brain (Figure 

3.3C) changed the incidence and frequency of oscillations seen. Figure 3.3D shows 

graphical representations of these changes. Cutting with a forwards facing blade 

gave oscillations in the beta frequency (14-30Hz) at the highest incidence of 76 vs. 

49 occasions when comparing to gamma frequency oscillation alone (30-50Hz). In 

contrast a dual gamma and beta spectrum was seen on 19 occasions. A back facing 

blade gave oscillations in the gamma frequency the highest number of times at 33, 

with only 10 observed in the beta frequency and 8 at dual gamma beta frequencies. 

A sideways facing blade gave the highest incidence of dual gamma beta oscillations 

at 6 occasions vs. 4 incidences of beta and only 1 at gamma frequency. These 

results were not statistically significant (P=0.062, One Way Analysis of Variance). 

However, for beta oscillations, a front facing orientation of the blade was used 

primarily in cutting. For gamma oscillations a back facing orientation of the blade 

was used to optimise the chance of seeing each of these spectral components for 

further experimentation. 
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Figure 3.3 Variations in the effects of KA. A. 1 second example traces of extracellular 

activity after application of 800nM KA i. example gamma oscillation ii. example 

gamma/beta oscillation and iii. example beta oscillation. B. Example power spectra 

produced from traces in A. C. Diagram showing the orientation of the blade during slicing i. 

forward facing ii. side facing iii. back facing. D. Graphs showing the incidence and 

frequency of oscillations depending on slice orientation during cutting after application of 

KA [800nM] (P>0.05, One Way Analysis of Variance). 
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3.3.3 Generation of alpha oscillations in the primary 

visual cortex 

From the above section it was clear we could reliably model visual cortical 

activation persistently using KA. The next step was therefore to investigate how we 

could reduce the level of network excitation to see if this activated state could be 

transformed into one showing alpha rhythms. The following subsections describe 

different strategies used to achieve this. In each case slices were left to oscillate in 

KA alone for a minimum of 30 minutes before further drugs were added. 

3.3.3.1 Antagonism of KA or AMPA receptors alone 

did not reduce the frequency of beta oscillations in 

the primary visual cortex 

The first step was to see whether the selective antagonism of either α-amino-3-

hydroxy-5-methyl-4-isoxazolepropionic acid receptor (AMPA) or the KA receptors 

used to generate the network activation in the first place was necessary and 

sufficient to reduce the frequency of oscillations to that in the alpha range.  

The selective (ca. 30-fold over AMPA receptors (More et al., 2003) antagonism of 

KA receptors with ;α“Ϳ-α-Amino-3-[(4-carboxyphenyl)methyl]-3,4-dihydro-5-iodo-

2,4-dioxo-1(2H)-pyrimidinepropanoic acid (UBP301 [15M]) caused no change in 

the frequency of the beta rhythm 31.1Hz  2.8Hz vs. 31.2Hz  3.6Hz (P= 0.818, KA 

alone vs. KA followed by KA+UBP301, n=6 Mann-Whitney Rank Sum Test, figure 

3.4). UBP301 also failed to change the rhythmicity of the observed beta rhythm: 0.6 

 0.1 vs. 0.4  0.1 for KA or KA + UBP301 respectively (P=0.145, n=5, Two-Tailed T-

Test). However, reduction in KA receptor function did cause a decrease in the 

power of the beta rhythm: 5.4V2  1.0V2 vs. 2.0V2 0.5V2 for KA and 

KA+UBP301 respectively (P<0.05, n=6, Two-Tailed T-Test).  

Selectively antagonising AMPA receptors alone with the non-competitive agent (±)-

4-(4-Aminophenyl)-1,2-dihydro-1-methyl-2-propylcarbamoyl-6,7-methylenedioxy-

phthalazine (SYM2206 [10M]) caused no significant difference in the power, 

frequency or rhythmicity of the beta rhythm (figure 3.5). Mean oscillation  
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Figure 3.4 Blocking KA receptors alone reduced power but not frequency of beta 

oscillations. A. 1 second example traces of extracellular activity induced by Kainate 

[400nM] (black trace) and 30 minutes after addition of UBP301 [15M] (red trace). B. 

Example power spectra produced from traces in A showing the effect of UBP301 on beta 

oscillations. C. Example auto-correlations produced from 60 second epochs of extracellular 

data showing rhythmicity before (in black) and after (in red) application of UBP. D.  Graphs 

showing the change in frequency, amplitude and rhythmicity of oscillations before and 

after application of UBP (frequency P>0.05, n=6, Mann-Whitney Rank Sum Test, amplitude 

P<0.05, n=6, Two-tailed T-Test, rhythmicity P>0.05, Two-Tailed T-Test, n=5). 
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Figure 3.5 Blocking AMPA receptors alone did not reduce the frequency of the beta 

rhythm. A. 1 second example traces of extracellular activity induced by Kainate [400nM] 

(black trace) and 30 minutes after addition of SYM2206 [10M] (red trace). B. Example 

power spectra produced from traces in A showing the effect of SYM2206 on beta 

oscillations. C. Example auto-correlations produced from 60 second epochs of extracellular 

data showing rhythmicity before (in black) and after (in red) application of SYM2206. D.  

Graphs showing the change in frequency, power and rhythmicity of oscillations before and 

after application of SYM2206 (frequency P>0.05, amplitude P>0.05, rhythmicity P>0.05, all 

Mann-Whitney Rank Sum Test, n=6). 



87 

 

frequencies with KA or KA followed by SYM 2206 were 32.0Hz  2.3Hz and 30.3Hz  

2.4Hz respectively (P = 0.485, n=6, Mann-Whitney Rank Sum Test). Mean peak 

powers were 5.2V2  3.0V2 and 3.1V2 1.9V2 (P = 0.394, n=6, Mann-Whitney 

Rank Sum Test), and mean rhythmicities were 0.72  0.04 vs. 0.40  0.19 (P=0.180, 

n=6, Mann-Whitney Rank Sum Test). The above data showed that reducing the 

original activation of the network by KA reduced the power of the rhythm 

generated. However, this was not associated with a reduction to alpha frequencies. 

Reducing AMPA receptor activity alone also did not cause a reduction to alpha 

frequencies and had only subtle (non-significant) effects on mean power and 

rhythmicity. We therefore next tried a reduction in both glutamate receptor 

systems together. 

3.3.3.2 Partial antagonism of KA and AMPA 

receptors together reduced the frequency of beta 

oscillations in the primary visual cortex 

Once beta oscillations were established in the V1, the non-selective KA and AMPA 

receptor antagonist 2,3-Dioxo-6-nitro-1,2,3,4-tetrahydrobenzo[f]quinoxaline-7-

sulfonamide (NBQX) was added. Different concentrations (2-10M) of NBQX were 

applied to determine the optimum amount required to potentially reduce the 

frequency without abolishing power or rhythmicity of the beta oscillation (Figure 

3.6A). A gradual decrease in peak oscillation frequency was seen as NBQX 

concentration was increased. At the highest concentration tested (10M) the 

control frequency of 27.6Hz  0.9Hz was significantly reduced to 11.8Hz ± 0.7Hz 

(P<0.001, n=5, Two-Tailed T-Test, figure 3.6). Interestingly, an Inverted U Function 

relationship was seen between NBQX concentration and oscillation power (Figure 

3.6A), with beta oscillation power increasing from control levels around an NBQX 

concentration of ca. 5M. 6.8V2  1.2V2 vs. 16.7 V2  6.8V2 (P=0.259, n=5, 

Two-Tailed T-Test) then decreasing to 3.9V2  1.5V2 (P=0.157, n=5, Two-Tailed T-

Test) at a concentration of 10M, however these results were not significant. 
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Figure 3.6 Partial antagonism of both KA and AMPA receptors reduced the frequency but 

not the power of beta oscillations. A. Concentration response curves showing the effects 

of increasing concentrations of NBQX (2-10M) on the frequency and power of beta 

oscillations induced by 400nM KA (n=5). B. 1 second example traces of extracellular activity 

induced by Kainate [800nM] (black trace) and NBQX [5M] (red trace). C. Example power 

spectra produced from traces in B. D.  Graphs showing the change in frequency and peak 

power of beta oscillations after addition of 5M NBQX (frequency P<0.001, amplitude 

P>0.05, both Mann-Whitney Rank Sum Test, n=52). 
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Application of 5M NBQX to the beta rhythms generated by the higher KA 

concentration of 800nM also caused a reduction in the frequency of the rhythm by 

approximately 12Hz (27.3Hz  0.6Hz vs. 15.8Hz  0.4Hz P<0.001, n=51, Mann-

Whitney Rank Sum Test, figure 3.6B,C). However, with beta rhythm power already 

high, there was no significant decrease in the power 11.9V2  1.8V2 vs. 10.8V2  

8.2V2 (P=0.287, n=51, Mann-Whitney Rank Sum Test). These data demonstrated 

that concurrent reduction in KA and AMPA receptor-mediated network excitability 

could reduce network peak frequency. However, this manipulation of activity levels 

did not reduce frequencies down to alpha rhythm levels. We therefore built on the 

network effects of NBQX, using the concentration of 5M from now on, and looked 

at further reductions in excitability at the single cell level. 

3.3.3.3 Blocking Ih current reduced the frequency of 

oscillations to alpha and caused an increase in 

power 

Application of the Ih channel blocker 4-Ethylphenylamino-1,2-dimethyl-6-

methylaminopyrimidinium chloride (ZD7288 [10M]) to the beta rhythm prior to its 

reduction in drive with NBQX together caused a reduction of frequency to that in 

the alpha range 15.6Hz  1.3Hz vs. 11.7Hz  0.3Hz (P<0.001, n=22, Mann-Whitney 

Rank Sum Test, figure 3.7D) and a 4 fold increase in the power 11.6V2   5.6V2 vs. 

55.4V2  5.9V2 (P<0.01, n=22, Mann-Whitney Rank Sum Test). The rhythmicity of 

this resultant alpha rhythm was also significantly larger than the beta rhythm 

generated by KA and NBQX alone: 0.59  0.15 vs. 1.00  0.14 (P<0.05, n=10, Two-

Tailed T-Test).  

ZD7288 has also been reported to affect GABAergic synaptic inhibition at the 

concentration used (Lupica et al., 2001), so to confirm the above observed effects 

were mediated by Ih suppression we used a different, more selective blocker. 

Subsequent blocking of Ih channels, following NBQX application to KA-induced beta 

rhythms, with (S)-(+)-7,8-Dimethoxy-3-[[1-(2-(3,4-dimethoxyphenyl)ethyl)-3-

piperidinyl]methyl]-1,3,4,5-tetrahydro-2H-3-benzazepin-2-one hydrochloride (DK-  
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Figure 3.7 Subsequent blocking of Ih channels produced alpha frequency oscillations: 

effects of ZD7288. A. 1 second example traces of extracellular activity induced by Kainate 

[800nM] and NBQX [5M] (black trace) and 30 minutes after addition of ZD7288 [10M] 

(red trace). B. Example power spectra produced from traces in A. C. Example auto-

correlations produced from 60 second epochs of extracellular data showing rhythmicity 

before (in black) and after (in red) application of ZD7288. D.  Graphs showing the change in 

frequency (P<0.001, n=22, Mann-Whitney Rank Sum Test), power (P<0.01, n=22, Mann-

Whitney Rank Sum Test) and rhythmicity (P<0.05, n=10, Two-Tailed T-Test) of oscillations 

after addition of ZD7288. 
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Figure 3.8 Subsequent blocking of Ih channels produced alpha frequency oscillations: 

effects of DK-AH269. A. 1 second example traces of extracellular activity induced by 

Kainate [800nM] and NBQX [5M] (black trace) and 30 minutes after addition of DK-AH269 

[10M] (red trace). B. Example power spectra produced from traces in A. C. Example auto-

correlations produced from 60 second epochs of extracellular data showing rhythmicity 

before (in black) and after (in red) application of DK-AH269. D.  Graphs showing the change 

in frequency (P<0.001, n=30, Mann-Whitney Rank Sum Test), power (P<0.001, n=30, Mann-

Whitney Rank Sum Test) and rhythmicity (P>0.05, n=10, Two-Tailed T-Test) of oscillations 

after addition of DK-AH269. 
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AH269 [10M]) also produced a reduction in frequency to that in the alpha range: 

16Hz  0.5Hz vs. 12.4Hz  0.3Hz (P<0.001, n=30, Mann-Whitney Rank Sum Test, 

figure 3.8) and, again, a 4 fold increase in power from 10.3V2  2.2V2 to 39.8V2 

 8.0V2 (P<0.001, n=30, Mann-Whitney Rank Sum Test). It also caused an increase 

in the mean rhythmicity of the oscillation, however this was not statistically 

significant: 0.73  0.13 vs. 1.00  0.12 (P=0.069, n=10, Two-Tailed T-Test). 

Once alpha oscillations had been established, recordings were taken at 15 minute 

intervals to follow the temporal stability of this rhythm. It was determined that 

alpha oscillations reach their maximum amplitude 105 minutes after application of 

DK-AH [10M] (Figure 3.9). There is a gradual increase in power concurrent with 

small decreases in frequency after application of DK-AH [10M]. After the peak in 

power at approximately 105 minutes, the frequency and amplitude of oscillations 

slowly decreased until all rhythmicity had died away. These data suggest that alpha 

rhythms are a response to reduced network and cellular excitability following a 

prior period of network activation. We therefore needed to address the 

relationship between the alpha rhythm and the properties of this prior activated 

network. To do this we took advantage of the variable expression of gamma and 

beta rhythms inherent in the slice model used (3.3.2 above). 

3.3.4 Robust alpha rhythms could not be generated from 

gamma rhythms alone in the primary visual cortex 

Excitation of the primary visual cortex with KA [800nM] has already been shown to 

generate both beta and gamma oscillations (3.3.2). By using slices that generated 

only gamma rhythms, and not beta rhythms, it was shown that a preceding gamma 

rhythm did not lead to strong alpha frequency oscillations when network and 

cellular excitation was reduced. Application of NBQX [5M] and DK-AH269 [10M]  
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Figure 3.9 The alpha rhythm reached its maximum amplitude 105 minutes after 

application of NBQX and DK-AH in the visual cortex. A. Graph showing the effect of time 

on the frequency of alpha oscillations. B. Graph showing the effect of time on the power of 

alpha oscillations produced from 60 second epochs of extracellular data. The beta rhythm 

is generated with application of KA [800nM], at 0 minutes NBQX [5M] and DK-AH269 

[10M] were added to generate alpha frequency oscillations (n=14 0-60 minutes, n=4 90-

120 minutes, n=2 150-200 minutes). 
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Figure 3.10 A preceding gamma rhythm alone did not generate alpha frequency oscillations 

in the visual cortex. A. 1 second example traces of extracellular activity induced by Kainate 

[800nM] (black trace) in a slice showing only gamma rhythms (see Fig.3.3), 30 minutes after 

addition of NBQX [5M] (red trace) and 30 minutes after addition of DK-AH269 [10M] (blue 

trace). B. Example power spectra produced from traces in A. C. Example auto-correlations 

produced from 60 second epochs of extracellular data showing rhythmicity after addition of 

800nM KA (in black), NBQX [5M] (in red) and DK-AH269 [10M] (in blue). D. Graphs  

showing the change in frequency (P<0.001, n=27), power (P<0.05, n=27) and rhythmicity 

(P<0.001, n=9, all Mann-Whitney Rank Sum Test) of oscillations after excitation with KA 

[800nM], application of NBQX [5M] and subsequent application of DK-AH269 [10M]. 
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to an existing gamma rhythm caused a reduction in frequency of the rhythm from 

41.4Hz  1.3Hz to the alpha frequency: 11.8Hz  0.5Hz (P<0.001, n=27, Mann-

Whitney Rank Sum Test, Figure 3.10). However the power of the rhythm was also 

significantly reduced from 16.1V2  3.7V2 to 5.7V2  1.7V2 (P<0.05, n=27, 

Mann-Whitney Rank Sum Test), with the abolition of any clear modal peak in the 

alpha band (Figure 3.10B). The absence of a modal peak was accompanied by a 

near abolition of rhythmicity: 0.40  0.02 at gamma frequency vs. 0.10  0.02 for 

the residual alpha frequency (P<0.001, n=9, Mann-Whitney Rank Sum Test). These 

observations were in stark contrast to the elevated power and rhythmicity on 

transition to alpha rhythms from beta rhythms described above (compare figure 

3.10 with figures 3.7 and 3.8). 

3.3.5 Dual gamma/beta oscillations could generate low 

power alpha oscillations in the primary visual cortex 

It has also been noted that dual gamma/beta rhythms may be generated in the 

primary visual cortex upon application of KA [800nM] (3.3.2). These rhythms 

produced 2 peaks in power spectra (Figure 3.11B) and had frequencies both 

between 12-30Hz and 30-50Hz. The mean frequencies of these rhythms were 

46.1Hz  1.8Hz vs. 27.2Hz  0.8Hz and the differences were statistically significant 

(P<0.001, n=21, Mann-Whitney Rank Sum Test). The mean beta power was also 

greater than the power of gamma oscillations 3.8V2  1.0V2 vs. 11.0V2  5.1V2 

(P<0.05, n=21, Mann-Whitney Rank Sum Test). 

Application of NBQX [5M] and DK-AH269 [10M] to the dual gamma/beta rhythm 

caused a reduction in frequency of the rhythm from 46.1Hz  1.8Hz and 27.2Hz  

0.8Hz to a single peak at 11.3Hz  0.6Hz (P<0.001, n=21, Mann-Whitney Rank Sum 

Test). It also caused a slight increase in power of the rhythm from 3.8V2  1.0V2 

(beta) and 11.0V2  5.1V2 (gamma) to 15.3V2  5.7V2 (alpha) with the 

difference in gamma to alpha power being statistically significant (P<0.01, n=21, 

Mann-Whitney Rank Sum Test) but beta to alpha not (P=0.546, n=21, Mann-

Whitney Rank Sum Test). There was also an apparent reduction in mean 
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rhythmicity, however this was not statistically significant 0.6  0.1 vs. 0.4  0.1 

(P=0.335, n=10, Mann-Whitney Rank Sum Test). 

These data demonstrated that generation of a high-power alpha rhythm on 

reducing network and intrinsic excitation appeared to be associated with prior 

manifestation of the beta rhythm in the V1. With beta rhythms alone alpha power 

was, on average, 40-60V2, with lower power beta rhythms manifested 

concurrently with gamma rhythms the subsequent alpha power was approximately 

10-20V2. Without beta rhythms, but with prior gamma rhythm generation 

subsequent alpha power was 0-10V2 with no clear modal peak in this frequency 

band. We therefore next attempted to see if there was a significant relationship 

between beta and alpha power or whether just the presence of a prior beta rhythm 

was sufficient. 

3.3.6 No significant relationship between the power of 

alpha oscillations and the prior power of beta oscillations 

Attempts to generate alpha oscillations did not always succeed; approximately 75% 

of slices gave alpha oscillations once the pharmacological agents as described 

above had been applied. These alpha oscillations however were not always the high 

power alpha as seen in vivo, we therefore needed to look at a possible relationship 

between the beta and alpha rhythms. The previous results suggested that power of 

the alpha rhythm may be determined by the power of the preceding beta rhythm. 

Data from all experiments where a clear beta spectral peak was seen prior to 

reducing network and intrinsic neuronal drive was pooled to see if such a 

relationship was quantifiable. Figure 3.12A shows the relationship between prior 

beta power and subsequent alpha power had an R squared value of 0.08 (n=126, 

P=0.397). This is a very poor fit, indicating that, while beta rhythms may be a 

prerequisite for alpha rhythm generation (previous sections above), there was no 

direct, numerical correlation. There was a similarly poor correlation with pooled 

data from slices in which only gamma rhythms were seen prior to reduced network 

and cellular excitability (Figure 3.12B). The mean power of alpha oscillations 

generated from a preceding gamma rhythm was much lower than that from a  
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Figure 3.11 A preceding gamma/beta rhythm could generate low amplitude alpha 

frequency oscillations in the visual cortex. A. 1 second example traces of extracellular 

activity induced by Kainate [800nM] (black trace) and 30 minutes after addition of NBQX 

[5M] and DK-AH [10M] (red trace). B. Example power spectra produced from traces in A. 

C. Example auto-correlations produced from 60 second epochs of extracellular data 

showing rhythmicity after addition of 800nM KA (in black),  and NBQX [5M] and DK-AH 

[10M] (in red). D.  Graphs showing frequency (P<0.001, n=21), power (P<0.01 for gamma-

alpha, P<0.05 gamma-beta, P>0.05 for beta-alpha, n=21) and rhythmicity (P>0.05, n=10, all 

Mann-Whitney Rank Sum Test) of gamma and beta oscillations after excitation with KA 

[800nM], and subsequent application of NBQX [5M] and DK-AH [10M]. 
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preceding beta rhythm: 5.7V2   1.7V2 vs. 42.6V2   4.4V2 respectively 

(P<0.001, n=27 gamma, n=148 beta, Mann-Whitney Rank Sum Test) and, again, R 

squared values (0.16) indicated a weak, if any, causal relationship (n=26, P=0.434). 

For the purpose of all experiments performed and presented in the subsequent two 

results chapters it was necessary to be able to predict the generation of a strong 

alpha rhythm prior to reducing excitation levels. This was because we probed the 

nature of the network changes during activation that lead to alpha rhythms in more 

detail using addition of pharmacological agents during this activation stage. With 

such a poor correlation between preceding beta power and subsequent alpha 

power this was difficult. However, we subjectively determined that a good alpha 

power was one over 10V2. With this threshold set, any experiment with alpha 

power below this had a mean power of 3.8V2  0.4V2 with a mean preceding 

beta power of 6.8V2  0.9V2 (P<0.05, n=64, Mann-Whitney Rank Sum Test). Any 

alpha oscillations with a power over 10V had a mean power of 48.5V2  5.7V2 

with a mean preceding beta power of 15.0V2  1.8V2 (P<0.001, n=77, Mann-

Whitney Rank Sum Test). The difference in the beta power between those 

experiments showing above- and below-threshold alpha power was 15.0V2  

1.8V2 vs. 6.8V2  0.9V2 respectively (P<0.001, n=77, n=64 respectively, Mann-

Whitney Rank Sum Test). The difference in the alpha power above and below 

threshold was 48.5V2   5.7V2 vs. 3.8V2  0.4V2 respectively (P<0.001, n=77, 

n=64 respectively, Mann-Whitney Rank Sum Test). The effects of thresholding and 

dividing the dataset are shown graphically in Figure 3.12C. 

3.3.7 The generation of alpha rhythms required prior 

excitation in the visual cortex  

While the absolute level of beta power did not correlate well with subsequent 

alpha activity levels, the above experiments did suggest that beta rhythms were an 

essential prerequisite. To test this, further experiments were carried out to see if 

alpha rhythms can be generated without any prior overtly rhythmic activity at all. 

Application of KA [800nM], NBQX [5M] and DK-AH269 [10M] all at the same time 

produced no detectable spectral peaks before or after addition of pharmacological 
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Figure 3.12 Relationship between alpha and beta or gamma power. A. Diagram with 

regression line showing the relationship between alpha power and the preceding beta 

power produced from 60 second epochs of extracellular recordings in slices showing beta 

rhythms only (n=143). B. Diagram with regression line showing the relationship between 

alpha power and the preceding gamma power produced from 60 second epochs of 

extracellular recordings in slices showing gamma rhythms only (n=27). C. Graphs showing 

the power of the preceding beta i. when alpha power exceeds 10V (P<0.05, n=64) and ii. 

When alpha power is below 10V (P<0.001, all Mann-Whitney Rank Sum Test, n=77). 
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agents. However, this spectral signature was not significantly different from that 

seen in slices with no drugs added. Frequency was 17.4Hz  0.6Hz in drug-free slices 

vs. 19.5Hz  1.5Hz in the presence of all the above agents needed to generate the 

alpha rhythm (P = 0.465, n=10, Two-Tailed T-Test, Figure 3.13). Similarly, the power 

at this frequency was 0.20V2  0.04V2 in drug-free conditions and 0.20V2 

0.05V2 in the presence of all drugs (P = 0.447, n=10, Mann-Whitney Rank Sum 

Test).  

This stark difference in behaviour of the slice when comparing to a sequential 

addition of drugs to first enhance then reduce network and cellular activity 

demanded further investigation. Blocking Ih current prior to reducing synaptic 

excitation did not produce overt alpha frequency oscillations. Application of ZD7288 

to the beta rhythm caused no change in the frequency or power of the beta rhythm 

itself: 26.6Hz  1.7Hz vs. 24.8Hz  2Hz (P=0.488, n=11, Two-Tailed T-Test), 4.7V2  

2.0V2 vs. 4.8V2  1.5V2 (P=0.818, n=11, Mann-Whitney Rank Sum Test, Figure 

3.14). Subsequent application of NBQX [5M] to the rhythm caused a reduction of 

frequency to that in the alpha range: 24.8Hz  2.0Hz vs. 9.3Hz  1Hz (P<0.001, 

n=11, Two-Tailed T-Test). However it also almost abolished the power of the local 

field potential rhythm, reducing it from 4.8V2  1.5V2 to 0.9V2  0.3V2 (P<0.01, 

n=11, Mann-Whitney Rank Sum Test). 

In contrast, concurrent reduction in both synaptic (network) and intrinsic (Ih-

mediated) excitation by co-application of NBQX [5M] and DK-AH269 [10M] 

following a period of excitation with KA [800nM] alone, readily produced alpha 

frequency oscillations. Frequencies were reduced from 30.0Hz  0.7Hz to 12.5Hz  

0.2Hz (P<0.001, n=26, Mann-Whitney Rank Sum Test), and powers enhanced from 

11.7V2  1.4V2 to 31V2  4.0V2 (P<0.001, n=26, Mann-Whitney Rank Sum Test, 

Figure 3.15).  

The model for alpha predicted that there may be a form of synaptic plasticity 

occurring, as prior excitation of the slice must occur before alpha rhythms can be 

generated. This plasticity appeared to be associated with beta rhythm generation in 

the V1 and not gamma rhythm generation. However, whatever potential plastic 
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Figure 3.13 Alpha rhythms could not be generated in the visual cortex without prior 

excitation. A. 1 second example traces of extracellular activity prior to the addition of any 

pharmacological agents (black trace) and after simultaneous addition of Kainate [800nM], 

NBQX [5M] and DK-AH269 [10M] (red trace). B. Example power spectra produced from 

traces in A. C. Example auto-correlations produced from 60 second epochs of extracellular data 

showing rhythmicity before (in black) and after (in red) addition of KA [800nM], NBQX [5M] 

and DK-AH269 [10M]. D.  Graphs showing the change in frequency and amplitude of 

oscillations before addition of pharmacological agents and 15, 30, 45 and 60 minutes after 

(frequency P>0.05, Two-Tailed T-Test, amplitude P>0.05, Mann-Whitney Rank Sum Test, n=10). 
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Figure 3.14 Blocking Ih current before reducing synaptic excitation did not produce alpha 

frequency oscillations in the visual cortex. A. 1 second example traces of extracellular activity 

induced by Kainate [800nM] (black trace), 30 minutes after addition of ZD7288 [10M] and 30 

minutes after addition of NBQX [6M] (blue trace). B. Example power spectra produced from 

traces in A. C. Example auto-correlations produced from 60 second epochs of extracellular data 

showing rhythmicity after addition of 800nM KA (in black), ZD7288 [10M] (in red) and NBQX 

[6M] (in blue). D.  Graphs  showing the change in frequency (KA-ZD P>0.05, KA-NBQX P<0.001, 

ZD-NBQX P<0.001, n=11, all Two-Tailed T-Test) and power (KA-ZD P>0.05, KA-NBQX P<0.01, ZD-

DK-AH P<0.01, all Mann-Whitney Rank Sum Test, n=11) after excitation with KA [800nM], 

application of ZD [10M] and subsequent application of NBQX [2-6M]. 
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Figure 3.15 Concurrent reduction in both synaptic and intrinsic excitation generated 

alpha rhythms following a period of prior excitation. A. 1 second example traces of 

extracellular activity induced by Kainate [800nM] (black trace), and 30 minutes after 

simultaneous addition of DK-AH269 [10M] and NBQX [5M] (red trace). B. Example 

power spectra produced from traces in A. C. Example auto-correlations produced from 60 

second epochs of extracellular data showing rhythmicity after addition of 800nM KA (in 

black) and 30 minutes after simultaneous addition of  DK-AH269 [10M] and NBQX [5M] 

(in red). D.  Graphs showing the change in frequency and power after excitation with KA 

[800nM] and after subsequent addition of DK-AH269 [10M] and NBQX [5M] (frequency 

and amplitude P<0.001, Mann-Whitney Rank Sum Test, n=26). 
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process was occurring during the excitation manifest as a beta rhythm, it clearly 

needed the activity of Ih conductance to modify the network so that alpha rhythms 

could be generated subsequently. This potential plasticity aspect to alpha rhythm 

generation is explored in more detail in the next results chapter. However, before 

we could delve deeper into these mechanisms we needed to make sure we looked 

in the right place and at the right cortical neuronal subtypes, so we proceeded to 

map spatially the extent of the alpha rhythm produced by the model described 

above.  

3.3.8 Laminar and horizontal profiles of activity in the 

primary visual cortex 

In order to determine the spatial origins of each rhythm found in the primary visual 

cortex, extracellular field recordings were taken from each layer of the cortical 

column, and horizontally across the brain slice. This was carried out during beta, 

gamma and alpha oscillations. 

3.3.8.1 Laminar and horizontal profiles of beta 

activity in visual and adjacent areas 

Beta activity was detected throughout layers I-VI of the V1 and was found to 

predominate in layer IV (Figure 3.16) with a median power of 13.8V2 (1.5-

31.9V2). The differences in the median power of oscillations through layers I-VI 

were statistically significant with values ranging from 0.4-13.8V2 (P<0.01, n=9, 

Kruskal-Wallis ANOVA on Ranks). The frequency of beta oscillations throughout 

layers I-VI did not differ significantly with median values ranging from 23.9-25.0Hz 

across the cortical column (P=0.684, n=9, Kruskal-Wallis ANOVA on Ranks). 

As beta power was found to be highest in layer IV, horizontal profiles were carried 

out with the extracellular recordings taken from layer IV (as defined as distance 

from pial surface) across 9 evenly spaced points starting in the retrosplenial 

agranular cortex (RSA) area of the slice, throughout the V1 and ending in the 

secondary visual cortex (V2) (See figure 3.17B for illustration). The highest strength 
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beta rhythm was found to be in position 2 in this scheme (corresponding to the 

V1M) with a median value of 17.9V2 (1.7-32.3V2) (Figure 3.17). The power of 

beta oscillations were found to be significantly different across different areas of 

the visual cortex slice with a median value ranging from 0.4-17.9V2 (P<0.05, n=5, 

Kruskal-Wallis ANOVA on Ranks). The frequency of beta oscillations across the 

visual cortex again did not differ significantly with median values ranging from 24.9-

25.4Hz (P=0.633, n=5, Kruskal-Wallis ANOVA on Ranks). 

3.3.8.2 Laminar and horizontal profiles of gamma 

activity in visual and adjacent areas 

Gamma activity was detected throughout layers I-VI of area V1 and was also found 

to predominate in layer IV (Figure 3.18) with a median power of 16.0V2 (10.5-

20.5V2). The differences in the median power of gamma oscillations through 

layers I-VI were statistically significant with values ranging from 0.9-16.0V2 

(P<0.01, n=6, Kruskal-Wallis ANOVA on Ranks). The frequency of gamma oscillations 

throughout layers I-VI did not differ significantly with median values ranging from 

36.5-38.7Hz across the cortical column (P=0.962, n=6, Kruskal-Wallis ANOVA on 

Ranks). 

Gamma power was found to be highest in layer IV, therefore, horizontal profiles 

were carried out with the extracellular recordings taken from layer IV, or equivalent 

distance from pial surface, across 9 evenly spaced points as described above 

(3.3.7.1) (See figure 3.19B for illustration). The highest strength gamma rhythm 

was, found to be in position 4 (also V1M in this scheme) at 24.4V (Figure 3.19) 

with powers ranging from 1.5-24.4V2. Similarly, the frequency of gamma 

oscillations across the visual cortex did not differ much with frequencies ranging 

from 32.9-44.2Hz (n=1).  
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Figure 3.16 Laminar profiles of beta activity in the primary visual cortex. A. 1 second example 

traces of extracellular activity recorded from layers I to VI of a single cortical column. B. 

Illustration of the brain slice and position of the electrodes from which extracellular field 

recordings were obtained across the different layers. C and D. Mean amplitude and frequency 

of beta activity from layers I to VI from pooled 60 epochs of extracellular data (n=9). 
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Figure 3.17 Horizontal profiles of beta activity in visual and adjacent areas. A. 1 second 

example traces of extracellular activity recorded across the visual cortex. B. Illustration of the 

brain slice and position of the electrodes from which extracellular field recordings were 

obtained from layer IV or equivalent distance from pial surface across different areas of the 

visual cortex. C and D. Mean amplitude and frequency of beta activity recorded from layer IV  

across the visual cortex from pooled 60 epochs of extracellular data (n=5). 
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3.3.8.3 Laminar and horizontal profiles of alpha 

activity in visual and adjacent areas 

Alpha activity was detected through layers I-VI of the V1 and was found to be 

largest in layer IV with a median value of 88.5V2 (34.6-174.6V2) (Figure 3.20). The 

differences in power across the cortical layers I-VI were statistically significant with 

median values ranging from 1.2-88.5V2 (P<0.001, n=6, Kruskal-Wallis ANOVA on 

Ranks). The frequency of alpha oscillations throughout layers I-VI did not differ 

significantly with median values ranging from 10.6-11.8Hz (P=0.107, n=9, Kruskal-

Wallis ANOVA on Ranks). 

Horizontal profiles were carried out in layer IV as this is where alpha power was 

found to be highest. Horizontal profiles were carried out as described above 

(3.3.7.1) (See figure 3.21B for illustration). Alpha power was shown to be highest in 

position 3 (as with beta and gamma rhythms, also V1M) (Figure3.21C), however, 

the overall differences in power of alpha oscillations across the visual cortex were 

not significant, with median values ranging from 1.3-26.3V2 (P=0.204, n=5, 

Kruskal-Wallis ANOVA on Ranks). This statistic may have been generated owing to 

uniformly low alpha rhythm power at all locations except 2 and 3. Similarly the 

frequency of alpha oscillations across the visual cortex were not found to be 

statistically significant with median frequencies ranging from 11.9-12.8Hz (P=0.965, 

n=5, Kruskal-Wallis ANOVA on Ranks). 

The results showed that alpha oscillations were most dominant in LIV of the V1M – 

the same layer and region that gave rise to the strongest gamma and beta rhythms 

prior to lowering excitation. We therefore attempted again to correlate alpha 

power with preceding beta and gamma power, but this time pairing values 

according to layer (Figure 3.22) or region (Figure 3.23).  There was a moderate 

positive correlation between alpha and beta power when considering laminar 

occurrence (R squared=0.45, n=54, P<0.001) this was considerably higher than for 

the pooled, unsorted data (R squared=0.08, figure 3.12A). The correlation was poor 

between alpha and beta power when considering regional occurrence (R 

squared=0.12, n=45, P=0.422). The correlation between prior gamma rhythm  
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Figure 3.18 Laminar profiles of gamma activity in the primary visual cortex. A. 1 second 

example traces of extracellular activity recorded from layers I to VI of a single cortical 

column. B. Illustration of the brain slice and position of the electrodes from which 

extracellular field recordings were obtained across the different layers. C and D. Mean 

amplitude and frequency of gamma activity from layers I to VI from pooled 60 epochs of 

extracellular data (n=6). 
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Figure 3.19 Horizontal profiles of gamma activity in visual and adjacent areas. A. 1 second 

example traces of extracellular activity recorded across the visual cortex. B. Illustration of 

the brain slice and position of the electrodes from which extracellular field recordings were 

obtained from layer IV or equivalent distance from pial surface across different areas of the 

visual cortex. C and D. Mean amplitude and frequency of gamma activity recorded from 

layer IV  across the visual cortex from pooled 60 epochs of extracellular data (n=1). 
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Figure 3.20 Laminar profiles of alpha activity in the primary visual cortex. A. 1 second 

example traces of extracellular activity recorded from layers I to VI of a single cortical column. 

B. Illustration of the brain slice and position of the electrodes from which extracellular field 

recordings were obtained across the different layers. C and D. Mean amplitude and 

frequency of alpha activity from layers I to VI from pooled 60 epochs of extracellular data 

(n=9). 
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Figure 3.21 Horizontal profiles of alpha activity in visual and adjacent areas. A. 1 second 

example traces of extracellular activity recorded across the visual cortex. B. Illustration of the 

brain slice and position of the electrodes from which extracellular field recordings were 

obtained from layer IV or equivalent distance from pial surface across different areas of the 

visual cortex. C and D. Mean amplitude and frequency of alpha activity recorded from layer IV 

across the visual cortex from pooled 60 epochs of extracellular data (n=5). 
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Figure 3.22 Alpha oscillation power was not proportional to prior beta oscillation power 

across layers I-VI of the visual cortex. A. Mean amplitude of alpha (in blue) and beta (in 

black) activity recorded across layers I-VI of the primary visual cortex produced from 

pooled epochs of extracellular data (n=9). B. Diagram with regression line showing the 

relationship between alpha power and the preceding beta power produced from laminar 

profiles shown in A. C. Mean amplitude of alpha (in blue) and gamma (in black) activity 

recorded across layers I-VI of the primary visual cortex produced from pooled epochs of 

extracellular data (n=9 for alpha, n=6 for gamma). D. Diagram with regression line showing 

the relationship between alpha power and the preceding gamma power produced from 

laminar profiles shown in C (note axis between B and D differ). 
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Figure 3.23 Alpha oscillation power spatially corresponded to prior beta, but not gamma, 

oscillation power across visual cortex. A. Mean amplitude of alpha (in black) and beta (in 

blue) activity recorded across the visual cortex produced from pooled epochs of 

extracellular data (n=5). B. Diagram with regression line showing the relationship between 

alpha power and the preceding beta power produced from horizontal profiles show in A. C. 

Mean amplitude of alpha (in black) and gamma (in red) activity recorded across the visual 

cortex produced from pooled epochs of extracellular data (n=5 for alpha, n=1 for gamma).  
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power and subsequent alpha rhythm power was weak with an R squared value of 

0.40 (n=18, P=0.094). 

In view of these findings, for the purpose of all pharmacological and intracellular 

studies in further chapters, all recordings were carried out in layer IV of the V1M. 

3.4 Discussion 

3.4.1 Mimicking the pattern of excitation and suppression 

characteristic of post-stimulus alpha in vivo induces alpha 

frequency oscillations in vitro 

The results in this chapter show that a visual cortical alpha rhythm can be 

generated in isolated brain slice preparations, independent of connections to the 

thalamus, and using stimuli of physiological relevance. The alpha rhythm produced 

had frequency and amplitude (relative to frequencies seen in activated cortex) 

characteristic of those seen from in vivo EEG recordings after closing of the eyes or 

removal of visual stimulus. 

The main findings from these experiments were: 

1) All the rhythms seen in the KA model were confined to (or maximal in) layer IV of 

the V1M. 

2) Generation of the alpha rhythm on reduction of excitation was critically 

dependent on the prior presence of a beta frequency oscillation and not a gamma 

frequency oscillation. 

3) Whatever plastic changes were associated with the beta rhythm depended on 

the activity of the intrinsic conductance Ih. 

4) In contrast to 3), manifestation of the alpha rhythm required the reduction in Ih 

conductance. 

Each of these findings appeared to suggest clues to the origin of the occipital alpha 

rhythm seen so readily in humans. The following sections deal with each in turn. 
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3.4.2 Why is alpha power greatest in layer IV of the medial 

primary visual cortex? 

Following all of these pharmacological manipulations, the alpha rhythm emerged as 

the predominant frequency component of all oscillatory activity throughout the 

brain slice upon analysis of laminar and horizontal profiles.  Alpha, beta and gamma 

power were all found to be strongest in V1M. V1M corresponds to the primary 

visual area, and V1B to the lateral visual area or V2 (Swanson, 2004). Neurons in the 

V1 project out to extrastriate areas involved in movement (see chapter 6.4). As 

alpha oscillations were found to be strongest in the primary visual cortex rather 

than the V2; these findings could indicate a possible role for alpha oscillations in the 

processing of movement during an eyes closed state. 

Alpha activity was seen in all 6 cortical laminae with power being highest in layer IV. 

Previous in vitro studies have suggested alpha power is highest in layer V (Silva et 

al., 1991), however, this work used slice conditions that were epileptogenic in 

nature (see 3.1.1). In vivo animal studies suggest a different laminar origin for the 

alpha rhythm. A recent study conducted by (Haegens et al., 2015) analysed laminar 

profiles of LFP and multiunit activity (MUA) from the primary visual cortex, primary 

auditory cortex and primary somatosensory cortex of macaques. In this study 

current source density (CSD) analysis showed alpha generators were strongest in 

supragranular layers (I-III); these findings were consistent with van Kerkoerle et al. 

(2014a) who also suggest alpha is generated in the superficial layers. However, 

these authors noted that LFP alpha power was strongest in infragranular layers (V-

VI). This apparent separation in CSD and raw oscillation power has been seen 

before for delta rhythms (Carracedo et al., 2013) and was argued to occur owing to 

the long apical dendrites of layer V pyramidal cells: The LFP is a combination of 

synaptic inputs and active conductances (bursting) in perisomatic compartments. 

The CSD signal quantified predominantly synaptic inputs only and, in this cell type, 

most of these are on the apical dendritic tufts located in superficial layers. Other 

studies have also shown alpha power to be greatest in infragranular layers in the V1 

(Maier et al., 2010; Buffalo et al., 2011; Spaak et al., 2012).  
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An additional complicating factor is that in vivo studies like those cited above deal 

with activity in the whole brain. There is a strong alpha rhythm generator in visual 

thalamus (see Introduction) and ascending thalamic inputs to neocortex can 

innervate supragranular layers (Broicher et al., 2010; Viaene et al., 2011b), layer IV 

(Ferster et al., 1996) and increasing recent evidence suggests a strong, direct 

excitation of layer V too (Viaene et al., 2011a). A careful study using dense linear 

arrays of electrodes, CSD and Granger causality estimates, showed that the laminar 

profile of the alpha rhythm varied across different visual subregions (Bollimunta et 

al., 2008). Unfortunately this study did not include the V1 – the region the 

experiments in this thesis showed was the main alpha-generating region (Figure 

3.21).  

The laminar profiles conducted in this thesis are taken from extracellular field 

recordings and do not take (CSD) into account. However, the high signal:noise 

inherent in slice experiments – with their absence of thalamic and long range 

cortical inputs – makes the data presented here highly compelling in its suggestion 

that a purely neocortical alpha rhythm generator may exist in layer IV. 

Nevertheless, more detailed experiments about the cells involved in the generation 

of alpha rhythms and their activity in layer IV compared to other layers are 

required. Some of these will be presented and discussed in chapter 5.  

3.4.3 Why does the V1 alpha rhythm require prior beta 

frequency activity patterns? 

Alpha oscillations were generated from a preceding beta rhythm. When present, 

this beta rhythm had power that was also highest in layer IV of the V1M.  The 

present experiments did not find a strong linear positive correlation between beta 

power and subsequent alpha power but the evidence for beta rhythms as an 

absolute prerequisite was quite strong.  This apparent dichotomy may suggest a 

non-linear relationship between beta and alpha powers. For example, when 

compensating for laminar recording location, plotting pairwise beta and subsequent 

alpha powers suggested an abrupt increase in alpha power when comparing prior 

beta powers greater or less than ca. 10-20 V2 (Figure 3.22B). Using this value as a 
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threshold and dividing the whole dataset accordingly showed 10-fold greater alpha 

power arising from the higher beta powers than the lower (Figure 3.12C). This 

relationship suggested that it may not have been the presence of a prior beta 

rhythm that was directly responsible for changing network configuration in favour 

of the alpha rhythm. Instead it may be that the dynamics of the beta rhythm that 

mediated network plasticity.  

There are many forms of plasticity in a neuronal network: Changes in the intrinsic 

excitability of individual neurons can enhance their output probability for a given 

input (Springer et al., 2015), altered electrical connectivity via gap junctions can 

increase cooperativity in neurons for up to 1 hour after stimulation (Park et al., 

2011), patterned excitatory synaptic input can increase the strength of subsequent 

excitatory synaptic events (Bliss and Collingridge, 1993). It is this last form of 

plasticity that appears to be the most sensitive to the temporal arrangement of 

activity in a network. The temporal order of activity in presynaptic structures 

(axons, boutons) compared with postsynaptic structures (the dendritic 

compartment of the target cell) strongly determines whether subsequent synaptic 

events are strengthened or weakened (Bi and Poo, 1998). The majority of these 

synaptic plastic changes occur over the time course of one beta rhythm period (40-

50ms). 

Most mechanistic studies on synaptic plasticity involve a focus on the N-methyl-D-

aspartate (NMDA) subtype of glutamate receptor. Strong depolarisation of a post-

synaptic cell causes the opening of NMDA channels; this increases post-synaptic, 

intracellular Ca2+ concentration and facilitates the incorporation of more excitatory 

ion channels/glutamate receptors into the postsynaptic membrane (Lynch, 2004). 

In contrast, weak depolarisation of the post-synaptic cell does the opposite, there is 

a reduction in Ca2+ concentration which is thought to induce long term depression 

(LTD) (Malenka and Nicoll, 1993).  

AMPA receptors also play a critical role in synaptic plasticity. Increases or decreases 

in AMPA receptors at the post-synaptic membrane are another important factor in 

determining subsequent synaptic strength (Shepherd and Huganir, 2007). KA 
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receptors have also been shown to exhibit synaptic plasticity in response to activity. 

It is thought that the activation of pre-synaptic KA receptors results in increased 

levels of glutamate which results in increased levels of synaptic transmission 

therefore increased activation of pre-synaptic KA receptors (Lauri et al., 2001). 

Which form(s) of glutamate receptor may be involved in the network changes seen 

during beta rhythms are investigated in the next chapter of this thesis.  

In general, plasticity as a consequence of beta rhythms has been shown in a 

number of neocortical systems. In association cortex a similar experimental 

protocol to that used here (a period of kainate-mediated excitation followed by 

reducing drive with a low-concentration of NBQX) also causes abrupt frequency 

changes. In this case, dual gamma and beta2 rhythms transformed into a beta1 

rhythm upon reduction of excitation. Experiments showed that plasticity at NMDA 

receptor-mediated synaptic transmission sites was vital for this (Roopun et al., 

2008), and subsequent computational modelling predicted the key locus of 

plasticity to be recurrent excitatory connections between layer 5 intrinsically 

bursting cells (Kramer et al., 2008). However, the beta rhythm seen in the above 

studies was faster than that seen in this thesis (ca. 25-28 Hz, vs. ca. 19-22 Hz) and at 

no point did the rhythm slow to alpha frequencies. It is therefore not prudent to 

suggest that a similar locus of plasticity is at work in alpha generation. 

The above, plasticity-dependent, gamma/beta2 to beta1 frequency shift was also 

critically dependent on prior gamma rhythm generation. The present data strongly 

suggested that this was not the case in the V1 for alpha generation (see Figure 

3.10). This, in itself, is confusing as gamma rhythms have been associated with 

plasticity in a number of systems. For example, in hippocampus a brief period of 

intense gamma rhythm generation switches to a beta rhythm in a manner 

dependent on potentiation of recurrent excitatory synapses (Whittington et al., 

1997). In addition, a detailed modelling study showed that gamma rhythms could 

generate strong synaptic potentiation, via NMDA receptors, when pre- and 

postsynaptic frequencies were the same or at specific ratios (Lee et al., 2009). 

However, in this study no changes in frequency were associated with such 

potentiation. 
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From all these precedents above it appears that whatever plasticity is associated 

with alpha rhythm generation in the V1, it takes a different form from those 

previously described. A reason for this may be the local circuitry involved: In each 

cortical example above, it was layer 5 that was critical for the beta-rhythm 

plasticity, and layers 2/3 for the gamma rhythm plasticity. Neither of these 

frequencies were strongest in these layers in the current experiments, suggesting 

that a process internal to layer IV (where both rhythms were maximal) may underlie 

the generation of the alpha rhythm. Other than a recognition of the existence of 

very strong recurrent NMDA receptor-mediated synaptic connections between 

layer IV neurons (Binshtok et al., 2006), very little is known about rhythm-driven 

synaptic plasticity in layer IV. This will therefore be investigated further in the next 

chapter. One thing that was clear about potential plasticity mechanisms was that 

they required the presence of the hyperpolarising conductance Ih (Figures 3.7 & 

3.8).  

3.4.4 A role for Ih in alpha rhythm generation? 

The frequency of oscillations seen in this thesis was reduced by approximately 10Hz 

upon addition of NBQX [5M] giving a beta I frequency. To reduce the frequency 

further to that in the alpha range it was necessary to also reduce intrinsic 

excitability of neurons. This was done through blockade of hyperpolarisation 

activated current (Ih). This conductance is an inward current activated by 

hyperpolarisation from resting membrane potential, it modulates action potential 

firing frequency in excitable cells (Momin et al., 2008). Ih channels allow the influx of 

calcium ions upon hyperpolarisation and Ih channels blockers inhibit this calcium 

influx (Yu et al. 2004). 

By blocking Ih channels using ZD7288 or DK-AH269, at the same time – or after – 

reducing network drive with NBQX, the firing frequency of neurons was reduced 

(see chapter 5), and the frequency of oscillations was reduced from beta I to alpha. 

The time that Ih blockers were introduced into the bathing medium was critical. If Ih 

was blocked during the excitatory phase (kainate alone) no change in beta rhythm 

power or frequency was seen, but alpha rhythms could not be generated following 
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subsequent reduction in excitation (Figure 3.15). From this it appeared that Ih was 

performing two different roles in the model system described in this chapter: First, 

it seemed to constitute an absolute requirement for whatever plastic mechanisms 

were active during the beta rhythm. Secondly, and perhaps conversely, the overt 

manifestation of an alpha rhythm required the reduction in Ih. 

I will consider the possible role in synaptic plasticity first. The precedents for a role 

of Ih in synaptic plasticity are equivocal and confusing in places. Most of this 

confusion seems to stem from the lack of 100% selectivity of drugs used as blockers 

(Chevaleyre and Castillo, 2002). In addition, functional expression of Ih in multiple 

neuronal compartments (dendrite, soma, presynaptic terminal) also confuses 

matters. In general, Ih is considered to be vital for certain types of rhythm 

generation in the cortex (Alonso and Llinas, 1989). It can also induce plasticity in 

rhythm generation, particularly at theta frequencies (Li et al., 2014). Using knock-

out animals it has been shown that HCN1 (protein ionophore responsible for ca. 50-

80% of Ih in neurons) plays a vital role in synaptic plasticity recorded as long term 

potentiation (LTP): Loss of HCN1 hugely increased LTP and subsequent visuospatial 

memory performance (Nolan et al., 2004). However, these authors noted that only 

LTP at synapses on distal dendrites were affected. In contrast, reducing Ih in somatic 

compartments actually reduced neuronal responsivity (van Welie et al., 2004) 

Similarly, reduced Ih in presynaptic terminals also reduced LTP (Mellor et al., 2002). 

The situation is further confused if we consider the timecourse of synaptic 

plasticity. Reduced Ih causes a large increase in short term depression at excitatory 

synapses (a brief (a few seconds) decrease in synaptic efficacy with repeated 

stimulation) (Dietrich et al., 1997). However, stimuli that generate longer-term 

synaptic potentiation also increase the Ih current (Brager et al., 2013). From this 

evidence it is hard to predict why Ih was essential, during the beta rhythm, for the 

subsequent generation of alpha in this thesis. We would need to know the 

mechanism underlying this visual layer IV beta generator to make any prediction as 

to ǁhiĐh of the aďoǀe pheŶoŵeŶa ŵaǇ ďe plaǇiŶg a ƌole iŶ ͚settiŶg up͛ the Ŷetǁoƌk 

for alpha rhythm generation. 
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The second effect of Ih was seemingly in contrast to its effect during the excitation 

phase of the protocol. Reducing network drive alone could reduce LFP frequency 

down to the low-teens of Hz but this was always accompanied by a reduction in 

power. Concurrent reduction in Ih pushed the frequency down to the alpha band 

and generated very large (5+ fold) increases in LFP power. In other words, while Ih 

was essential to set the network up to generate alpha rhythms when drive was 

reduced, it had to be reduced itself for successful generation of the alpha rhythm. 

Activity-dependent modulation of Ih has been well documented (Honnuraiah and 

Narayanan, 2013), and a subtle interplay between intracellular calcium levels and 

cAMP levels seems to powerfully modulate the conductance (Beaumont and 

Zucker, 2000; Narayanan and Johnston, 2010). In general, increased intracellular 

calcium ion concentration shifts the activation curve for Ih to more depolarised 

levels and reduces deactivation (Luthi and McCormick, 1998).  

For a low level of network drive, following a period of intense excitation (the KA-

induced beta rhythm), it may be the case that high intracellular calcium levels 

coincide with quite hyperpolarised membrane potentials. The net effect of this 

combination would be to reduce the dynamic nature of Ih. To reinforce rhythm 

generation, Ih must have rapid activation and inactivation kinetics. This allows it to 

interact with depolarisation-activated conductances like INaP (the persistent sodium 

current) to boost neuronal resonant properties (Alonso and Llinas, 1989). 

Interestingly, the Ih blockers used here have a far greater effect in slowing Ih kinetics 

than they do in actually reducing maximal conductance (Harris and Constanti, 

1995).  

However, none of these effects would be expected to lead to the large increase in 

power at alpha frequencies seen in the present experiments. Instead, we need to 

consider the effects of Ih on burst generation in neurons. High levels of Ih 

conductance interact strongly with low threshold calcium conductances (so called 

T-current) to generate slow, delta-frequency oscillations (1-4 Hz) (Hughes et al., 

1998). At the same time, high levels of Ih also constrain more rapid, sodium 

channel-mediated dendritic bursts (Lorincz et al., 2002). Shifting the activation 

curve to more depolarised levels, and making Ih more persistent (see above) 
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antagonises the interaction with T-current-induced bursting but would be expected 

to potentiate dendritic sodium channel-mediated bursts. If this suggestion holds 

true then the prediction would be that T-current blockade should have little effect 

on the V1 layer IV alpha rhythm seen here. This is in contrast to the core role for T-

current in existing computational models of alpha rhythm (Jones et al., 2000a; 

Ching et al., 2010). This will be tested in the next chapter. 

 3.4.5 Summary 

This chapter has described the processes involved in the generation and 

optimisation of an in vitro visual cortical alpha rhythm. A robust model of the 

cortical alpha rhythm has been established by the activation of KA receptors using 

KA [800nM] followed by a reduction in synaptic and intrinsic neuronal excitability 

using NBQX [5M] and DK-AH269 [10M] to 450M sections of the primary visual 

cortex cut in the coronal plane. Alpha activity was found to be highest in layer IV of 

the V1M and for the purpose of all further experiments, activity will be recorded 

from this area unless stated otherwise. 

The development of this in vitro cortical alpha model provides an introduction to a 

novel area of research providing opportunities for investigation. The next chapters 

will look into the cortical alpha rhythm in more depth, to study the properties of 

the rhythm and the mechanisms behind its generation. The next chapter will look 

into the basic pharmacological properties of the alpha rhythm to identify the key 

sǇŶaptiĐ aŶd iŶtƌiŶsiĐ Đellulaƌ ĐoŶduĐtaŶĐe͛s iŵpliĐatioŶ iŶ the alpha ƌhǇthŵ. 
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4.1 Introduction  

The previous chapter detailed the generation of a robust model of the visual 

cortical alpha rhythm including its spatial characteristics and basic 

electrophysiological properties at the LFP level. The results showed this rhythm 

seemed to dominate in layer IV of the primary visual cortex. The generation and 

maintenance of alpha oscillations required the contribution of many synaptic 

receptors and ion channels. This chapter will focus on the key synaptic connections 

and potential intrinsic conductances involved in the alpha rhythm. 

4.1.1 NMDA receptors  

As mentioned in the previous chapter, alpha rhythm generation appeared to 

require a form of synaptic plasticity during the preceding beta oscillation. NMDA 

receptors have been extensively studied in relation to synaptic plasticity and are 

thought to play a major role in this phenomenon.  

NMDA receptors are glutamatergic receptors characterised by their response to N-

methyl-D-aspartate (NMDA). NMDARs are ligand-gated ion channels and require 

co-activation by binding of glutamate and glycine (Kleckner and Dingledine, 1988). 

Most NMDA receptors exhibit strong, non-linear voltage dependence. At resting 

membrane potential (RMP) magnesium ions (Mg2+) sit inside the ion channel. Upon 

depolarisation, the Mg2+ is released allowing the influx of Ca2+, K+ and Na2+ ions 

(Collingridge et al., 1992). Calcium influx through NMDARs is thought to be critical 

in synaptic plasticity, providing the stimulus for activation of a number of kinases 

which, in turn, control postsynaptic structure and receptor complement (Lynch et 

al., 1990)  

NMDARs form a heterotetramer, requiring the contribution of two NR1 and NR2 

subunits. The NR2 subunits have 4 different isoforms: NR2A, NR2B, NR2C and 

NR2D. These subunits are differentially expressed across various cell types and fine-

tune the electrophysiological functions of the NMDAR complex (Schoepfer R, 1994). 

For example, during early childhood there is an activity-dependent switch from 

expression of the NR2B subunit to the NR2A subunit (Matta et al., 2011). As a 
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consequence the kinetics of the NMDA receptor heteromer become faster, 

promoting higher frequency cortical rhythms and enhancing temporal precision at 

central synapses (Williams et al., 1993). In addition, only NR2A and NR2B subunits 

confer an open-channel Mg2+ block to the ionophore. Thus, in areas of the brain 

where NR2C/D subunits dominate, a different voltage dependence is seen allowing 

NMDA receptors to be active at synapses at much more hyperpolarised membrane 

potentials (Binshtok et al., 2006). Interestingly, these NMDA receptors are strongly 

expressed in layer IV of neocortex, suggesting they may play a role in the layer IV 

alpha rhythm defined in the previous chapter. 

Results from the previous chapter strongly suggested some form of plasticity 

needed to occur, via beta rhythms, during the excitation preceding alpha rhythm 

generation. Most of the work on excitatory synaptic plasticity has focussed on a 

mechanism whereby activation of NMDA receptors is critical (Bliss and Collingridge, 

1993). This synaptic event results in an increase in the number of AMPA receptors 

incorporated into postsynaptic membranes, thus enhancing the postsynaptic 

membrane conductance change for a given amount of glutamate released 

(Malinow and Malenka, 2002). However, the model of alpha rhythms used here 

required a reduction in AMPA receptor function to work, suggesting that plastic 

changes in AMPA receptor-mediated synaptic excitation were not involved in alpha 

rhythm generation.  

Independently of any plastic changes in AMPA receptor number brought about by 

NMDA receptor activity, the NMDA receptors themselves may be subject to plastic 

changes (Rebola et al., 2010). The subject is controversial, with some researchers 

demonstrating LTP of purely NMDA receptor-mediated synaptic transmission 

(Berretta et al., 1991), while others do not (Muller and Lynch, 1988). More recent 

work appears to suggest that such NMDA-specific plasticity can indeed occur. Co-

activation of NMDA receptors and type 1 metabotropic glutamate receptors, 

coupled with an increase in calcium release from intracellular stores, reliably 

induces enhanced NMDA currents in central synapses (Rebola et al., 2008; Harnett 

et al., 2009). Interestingly, the resultant NMDA currents are not only enhanced in 

magnitude, but have different kinetics and open-channel block characteristics: 
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Increased expression of NR2A, NR2B and NR2D-containing receptors has been seen 

(Harney et al., 2008; Peng et al., 2010).  

There is a little evidence to suggest a role for NMDA receptors in alpha rhythm 

generation: Blocking NMDA receptors in monkey visual cortex has been shown to 

suppress alpha rhythms (van Kerkoerle et al., 2014b) suggesting NMDARs play a 

role in their generation. The nootropic drug piracetam boosts alpha and beta1 

frequency rhythms in rats in an NMDA receptor-dependent manner (Vorobyov et 

al., 2011). The alpha rhythm is very much implicated in selective attention and 

working memory (see chapter 1) and NMDA receptors have been implicated in 

attention related disorders. Impaired NMDA receptor function in the pre-frontal 

cortex in rats has been shown to impair cognition and lowers the ability to sustain 

attention (Lehohla et al., 2004). Similarly, selective cognitive deficits in attention 

and working memory appear to be a common feature of NMDA receptor 

antagonists (Smith et al., 2011). While this is far from conclusive evidence for a role 

for NMDA receptors in alpha rhythm generation, the above connection to plasticity 

suggests a possible mechanistic contribution to the model developed in the 

previous chapter. 

4.1.2 GABA receptors 

GABA receptors are a group of receptors which are responsive to gamma-

aminobutyric acid (GABA) the main inhibitory neurotransmitter in the brain. There 

are two distinct classes of GABA receptors in the CNS: GABAA which are ligand 

gated ion channels, their opening allows the influx of Cl- ions into the cell causing 

hyperpolarisation and decreased membrane resistance (Schwartz, 1988), and 

GABAB which are G-protein coupled receptors and modulate neuronal excitability 

via enhanced K+ or reduced Ca2+ channel-mediated activity (Bowery, 1989; 

Tatebayashi and Ogata, 1992). GABAA receptors are characterised by their 

sensitivity to the antagonists bicuculline and picrotoxin (Takeuchi and Takeuchi, 

1969; Takeuchi and Onodera, 1972). 
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GABAergic interneurons have been shown to play a crucial role in the generation 

and synchronization of many neuronal oscillations: fast postsynaptic inhibition is a 

critical component of gamma rhythms in the CNS (Whittington et al., 2011), slower 

GABAA receptor mediated events on dendrites underlie theta rhythm generation in 

hippocampus (White et al., 2000), dendritic GABAergic inhibition is also 

fundamental to acetylcholine-mediated beta2 rhythms in auditory cortex (Roopun 

et al., 2010) and a combination of fast and slow GABAA receptor-mediated 

inhibition underlies beta1 rhythm generation in association cortex (Roopun et al., 

2008). They are also thought to be involved in the generation of alpha activity in 

thalamus (Lorincz et al., 2009). Whether this is involved in the alpha rhythm in 

humans is contentious though. Enhancement of GABAA receptor-mediated 

inhibition with lorazepam has been shown to reduce the power of alpha oscillations 

in visual cortex in human MEG studies (Ahveninen et al., 2007; Lozano-Soldevilla et 

al., 2014). The concentration of GABA has shown to be reduced in children with 

attention related disorders (Edden et al., 2012) – a pathology associated with 

modified alpha rhythms in patients (see chapter 1). In addition, GABAB receptors 

have been shown to be involved in the generation of delta (Carracedo et al., 2013) 

and slow wave oscillations (Mann et al., 2009) in rodent models. 

This strong connection between GABAergic inhibition and rhythm generation is 

perhaps not surprising when considering the powerful effect synaptic inhibition has 

on timing the outputs of neurons (Pouille and Scanziani, 2004). Sharing inhibition 

from a small population of interneurons with divergent connections is a robust way 

to generate synchronous outputs from neurons despite long conduction delays 

between them (Traub et al., 1996). Given the connection between the alpha 

ƌhǇthŵ aŶd ĐoƌtiĐal ͚iŶhiďitioŶ͛ ;see Đhapteƌ ϭͿ it seeŵs likelǇ that the uŶdeƌlǇiŶg 

alpha rhythm mechanism may also involve synaptic inhibition. However, in addition 

to the negative effects of boosting GABAergic activity with benzodiazepines (above) 

studies on a range of different GABA potentiating drugs fail to provide any evidence 

for a common effect on alpha rhythms (Nutt et al., 2015). 
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4.1.3 Gap junctional coupling 

In addition to GABAergic chemical synaptic inhibition, direct electrical connections 

between neurons are also a common feature in rhythm generating mechanisms. All 

of the rhythms described in the previous section display sensitivity to drugs that 

block gap junction-mediated interneuronal communication. Gap junctions are a 

non-chemical synaptic mechanism for cellular communication (Dermietzel, 1998). 

Many excitatory neurons in the brain communicate via gap junctions, particularly 

during early development (Kandler and Katz, 1998). Gap junctions allow the 

passage of small molecules between cells as well as the passage of electrical charge. 

As such, dye-coupling between gap-junctionally connected neurons is common. 

Such coupling is seen in visual cortex in rodents up until ca. postnatal day (PND) 15 

(Kasper et al., 1994). After this time the dye coupling decreases as the neurons 

develop their mature phenotype. Similar developmental patterns of dye coupling 

were also seen in layer 2/3 neurons (Rörig and Sutor, 1996). Even a small, residual 

level of gap junctional communication between principal cells can have a profound 

effect on network function (Traub et al., 2002). 

Unlike principal cells, interneurons maintain a strong profile of gap junctional 

connectivity throughout adulthood. Principal cells appear to be connected such that 

one cell contacts, on average, between only one and two others (Traub et al., 

2002). In contrast, interneurons are connected via gap junctions to between twenty 

and fifty post-junctional partners (Amitai et al., 2002). In visual cortex, coupling 

between interneurons is particularly strong in layer IV (Fortier, 2011) where they 

have been linked to the formation of contrast-invariant orientation columns, 

perhaps via the formation of functional intercolumnar networks (Fukuda et al., 

2006).  

As with GABAergic signalling, gap junctional coupling is often strong enough to 

mediate synchronization of spiking activity amongst close clusters of neurons 

(Connors and Long, 2004). Interestingly, the dynamics of such synchrony, at least in 

some cortical interneuron subtypes, leads to alpha rhythm generation (Gibson et 

al., 1999; Beierlein et al., 2000). 
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Hughes et al. (2004) showed that in vitro alpha oscillations can be observed in the 

LGN of cats; these oscillations do not require chemical synapses as they can be 

sustained solely by gap junctional coupling between thalamocortical neurons. This 

group then went on to show that in behaving cats, administration of carbenoxolone 

(CBX) a gap junction inhibitor, suppressed both LGN and EEG alpha oscillations 

whilst also decreasing neuronal synchrony (Hughes et al., 2011).  

Gap junctional coupling, like the alpha rhythm, has also been linked to attention 

(Aston-Jones et al., 1999). These authors came up with a computational model for 

the results they observed in a visual discrimination task requiring attention in 

monkeys. They found neurons exhibit phasic or tonic modes of activity that 

correspond to good or poor performance in this task. Their model predicts electrical 

coupling is needed to produce the different modes of activity and therefore gap 

junctions are required in attention related tasks.  

4.1.4 Neuromodulators and the alpha rhythm. 

Preliminary investigations into the model for cortical alpha rhythms, as shown in 

the previous chapter, demonstrated that in the presence of nicotine, alpha 

oscillations can be observed in the primary visual cortex after spritzing with 

glutamate. Many studies have demonstrated oscillatory changes in the alpha band 

due to acute nicotine administration. These changes include increased EEG alpha 

power and increases in frequency of alpha rhythms (Foulds et al., 1994; Harkrider 

and Champlin, 2001). A study by Bowers et al. (2015) has shown that nicotine 

increases the power of EEG alpha oscillations in both frontocentral and 

parietal/occipital regions, along with a faster peak frequency of alpha oscillations. 

Nicotine has been implicated in the improvement of cognitive function in smokers 

(Wesnes and Warburton, 1983; Bell et al., 1999). It has also been shown to treat the 

attentional symptoms of ADHD (Levin et al., 1996; Potter and Newhouse, 2004) and 

can improve attention in healthy non-smokers (Levin et al., 1998; Poltavski and 

Petros, 2006). It is well documented that alpha rhythms are involved in attention 
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(see section 1.5.3); an increased EEG alpha power could lead to the improved 

attention observed upon nicotine administration.   

As described in the previous chapter, Ih current is important in the generation of 

alpha rhythms. By blocking Ih channels, intrinsic neuronal excitability is reduced and 

this was accompanied by a reduction of oscillation frequency into the alpha band. 

This, in turn was accompanied by a large increase in oscillation power which may 

involve an Ih-mediated change in the pattern and origin of burst generation in 

dendrites (see 3.4.4). Nicotine has also been shown to be involved in controlling Ih 

conductance. Griguoli et al. (2010) showed that nicotine blocks Ih by directly 

interfering with the channel protein responsible for this current in a concentration 

dependent manner in oriens-lacunosum moleculare (O-LM) interneurons in mice. 

Application of nicotine to beta I oscillations may therefore be a more physiological 

way to block Ih and induce alpha oscillations in our model. 

While the cholinergic system appears to play a strong role in alpha rhythm 

generation, other neuromodulatory systems appear not to have much of an effect, 

or even antagonise this frequency band. Polymorphisms in a key enzyme controlling 

dopamine levels in the brain – catechol-o-methyl transferase (COMT) result in only 

subtle (ca. 1 Hz) differences in peak alpha rhythm frequency in otherwise healthy 

male subjects (Bodenmann et al., 2009). The D2 receptor antagonist sulpiride had 

no significant effect on the alpha rhythm in normal subjects (Chavanon et al., 2007). 

Similarly, neither apomorphine (D1/2 agonist) or quinpirole (D2/3 agonist) had any 

significant effect on alpha rhythms (Sebban et al., 1999). 

In contrast, alpha rhythm generation in visual cortex is antagonised by 

noradrenergic receptor activation (Rougeul-Buser and Buser, 1997). Similarly, 

elevated cerebrospinal fluid noradrenaline levels have been shown to be negatively 

correlated with alpha rhythm power (Kemali et al., 1985). No mechanism has been 

proposed for this effect. However, while nicotinic receptor activation can reduce Ih 

activity, stimulation of alpha1 adrenergic receptors has been shown to potentiate Ih 

via elevation of cyclic adenosine monophosphate (cAMP) levels (He et al., 2014). 
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4.1.5 Aims and objectives 

The previous chapter described a robust, in vitro model for visual cortical alpha 

rhythms. The properties and mechanisms behind its generation needed to be 

studied; therefore the main aim was to investigate the underlying pharmacological 

properties in terms of the key synaptic and intrinsic cellular conductances involved 

in the alpha rhythm. To attempt to address this aim the following objectives were 

set: 

1) To carry out pharmacological manipulations of the NMDA receptor complex to 

identify which, if any, subunits of the NMDAR were responsible for the plastic 

process required for the generation of alpha oscillations. 

2) To investigate the effects of GABAA mediated inhibition to determine if alpha 

rhythms require recurrent excitation and inhibition. 

3) To assess the need for gap junctional coupling in the generation of the alpha 

rhythm.  

4) To determine the key neuromodulators required in the cortical alpha rhythm. 

4.2 Methods 

All experiments described in this chapter were carried out using in vitro brain slice 

preparations (450 M slice thickness) from adult male Wistar rats (150-200g). 

Visual cortex containing slices were cut coronally and were prepared and 

maintained as described in chapter 2.1-2.4. All data obtained from experiments 

from this chapter was via extracellular field recordings outlined in chapter 2.7 and 

all data acquisition and analysis are described in chapter 2.8-2.9. Beta activity was 

induced by application of KA [800nM] and alpha activity was induced prior, with co-

application of NBQX [5M] and DK-AH269 [10M]. All pharmacological agents were 

bath applied to slices and their activity was monitored for approximately 30 

minutes, unless no effects were observed in which case their activity would be 

observed for 1-2 hours. The power of the activity of the alpha rhythm was taken as 
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the indicator of strength of oscillations and was taken between 8-12Hz unless 

otherwise stated. 

4.3 Results 

4.3.1 Involvement of NMDA receptors in the generation 

and maintenance of alpha oscillations in the V1 

Given the pre-eminent role of NMDA receptors in synaptic plasticity we looked for a 

role for these receptors in the apparent plastic processes involved in generating the 

alpha rhythm from a prior beta rhythm. The first step was to investigate the 

contribution of NMDA receptors as a whole to the alpha rhythm once generated. 

This effect was studied using (RS)-3-(2-Carboxypiperazin-4-yl)-propyl-1-phosphonic 

acid (CPP), a non-subunit-selective, non-competitive NMDA receptor antagonist. 

Upon application of CPP [10M] to the alpha rhythm, the power of the rhythm was 

almost completely abolished with no detectable spectral peak observed. Control 

values of 32.0V2 20.5V2were reduced to 0.3V2 0.1V2 in the presence of 

drug (P<0.01, n=5, Mann-Whitney Rank Sum Test, figure 4.1). There was little 

change in the frequency of the rhythm when it was possible to detect one. The 

control frequency in this set of experiments was 11.0Hz  0.5Hz and this was 

marginally but not significantly reduced to 9.3Hz  0.7Hz (P=0.088, n=5, Two-Tailed 

T-Test). Auto-correlation analysis was carried out to assess the rhythmicity of the 

rhythm. Prior to the addition of CPP the graph showed a sinusoidal form indicating 

a high degree of rhythmicity within the alpha band, however after application of 

CPP the graph was no longer sinusoidal in shape suggesting any activity that was 

left was not very rhythmic (Figure 4.1C) 0.800  0.200 vs. 0.010  0.002 (P<0.005, 

n=5, Two-Tailed T-Test). 

These data showed that antagonising NMDA receptors during the alpha oscillation 

almost completely abolished all power and rhythmicity. The next experiment was to 

investigate the contribution of NMDA receptors to the beta rhythm and any plastic 

processes that may be functionally reshaping the network leading to the alpha 

rhythm on reducing network and cellular drive. The addition of CPP [10M] to the 
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initial beta rhythm did not significantly affect the frequency 28.7Hz  2.3Hz vs. 

28.1Hz  2.5Hz (P=0.873, n=5, Two-Tailed T-Test, figure 4.2), or rhythmicity 0.6  

0.2 vs. 0.9  0.4 (P=0.548, n=5, Mann-Whitney Rank Sum Test) of the rhythm. The 

power of the rhythm increased slightly (7.8V2 3.1V2vs. 27.0V2 12.6V2, 

P=0.222, n=5, Mann-Whitney Rank Sum Test), however this effect was non-

significant.  Thus, the beta rhythm could occur independently of NMDA receptors; 

however, the alpha rhythm could not.  

After antagonising NMDA receptors during beta rhythms, subsequent application of 

NBQX [5M] and DK-AH269 [10M] did not result in production of a strong alpha 

rhythm. Instead, almost all rhythmicity 0.900  0.400 vs. 0.020  0.004 (P<0.01, 

n=5, Mann-Whitney Rank Sum Test, figure 4.2) and power 27.0V2 12.6V2vs. 

1.2V2 0.4V2 (P<0.05, n=5, Mann-Whitney Rank Sum Test) of the beta rhythm 

was abolished. However, a very weak frequency peak was seen in the alpha rhythm 

range 28.1Hz  2.5Hz vs. 8.7Hz  0.6Hz (P<0.001, n=5, Two-Tailed T-Test). These 

results were also significant when comparing to the original control beta rhythms 

(Figure 4.2D). The frequency of the rhythm dropped significantly from 28.7Hz  

2.3Hz to 8.7Hz  0.6Hz (KA alone vs. KA + CPP + NBQX + DK-AH269, P<0.01, n=5, 

Mann-Whitney Rank Sum Test). The power of the rhythm was also significantly 

reduced from 7.8V2 3.1V2to 1.2V2 0.4V2 (P<0.05, n=5, Mann-Whitney 

Rank Sum Test), as was the rhythmicity 0.600  0.200 to 0.020  0.004 (P<0.01, n=5, 

Mann-Whitney Rank Sum Test), showing that the antagonism of NMDA receptors 

prevented the subsequent generation and maintenance of alpha oscillations in the 

primary visual cortex. 

4.3.1.1 The effect of specific NMDA receptor subunit 

antagonism on the generation and maintenance of 

alpha oscillations in the V1 

Given that NMDA receptors were needed for the generation and maintenance of 

alpha oscillations, specific subunit antagonism of the NMDA receptor subunits were 

carried out to investigate which particular subunits of the NMDA receptor were 
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required for alpha rhythms. NR1 receptors are an absolute requirement for 

formation of functional heterotetramers with all other subunits (Monyer et al., 

1992) so selective antagonists of the NR2A, NR2B and NR2C/D subunits were 

examined during alpha oscillations. 

Alpha oscillations were first generated in the V1. Upon addition of the drug 

(2S*,3R*)-1-(Phenanthren-2-carbonyl)piperazine-2,3-dicarboxylic acid (PPDA) 

[10M] to preferentially block NR2C/D subunits (Feng et al., 2004), there was no 

detectable spectral peak observed. The frequency of oscillations was not 

significantly altered from control values of 11.8Hz  0.2Hz to 10.7Hz  1.3Hz 

(P=0.444, n=5, Two-Tailed T-Test, figure 4.3). However, blocking NR2C/D subunits 

almost completely abolished power in the alpha band. Control values of 52.70V2  

26.80V2 were reduced to 0.20V2  0.04V2 (P<0.01, n=5, Two-Tailed T-Test). 

Rhythmicity in the LFP was also almost completely abolished in the presence of this 

drug. Very strong control values in this dataset (1.000  0.100) were reduced to 

almost zero (0.020  0.004, P<0.01, n=5, Mann-Whitney Rank Sum Test). 

As alpha oscillations were abolished upon antagonism of the NR2C/D subunit, PPDA 

was added to the preceding beta oscillation to determine what effect, if any, 

NR2C/D subunit antagonism has on the prior beta rhythm. Again, application of 

PPDA [10M] to the KA induced beta rhythm caused no significant change in the 

frequency: 27.8Hz  2.5Hz vs. 27.0Hz  3.2Hz (P=0.989, n=5, Two-Tailed T-Test, 

figure 4.4) or rhythmicity (0.30  0.04 vs. 0.30  0.16, P=0.809, n=5, Two-Tailed T-

Test). However, a near 2-fold increase in mean power was seen, with values 

changing from 6.6V2  1.2V2 to 16.9V2  11.0V2 but this did not reach 

significance (P=0.841, n=5, Mann-Whitney Rank Sum Test).  

As with blockade of all NMDA receptors with CPP, antagonising the NR2C/D subunit 

during the prior beta rhythm had no effect on beta rhythms but almost abolished 

the subsequent alpha rhythms on reduction in network and cellular drive. After 

antagonism of NR2C/D subunits during beta, further application of NBQX and DK-

AH269 did not result in a strong alpha rhythm. A significant decrease in the 

frequency from the beta band (27.0Hz  3.2Hz) to the alpha band (11.7Hz  1.3Hz) 
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was seen (P<0.01, n=5, Mann-Whitney Rank Sum Test, figure 4.4). However, this 

was accompanied by a reduction in the mean power 16.9V2  11.0V2 vs. 0.8V2  

0.2V2 (P=0.056, n=5, Mann-Whitney Rank Sum Test) and rhythmicity 0.300  0.160 

vs. 0.006  0.003 (P=0.193, n=5, Two-Tailed T-Test). These results were not 

significant when comparing data before and after application of NBQX and DK-

AH269 to reduce excitation. However, when comparing to the original control beta 

rhythms each of the measurement were significantly changed (Figure 4.4D). The 

frequency of the rhythm dropped significantly from 27.8Hz  2.5Hz to 11.7Hz  

1.3Hz (KA alone vs. KA + PPDA + NBQX + DK-AH269, P<0.001, n=5, Two-Tailed T-

Test). The power of the rhythm was also significantly reduced from 6.6V2  1.2V2 

to 0.8V2  0.2V2 (P<0.01, n=5, Two-Tailed T-Test), as was the rhythmicity 0.300  

0.040 vs. 0.006  0.003 (P<0.01, n=5, Two-Tailed T-Test), showing that the 

antagonism of the NR2C/D subunit of NMDA receptors prevented the generation 

and maintenance of alpha oscillations in the primary visual cortex. 

The next step was to test the contribution of the NR2A subunit of NMDA receptors 

to the alpha rhythm. The selective NR2A subunit antagonist 3-Chloro-4-fluoro-N-[4-

[[2-(phenylcarbonyl)hydrazino]carbonyl]benzyl]benzenesulfonamide (TCN201) 

(Bettini et al., 2010) was applied at a concentration of [10M] to alpha oscillations. 

This caused no significant change in the frequency of oscillations: 11.8Hz  1.0Hz vs. 

10.2Hz  0.4Hz (P=0.173, n=5, Two-Tailed T-Test, figure 4.5). The mean power of 

oscillations slightly increased from 15.6V2  3.4V2 to 23.6V2  14.4V2 (P=0.690, 

n=5, Mann-Whitney Rank Sum Test), and the rhythmicity of oscillations decreased 

slightly from 0.50  0.07 to 0.30  0.13 (P=0.379, n=5, Two-Tailed T-Test), however 

these results were not significant. Therefore antagonising the NR2A subunit of 

NMDA receptors did not appear to have a significant effect on alpha oscillations in 

the model used in this thesis. 

NMDA receptors are expressed both pre- and post-synaptically. The presynaptic 

receptor complement has been suggested to be more sensitive to blockade by the 

polyamine/NR2B-site selective drug ifenprodil (Cull-Candy and Leszkiewicz, 2004). 

To test whether the effects of general NMDA receptor blockade (above) had any 
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presynaptic component, (1R*,2S*)-erythro-2-(4-Benzylpiperidino)-1-(4-

hydroxyphenyl)-1-propanol (Ifenprodil [10M]) was applied to the alpha rhythm.. 

This caused no significant change in the frequency of the rhythm 11.7Hz  0.5Hz vs. 

10.3Hz  0.8Hz (P=0.177, n=5, Two-Tailed T-Test, figure 4.6). There was a slight but 

non-significant increase in the power of the alpha oscillation upon application of 

Ifenprodil 14.7V2  6.3V2 vs. 26.7V2  17.3V2 (P=0.841, n=5, Mann-Whitney 

Rank Sum Test). The rhythmicity of the oscillation also remained unchanged 0.3  

0.1 vs. 0.3  0.1 (P=0.923, n=5, Two-Tailed T-Test). These results show that 

selectively antagonising putative presynaptic NMDA receptors via the polyamine 

site does not affect the alpha rhythm. 

Finally, a selective block of all NR2B receptors (both pre- and postsynaptic) was 

attempted. The drug 1-[2-(4-Hydroxyphenoxy)ethyl]-4-[(4-methylphenyl)methyl]-4-

piperidinol (CO101244 [10M]) is a highly selective NR2B antagonist (Zhou et al., 

1999). Application of CO101244 during alpha rhythms almost completely abolished 

the rhythm, leaving no detectable spectral peak. There was a significant reduction 

in frequency of the rhythm from 11.5Hz  0.7Hz to 7.6Hz  1.0Hz (P<0.01, n=6, 

Mann-Whitney Rank Sum Test, figure 4.7), along with a marked attenuation in the 

power at the alpha frequency 10.8V2  5.9V2 vs. 2.2V2  1.0V2 (P<0.05, n=6, 

Mann-Whitney Rank Sum Test) and rhythmicity 0.6  0.2 vs. 0.1  0.1 (P<0.05, n=6, 

Two-Tailed T-Test) suggesting NR2B subunits may contribute to alpha oscillations. 
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Figure 4.1 NMDA receptors were required for the generation of the alpha rhythm. A. 1 

second example traces of extracellular activity induced by Kainate [800nM] and subsequent 

application of NBQX [5M] and DK-AH [10M] (black trace) and 30 minutes after addition of 

CPP [10M] (red trace). B. Example power spectra produced from traces in A showing the 

effect of CPP on alpha oscillations. C. Example auto-correlations produced from 60 second 

epochs of extracellular data showing rhythmicity before (in black) and after (in red) 

application of CPP. D.  Graphs showing the change in frequency, amplitude and rhythmicity of 

oscillations before and after application of CPP. (frequency P>0.05, Two-Tailed T-Test, 

amplitude P<0.05, Mann-Whitney Rank Sum Test, rhythmicity P<0.01, Two-Tailed T-Test, n=5) 
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Figure 4.2 Blocking NMDA receptors prevented generation of the alpha rhythm. A. 1 second 

example traces of extracellular activity induced by Kainate [800nM] (black trace), 30 minutes 

after application of CPP [10M] (red trace), and subsequent application of NBQX [5M] and 

DK-AH269 [10M] (blue trace). B. Example power spectra produced from traces in A. C. 

Example auto-correlations produced from 60 second epochs of extracellular data showing 

rhythmicity before (in black) and after (in red) application of CPP and with subsequent addition 

of NBQX and DK-AH269 (in blue). D.  Graphs  showing the change in frequency (P>0.05 for KA-

CPP, P<0.001, for KA-DK-AH, P<0.01 for CPP-DK-AH, n=5), amplitude (P>0.05 for KA-CPP, P<0.05 

for KA- DK-AH and CPP-DK-AH, n=5) and rhythmicity (P>0.05 for KA-CPP, P<0.01 for KA-DK-AH 

and CPP-DK-AH, n=5, all Two-Tailed T-Test or Mann-Whitney Rank Sum Test) of oscillations. 
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Figure 4.3 The NR2C/D subunit of NMDA receptors was required for the generation of the 

alpha rhythm. A. 1 second example traces of extracellular activity induced by Kainate 

[800nM] and subsequent application of NBQX [5M] and DK-AH [10M] (black trace) and 

30 minutes after addition of PPDA [10M] (red trace). B. Example power spectra produced 

from traces in A showing the effect of PPDA on alpha oscillations. C. Example auto-

correlations produced from 60 second epochs of extracellular data showing rhythmicity 

before (in black) and after (in red) application of PPDA. D.  Graphs showing the change in 

frequency (P>0.05, n=5, Two-Tailed T-Test), amplitude (P<0.01, n=5, Two-Tailed T-Test) and 

rhythmicity (P<0.01, n=3, Mann-Whitney Rank Sum Test) of oscillations before and after 

application of PPDA.  
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Figure 4.4 Blocking the NR2C/D subunit of NMDA receptors prevented generation of the 

alpha rhythm. A. 1 second example traces of extracellular activity induced by Kainate 

[800nM] (black trace), 30 minutes after application of PPDA [10M] (red trace), and 

subsequent application of NBQX [5M] and DK-AH269 [10M] (blue trace). B. Example 

power spectra produced from traces in A. C. Example auto-correlations produced from 60 

second epochs of extracellular data showing rhythmicity before (in black) and after (in red) 

application of PPDA and with subsequent addition of NBQX and DK-AH269 (in blue). D.  

Graphs showing the change in frequency (P>0.05 for KA-PPDA, P<0.001 for KA-DK-AH, 

P<0.01 for PPDA-DK-AH, n=5), amplitude (P<0.01 for KA-DK-AH, P>0.05 for KA-PPDA and 

PPDA-DK-AH, n=5) and rhythmicity (P>0.01 for KA-PPDA and PPDA-DK-AH, P<0.05 for KA-

DK-AH, n=5, all Two-Tailed T-Test or Mann-Whitney Rank Sum Test) of oscillations. 
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Figure 4.5 The NR2A subunit of NMDA receptors was not required for the generation of 

the alpha rhythm. A. 1 second example traces of extracellular activity induced by Kainate 

[800nM] and subsequent application of NBQX [5M] and DK-AH [10M] (black trace) and 

30 minutes after addition of TCN [10M] (red trace). B. Example power spectra produced 

from traces in A showing the effect of TCN on alpha oscillations. C. Example auto-

correlations produced from 60 second epochs of extracellular data showing rhythmicity 

before (in black) and after (in red) application of TCN. D.  Graphs showing the change in 

frequency (P>0.05, Two-Tailed T-Test, n=5), amplitude (P>0.05, Mann-Whitney Rank Sum 

Test, n=5) and rhythmicity (P>0.05, Two-Tailed T-Test, n=5) of oscillations before and after 

application of TCN. 
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Figure 4.6 Blocking NMDA receptors via the polyamine site had no effect on the alpha 

rhythm. A. 1 second example traces of extracellular activity induced by Kainate [800nM] 

and subsequent application of NBQX [5M] and DK-AH [10M] (black trace) and 30 

minutes after addition of Ifenprodil [10M] (red trace). B. Example power spectra 

produced from traces in A showing the effect of Ifenprodil on alpha oscillations. C. Example 

auto-correlations produced from 60 second epochs of extracellular data showing 

rhythmicity before (in black) and after (in red) application of Ifenprodil. D. Graphs showing 

the change in frequency (P>0.05, Two-Tailed T-Test, n=5), amplitude (P>0.05, Mann-

Whitney Rank Sum Test, n=5) and rhythmicity (P>0.05, Two-Tailed T-Test, n=5) of 

oscillations before and after application of Ifenprodil. 
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Figure 4.7 The NR2B subunit of NMDA receptors was required for the generation of the 

alpha rhythm. A. 1 second example traces of extracellular activity induced by Kainate 

[800nM] and subsequent application of NBQX [5M] and DK-AH [10M] (black trace) and 

30 minutes after addition of CO101244 [10M] (red trace). B. Example power spectra 

produced from traces in A showing the effect of CO on alpha oscillations. C. Example auto-

correlations produced from 60 second epochs of extracellular data showing rhythmicity 

before (in black) and after (in red) application of CO101244. D.  Graphs showing the change 

in frequency (P<0.01, n=6, Mann-Whitney Rank Sum Test), amplitude (P<0.05, n=6, Mann-

Whitney Rank Sum Test) and rhythmicity (P<0.05, n=6, Two-Tailed T-test) of oscillations 

before and after application of CO101244.  
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These data demonstrated that the alpha rhythm is dependent upon excitatory 

NMDA receptors, in particular the NR2C/D and NR2B subunits. The role of 

inhibitory GABAA receptors was then studied to see if alpha rhythms also required 

fast synaptic inhibition. 

4.3.2 Involvement of GABAA receptors in alpha 

oscillations 

The highly-selective GABAA receptor antagonist 6-Imino-3-(4-methoxyphenyl)-

1(6H)-pyridazinebutanoic acid (Gabazine [1M]) (Heaulme et al., 1986) was applied 

to the alpha rhythm to determine the contribution of inhibitory GABAA receptors. 

Antagonising GABAA receptors in this manner almost completely abolished the 

alpha rhythm, leaving no detectable spectral peak. Analysis of the residual LFP 

rhythm revealed a significant reduction in the frequency from 12.2Hz  0.9Hz to 

9.3Hz  0.6 (P<0.05, n=5, Two-Tailed T-Test, figure 4.8) in this dataset. Gabazine 

almost abolished all power in the alpha band: 21.2V2  5.6V2 to 0.4V2  0.1V2 

(P<0.01, n=5, Mann-Whitney Rank Sum Test). Rhythmicity was also almost 

abolished: 1.00   0.02 vs. 0.02  0.01 (P<0.001, n=5, Two-Tailed T-Test). These data 

indicated that inhibitory GABAA receptors were required for maintenance of alpha 

oscillations in this experimental model. 

The role of GABA receptors in rhythm generation is often accompanied by a role for 

gap junctional communication too (see section 4.1). The next set of experiments 

was therefore designed to determine whether non-chemical receptor mediated 

transmission (i.e. electrical coupling) was required in the alpha rhythm. 

4.3.3 Involvement of gap junctional mediated coupling in 

alpha oscillations 

The contribution of gap junctional coupling in the generation of alpha oscillations 

was studied using gap junction blocker ;ϯβ,ϮϬβͿ-3-(3-Carboxy-1-oxopropoxy)-11-

oxoolean-12-en-29-oic acid (Carbenoxolone (CBX)). Application of 100M CBX 

caused a statistically significant reduction in the frequency of the alpha rhythm 
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from 12.5Hz  0.5Hz to 9.0Hz  0.3Hz (P<0.001, n=5, Two-Tailed T-Test, figure 4.9). 

The power and rhythmicity of alpha oscillations however remained almost the same 

45.6V2  27.3V2 vs. 45.9V2  15.7V2 (P=0.690, n=5, Mann-Whitney Rank Sum 

Test) and 1.1  0.1 vs. 1.2  0.1 (P=0.834, n=5, Two-Tailed T-Test). An increased 

concentration of 500M CBX was next applied to the alpha rhythm. This again 

caused a significant reduction in the frequency of the rhythm 12.5Hz  0.5Hz to 

7.5Hz  0.5Hz (P<0.001, n=5, Two-Tailed T-Test). This higher concentration of CBX 

significantly reduced the power from 45.6V2  27.3V2 to 2.6V2  1V2 (P<0.01, 

n=5, Mann-Whitney Rank Sum Test) and abolished all rhythmicity 1.1  0.1 vs. 0.01 

 0.006 (P<0.01, n=5, Mann-Whitney Rank Sum Test). 

The findings indicate that alpha rhythms require interplay between excitatory 

NMDA receptor and inhibitory GABAA receptor mediated transmission along with a 

potential involvement for electrical coupling. The next section investigated the 

suggested role for dendritic T-channel-mediated burst discharges (Jones et al., 

2000b) in alpha rhythm generation. 

4.3.4 Decreasing T-type calcium channel function had no 

effect on the alpha rhythm 

The next experiment was done to investigate what the effects of antagonism of 

low-voltage activated calcium channels would have on the alpha rhythm. Burst-like 

behaviour has been shown to be mediated, in part, by interaction between  Ih 

current and T-type calcium channels (Foehring and Waters, 1991). This has been 

predicted to be a mechanism of cortical alpha rhythms by computational modelling 

studies (Jones et al., 2000b). We used the drug (1S,2S)-2-[2-[[3-(1H-Benzimidazol-2-

yl)propyl]methylamino]ethyl]-6-fluoro-1,2,3,4-tetrahydro-1-(1-methylethyl)-2-

naphthalenyl cyclopropanecarboxylate (NNC 55-0396) as a highly selective T-type 

calcium channel blocker (Huang et al., 2004). This was applied to the alpha rhythm 

at a concentration of [50M]. Application of NNC 55-0396 caused no significant 

change in the frequency of the alpha rhythm: 10.9Hz  0.9Hz vs. 9.5Hz  1.0Hz 

(P=0.299, n=5, Two-Tailed T-Test, figure 4.10), nor did it change power (12.7V2  

9.9V2 vs. 7.7V2  3.5V2, P=0.537, n=5, Mann-Whitney  
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Figure 4.8 Reducing GABAA mediated inhibition reduced power and rhythmicity of the 

alpha rhythm. A. 1 second example traces of extracellular activity recorded from layer IV of 

the V1 following application of Kainate [800nM], and subsequent application of NBQX [5M] 

and DK-AH [10M] (black trace), and 30 minutes after addition of Gabazine [1M] (red 

trace). B. Example power spectra produced from the traces in A showing the effect of 

Gabazine on alpha oscillations. C. Example auto-correlations produced from 60 second 

epochs of extracellular data showing rhythmicity before (in black) and after (in red) 

application of Gabazine. D.  Graphs showing the change in frequency (P<0.05, n=5, Two-

Tailed T-Test), amplitude (P<0.05, n=5, Mann-Whitney Rank Sum Test) and rhythmicity 

(P<0.001, n=5, Two-Tailed T-Test) of oscillations before and after application of Gabazine. 
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Figure 4.9 Gap-junctional mediated coupling was required for the generation of the alpha 

rhythm. A. 1 second example traces of extracellular activity recorded from layer IV of the V1 

following application of Kainate [800nM] and subsequent application of NBQX [5M] and DK-

AH [10M] (black trace), 30 minutes after addition of Carbenoxolone [100M] (red trace) and 

[500M] (blue trace). B. Example power spectra produced from the traces in A. C. Example 

auto-correlations produced from 60 second epochs of extracellular data showing rhythmicity 

before and after application of Carbenoxolone. D.  Graphs  showing the change in frequency 

(P<0.001 KA-100M CBX and KA-500M CBX, P<0.05 100M CBX-500M CBX, n=5), 

amplitude (P>0.05 for KA-100M CBX, P<0.01 for KA-500M CBX, P<0.05 for 100M CBX-

500M CBX, n=5) and rhythmicity (P>0.05 for KA-100M CBX, P<0.01 for KA-500M CBX and 

100M CBX-500M CBX, n=5, all Two-Tailed T-Test or Mann-Whitney Rank Sum Test).of 

oscillations before and after application of Carbenoxolone. 
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Figure 4.10 Decreasing T-type calcium channel function had no effect on the alpha rhythm. 

A. 1 second example traces of extracellular activity recorded from layer IV of the V1 following 

application of Kainate [800nM] and subsequent application of NBQX [5M] and DK-AH 

[10M] (black trace), and 30 minutes after addition of NNC 55-0396 [50M] (red trace). B. 

Example power spectra produced from the traces in A showing the effect of NNC 55-0396 on 

alpha oscillations. C. Example auto-correlations produced from 60 second epochs of 

extracellular data showing rhythmicity before (in black) and after (in red) application of NNC 

55-0396. D.  Graphs showing the change in frequency (P>0.05, n=5, Two-Tailed T-Test), 

amplitude (P>0.05, n=5, Mann-Whitney Rank Sum Test) and rhythmicity (P>0.05, n=5, Two-

Tailed T-Test) of oscillations before and after application of NNC 55-0396. 
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Rank Sum Test) or rhythmicity (0.20  0.08 vs. 0.30  0.09, P=0.987, n=5, Two-Tailed 

T-Test) of oscillations. T-type calcium channels therefore do not appear to affect 

the generation or maintenance of the alpha rhythm in this model. 

4.3.5 Nicotine could partially generate alpha oscillations 

in the V1 

Nicotine has been shown to enhance the alpha rhythm (Domino et al., 2009) and 

reduce Ih current (Griguoli et al., 2010), and nicotinic receptor activation is a key 

component of the cortical arousal system (Arroyo et al., 2014). Furthermore, 

nicotinic receptor activation plays a critical role in attentional task performance 

(Proulx et al., 2014) – a cognitive process where alpha rhythms are thought to be 

involved (see chapter 1). Also, as blocking of Ih current has been shown to be crucial 

in the generation of the alpha rhythm in the present model, we sought to 

reproduce the preliminary results illustrated in figure 3.1 in this more persistent 

mode of alpha rhythm generation. Nicotine [50M] was added to the beta rhythm 

following the reduction in synaptic excitation with NBQX [5M] but in the absence 

of the direct Ih modulator DK-AH269. This caused a significant reduction in 

frequency of the rhythm from 15.6Hz  0.5Hz to 13.9Hz  0.2Hz (P<0.05, n=5, Two-

Tailed T-Test, figure 4.11) along with a non-significant increase in mean power 

(16.2V2  5.9V2 vs. 42.3V2  14.1V2 ,P=0.064, n=5, Two-Tailed T-Test) and 

rhythmicity 0.3  0.1 vs. 0.6  0.2, P=0.107, n=5, Two-Tailed T-Test).  

These effects were qualitatively similar to those of DK-AH269 but of lower 

magnitude. We therefore sought to test whether these effects of nicotine could be 

additive to those of DK-AH269. DK-AH269 [10M] was added to the rhythm 

following application of Nicotine [50M]. This caused a further significant decrease 

of the frequency of the rhythm from 13.9Hz  0.2Hz to 12.0Hz  0.3Hz (P<0.001, 

n=5, Two-Tailed T-Test) and further increased the power from 42.3V2  14.1V2 to 

80.7V2  25.7V2 (P=0.139, n=5, Two-Tailed T-Test) and rhythmicity from 0.6  0.2 

to 0.7  0.2 (P=0.568, n=5, Two-Tailed T-Test). However, again these were non-

significant changes. 
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These results were not significant when comparing data before and after 

application of Nicotine and DK-AH269. However, when comparing to the original 

control beta rhythms each of the measurement were significantly changed (Figure 

4.11D). The frequency of the rhythm dropped significantly from 15.6Hz  0.5Hz to 

12.0Hz  0.3Hz (KA + NBQX vs. KA +NBQX + Nicotine + DK-AH269, P<0.001, n=5, 

Two-Tailed T-Test). The power of the rhythm was also significantly reduced from 

16.2V2  5.9V2 to 80.7V2  25.7V2 (P<0.05, n=5, Two-Tailed T-Test), as was the 

rhythmicity 0.3  0.1 vs. 0.7  0.2 (P<0.05, n=5, Two-Tailed T-Test). 

4.3.6 Noradrenaline prevented the generation of alpha 

oscillations 

While there is little evidence for effects of noradrenaline on alpha rhythms it has 

also been shown to block or enhance Ih current in in vitro preparations of rat brain 

slices in a manner dependent on the alpha1/alpha2 expression ratios for 

noradrenergic receptors (Arencibia-Albite et al., 2007). Noradrenaline [10M] was 

applied to the beta rhythm, after reduction in drive with NBQX [5M] to replace 

DK-AH269. Application of NA to the beta rhythm caused no effect on the frequency 

of the rhythm, with control frequencies of 19.1Hz  1.0Hz and  18.7Hz  0.8Hz in 

the presence of noradrenaline (P=0.805, n=6, Two-Tailed T-Test, figure 4.12). 

Noradrenaline did however cause an increase in beta rhythm power from 2.3V2  

0.3V2 to 14.2V2  5.6V2 (P<0.01, n=6, Mann-Whitney Rank Sum Test). 

Rhythmicity at beta frequencies was also increased, with control values of 0.20  

0.05 changing to 0.50  0.10 in the presence of noradrenaline (P<0.05, n=6, Two-

Tailed T-Test). Subsequent addition of DK-AH269 [10M] caused no reduction in 

frequency to the alpha band when noradrenaline was pre-applied as above. A 

control beta frequency of 18.7Hz  0.8Hz in the presence of noradrenaline was little 

changed at 18.0Hz ± 0.5Hz following further addition of DK-AH269 (P=0.269, n=6, 

Two-Tailed T-Test). Neither power (14.2V2  5.6V2 vs. 20.2V2  6.1V2, P=0.589, 

n=6, Mann-Whitney Rank Sum Test), nor rhythmicity (0.5  0.1 vs. 0.6  0.1, 

P=0.618, n=6, Two-Tailed T-Test) of oscillations were altered either. These data. 
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Figure 4.11 Nicotine could generate alpha frequency oscillations. A. 1 second example traces 

of extracellular activity induced by Kainate [800nM] and subsequent addition of NBQX [5M] 

(black trace), 30 minutes after addition of Nicotine [50M] (red trace), and 30 minutes after 

addition of DK-AH [10M] (blue trace). B. power spectra produced from traces in A. C. 

Example auto-correlations produced from 60 second epochs of extracellular data showing 

rhythmicity before (in black) and after (in red) application of Nicotine, and after subsequent 

addition of DK-AH (in blue). D.  Graphs showing the change in frequency (KA+NBQX-Nicotine 

P<0.05, KA+NBQX-DK-AH P<0.001, Nicotine-DK-AH P<0.005, n=5), amplitude (KA+NBQX-

Nicotine and Nicotine-DK-AH P>0.05 , for KA+NBQX-DK-AH P<0.05, n=5) and rhythmicity 

(P>0.05 KA+NBQX-Nicotine and Nicotine-DK-AH, P<0.05 for KA+NBQX-DK-AH, n=5, all Two-

Tailed T-Test) of oscillations after application of KA and NBQX, Nicotine and DK-AH.  
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Figure 4.12 Noradrenaline prevented the generation of alpha oscillations. A. 1 second 

example traces of extracellular activity induced by Kainate [800nM] and NBQX [5M] (black 

trace), 30 minutes after addition of Noradrenaline [30M] (red trace), and 30 minutes after 

addition of DK-AH [10M] (blue trace). B. power spectra produced from traces in A. C. 

Example auto-correlations produced from 60 second epochs of extracellular data showing 

rhythmicity before (in black) and after (in red) application of Noradrenaline, and after 

subsequent addition of DK-AH (in blue). D.  Graphs showing the change in frequency (P>0.05, 

n=6), amplitude (KA+NBQX-NA P<0.01, KA+NBQX-DK-AH P<0.05, NA-DK-AH P>0.05, n=6) and 

rhythmicity (KA+NBQX-NA and KA+NBQX-DK-AH P<0.05, NA-DK-AH P>0.05, n=6, all Two-

Tailed T-Test or Mann-Whitney Rank Sum Test) of oscillations after application of KA and 

NBQX , NA and DK-AH. 
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suggested that NA prevents the generation of alpha rhythms from a prior beta 

rhythm in the visual cortex 

4.3.7 Increasing dopamine D1 receptor function did not 

affect the alpha rhythm 

To determine the effects of increasing dopamine on alpha oscillations, the dopamine 

D1 receptor agonist (±)-6-Chloro-2,3,4,5-tetrahydro-1-phenyl-1H-3-benzazepine 

(SKF81297 [20M]) was applied to the alpha rhythm. This caused no significant 

change in the frequency (11.0Hz  0.4Hz vs. 9.9Hz  0.2Hz, P=0.065, n=6, Mann-

Whitney Rank Sum Test, figure 4.13), power (6.7V2  2.7V2 vs. 11.8V2  7.7V2, 

P=0.699, n=6, Mann-Whitney Rank Sum Test), or rhythmicity (0.30  0.05 vs. 0.40  

0.09, P=0.589, n=6, Two-Tailed T-Test) of alpha oscillations. 

4.3.8 Results from the effects of other pharmacological 

agents  

Table 4.1 shows a list of pharmacological agents applied to the slice in an attempt to 

generate oscillatory activity in the visual cortex. Oke et al. (2010) showed that gamma 

rhythms could be induced in vitro in the V1 upon application of KA [400nM] and CCH 

[20M]. 10M carbachol (CCH) was applied to slices after 800nM KA. Application of 

CCH caused no significant change in the frequency of oscillations 29.9Hz  1.6Hz vs. 

31.5Hz  1.1Hz (P=0.172, n=5, Two-Tailed T-Test), or the power 4.7V2  1.5V2 vs. 

9.0V2  3.5V2 (P=0.253, n=5, Two-Tailed T-Test). 

Hughes et al. (2004) showed alpha oscillations could be generated in vitro in slices of 

LGN upon application of the mGLUR1 receptor agonist trans-ACPD [100-150M] (see 

section 3.1.1). Application of the mGLUR1 agonist DHPG [10M] to slices containing 

V1 prior to the addition of any other pharmacological agents, produced no detectable 

spectral peak. Subsequent application of 800nM KA gave gamma frequency 

oscillations at 37.9Hz  9.0Hz. The power of oscillations in this frequency band after 

application of DHPG were 0.2V2  0.1V2, which then increased to 13.3V2  

17.9V2 after application of 800nM KA (n=2). DHPG [5M] was also added to slices 
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after excitation with KA [800nM]. There was no change in the frequency 31.3Hz  

3.4Hz vs. 32.5Hz  1.3Hz or power 2.2V2  1.3V2 vs. 1.5V2  1.0V2 (n=4) of 

oscillations after application of DHPG. 

Previous pilot studies have shown post-response alpha oscillations can be generated 

in the V1 after microdrop application of glutamate (1mM, 70nL) in the presence of 

nicotine [10M] (see figure 3.1). Nicotine has also been shown to enhance alpha 

rhythms (see section 4.3.5). Application of nicotine [10M] to slices containing 

primary visual cortex gave no detectable spectral peak. Subsequent application of KA 

[800nM] produced beta frequency oscillations (26.2Hz  1.0Hz). The power of 

oscillations in this frequency band after application of nicotine [10M] was 0.1V2  

0.0V2, which then increased to 11.0V2  8.1V2 after application of KA [800nM] 

(n=2). 

CIQ is a potentiator of NMDA receptors containing the NR2C or D subunit which 

enhances NMDA receptor responses. Cortical alpha rhythms have been shown to 

depend on the NR2C/D subunit of NMDA receptors (see section 4.3.1.1). The NR2C 

subunit is found to be highly expressed in layer IV of the neocortex (Binshtok et al., 

2006), the cortical lamina where alpha oscillations were found to have the greater 

power (figure 3.20). CIQ was added before application of any other pharmacological 

agents to see if potentiation of NR2C/D subunits could give rise to alpha oscillations 

without the need for other pharmacological agents. Application of CIQ (10M) to 

slices containing V1 produced no detectable spectral peak. Subsequent application of 

KA [800nM] produced oscillations with a frequency of 34.3Hz  2.5Hz. The power of 

oscillations in this frequency after application of CIQ was 0.1V2  0.0V2, which then 

increased to 22.6V2  19.2V2 upon application of KA [800nM]. Further application 

of NBQX [5M] and DK-AH [10M] was required to produce oscillations in the alpha 

frequency (13.7Hz  0.4Hz, 67.9V2  37.7V2, n=2). CIQ [50M] was then applied to 

alpha oscillations, to investigate what effects if any, potentiating the NR2C/D subunit 

would have on the dynamics of the alpha rhythm. Application of CIQ caused no 

change in frequency of oscillations (9.9Hz  1.9Hz vs. 10.4Hz   1.9Hz), however, CIQ 

did reduce the power of oscillations (15.6V2   18.4V2 vs. 5.7V2   6.5V2, n=2). 
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Figure 4.13 Increasing dopamine D1 receptor activity did not affect the alpha rhythm. A. 1 

second example traces of extracellular activity recorded from layer IV for the V1 following 

application of Kainate [800nM], and subsequent application of NBQX [5M] and DK-AH 

[10M] (black trace), and 30 minutes after addition of SKF [20M] (red trace). B. Example 

power spectra produced from the traces in A showing the effect of SKF on alpha oscillations. 

C. Example auto-correlations produced from 60 second epochs of extracellular data showing 

rhythmicity before (in black) and after (in red) application of SKF. D.  Graphs showing the 

change in frequency (P>0.05, n=6, Mann-Whitney Rank Sum Test), amplitude (P>0.05, n=6, 

Mann-Whitney Rank Sum Test) and rhythmicity (P>0.05, n=6, Two-Tailed T-Test) of 

oscillations before and after application of SKF. 
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Drug Added before 800nM 

KA 

Added after 800nM 

KA 

Added after 5M 

NBQX and 10M DK-

AH 

Frequency 

(Hz) 

Power  

(V) 

Frequency 

(Hz) 

Power  

(V) 

Frequency 

(Hz) 

Power  

(V) 

10M 

CCH 

 

 

N/A 

 

 

N/A 

 

29.9  1.6 

vs. 

31.5  1.1 

 

4.7  1.5 

vs. 

8.9  3.5 

 

 

N/A 

 

 

N/A 

10M 

DHPG 

 

32.7  6.5 

vs. 

37.9  8.0 

 

0.2  0.1 

vs. 

13.3  

17.9 

 

 

N/A 

 

 

N/A 

 

 

N/A 

 

 

N/A 

5M 

DHPG 

 

 

N/A 

 

 

N/A 

 

31.3  3.4 

vs. 

32.5  1.3 

 

2.2  1.3 

vs. 

1.5  1.0 

 

 

N/A 

 

 

N/A 

10M 

Nicotine 

 

31.5  1.7 

vs. 

26.2  1.1 

 

0.1  0.0 

vs. 

11.0  8.1 

 

 

N/A 

 

 

N/A 

 

 

N/A 

 

 

N/A 

10M 

CIQ 

 

31.5  5.2 

vs. 

34.3  2.5 

 

0.1  0.0 

vs. 

22.6  

19.2 

 

 

N/A 

 

 

N/A 

 

11.7  2.1 

vs. 

9.9  1.9 

 

11.4  

8.6 

vs. 

15.6  

18.4 

50M 

CIQ 

 

 

N/A 

 

 

N/A 

 

 

N/A 

 

 

N/A 

 

11.7  2.1 

vs. 

10.4  1.4 

 

11.4  

8.6 

vs. 

5.7  6.5 
Table 4.1 Summary of pharmacological agents applied to slices containing V1 in an attempt 

to generate alpha oscillations. Outline of the effect of specific pharmacological agents to the 

oscillations in V1. Pharmacological agents were either applied before KA, after KA (i.e. on 

beta oscillations) or after NBQX and DK-AH application (i.e. on alpha oscillations). Data 

relating to the pharmacological agents in question are highlighted. 
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4.4 Discussion 

The results from this chapter outline the basic pharmacological properties of the 

cortical alpha rhythm. The results in chapter 3 indicated that the power of the alpha 

rhythm was greatest in layer IV of the primary visual cortex suggesting that this is 

where alpha rhythms are generated. The results in this chapter provide further 

evidence that the source of alpha rhythms come from this layer and are dependent 

upon excitatory NMDA receptors and are mediated by gap junctional coupling. 

The main findings from these experiments were: 

1) The alpha rhythm is dependent upon NMDA receptors, specifically the NR2C/D 

and NR2B subunits 

2) There is a role for GABA and gap junctional coupling similar to other rhythms 

3) T-type calcium channels are not involved in the generation of neocortical alpha 

oscillations 

4) There are similarities between the occipital model of the alpha rhythm and the 

neuromodulator profile of human alpha  

Each of these findings suggests clues to the properties of the alpha rhythm and are 

dealt with in the following sections. 

4.4.1 Why are alpha rhythms particularly dependent upon 

the NR2C/D subunit of NMDA receptors? 

The previous chapter described the need for a plastic process occurring during prior 

beta rhythms for the generation of the alpha rhythm. Pharmacological 

manipulations of the NMDA receptor complex revealed that alpha oscillations 

required NMDA receptors but beta rhythms did not. Inhibition of NMDA receptors 

during beta oscillations caused an increase in the power of beta oscillations, 

however this increase was non-significant. However, this inhibition prevented the 

generation of alpha rhythms. As mentioned in 3.4.2, NMDA receptors are involved 
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in synaptic plasticity (Malenka and Nicoll, 1993; Lynch, 2004) suggesting that the 

plasticity which occurred in the prior beta rhythm involved NMDA receptors. 

Further manipulations into the specific subunits of the NMDA receptor revealed it 

was the NR2C/D subunit which was mainly involved in the NMDA mediated 

plasticity. Interestingly, the NR2C subunit is found to be highly expressed in layer IV 

of the neocortex (Munoz et al., 1999; Binshtok et al., 2006), which is the cortical 

lamina where alpha oscillations have greatest power, this finding could provide 

further evidence for layer IV being where alpha is generated.  

The alpha rhythm was also shown to be dependent upon the NR2B subunit. This 

subunit is also involved in synaptic plasticity and there is a switch from NR2B to 

NR2A subunits during early development (see 4.1.2). Erisir and Harris (2003) 

showed that in layer IV of ferret visual cortex, NR2B levels remain high throughout 

the critical period (a period in which neuronal circuits undergo phases of plasticity 

(Levelt and Hubener, 2012)) and then become reduced towards the end 

demonstrating a role for NR2B subunits in regulating the ocular dominance 

plasticity. In adulthood the NR2B subunit is still present, but at a low level. 

However, it plays a disproportionately powerful role in cognitive function. 

Increasing NR2B receptor function in adult rats and humans has been shown to 

have powerful pro-cognitive effect (Wang et al., 2014). 

The possible role for Ih in synaptic plasticity has already been discussed (see 3.4.4). 

Ih is required in the excitatory phase (KA alone) for the subsequent generation of 

alpha rhythms: If Ih is blocked during this phase, alpha rhythms cannot be 

generated. It must therefore be considered how Ih plasticity may fit in with the 

NMDA mediated plasticity. Ih allows the influx of calcium ions upon 

hyperpolarisation. As described above (see section 4.1.1) in NMDAR specific 

plasticity, both co-activation of NMDAR and mGLuR1 coupled with an increased 

calcium release from intracellular stores reliably induces enhanced NMDA currents 

in central synapses (Rebola et al., 2008; Harnett et al., 2009). This calcium release 

from intracellular stores could be dependent upon Ih. Interestingly the resultant 

NMDA currents have increased expression of NR2D subunits (Harney et al., 2008) 
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which are shown to be responsible for the NMDA mediated plasticity from the 

results in this chapter. If Ih is blocked during the period of excitation, the NMDA 

mediated plasticity may be reduced, which could prevent the generation of alpha 

rhythms upon reduction in synaptic excitation. 

There has been limited research conducted into the role of AMPA receptors in 

alpha oscillations. AMPA receptors have been shown to be involved in alpha/theta 

frequency oscillations (4-9Hz) in in vitro slice preparations of the thalamus 

(Richardson et al., 2009). Blockade of AMPA receptors resulted in shortened 

oscillation epochs. Results from the previous chapter have demonstrated the 

requirement for a reduction in AMPA receptor function in the generation of alpha 

oscillations, suggesting that AMPA mediated synaptic excitation was not involved in 

alpha rhythm generation. Excitatory synaptic plasticity via NMDAR can result in an 

increased number of post-synaptic AMPA receptors. Due to the need for a 

reduction in synaptic excitation in the generation of the cortical alpha rhythm, an 

AMPA mediated increase in excitability may not be an important factor in alpha 

oscillations. 

4.4.2 Is there a role for GABAA mediated inhibition and 

gap junctional coupling required in alpha oscillations 

GABAergic inhibition has been shown to play a crucial role in the generation of 

many rhythms (see intro section 4.1.2). Results from the experiments in this 

chapter have demonstrated that reducing GABAA mediated synaptic inhibition 

almost completely abolished the alpha rhythm. However, whether GABA is involved 

in the alpha rhythm is debateable. As described above, increased GABAA receptor-

mediated inhibition using lorazepam has been shown to lead to decreased occipital 

alpha oscillations (Ahveninen et al., 2007) parametrically with drug dosage (Lozano-

Soldevilla et al., 2014). Propofol which increases GABA-mediated inhibition gives 

rise to frontal alpha oscillations which are spatially distinct from occipital alpha 

rhythms (Feshchenko et al., 2004; Buhry and Hutt, 2013). Ching et al. (2010) went 

on to suggest that propofol potentiates GABAA which enhances the strength of 
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projections from cortex to thalamus resulting in a thalamocortical alpha rhythm. 

Potentiation of GABAA causes a reduction in Ih which abolishes occipital alpha 

rhythms by silencing HTC cells and gives rise to a new hyperpolarised alpha rhythm 

in fronothalamic nuclei (Vijayan et al., 2013b; Vijayan et al., 2013a). The effect of 

GABA on occipital alpha oscillations remains unclear due to variations in results 

(Nutt et al., 2015). In addition, GABA receptors may in fact be excitatory if present 

on axons (Traub et al, 2003). If GABA is not contributing to the generation of 

cortical alpha rhythms, then these rhythms may come from a purely intrinsic 

neuronal rhythm generator. 

Electrical coupling has been found to be critical for fast oscillations throughout the 

brain (Cunningham et al., 2004; Roopun et al., 2006; Traub et al., 2008). Gap 

junctions between principal neurons can lead to network oscillations (Traub et al., 

2002). The axons of pyramidal cells are connected via gap junctions to form the 

axonal plexus which can generate network oscillations through population events 

(Traub et al., 1999a). Gap junctional coupling has also been shown to lead to the 

generation of alpha rhythms in specific interneuron populations (Gibson et al., 

1999; Beierlein et al., 2000). 

The results from experiments in this chapter have shown that the generation of the 

alpha rhythm requires gap junctions; gap junction blockers abolished all rhythmicity 

of the alpha rhythm. The initial concentration of carbenoxolone used was 100M, 

however this concentration may not eliminate all electrical coupling in the brain 

(Connors, 2012), therefore the concentration was increased to 500M to ensure all 

electrical coupling had been blocked. Gap junctions have been shown to be 

required for both in vitro alpha oscillations in the LGN of cats, these oscillations can 

be sustained solely by gap junctional coupling between TC neurons (Hughes et al., 

2004; Lörincz et al., 2008; Lorincz et al., 2009) and in vivo EEG and LGN alpha in cats 

(Hughes et al., 2011). These studies provide evidence of the generation of alpha 

oscillations via gap junctions. Gap junction blockers such as CBX have a well-

documented lack of selectivity at gap junctions (Rouach et al., 2003). CBX has also 

been shown to be an antagonist of NMDARs which have shown to be crucial in the 
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generation of alpha rhythms (see chapter 4.3.1) (Chepkova et al., 2008). Other non-

specific effects of carbenoxolone, especially at such high concentrations [500M] 

include its ability to reduce excitatory synaptic currents through a pre-synaptic 

effect, its interference of GABAA receptors therefore reducing inhibitory synaptic 

currents (Rouach et al., 2003; Tovar et al., 2009), its suppression of action 

potentials (Rekling et al., 2000) and blockade of calcium channels (Vessey et al., 

2004). However, given the fact that gap-junctions have been shown to be critical in 

alpha oscillations, it is likely that abolition of alpha oscillations in the visual cortical 

model in the presence of CBX is indeed due to the blockade of gap junctions.   

4.4.3 Is there a role for dendritic calcium channel-

mediated electrogenesis? 

As described in the last chapter, persistent Ih provides a tonic dendritic 

depolarisation which would antagonise IT induced bursting; predicting IT has no 

involvement in the neocortical model of alpha. Results from this chapter show that 

blockade of T-type calcium channels has no effect on the alpha rhythm, providing 

evidence that these calcium channels are not involved in the generation or 

maintenance of neocortical alpha rhythms. This is in contrast to the computational 

models of alpha rhythms which suggest that Ih and IT produce and regulate alpha 

rhythms (Jones et al., 2000b). 

The reduction in Ih is associated with a large increase in power in the neocortical 

model of alpha rhythms developed in this thesis. In rhythm generation, Ih interacts 

with depolarisation-activated conductances to boost neuronal resonant properties 

(Alonso and Llinas, 1989). The large increase in power could be attributed to the 

effects of Ih on burst generation in neurons. Bursting occurs upon distal dendritic 

excitation (Larkum et al., 1999). It is clear from the results in this chapter that this 

bursting is not T-channel mediated. At more depolarised levels, Ih will favour 

dendritic, sodium channel-mediated bursts.  In the globus pallidus (GP) in rats, 

neuron dendrites express fast, voltage dependent sodium channels (NaF channels) 

(Hanson et al., 2004).  Turner et al. (1994) found that dendritic sodium channels 
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elicited spikes which were followed by a depolarising afterpotential; this 

afterpotential could increase in amplitude to spike threshold and generate spike 

doublets which, upon repetition, gave rise to burst discharges. Bursting cells can 

serve as pacemakers for network oscillations. Edgerton et al. (2010) went on to 

show that in a model of GP neurons, high dendritic expression of NaF channels can 

result in synchronous excitatory events occurring close together on the dendrites. 

They then described how a high concentration of dendritic NaF channels can reduce 

the propagation of input oscillations from neurons to their targets, whereas a low 

concentration can increase phase locking with input oscillations (Edgerton and 

Jaeger, 2011). This implicates NaF channels in input phase-locking properties of 

neurons and oscillations. There is little evidence of NaF channels involvement in 

oscillations. The large increase in power at alpha frequencies could be attributed to 

burst discharges from neurons driving the rhythm. The ability of NaF channels to 

generate burst discharges in neurons may implicate an involvement of these 

channels in the alpha rhythm.  

 4.4.4 How do neuromodulators affect the alpha rhythm? 

The results from this chapter provide evidence of similarities between the occipital 

alpha rhythm and the neuromodulator profile of human alpha. There is a lack of DA 

effect described in the human alpha rhythm (see 4.1.4). Antagonism of DA 

receptors in the brain has been shown to have no effect on the alpha rhythm 

(Sebban et al., 1999; Chavanon et al., 2007). Results from experiments conducted in 

this chapter demonstrated that application of the dopamine agonist SKF81297 

produced no significant alterations in the occipital alpha rhythm. 

Similarly, human alpha rhythms are antagonised by NA. In an in vivo study, 

administration of DSP4 (a drug which destroys noradrenergic endings in the CNS), 

gave rise to an increase in the amount of mu rhythms (14Hz) (Delagrange et al., 

1989). Similarly, in cat visual cortex, blocking NA dramatically increased both alpha 

and mu rhythms (Rougeul-Buser and Buser, 1997). Kemali et al. (1985) reported 

increased levels of NA in the CNS antagonised the visual cortical alpha rhythm and 

gave rise to beta activity in human patients. The results from this chapter provide 
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evidence of an increased power of beta oscillations and a prevention of the 

generation of alpha oscillations upon application of NA. This provides further 

evidence of the neuromodulatory similarities between the neocortical model of 

alpha and human alpha. There is no proposed mechanism for the effects of NA on 

alpha oscillations, however, activations of adrenergic receptors has been shown to 

increase Ih levels (He et al., 2014) which could account for the prevention of alpha 

rhythms upon reduction in synaptic and intrinsic neuronal excitation. 

The results from this chapter show that application of Nicotine to beta oscillations 

after reduction in synaptic excitation with NBQX can partly generate alpha 

frequencies in the visual cortex. Acetylcholine (ACh) has been shown to exhibit an 

inhibitory effect on Ih. In vitro studies have reported a reduced Ih current upon 

administration of nicotine (Chevallier et al., 2006; Dai and Jordan, 2010). Nicotine 

has been shown to block Ih in interneurons in the same way as ZD7288, by binding 

to the inner pore of the HCN channels. This resulted in interference with Ih causing 

a slowing down of the interspike depolarising slope and the firing rate in 

interneurons, resulting in disruption of oscillatory activity (Griguoli et al., 2010). 

Nicotine only reduced the frequency of oscillations to 13.9Hz which is above the 8-

12Hz frequency band in which alpha oscillations are typically categorised. Nicotine 

has however been shown to increase the frequency of alpha oscillations in occipital 

regions in human EEG studies (Bowers et al., 2015) which could account for the 

slightly higher peak frequency of alpha oscillations observed upon addition of 

nicotine as opposed to DK-AH269/ZD7288. It is however proposed that alpha 

rhythms operate in a wider frequency band than 8-12Hz (Haegens et al., 2014). 

Alpha and beta rhythms are often categorised together as a single entity and alpha 

activity has been observed between 6-16Hz (Buffalo et al., 2011; Killian and Buffalo, 

2014), therefore, strictly limiting alpha frequencies into an 8-12Hz band may bias 

results. 

The neuromodulatory effects from the data in this chapter show a similarity 

between the cortical model of the alpha rhythm and the human profile of alpha 

activity. If this model of alpha is such a close fit to the human profile of alpha, a 
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question as to the role of the thalamus in alpha is raised. What part is the thalamus 

playing in occipital alpha rhythms? Studies into the effects of neuromodulators 

during arousal in the thalamus have shown that ACh and NA depress low frequency 

responses in vitro (Castro-Alamancos and Calcagnotto, 2001), in contrast to the 

evidence for a role of ACh in alpha rhythm generation. Computational modelling 

studies have also shown the need for mAChR or mGluR1 in a thalamic model of 

awake alpha (Vijayan and Kopell, 2012). 

 4.4.5 Summary 

The work carried out in this chapter has outlined the pharmacological properties of 

the alpha rhythm. The data reported from the previous two chapters suggests that 

the alpha rhythm is generated by layer IV neurons in the primary visual cortex. The 

findings from this chapter described the need for NMDA mediated plasticity and 

gap junctional coupling, along with neuromodulatory effects similar to the human 

profile of alpha for the generation of in vitro cortical alpha rhythms. The results 

from this chapter and chapter 3 suggest that the alpha rhythm is generated in layer 

IV of the primary visual cortex. It cannot be determined that layer IV is where alpha 

rhythms are generated purely from extracellular LFP recordings. Recording from 

individual neurons during alpha oscillations will give a better insight into which cells 

are involved and will help determine which layer alpha rhythms are being 

generated. The following chapter will be based on intracellular recordings from key 

cell types and will be able to provide a more detailed insight into the network 

activity underlying the alpha rhythm.  
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5.1 Introduction 

The results in the previous two chapters have described a model for cortical alpha 

rhythms and its basic pharmacological properties. The results indicate alpha 

rhythms can be generated in layer IV of the primary visual cortex. It is very difficult 

to understand both the mechanisms of a network rhythm and its putative function 

on the basis of field recordings only.  Therefore, this chapter will investigate 

individual neuronal activity in terms of their inputs and outputs during alpha, beta 

and gamma oscillations in the primary visual cortex. 

 5.1.1 Cells in the Visual cortex 

The primary visual cortex is a well understood area of the mammalian brain. Its 

local circuitry, anatomy, responses to thalamic input and downstream projections 

are well studied. Little known about the functional properties of neurons in the 

primary visual cortex of the rat (Girman et al., 1999). However, more recent 

findings indicate that rodent V1 is responsible for higher brain functions such as 

ocular dominance plasticity (Sawtell et al., 2003) image, motion and orientation 

discrimination (Petruno et al., 2013), reward-timing prediction and spatiotemporal 

sequence learning (Gavornik and Bear, 2014), suggesting it is a rich and dynamic 

cortical area with higher brain functions similar to human V1. 

There are 3 main cell types in the primary visual cortex (see section 1.1): excitatory 

pǇƌaŵidal aŶd stellate Đells aŶd iŶhiďitoƌǇ iŶteƌŶeuƌoŶs. LaǇeƌ IV oƌ ͚stƌiate Đoƌteǆ͛ 

is densely packed with neurons and is the main target of axons from the LGN (Hubel 

and Weisel, 1972). Stellate cells which have a star shaped cell body are resident 

cells in the V1. They consist of spiny stellate cells with their cell bodies in layer IV 

which are the main thalamorecipient neurons for outputs from the LGN. Smooth 

stellate cells are inhibitory and are local circuit neurons which only contact cells 

locally within the V1. Pyramidal cells have pyramid shaped cell bodies and spiny, 

apical dendrites. They project information out of the visual cortex (see figure 5.4 for 

images of cell types). 
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Layer IV of the primary visual cortex has an abundance of excitatory, spiny stellate 

cells. The axons of spiny stellate cells project to all cortical layers but primarily 

establish synaptic connections with other layer IV spiny stellate cells and layer II/III 

pyramidal cells (Feldmeyer et al., 1999; Feldmeyer et al., 2002). These cells are 

thought to constitute the first processing units for the visual cortical response – the 

͚siŵple Đells͛ (Hubel and Wiesel, 1962). However, layer IV is faƌ fƌoŵ a ͚siŵple͛ 

lamina. In higher, more visual, mammals it can be anatomically and functionally 

subdivided into at least 3 further layers (4A-C) with even further subdivisions in 

non-human primate and man (Yabuta and Callaway, 1998). In general the upper 

subdivision (4A) contains no pyramidal or stellate cells; layer 4B contains a sparse 

number of pyramidal cells (Meynert cells) with columnar local projections and also 

projections out to area middle temporal (MT) and superior colliculus (Fries and 

Distel, 1983). Layer 4C, where present, is the layer densely packed with spiny 

stellate cells which densely innervate both other layer IV neurons and 

supragranular layer neurons as well (Gilbert and Wiesel, 1983). While both pyramid 

and stellate cells are found in most, if not all, mammalian V1 layer IV, the above 

patterns of sublamination are far less obvious (Rowell et al., 2010). 

In layer 4C of the visual cortex, spiny stellate cells receive input from the thalamus. 

However, thalamic input is not the sole determinant of spiny stellate cell activity in 

the cortical response. Microcircuitry between stellate cells allows the cortex to 

modulate its response according to the particular computation being performed (da 

Costa and Martin, 2011). Interplay between local stellate cell excitation and 

inhibition, and ascending inputs from LGN are thought to provide the basis for 

contrast-invariant simple cell behaviour (Lauritzen and Miller, 2003). It has been 

proposed, through mapping of spiny stellate and pyramidal neurons in rat 

somatosensory cortex, that spiny stellate cells act predominantly as signal 

processors in vision whereas pyramidal cells integrate top-down information within 

a functional column (Schubert et al., 2003). Stellate cells feed forward to pyramidal 

cells in layer II/III. Pyramidal cells in the visual cortex, located in layers II-VI, send 

axons out of the cortex. Information processing in the visual cortex is dependent 

upon its inputs and outputs, diverse classes of cells respond to different 
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depolarizing currents with action potentials that differ in both firing patterns and 

frequency (Connors and Gutnick, 1990). Regular spiking cells such as spiny stellate 

cells found in layer IV of the visual cortex are usually glutamatergic excitatory cells, 

whereas fast spiking cells are usually GABAergic inhibitory interneurons. Results 

from the previous chapter outlined the need for excitatory glutamatergic 

transmission in alpha oscillations. The alpha rhythm was dependent specifically 

upon NMDA subunits and required NMDA receptor mediated plasticity for its 

generation.  

In rat primary visual cortex, GABAergic interneurons are organised into three 

different families including those which can be identified by the expression of PV 

(parvalbumin), SOM (somatostatin) and CB (calbindin) which account for ca. 85% of 

GABAergic neurons across all cortical layers (Gonchar and Burkhalter, 1997). In 

mouse neocortex, there have been 3 types of inhibitory interneuron subtypes 

described which account for almost 100% of neocortical interneurons: parvalbumin 

expressing (PV), somatostatin-expressing (SOM), and vasointestinal peptide-

expressing (VIP) neurons (Rudy et al., 2011). In the supragranular and infragranular 

layers of mouse visual cortex, PV interneurons strongly inhibit each other but do 

not inhibit other populations. In contrast, SOM interneurons avoid inhibiting one 

another but strongly inhibit other subtypes, whereas VIP interneurons 

preferentially inhibit SOM interneurons (Pfeffer et al., 2013). The role of GABAergic 

interneurons in cortical circuits is to orchestrate synchronised activity by forming a 

network of inhibitory connections. This can be achieved by their interaction with 

excitatory neurons, or by interaction amongst themselves (Staiger et al., 1997; 

Gibson et al., 1999; Hu et al., 2011). Thalamocortical (TC) inputs can directly 

activate both excitatory and inhibitory neurons in LIV of the V1. Kloc and Maffei 

(2014) showed that LGN afferents make monosynaptic connections with both 

pyramidal cells and fast-spiking interneurons in mouse V1. Different mechanisms of 

activation of feedforward excitatory and inhibitory neurons in LIV of the V1 provide 

neurons with different response properties to incoming visual stimuli. 
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5.1.2 Cells involved with the generation of alpha 

oscillations  

Initial studies indicated that pyramidal cells in layer V of the visual cortex display 

pacemaker characteristics which control alpha rhythms (Lopes da Silva, 1991). In 

vitro recordings of alpha activity in the neocortex described layer V pyramidal 

neurons to fire single spikes, or bursts of spikes rhythmically between 5-12Hz which 

required sodium and calcium-dependent conductances and the 4-10Hz 

synchronized activity was dependent upon NMDA receptors. Computational 

modelling studies of TC and reticular (RE) cells demonstrated alpha activity (8-10Hz) 

was brought about by calcium regulation of Ih channels, this model was also 

dependent upon GABA mediated inhibition (Destexhe et al., 1993). 

More recent studies carried out from in vitro recordings from the thalamus 

described TC neurons which elicited repetitive high threshold bursts (HTBs) with 

intervals occurring at the alpha frequency, dependent upon gap junctional coupling, 

which drove the synchronised activity in the LGN slice (Hughes et al., 2011).  Alpha 

activity has been observed in the thalamus in the presence of mGluR1 agonists 

(Hughes et al., 2004) or mAChR agonists (Lörincz et al., 2008), these agonists are 

thought to bring about bursting activity in HTB neurons by reducing potassium leak 

conductances (McCormick and Prince, 1986) and activation of an IT channel which 

acts at more depolarised membrane potentials (Hughes et al., 2008). These neurons 

elicit bursting behaviour; similar to that of the fast rhythmic bursting (FRB) 

behaviour recorded from layer II/III pyramidal cells in the neocortex (Traub et al., 

2003; Cunningham et al., 2004). 

Gamma oscillations have been generated in the neocortex by intrinsic neuronal 

properties (Cunningham et al., 2004). These FRB cells were dependent upon gap 

junctional coupling. Intrinsic neuronal activity from principal cells in the neocortex 

has also been shown to generate 10-50Hz oscillations in layer IV of the mammalian 

cortex. 

Other neurons which elicit bursting behaviour are regulated by dendritic voltage-

gated ion channels. Action potential bursting was found to be inhibited by calcium 
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channel blockers in hippocampal CA1 pyramidal neurons (Magee and Carruth, 

1999) and in supragranular cortical neurons, high frequency bursting was inhibited 

by blocking sodium channels (Brumberg et al., 2000). Little is known about the 

actions of cells in the neocortex during alpha oscillations. The results from studies 

conducted in thalamic slices implicate bursting cells in the generation of alpha 

oscillations. These neurons, along with bursting neurons involved in gamma 

oscillations require gap junctional mediated coupling. The previous chapter 

described the requirement for gap junctional coupling in the generation of alpha 

oscillations in this cortical model; therefore it is likely that bursting cells are 

involved. As described in the previous chapter, the need for a decrease in Ih could 

be attributed to dendritic sodium channel mediated bursts. NaF channels which 

give rise to burst discharges could be involved in alpha generation, driving high 

power alpha rhythms. High expression of NaF channels can result in synchronous 

excitatory evets (Edgerton et al., 2010). Cell types involved in the generation of 

alpha oscillations in the visual cortex will be described in section 5.3. 

Aims and objectives 

The previous two chapters described an in vitro model for cortical alpha rhythms, 

similar to the human profile of alpha, which dominates in layer IV of the V1M and is 

dependent upon NMDA receptor mediated plasticity and gap junctional coupling. 

The main aim of this chapter was to identify the key neuronal cell types that are 

involved in the generation of network activity during alpha oscillations; this was 

achieved by using intracellular recordings from individual neurons in layer IV of the 

V1M. To attempt to address this aim the following objectives were set: 

1) To determine the firing properties of individual neurons, along with excitatory 

and inhibitory inputs they receive and their comparison to the local field potential 

2) To characterise and investigate the properties of different cells and carry out 

immunohistochemistry to determine the cell type 
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Once the cellular nature of the layer IV alpha generator was established we set the 

fuƌtheƌ aiŵ of uŶdeƌstaŶdiŶg the supposed fuŶĐtioŶal ͚iŶhiďitoƌǇ͛ Ŷatuƌe of ǀisual 

alpha rhythms (see chapter 1). To address this we set a further objective: 

3) To carry out intracellular recordings in different layers of the V1 to investigate 

the interactions that occur across local networks in layer IV, layer V and layers II/III. 

These objectives helped to determine which cells are involved in the generation of 

the alpha rhythm and in the confirmation of the location of the alpha generator 

within the cortical column.  

5.2 Methods 

All experiments described in this chapter were carried out using in vitro brain slice 

preparations (450 M slice thickness) from adult male Wistar rats (150-200g). 

Visual cortex containing slices were cut coronally and were prepared and 

maintained as described in chapter 2.1-2.4. All data obtained from experiments in 

this chapter was via intracellular and extracellular field recordings outlined in 

chapter 2.7. Acquisition of intracellular data and subsequent analysis techniques 

are described in chapter 2.8-2.9. Beta activity was induced by application of KA 

[800nM] and subsequent alpha activity was induced with co-application of NBQX 

[5M] and DK-AH269 [10M]. The occurrence of alpha oscillations was confirmed 

prior to intracellular recordings with an extracellular field electrode. This electrode 

was kept in the slice during intracellular recordings so activity between individual 

neurons and the LFP could be compared. 

5.2.1 Intracellular recordings 

Intracellular recordings were obtained using sharp borosilicate glass 

microelectrodes filled with potassium acetate solution [2M] containing dissolved 

Biocytin hydrochloride [4-6%] as described in chapter 2.6. The characterisation of 

individual neurons was achieved using a 0.2nA depolarising step from a 

hyperpolarised level i.e. -70mV. Depending on the cells response, they were 

classified into either regular spiking (R.S.) or bursting cells. The EPSPs and IPSPs 
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received by a cell were exposed by tonically hyperpolarising or depolarising the cell 

to -70mV or -20mV respectively. Analysis of individual neurons was carried out by 

measuring the cells resistance, RMP, spike rate, post step AHP, AHP, ADP, width of 

action potential at half height and rise time, decay time and amplitude of both 

EPSPs and IPSPs as described in chapter 2.9.2. For analysis of each of these 

properties of individual neurons, ≥ϮϬ measurements of each property were taken 

from each cell and then averaged to produce an n of 1, where N=number of cells 

and n=number of measurements taken.  

5.2.2 Immunohistochemistry techniques 

Once recordings had been taken from cells, Biocytin was injected into cells for over 

30 minutes. Fixation and staining of cells was carried out as described in chapter 

2.10.  

5.3 Results  

Intracellular recording revealed four cell types in the primary visual cortex: regular 

spiking (R.S.) cells, bursting cells, fast adapting (FAD) cells and fast-spiking 

interneurons. This chapter will focus on the first 2 cell subtypes, regular spiking and 

bursting cells, found in layer IV, and their contribution to the beta, alpha and 

gamma rhythms. The electrophysiological identity of cells was confirmed by the 

injection of square pulses of current (see figure 5.1C and 5.2C). The action 

potentials that were generated by positive current injection produced regular 

spikes for the regular spiking cells (figure 5.1C) and an initial burst discharge 

followed by single spikes (figure 5.2C) for the bursting cells. 

5.3.1 Properties of regular spiking cells in the V1 

The identity of R.S. cells was characterised by injection of square pulses of current 

(0.2nA). The action potentials generated by positive current injection produced 

regular spikes, with the spike train terminated by a small, post step AHP (see figure 

5.1Ci for beta, 5.1Cii for alpha and 5.7C for gamma). The mean of this post step AHP 

produced from 0.2nA of current injection during beta was 1.8mV  0.5mV, 0.6mV  
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0.2mV during alpha and 0.7mV  0.4mV during gamma oscillations. There was a 

statistically significant difference in the mean of the post-depolarising current 

injection AHP amplitude between R.S. cells during beta and alpha (P<0.05, N=9, 

n=60 for alpha, N=5, n=40 for beta, Two-Tailed T-Test) and during beta and gamma 

(P<0.05, N=5, n=40 for beta, N=8, n=31 for gamma, Mann Whitney Rank Sum Test), 

however no difference in AHP amplitude was seen between alpha and gamma 

oscillations (P=0.806, N=9, n=60 for alpha, N=8, n=31 for gamma, Mann Whitney 

Rank Sum Test). The input resistaŶĐe of ‘.“. Đells ǁas fouŶd to ďe ϯϰ.ϴMΩ  2.1MΩ 

during alpha oscillations, 27.7MΩ  9.1MΩ duƌiŶg ďeta osĐillatioŶs aŶd ϰϬ.ϵMΩ  

10.8MΩ duƌiŶg gaŵŵa osĐillatioŶs. Theƌe ǁeƌe slight ďut ŶoŶ-significant 

differences in mean R.S. cell resistances between alpha and beta oscillations 

(P=0.905, N=5, n=100, Mann Whitney Rank Sum Test), alpha and gamma 

oscillations (P=0.599, N=5, n=100, Two-Tailed T-Test) and beta and gamma 

oscillations (P=0.599, N=5, n=100, Two-Tailed T-Test). 

The post-spike AHP, ADP (if present) and width at half height of individual action 

potentials was next calculated (see methods section 2.9.2, see figure 5.3Ai for LIV 

R.S. cell spike, including AHP and ADP during beta and 5.3Aii during alpha). The 

mean width at half height was 1.1ms  0.2ms during alpha, 1.3ms  0.2ms during 

beta and 1.1ms  0.2ms during gamma. There were no statistically significant 

differences in the width at half height between alpha and beta oscillations 

(P=0.650, N=5, n=100, Two-Tailed T-Test), alpha and gamma oscillations (P=0.834, 

N=5, n=100, Two-Tailed T-Test) or beta and gamma oscillations (P=0.560, N=5, 

n=100, Two-Tailed T-Test). The AHP of R.S. cells was also very similar in all 3 

conditions: 2.0mV  0.8mV during alpha, 2.0mV  0.3mV during beta and 2.3mV  

0.5mV during gamma oscillations. There were no statistically significant differences 

in the mean AHP in alpha and beta oscillations (P=0.642, N=5, n=100, Two-Tailed T-

Test), alpha and gamma (P=0.767, N=5, n=100, Two-Tailed T-Test) or beta and 

gamma (P=0.291, N=5, n=100, Two-Tailed T-Test). The mean duration of the ADP of 

R.S. cells was found to be 3.2ms  0.3ms during alpha oscillations, 4.5ms  1.7ms 

during beta oscillations and 6.0ms  2.0ms during gamma oscillations. Again there 

were no statistically significant differences in the mean ADP in alpha and beta  
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Figure 5.1 Activity of regular spiking cells in Layer IV of the primary visual cortex during beta 

and alpha activity. A. 1 second example extracellular field recording during i. beta oscillations 

and ii. alpha oscillations. B. Intracellular recording of stellate cell firing at resting membrane 

potential taken concurrently with the trace shown in during A i. beta oscillations and ii. alpha 

oscillations. C. Response to 0.2nA depolarising current steps, tonic hyperpolarising current 

was injected to stop spontaneous spikes during i. beta oscillations and ii. alpha oscillations. D. 

Intracellular recording of IP“P͛s ǁheŶ held at -20mV during i. beta oscillations and ii. alpha 

oscillations. E. Intracellular recording of EPSPs whilst the cell was held at -80mV during i. beta 

oscillations and ii. alpha oscillations. 
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oscillations (P=0.172, N=5, n=100, Two-Tailed T-Test), alpha and gamma oscillations 

(P=0.310, N=5, n=100, Mann-Whitney Rank Sum Test), or beta and gamma 

oscillations (P=0.651, N=5, n=100 Two-Tailed T-Test). 

5.3.2 Properties of bursting cells in the V1  

Bursting cells were found during both beta and alpha oscillations. The identity of 

bursting cells were characterised by injection of square pulses of current (0.2nA), as 

with R.S. cells (above), from a hyperpolarised membrane potential (-70mV). The 

action potentials generated by positive current injection produced an initial burst 

followed by regular spikes and was terminated by a very small AHP (see figure 5.2Ci 

for beta and 5.2Cii for alpha). The mean of this post step AHP produced from 0.2nA 

of current injection during beta was lower than that during alpha (0.36mV  

0.15mV vs. 1.46mV  0.3mV), however statistical tests were carried out between 

bursting cells during alpha and beta oscillations due to the low sample size (n=2 for 

beta, n=4 for alpha). The input resistance of bursting cells was found to be higher 

during beta oscillations than during alpha oscillations (ϰϰ.ϲMΩ  18.7MΩ vs. 

27.5MΩ  1.4MΩ). 

The AHP, ADP and width at half height of individual action potentials from bursting 

neurons was calculated (see methods section 2.9.2 and figure 5.3 for visual 

examples and measurements). There was not much difference in the mean width at 

half height of action potential in bursting cells during alpha (1.20ms  0.03ms) and 

beta oscillations (1.00ms  0.10ms). The AHP of bursting cells was approximately 

doubled during alpha oscillations compared to beta oscillations (1.9mV  0.3mV vs. 

0.8mV  0.2mV). There was also a 6-fold difference in the mean duration of the 

ADP during alpha oscillations compared with beta oscillations (18.1ms  3.1ms vs. 

3.1ms  0.1ms). 

The properties of R.S. cells did not differ much during alpha, beta and gamma 

rhythms. Table 5.1 gives a summary of cells properties. There were statistically 

significant differences between the post step AHP of R.S. cells during alpha and 

gamma oscillations and alpha and beta oscillations. The resistance, resting 
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membrane potential, width of action potential, spike rate, AHP and ADP values did 

not have a significant difference between the 3 conditions. The properties of 

bursting cells differed during beta or alpha oscillations. Table 5.1 shows there were 

differences particularly in the post step AHP, AHP, ADP of individual bursting cells. 

There were also differences in the resistance, resting membrane potential and spike 

rate of the bursting cells during the 2 conditions, however, it cannot be determined 

if these differences are significant. 

Figure 5.3 shows the characteristics of action potentials from R.S. and bursting cells. 

The width at half height of action potentials is similar in both R.S. and bursting cells 

in both conditions. R.S. cells have a larger AHP than the bursting cells; however the 

bursting cells have a much larger ADP during alpha oscillations than during beta 

oscillations, the ADP is also much larger than the small ADP observed in R.S. cells. 

Figure 5.4 shows an example of a regular spiking and bursting cell biocytin fill used 

to aid in characterisation. The regular spiking layer IV cells had cell shapes that 

resembled stellate cells. The cell body was star shaped as opposed to the 

characteristic triangular shape of pyramidal cells (see figure 5.4A) and there was no 

dominant apical dendrite. The GAD67 staining showed this cell to be likely 

excitatory as there was no GAD present in the cell body, there was however GAD 

around the cell body indicating that the cell may have received strong perisomatic 

inhibitory inputs (figure 5.4A).  Using biocytin fill and reconstruction the bursting 

cell subtype was identified as a pyramidal cell; this was due to its triangular cell 

body. It also had a prominent apical dendrite which projected up to layer 1 (not 

shown) and distal dendritic arbours, typical of pyramidal cells (see figure 5.4C). The 

GAD67 staining also showed there to be no GAD in the cell body, but again there 

was GAD perisomatically indicating that this cell was excitatory but may have 

received inhibitory inputs (figure 5.4D). Now the properties of the cell types in the 

V1 had been characterised, we needed to investigate the actions of the cells during 

alpha, beta and gamma rhythms including their inputs in order to determine which 

cells may have been responsible for the generation of alpha rhythms. 
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Table 5.1 Summary of properties of cells in the V1. Outline of the properties of both 

regular spiking and bursting cells during alpha beta and gamma rhythms in layer IV of the 

V1 for the experiments detailed in chapter 5.3. * indicates a significant difference of 

P<0.05, properties that are statistically significant are shown in red.  

 Beta bursting 

cell 

Alpha 

bursting cell 

Beta R.S. cell Alpha R.S. 

cell 

Gamma R.S. 

cell 

RMP (mV) 

 

 

-66.5  33.2 -58.3  5.3 -63.9  1.9 -62.3  3.5 -60.5  4.0 

Post step 

AHP (mV) 

 

1.5  0.4 0.4  0.3 1.8  0.5 0.57  0.2 0.7  0.4 

Width AP 

(ms) 

 

1.0  0.1 1.2  0.1 1.3  0.2 1.1  0.2 1.1  0.2 

AHP (mV) 

 

 

0.8  0.3 1.9  0.5 2.0  0.3 2.0  0.8 2.3  0.5 

ADP (ms) 

 

 

3.1  0.2 18.8  6.2 4.5  1.0 3.2  0.3 6.0  2.0 

Spike rate 

 

 

15.9  11.2 9.6  5.1 5.9  1.2 6.0  1.6 3.4  1.2 

Resistance 

;ΩͿ 
 

27.5  1.9 44.6  37.4 27.7  9.1 34.8  2.1 40.9  10.8 

* 
* 



179 

 

 

Figure 5.2 Activity of bursting cells in Layer IV of the primary visual cortex during beta and 

alpha activity. A. 1 second example extracellular field recording during i. beta oscillations and 

ii. alpha oscillations. B. Intracellular recording of stellate cell firing at resting membrane 

potential taken concurrently with the trace shown in A during i. beta oscillations and ii. alpha 

oscillations. C. Response to 0.2nA depolarising current steps from hyperpolarised membrane 

potential (-70mV) during i. beta oscillations and ii. alpha oscillations. D. Intracellular 

ƌeĐoƌdiŶg of IP“P͛s ǁheŶ held at -20mV during i. beta oscillations and ii. alpha oscillations. E. 

Intracellular recording of EPSPs whilst the cell was held at -80mV during i. beta oscillations 

and ii. alpha oscillations. 
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Figure 5.3 Characteristics of action potentials from R.S. and bursting cells in Layer IV of the 

primary visual cortex during beta and alpha oscillations. A. Example spike taken from LIV 

R.S. cell during i. beta oscillations ii. alpha oscillations. B. Example burst from LIV bursting cell 

during i. beta oscillations ii. alpha oscillations. C. Example single spike taken from LIV bursting 

cells during i. beta oscillations ii. alpha oscillations. D. Spikes from A (in black), B (in blue) and 

C (in red) superimposed to show differences in spikes, AHPs and ADPs during i. beta 

oscillations ii. alpha oscillations. 
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Figure 5.4 Cell types in layer IV the V1. A.i. Picture of Biocytin filled stellate cell. ii. GAD67 

staining of stellate cell shown in i (magnification x63, scale bar 20m). B. Action of stellate 

cell i. in response to 0.2nA depolarising step ii. at resting membrane potential during alpha 

oscillations. C.i. Picture of Biocytin filled bursting cell ii..GAD67 staining of bursting cell 

shown in i (magnifiction x20, scale bar 20m) D. Action of bursting cell i. in response to 

0.2nA depolarising step ii. at resting membrane potential during alpha oscillations. 
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5.3.3 Contribution of layer IV R.S. cells to the alpha and 

other rhythms 

The resting membrane potential of R.S cells (presumed stellate cells) during beta 

oscillations was -63.9mV  1.9mV, -62.3mV  3.5mV during alpha oscillations and -

60.5mV  4.0mV during gamma oscillations. There were no statistically significant 

differences in the RMP between alpha and beta oscillations (P=0.185, n=15, n=18, 

Mann Whitney Rank Sum Test), alpha and gamma oscillations (P=0.567, n=15, n=11, 

Mann Whitney Rank Sum Test) or beta and gamma oscillations (P=0.125, n=18, 

n=11, Mann Whitney Rank Sum Test). 

Intracellular recordings obtained from R.S. cells in layer IV revealed that the mean 

firing rate of these cells was at a lower frequency than that of the field. Analysis of 

the firing patterns of R.S. cells revealed that they fired at an average of 5.9Hz  

1.2Hz during beta oscillations (see figure 5.1Bi for example), 6.0Hz  1.6Hz during 

alpha oscillations (see figure 5.1Bii for example) and 3.4Hz  1.2Hz during gamma 

oscillations (see 5.7B for example). There was no statistically significant differences 

in the firing rate between alpha and beta oscillations (P=1.000, n=15, n=19, Mann 

Whitney Rank Sum Test), alpha and gamma oscillations (P=0.458, n=15, n=11, Mann 

Whitney Rank Sum Test) or beta and gamma oscillations (P=0.324, n=19, n=11, 

Mann Whitney Rank Sum Test). Further analysis into the spike-field coherences 

revealed that R.S. cells were at least partially phase locked to the field beta rhythm 

(figure 5.5E and F) and gamma field (figure 5.7H and I) but there was almost no 

phase locking between the spiking pattern of R.S. cells and the alpha field (figure 

5.6E and F).  

It was clear that there was a relationship between the firing of action potentials by 

R.S. cells and the local field potential during beta and gamma rhythms; however 

there was no clear relationship between R.S. cell outputs and alpha rhythms thus 

far. The next step was to investigate the inputs received by these cells in the 3 

conditions to determine any further relationships between these cells and the local 

field potential. 
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5.3.3.1 Synaptic inputs received by layer IV R.S. cells 

The EPSPs received by R.S. cells can be visualised in figure 5.1Ei and 5.5C during 

beta oscillations, figure 5.1Eii and 5.6C during alpha oscillations and 5.7E for gamma 

oscillations. The mean peak amplitude of EPSPs during alpha oscillations was 

calculated to be 2.1mV  0.4mV, 2.1mV  0.1mV during beta oscillations and 2.3mV 

 0.3mV during gamma oscillations. There were no statistically significant 

differences between the mean of the peak amplitude of EPSPs during alpha or beta 

oscillations (P=0.890, N=5, n=100, Two-Tailed T-Test), alpha or gamma oscillations 

(P=0.763, N=5, n=100, Two-Tailed T-Test) or beta and gamma oscillations (P=0.621, 

N=5, n=100, Two-Tailed T-Test).  

The rise time was calculated as the time it took for the EPSP to reach its peak 

amplitude and the decay time was calculated from the time it took for the EPSP to 

decay to 63.2% of its peak amplitude. The rise time for R.S. cell EPSPs during alpha 

oscillations was calculated to be 56.1ms  7.7ms, 33.2ms  6.9ms during beta 

oscillations and 25.4ms  5.7ms during gamma oscillations. There were no 

statistically significant differences in the rise time of EPSPs during alpha and beta 

oscillations (P=0.075, N=5, n=100, Two-Tailed T-Test) or during beta and gamma 

oscillations (P=0.488, N=5, n=100, Two-Tailed T-Test). There was however a 

significant difference in EPSP rise time between alpha and gamma oscillations 

(P<0.05, N=5, n=100, Two-Tailed T-Test). Similarly there were no statistically 

significant differences between the decay times of EPSPs during alpha and beta 

oscillations 80.0ms  10.7ms vs. 48.5ms  8.0ms (P=0.077, N=5, n=100, Two-Tailed 

T-Test) or beta and gamma oscillations 48.5ms  8.0ms vs. 31.8ms  8.7ms 

(P=0.486, N=5, n=100, Two-Tailed T-Test). There was again, a statistically significant 

difference between the decay time of EPSPs during alpha and gamma oscillations 

80.0ms  10.7ms vs. 31.8ms  8.7ms (P<0.05, N=5, n=100, Two-Tailed T-Test). The 

excitatory inputs that were received by layer IV R.S. cells during beta rhythms were 

phase locked to the oscillation (figure 5.5D) as they were during alpha (figure 5.6D) 

and gamma oscillations (5.7G) (note blue line represents the mean and the red and 

pink lines the SEM for all remaining figures). 
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The IPSPs received by R.S. cells can be visualised in figure 5.1Di and 5.5A during 

beta oscillations, figure 5.1Dii and 5.6A during alpha oscillations and 5.7D for 

gamma oscillations. The mean peak amplitude of R.S. cell IPSPs during alpha 

oscillations was calculated to be 8.8mV  0.6mV, 4.1mV  0.4mV during beta 

oscillations and 5.2mV  0.8mV during gamma oscillations. There were statistically 

significant differences in the mean of the peak amplitude of IPSPs during alpha and 

beta oscillations (P<0.01, N=5, n=100, Two-Tailed T-Test) and alpha and gamma 

oscillations (P<0.05, N=5, n=100, Two-Tailed T-Test), however no significant 

differences in IPSP peak amplitude was observed between beta and gamma 

oscillations (P=0.492, N=5, n=100, Two-Tailed T-Test).  

The IPSP rise time was calculated as the time it took for the IPSP to reach its peak 

amplitude and the decay time was calculated from the time it took for the IPSP to 

decay to 63.2% of its peak amplitude. The rise time for R.S. cell IPSPs during alpha 

oscillations was calculated to be 16.1ms  2.1ms. This was approximately 3-fold 

longer than the values recorded during beta and gamma rhythms: 4.6ms  0.3ms 

during beta oscillations and 5.0ms  0.5ms during gamma oscillations. Again there 

were significant differences in the rise time of IPSPs during alpha and beta 

oscillations (P<0.05, N=5, n=100, Two-Tailed T-Test), and alpha and gamma 

oscillations (P<0.05, N=5, n=100, Two-Tailed T-Test), however, no significant 

differences between the IPSPs rise time during beta and gamma oscillations 

(P=0.719, N=5, n=100, Two-Tailed T-Test). Similarly there were statistically 

significant differences in the decay time of IPSPs during alpha and beta oscillations 

(P<0.05, n=5, Two-Tailed T-Test), and alpha and gamma oscillations (P<0.05, N=5, 

n=100, Two-Tailed T-Test). Again, no significant differences were observed between 

the decay time of IPSPs during beta or gamma oscillations (P=1.000, N=5, n=100, 

Mann Whitney Rank Sum Test). The inhibitory inputs that were received by layer IV 

R.S. cells during beta rhythms were phase locked to the oscillation (figure 5.5B) as 

they were during alpha (figure 5.6B) and there was strong phase locking between 

IPSPs during gamma oscillations and the local field potential (5.7F). The differences 

in excitatory inputs between R.S. cells during the 3 conditions were minimal. Table 

5.2 gives a summary of the synaptic properties of the cells. All EPSPs were phase 
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Figure 5.5 Activity of R.S. cells in Layer IV of the primary visual cortex during beta 

oscillations. A. Example IPSP from LIV R.S. cell taken during beta oscillations. B. Mean cross-

covariance showing the phase relationship between the beta field and IPSPs (n=17, the mean 

is represented by the blue line and SEM by the red and pink lines). C. Example EPSP from LIV 

R.S. cell taken during beta oscillations. D. Mean cross-covariance showing the phase 

relationship between the beta field and EPSPs (n=16). E. Mean spike triggered average of the 

field and F. Mean field triggered average of the spikes (n=7) showing the relationship 

between cell firing and the beta field. 
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Figure 5.6 Activity of R.S. cells in Layer IV of the primary visual cortex during alpha 

oscillations. A. Example IPSP from LIV R.S. cell taken during alpha oscillations. B. Mean cross-

covariance showing the phase relationship between the alpha field and IPSPs (n=13). C. 

Example EPSP from LIV R.S. cell taken during alpha oscillations. D. Mean cross-covariance 

showing the phase relationship between the beta field and EPSPs (n=15). E. Mean spike 

triggered average of the field and F. Mean field triggered average of the spikes (n=7) showing 

the relationship between cell firing and the alpha field. 
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Figure 5.7 Activity of R.S. cells in Layer IV of the primary visual cortex during gamma 

oscillations. A. 1 second example extracellular field recording taken during gamma 

oscillations. B. Intracellular recording of R.S. cell firing at resting membrane potential taken 

concurrently with the trace shown in A. C. Response to 0.2nA depolarising current steps. D. 

IŶtƌaĐellulaƌ ƌeĐoƌdiŶg of IP“P͛s ǁheŶ held at -20mV. E. Intracellular recording of EPSPs whilst 

the cell was held at -80mV. F and G. Mean cross-covariance and showing the phase 

relationship between the gamma field and IPSPs (n=11) and EPSPs (n=10) respectively. H. 

Mean spike triggered average of the field and I. Mean field triggered average of the spikes 

(n=7) showing the relationship between cell firing and the gamma field. 
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locked to the beta, gamma and alpha field and there were no significant differences 

between the amplitude of EPSPs between the 3 oscillations. There were statistically 

significant differences in the rise and decay times of EPSPs during alpha and gamma 

oscillations with EPSPs during alpha taking over twice the time to reach peak 

amplitude and decay. All IPSPs were also phase locked to the beta, alpha and very 

strongly to the gamma field. There were differences in the amplitude, rise time and 

decay time of IPSPs between alpha and beta rhythms and alpha and gamma 

rhythms. 

We have now looked at the properties of individual R.S. cells during alpha, beta and 

gamma oscillations in layer IV of the primary visual cortex. These regular spiking 

cells did not seem to contribute to the generation of alpha oscillations as there was 

no phase locking between the cell firing and local field potential. This suggests that 

there must be other cells playing a role in the generation of alpha oscillations. In 

the next section, the actions of the second cell type found in layer IV of the V1 - 

bursting cells is detailed.  

5.3.4 Contribution of layer IV bursting cells to the alpha 

and other rhythms  

The resting membrane potential of bursting cells during beta oscillations was             

-67.4mV  23.5mV and -58.3mV  2.7mV during alpha oscillations. These 

differences were not significant (P=1.000, n=2, n=4, Two-Tailed T-Test). 

Intracellular recordings obtained from bursting cells in layer IV revealed that the 

firing of these cells occurred at a frequency similar to that of the field. Analysis of 

the firing patterns of bursting cells revealed that they fired at an average of 15.8Hz 

 8.0Hz during beta oscillations (see figure 5.2Bi for example), and 9.6Hz  2.5Hz 

during alpha oscillations (see figure 5.2Bii for example). However, there was no 

statistically significant difference in the firing rate (P=0.369, n=2, n=4, Two-Tailed T-

Test) between the two rhythms. Further analysis into the spike-field coherences  

revealed that bursting cells were strongly phase locked to the alpha (figure 5.9E and 

F) but only weakly correlated with the beta field (figure 5.8E and F). 
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It was clear that there was a relationship between the firing of bursting cells and 

the local field potential during alpha rhythms. This indicated a possible involvement 

of the bursting cells in the generation of the alpha rhythm. The next step was to 

investigate the inputs received by these cells during beta and alpha oscillations to 

determine any further relationships between these cells and the local field 

potential. 

5.3.4.1 Synaptic inputs received by layer IV bursting 

cells 

The EPSPs received by bursting cells can be visualised in figure 5.2Ei and 5.8C during 

beta oscillations and figure 5.2Eii and 5.9C during alpha oscillations. The mean peak 

amplitude of EPSPs was calculated to be 1.5mV  0.1mV during alpha oscillations 

vs. 4.0mV  0.2mV during beta oscillations. The peak amplitude of EPSPs of bursting 

cells during alpha was significantly smaller than that during beta (P<0.01, N=3, n=60 

for alpha, N=2, n=40 for beta, Two-Tailed T-Test). The mean rise time for bursting 

cell EPSPs during alpha oscillations was smaller than that during beta (57.8ms  

7.8ms vs. 64.3ms  10.9ms) however this difference was not significant (P=0.689, 

N=3, n=60 for alpha, N=2, n=40 for beta, Two-Tailed T-Test). Similarly there were no 

statistically significant differences between the decay times of EPSPs during alpha 

and beta oscillations 83.8ms  7ms vs. 93.8ms  13.2ms (P=0.622, N=3, n=60 for 

alpha, N=2, n=40 for beta, Two-Tailed T-Test). The excitatory inputs that were 

received by layer IV bursting cells during alpha rhythms were phase locked to the 

oscillation (figure 5.9D) but not during beta (figure 5.8D). 

The IPSPs received by bursting cells can be visualised in figure 5.2Di and 5.8A during 

beta oscillations and figure 5.2Dii and 5.9A during alpha oscillations. The mean peak 

amplitude of bursting cell IPSPs during alpha oscillations was calculated to be 7mV 

 0.3mV and 8.5mV  3.5mV during beta oscillations, this was not statistically 

different (P=1.000, N=4, n=60 for alpha, N=2, n=40 for beta, Mann Whitney Rank 

Sum Test). There were no significant differences in the rise time 16.1ms  2.1ms vs. 

7.3ms  0.4ms (P=0.133, N=4, n=60 for alpha, N=2, n=40 for beta, Mann Whitney 

Rank Sum Test) or decay time 31.2ms  4.8ms vs. 16ms  2.1ms (P=0.758, N=4, 
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n=60 for alpha, N=2, n=40 for beta, Two-Tailed T-Test) for bursting cell IPSPs during 

alpha and beta oscillations. The inhibitory inputs that were received by these cells 

during the alpha rhythm were phase locked to the oscillation during both beta 

(figure 5.8B) and alpha (figure 5.9B). 

The differences in excitatory inputs between bursting cells during the alpha and 

beta oscillations were minimal. Table 5.2 gives a summary of the synaptic 

properties of the cells. EPSPs were phase locked to the alpha field but not the beta 

and there was a statistically significant difference in the amplitude of EPSPs 

between alpha and beta oscillations with beta EPSPs being over twice the 

amplitude of alpha EPSPs. There were no statistically significant differences in the 

rise and decay times of EPSPs. All IPSPs were phase locked to the beta and alpha 

rhythms. But there were no significant differences in the amplitude, rise time and 

decay time of IPSPs between alpha and beta rhythms. 

We have now looked at the properties of both LIV R.S. cells and bursting cells 

during alpha, beta and gamma oscillations in the primary visual cortex. The regular 

spiking cells did not seem to contribute to the generation of alpha oscillations as 

there was no phase locking between the cell firing and local field potential. The 

bursting cells had a high degree of phase locking between the cell firing and the 

local field potential suggesting that these cells may drive the alpha rhythm. The 

next section looks into other cortical layers to investigate the actions of cells in 

regards to the layer IV rhythms. 

5.3.5 Contribution of layer II/III regular spiking cells to 

the alpha and beta rhythms 

Regular spiking cells were also found in layers II/III of the V1 during alpha beta and 

gamma oscillations. The resting membrane potential of R.S. cells during alpha 

oscillations was -73.8mV  6.2mV, -70.4mV  3.0mV during beta oscillations and -

78.0mV  3.3mV during gamma oscillations. There were no statistically significant 

differences in the RMP between alpha and beta oscillations (P=0.603, n=7, n=5, 
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Figure 5.8 Activity of bursting cells in Layer IV of the primary visual cortex during beta 

oscillations. A. Example IPSP from LIV bursting cell taken during beta oscillations. B. Mean 

cross-covariance showing the phase relationship between the beta field and IPSPs (n=2). C. 

Example EPSP from LIV bursting cell taken during beta oscillations. D. Mean cross-covariance 

showing the phase relationship between the beta field and EPSPs (n=3). E. Mean spike 

triggered average of the field and F. Mean field triggered average of the spikes (n=4) showing 

the relationship between cell firing and the beta field. 
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Figure 5.9 Activity of bursting cells in Layer IV of the primary visual cortex during alpha 

oscillations. A. Example IPSP from LIV bursting cell taken during alpha oscillations. B. Mean 

cross-covariance showing the phase relationship between the alpha field and IPSPs (n=8). C. 

Example EPSP from LIV bursting cell taken during alpha oscillations. D. Mean cross-covariance 

showing the phase relationship between the alpha field and EPSPs (n=7). E. Mean spike 

triggered average of the field and F. Mean field triggered average of the spikes (n=3) showing 

the relationship between cell firing and the alpha field. 
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Table 5.2 Summary of synaptic properties of cells in the V1. Outline of the synaptic 

properties of both R.S. and bursting cells during alpha beta and gamma rhythms in layer IV 

of the V1 for the experiments detailed in chapter 5.3. * indicates a significant difference of 

P<0.05, ** indicates a significant difference of P<0.01. No statistical tests carried out 

between bursting cell properties during beta and alpha oscillations as low sample size (n=2 

beta, n=4 alpha). 

 

 

 

 

 

 Beta 

bursting cell 

Alpha 

bursting cell 

Beta R.S. cell Alpha R.S. 

cell 

Gamma R.S. 

cell 

IPSP 

amplitude 

(mV) 

8.5  4.9 7.0  0.7 4.1  0.4 8.8  0.6 5.2  0.8 

IPSP 

decay ;τͿ 
(ms) 

16  2.1 31.2  9.5 9.4  0.7 17.8  2.4 9.5  0.5 

IPSP rise 

time (ms) 

 

7.3  0.5 16.1  4.1 4.6  0.3 8.6  1.3 5  0.5 

EPSP 

amplitude 

(mV) 

4.0  0.2 1.5  0.1 2.1  0.1 2.1  0.4 2.3  0.3 

EPSP 

decay (τͿ 
(ms) 

93.8  18.7 83.8  12.1 48.5  8 80  10.7 31.8  8.7 

EPSP rise 

time (ms) 

 

64.3  15.5 57.8  13.4 33.2  6.9 56.1  7. 7 25.4  5.7 

** * 

* * 

* * 

* 

* 
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Two-Tailed T-Test), alpha and gamma oscillations (P=0.144, n=7, n=4, Two-Tailed T-

Test) or beta and gamma oscillations (P=0.599, n=5, n=4, Two-Tailed T-Test). The 

firing rate of these cells occurred less frequently than that of R.S. cells (presumed 

stellates) located in layer IV. During gamma oscillations these cells did not fire at all 

(n=4), during beta they fired at a rate of 2.4Hz  1.5Hz (n=7) and during alpha at a 

rate of 2.7Hz  1.6Hz (n=5). There was no statistically significant differences in the 

firing rate between alpha and beta oscillations (P=1.000, n=7, n=5, Mann Whitney 

Rank Sum Test), alpha and gamma oscillations (P=0.527, n=7, n=4, Mann Whitney 

Rank Sum Test) or beta and gamma oscillations (P=0.413, n=5, n=4, Mann Whitney 

Rank Sum Test). Further analysis into the spike-field coherences revealed that layer 

II/III R.S. cell firing was phase locked to the beta (figure 5.10E and F), there was also 

a degree of phase locking to the alpha field (figure 5.11E and F).  

The EPSPs received by R.S. cells can be visualised in figure 5.10C during beta 

oscillations, figure 5.11C during alpha oscillations and 5.12C for gamma oscillations. 

The excitatory inputs that were received by layer II/III R.S. cells during beta and 

gamma rhythms were loosely phase locked to the oscillation (figure 5.10D and 

5.12D) during alpha oscillations there was a higher degree of phase locking of EPSPs 

to the field (5.11D). 

The IPSPs received by R.S. cells can be visualised in figure 5.10A during beta 

oscillations, figure 5.11A during alpha oscillations and 5.12A for gamma oscillations. 

The inhibitory inputs that were received by layer II/III cells during beta rhythms 

were loosely phase locked to the oscillation (figure 5.10B) as they were during 

alpha (figure 5.11B) and there was strong phase locking between IPSPs during 

gamma oscillations and the local field potential (5.12B). 

We have now looked into LII/III R.S. cell involvement during alpha, beta and gamma 

oscillations in layer IV of the primary visual cortex. These regular spiking cells may 

contribute to the beta rhythm however, there is not much phase locking observed 

between the alpha field and cell spiking. In the next section, the actions of layer V 

R.S. cells are detailed. 
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Figure 5.10 Activity of regular spiking cells in Layer II/III of the primary visual cortex during 

beta oscillations. A. Example IPSP from LII/III regular spiking cell taken during beta 

oscillations. B. Mean cross-covariance showing the phase relationship between the beta field 

and IPSPs (n=5). C. Example EPSP from LIV bursting cell taken during beta oscillations. D. 

Mean cross-covariance showing the phase relationship between the beta field and EPSPs 

(n=7). E. Mean spike triggered average of the field and F. Mean field triggered average of the 

spikes (n=2) showing the relationship between cell firing and the beta field. 
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Figure 5.11 Activity of regular spiking cells in Layer II/III of the primary visual cortex during 

alpha oscillations. A. Example IPSP from LII/III regular spiking cell taken during alpha 

oscillations. B. Mean cross-covariance showing the phase relationship between the alpha 

field and IPSPs (n=4). C. Example EPSP from LIV bursting cell taken during alpha oscillations. 

D. Mean cross-covariance showing the phase relationship between the alpha field and EPSPs 

(n=5). E. Mean spike triggered average of the field and F. Mean field triggered average of the 

spikes (n=2) showing the relationship between cell firing and the alpha field. 
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Figure 5.12 Activity of regular spiking cells in Layer II/III of the primary visual cortex during 

gamma oscillations. A. Example IPSP from LII/III R.S. cell taken during gamma oscillations. B. 

Mean cross-covariance showing the phase relationship between the gamma field and IPSPs 

(n=3). C. Example EPSP from LIV bursting cell taken during gamma oscillations. D. Mean cross-

covariance showing the phase relationship between the gamma field and EPSPs (n=4).  
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5.3.6 Contribution of layer V regular spiking cells to 

rhythms in the V1 

Regular spiking cells were also found in layers V of the V1 during alpha and beta 

oscillations. The resting membrane potential of R.S. cells during alpha oscillations 

was -63.6mV  4.1mV and 57.4mV  1.5mV during beta oscillations. There were no 

statistically significant differences in the RMP between alpha and beta oscillations 

(P=0.470, n=5, Two-Tailed T-Test). The firing rate of these cells occurred at a similar 

rate to the R.S. cells located in layer IV. During beta oscillations they fired at a rate 

of 3.6Hz  1.9Hz and during alpha at a rate of 5.5Hz  1.7Hz. There was no 

statistically significant differences in the firing rate between alpha and beta 

oscillations (P=0.190, n=5, Two-Tailed T-Test). Further analysis into the spike-field 

coherences revealed that R.S. cell firing was phase locked to the beta (figure 5.13E 

and F) and alpha field (figure 5.14E and F).  

The EPSPs received by R.S. cells can be visualised in figure 5.13C during beta 

oscillations and figure 5.14C during alpha oscillations. The excitatory inputs that 

were received by layer V R.S. cells during beta and alpha rhythms were phase 

locked to the oscillation (figure 5.13D and 5.14D). 

The IPSPs received by R.S. cells can be visualised in figure 5.13A during beta 

oscillations and figure 5.14A during alpha oscillations. The inhibitory inputs that 

were received by layer V R.S. cells during beta rhythms had a strong degree of 

phase locking to the oscillation (figure 5.13B) however the inhibitory inputs 

received during alpha oscillations had only loose phase locking to the field (figure 

5.14B). 

We have now looked into LV R.S. cell involvement during alpha and beta oscillations 

in LIV of the primary visual cortex. Bursting cells were also found in LV of the V1 

during alpha and beta oscillations. In the next section, the actions of layer V 

bursting cells are detailed. 
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Figure 5.13 Activity of regular spiking cells in Layer V of the primary visual cortex during 

beta oscillations. A. Example IPSP from LV regular spiking cell taken during beta oscillations. 

B. Mean cross-covariance showing the phase relationship between the beta field and IPSPs 

(n=3). C. Example EPSP from LIV bursting cell taken during beta oscillations. D. Mean cross-

covariance showing the phase relationship between the beta field and EPSPs (n=5). E. Mean 

spike triggered average of the field and F. Mean field triggered average of the spikes (n=3) 

showing the relationship between cell firing and the beta field. 
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Figure 5.14 Activity of regular spiking cells in Layer V of the primary visual cortex during 

alpha oscillations. A. Example IPSP from LV regular spiking cell taken during alpha 

oscillations. B. Mean cross-covariance showing the phase relationship between the alpha 

field and IPSPs (n=3). C. Example EPSP from LIV bursting cell taken during alpha oscillations. 

D. Mean cross-covariance showing the phase relationship between the alpha field and EPSPs 

(n=5). E. Mean spike triggered average of the field and F. Mean field triggered average of the 

spikes (n=4) showing the relationship between cell firing and the alpha field. 
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5.3.7 Contribution of layer V bursting cells to rhythms in 

the V1 

The resting membrane potential of bursting cells during alpha oscillations was          

-83.0mV  4.0mV and -76.0mV during beta oscillations. The firing rate of these cells 

was similar to the rate of firing of bursting cells located in layer IV. During beta 

oscillations the cell fired at a rate of 11.2Hz (n=1) and during alpha at a rate of 

13.9Hz  0.9Hz (n=3). Further analysis into the spike-field coherences revealed that 

bursting cell firing had a strong degree of phase locking to the beta (figure 5.15E 

and F) and alpha field (figure 5.16E and F).  

The EPSPs received by bursting cells can be visualised in figure 5.15A during beta 

oscillations and figure 5.16C during alpha oscillations. The excitatory inputs that 

were received by layer V bursting cells during beta and alpha rhythms were phase 

locked to the oscillation (figure 5.15C and 5.16D). 

The IPSPs received by bursting cells can be visualised in figure 5.16A during alpha 

oscillations. The inhibitory inputs that were received were phase locked to the 

oscillation (figure 5.16B). No IPSPs were recorded from LV bursting cells during beta 

oscillations. 

5.3.8 Alpha rhythms dynamically uncoupled layer IV R.S. 

cell activity from other layers 

It was clear from the results described above that the bursting cells were involved 

in the generation of the alpha rhythm and both R.S. and bursting cells were 

involved in the generation of the beta rhythm. Figure 5.17 provides a summary of 

cross-correlational analysis of the field-triggered average of the spikes from LIV R.S. 

and bursting cells, with layers II/III and V R.S. cells and bursting cells during both 

beta and alpha oscillations. The cross-correlations from the field triggered average 

of the spikes showed a high degree of correlation between layer IV R.S. cells and 

layer II/III R.S. cells, layer V R.S. cells and layer V bursting cells during beta 

oscillations. There was an even higher degree of correlation between layer IV 

bursting cells and layer II/III R.S., layer V R.S., and layer V bursting cells during beta  
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Figure 5.15 Activity of bursting cells in Layer V of the primary visual cortex during beta 

oscillations. A. Example EPSP from LIV bursting cell taken during beta oscillations. B. Mean 

cross-covariance showing the phase relationship between the beta field and EPSPs (n=1). C. 

Mean spike triggered average of the field and D. Mean field triggered average of the spikes 

(n=1) showing the relationship between cell firing and the beta field. 
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Figure 5.16 Activity of bursting cells in Layer V of the primary visual cortex during alpha 

oscillations. A. Example IPSP from LV bursting cell taken during alpha oscillations. B. Mean 

cross-covariance showing the phase relationship between the alpha field and IPSPs (n=3). C. 

Example EPSP from LIV bursting cell taken during alpha oscillations. D. Mean cross-covariance 

showing the phase relationship between the alpha field and EPSPs (n=5). E. Mean spike 

triggered average of the field and F. Mean field triggered average of the spikes (n=2) showing 

the relationship between cell firing and the alpha field. 
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Figure 5.17 Alpha rhythms may uncouple regular spiking cell activity from layers II/III and V 

in the primary visual cortex. A. Cross correlations of the mean field triggered average 

between i. layer IV regular spiking (R.S.) cells and layers II/III R.S. cells, LV R.S. cells and LV 

bursting cells and ii. layer IV bursting cells and layer II/III R.S. cells, LV R.S cells and LV bursting 

cells during beta oscillations. B. Cross correlations of the mean of the field triggered average 

between i. layer IV R.S. cells and LII/III R.S. cells, LV R.S. cells and LV bursting cells and ii. Cross 

correlations of the mean of the field triggered average between layer IV bursting cells and 

LII/III R.S. cells, LV R.S. cells and LV bursting cells during alpha oscillations (all axes on same 

scale of 1.5x10-4 to -1.5x10-4). 
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oscillations. There was an obvious change in the correlations during alpha rhythms 

however. The layer IV bursting cells continued to show a high degree of correlation 

with layer II/III R.S., layer V R.S. and layer V bursting cells. However, the correlation 

was visibly diminished between layer IV R.S. cells and layer II/III R.S., layer V R.S., 

and layer V bursting cells during alpha. This provided evidence to suggest that alpha 

rhythms may dynamically uncouple R.S. cell activity from layers II/III and V. 

5.4 Discussion 

There were four cell types in total found in the primary visual cortex from the 

intracellular experiments described in this chapter. These were bursting cells, 

regular spiking cells, fast adapting (FAD) cells and fast spiking interneurons. The FAD 

cells were found throughout beta and alpha oscillations however these cells did not 

fire during either rhythm implying they were not involved in the generation of these 

rhythms, therefore no analysis of these cells types was shown in this chapter. There 

were 2 fast spiking interneurons recorded from during alpha and beta oscillations, 

however preliminary analysis did not implicate these in the rhythms and due to the 

small number found, these results were also not shown in this chapter. This chapter 

focused on the 2 layer IV excitatory subtypes found to be involved in beta or alpha 

rhythms: R.S. cells and bursting cells. They have provided further evidence to 

suggest that generators of the cortical alpha rhythm are located in layer IV. 

The main findings from these experiments were: 

1) Bursting cells fired phase locked to the alpha field and these seem to be involved 

in the generation of alpha rhythms 

2) Regular spiking cells were involved in the beta rhythm and not alpha rhythms 

3) Alpha rhythms may uncouple R.S. cell activity from other layers in terms of 

relative spike timings 

Each of these findings gives us clues into the generation of the alpha rhythm and 

are dealt with in the following sections. 
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5.4.1 Why are bursting cells involved in alpha rhythm 

generation? 

The results from this chapter indicate that bursting cells are involved in the 

generation of alpha rhythms. Previous studies have found bursting cells to be 

involved in the generation of alpha oscillations in the thalamus (see introduction 

section 5.1.2 (Hughes et al., 2004; Hughes et al., 2011; Vijayan and Kopell, 2012)). 

These cells fire burst discharges at hyperpolarised membrane potentials and 

sustained tonic firing in response to depolarisation. The results indicated that 

bursting cells were present in layer 4C of the V1. This layer is also known to contain 

an abundance of spiny stellate cells (Gilbert and Wiesel, 1983). Neurones in layer 4C 

of the visual cortex project up to layer 4B and layers II/III. They also project out of 

the V1 to extrastriate areas including the MT and back to superior colliculus. These 

areas are known to be involved with perception of movement and the guidance of 

some eye movements, together they function to allow eye tracking and fixation on 

a moving object. The V1 is thought to provide a very important input to MT. As 

alpha oscillations have been found to be involved with functional inhibition (see 

section 1.5.3) outputs from these cells during alpha oscillations may silence the 

processing of motion, maintaining sensory information upon removal of visual 

stimulus or an eyes closed state, acting in a short-term memory role. 

During the preceding beta oscillations, the bursting cells fired more single action 

potentials, like the tonic firing in response to depolarisation described in the 

Hughes et al. (2004) study. Upon blocking of Ih, the firing frequency of these 

neurons was reduced, which also resulted in increased bursting and doublet firing 

from these neurons. This would account for the decrease in frequency of the 

oscillations and increase in power. However, the results indicate that there was no 

significant change in membrane potential from the transition from beta to alpha 

oscillations. This raises a question as to what is causing this change in activity of the 

bursting cells. This could be attributed to the involvement of K+ channels. The 

Kv10.2 channel (which is encoded by the KCNH5 gene) corresponds to the EAG2 

gene (Saganich et al., 1999; Ludwig et al., 2000). Rowell et al. (2010) found the 

EAG2 specific gene expression to be enriched in layer IV of ferret visual cortex. 
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EAG2 gives rise to voltage-gated, non-inactivating potassium current which could 

play a role in neuronal membrane conductance and is sensitive to intracellular 

calcium and levels of activity (Ludwig et al., 2000). These channels are open at more 

negative membrane potentials and do not inactivate, therefore they contribute to 

sustained outward currents and more hyperpolarised membrane potentials. Due to 

their abundance in layer IV of the neocortex (the main recipient of thalamocortical 

input), EAG2 channels may play a role in the gating of sensory information to the 

neocortex. During the change from beta to alpha oscillations in the cortical model 

of alpha, and the change in activity of the bursting cells; Kv10.2 channels may 

become activated and contribute to the bursting properties of the neurons thought 

to be involved in alpha oscillations. 

As mentioned in the previous chapter (section 4.4.3) Ih provides a tonic dendritic 

depolarisation, depolarisation has been shown to give rise to tonic firing (Hughes et 

al., 2004). The reduction in Ih required for alpha oscillations could therefore counter 

this depolarisation and give rise to burst discharges. The previous chapter indicated 

that the burst-discharges in this cortical model of alpha rhythms are not mediated 

by T-type calcium channels (section 4.4.3). Calcium has been shown to be critical in 

bursting type cells in the hippocampus (Magee and Carruth, 1999). Ih allows the 

influx of calcium ions upon hyperpolarisation. Inhibiting calcium could therefore 

also affect the role that Ih plays on bursting neurons. The results from this chapter 

however, indicate that due to the absence of a post-current step AHP, these burst 

discharges are unlikely to be due to L-type calcium channels (Lima and Marrion, 

2007). The large increase in power could be due to the possible effects of Ih on 

sodium channel-mediated bursts. Sodium has been found to be critical for bursting 

neurons in in vitro slices from ferret visual cortex (Brumberg et al., 2000). Persistent 

sodium currents (INaP) have also been shown to play a role in burst generation in 

mesencephalic V neurons by amplification of a K+ dependent membrane resonance 

(Wu et al., 2001; Wu et al., 2005). Therefore the effect Ih has on sodium channels 

could be responsible for the bursting behaviours of neurons. This provides further 

evidence of the synaptic and intrinsic cellular conductances thought to be crucial to 

alpha rhythm generation. 
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There was also evidence of bursting cells playing a role during beta oscillations. 

Results showed a phase relationship between bursting cell firing and the LFP during 

beta in both layers IV and layer V. There was however no bursting cells found 

during gamma oscillations. There was strong phase locking between the gamma 

rhythm and layer IV R.S. cell firing. This implicates R.S. cell involvement in the 

generation of gamma rhythms. If there is no contribution of bursting cells to the 

gamma rhythm, this would mean the gamma and beta rhythms generated in the V1 

could be mechanistically different, which has been shown in hippocampus (Kopell 

et al., 2000) and olfactory bulb (David et al., 2015). In this area, gamma is 

associated with synchronisation of the visual response, whereas beta has been 

implicated in long-distance coherence between parietal and temporal cortices 

during multimodal processing (von Stein et al., 1999). Mechanistic differences in 

gamma and beta rhythms could account for why alpha oscillations cannot be 

generated from a prior gamma oscillation. 

5.4.2 Why are R.S. cells involved with beta rhythms but 

not alpha? 

In layer IV of the primary visual cortex, stellate cells have been shown to receive 

inputs from the thalamus, whilst also modulating their response via circuitry 

between themselves (see 5.1.2 (da Costa and Martin, 2011)). They process feed-

forward excitation to layer II/III pyramidal cells which then send axons out of the 

cortex. Results from this chapter implicate regular spiking cells which are presumed 

to be of the stellate subtype (see figure 5.4) in the beta rhythm. Beta oscillations 

have been shown to be involved with an attentive state in the visual system (see 

chapter 1 (Wrobel et al., 1994; Hanslmayr et al., 2007; Güntekin et al., 2013)). Upon 

visual stimulation, beta oscillations are observed in the visual cortex; upon removal 

of visual stimulus or an eyes closed state, alpha rhythms dominate. These excitatory 

cells may be involved with the attentive state in the V1 during beta oscillations, 

which may then become quiescent upon the removal of stimulus. Results from 

these experiments have shown that R.S. cells are not involved with the generation 

of the alpha rhythm in the V1. However, these cells are still receiving inputs which 
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are phased locked to the alpha rhythm. Upon the transition into alpha frequency 

oscillations, Ih is reduced; this could be making the cells more hyperpolarised and 

therefore less likely to fire. Stellate cells have been shown to be involved in 

maintaining the local circuitry in the visual cortex (see above); these cells may 

therefore be maintained at a minimum during alpha rhythms due to the role alpha 

oscillations play in functional inhibition – silencing the local circuitry and therefore 

directing attention to task relevant areas. 

5.4.3 Why do alpha rhythms uncouple R.S. cell activity 

from other layers? 

Results from these experiments also indicate the possible involvement of alpha 

rhythms in uncoupling R.S. (stellate) cell activity from other layers. Figure 5.17 

shows cross correlations of the mean of the field triggered average of the spikes 

between layer IV R.S. cells and layer II/III and V regular spiking cells during both 

beta and alpha oscillations. It is clear from these cross correlations that layer IV R.S. 

cells show a phase relationship to layer II/III and layer V R.S. cells during beta 

oscillations. However upon the transition into alpha rhythms, this phase 

relationship is almost completely abolished. The IPSPs from both cell types have a 

longer decay time, rise time and higher amplitude during alpha oscillations than the 

beta oscillations. These cell types could be receiving stronger inhibition during 

alpha oscillations, however it is very hard to measure the inputs received as they 

are compound. The dynamic uncoupling observed could be attributed to the role 

alpha rhythms play in inhibition of task irrelevant areas (see introduction 

(Pfurtscheller et al., 1994; Pfurtscheller et al., 1996; Klimesch, 2012)), directing 

attention to task relevant areas giving an optimal brain state for task execution 

(Cooper et al., 2003; Jensen and Mazaheri, 2010; Mathewson et al., 2011). This 

functional inhibition of alpha rhythms may be attributed to the dynamic uncoupling 

of R.S. cell activity from other layers. This could provide a mechanism of attentional 

selection, to silence the network during alpha frequency oscillations; by uncoupling 

R.S. cells from supragranular layers, alpha oscillations could prevent the 

information flow up through the visual cortical hierarchy. The role of alpha rhythms 



210 

 

in uncoupling cortical layers has not been seen before during other brain rhythms 

which suggest that the dynamic uncoupling seen during alpha rhythms is a novel 

mechanism. 

 5.4.4 Summary 

The work carried out in this chapter has outlined the cell types involved in the 

generation of rhythms in the visual cortex. Both excitatory R.S. cells and pyramidal 

bursting cells have been shown to be involved in the beta rhythm. Upon the 

transition into alpha oscillations, these R.S. cells are silenced and the alpha rhythm 

is driven by bursting cells. The results have also implicated alpha oscillations in the 

uncoupling of R.S. cell activity from other layers which compliments the functional 

inhibition theory of alpha oscillations. The bursting cells involved in alpha 

generation have been found in layer IV of the V1. This finding, combined with the 

findings from the previous two chapters, provides further evidence that layer IV is 

the location of the alpha generator in visual cortex.   
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6.1 Summary of findings 

The results in this thesis document an attempt to generate and characterise an in 

vitro model of the occipital alpha rhythm. The rhythm has been known since the 

pioneering work of Hans Berger published in 1929. However, almost nothing is 

known about the cellular origins of this rhythm in neocortex. This may, in large part, 

ďe due to the ͚ƌeaĐtiǀe͛ Ŷatuƌe of alpha osĐillatioŶs. UŶlike theiƌ spoŶtaŶeous 

counterpart, with origins in frontal cortices and the thalamus, occipital alpha 

ƌhǇthŵs haǀe to ďe ͚iŶduĐed͛ ďǇ a pƌioƌ peƌiod of ǀisual sensory activity (Ben-Simon 

et al., 2008). Therefore, any attempt to model the rhythm experimentally by simply 

activating visual areas tonically (as with most in vitro brain rhythm models used to 

date) was bound to fail. 

By mimicking a period of visual cortical activation by application of a glutamatergic 

receptor agonist, and then subsequently reducing that activation with a general 

aŶtagoŶist ;siŵplǇ ͚ǁashiŶg-out͛ the aĐtiǀatoƌ ďeiŶg faƌ too sloǁͿ, ǁe suĐĐeeded iŶ 

generating robust alpha rhythms in visual cortical slices. These rhythms were 

almost entirely confined to area V1, with little or no alpha power in adjacent 

retrosplenial (posterior cingulate) or higher-order visual areas (V2). Further 

attempts at anatomical localisation showed that it was layer IV of the V1 that 

appeared to be the locus of this oscillation. These two observations complemented 

each other. Area V1 has a highly specialised layer IV (Gennari, 1782) which clearly 

delineates it from neighbouring regions, even under light microscopy. The degree of 

specialisation of this layer increases phylogenetically, but in most mammals, very 

specialised neuronal subtypes can be found there (see chapter 5.1 and 5.4). The 

present studies indicated that one particular neuronal subtype – pyramidal cells 

with transient bursting characteristics – may constitute the primary feature of local 

networks generating the alpha rhythm. 

Pharmacological studies showed that this alpha rhythm was critically dependent on 

NMDA receptor-mediated connections between neurons. These connections 

appeared to require the need to be potentiated – in this case by a period of prior 

excitation leading to beta frequency network rhythms (see Chapter 3.3 and 4.3) – 

and were mediated by a particular NMDA receptor subunit that conferred strong 
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activation even at hyperpolarised membrane potentials. This observation may be 

critical as alpha rhythms in visual areas are most often seen during periods of low 

aĐtiǀatioŶ ;͚eǇes-Đlosed͛Ϳ.  TheǇ also ƌeƋuiƌed the ͚ďloĐkade͛ of the Ŷoƌŵal, 

membrane potential-reactive form of Ih, though this may not be, strictly speaking, a 

͚ďloĐkade͛ oŶ tƌaŶsŵeŵďƌaŶe ĐoŶduĐtaŶĐe ;see ďeloǁͿ. 

Finally, an investigation into the local dynamic consequences of the layer IV alpha 

rhythm revealed that it was not dominated by synaptic inhibition despite the 

͚fuŶĐtioŶal iŶhiďitioŶ͛ ƌole it is thought to plaǇ. IŶstead, the pƌeseŶĐe of the alpha 

rhythm appeared to dynamically disconnect (de-correlate) activity in the primary 

thalamorecipient neurons – the layer IV R.S. (stellate) cells – from down-stream 

activity in both supragranular and infragranular layers. In this manner the alpha 

rhythm appears to be ideally constructed to prevent ascending visual information 

from both passing onto higher order visual areas and also being influenced by top-

down signal from these areas (see sections 6.3, 6.4). 

6.2 Cellular properties relevant to the alpha generator 

All the data collected in this thesis pointed to a fundamental change in the output 

behaviour of layer IV pyramidal cells being vital for alpha generation. Depolarising 

current injection suggested two distinct modes of output – a transient burst when 

activity was elicited from hyperpolarised membrane potentials and regular, single 

spiking when activity was elicited from more depolarised potentials (see chapter 

5.3). However, even during alpha rhythms somatic recordings rarely revealed the 

generation of full burst discharges. Instead, doublet or triplet spikes per alpha 

period were common. This suggested a more dendritic origin for the change in 

output behaviour. During these studies two recordings from presumed layer IV 

pyramidal cell dendrites were taken: not enough to constitute inclusion in the 

results section but mentioned here because they reveal a number of possible clues 

to the behaviour change predicted by a detailed computational model under 

construction in collaboration with R. D. Traub at IBM Watson Research Center in 

the USA (Figure 6.1). 
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Figure 6.1. Model and preliminary experiments suggest a dendritic locus for multiple spike 

generation in layer IV pyramids during the alpha rhythm. 

A dendritic origin for the change from single to multiple spikes per alpha period fits 

superficially with the strong relationship between alpha generation and reduced 

intrinsic excitation with Ih blockers. Ih is up to 30-fold more prevalent on distal 

dendrites than it is in somatic compartments (Lorincz et al., 2002; Kole et al., 2006). 

However, whether blockade of Ih was necessary, or a transition to more tonic 

inward current, is far from straightforward. Ih, in the unmodulated, low intracellular 

calcium state, is activated on hyperpolarisations from membrane potentials above 

ca. -70 mV down to below -80 mV. Preliminary dendritic recordings reveal a tonic 

depolarisation of dendrites at ca. -60 mV with no fluctuations beyond ca. -65 mV. 

This would be insufficient to activate Ih in these normal conditions. However, with 

neuromodulator influences and particularly elevated calcium levels intracellularly 

the activation voltage shifts to more depolarised levels and inactivation slows 

dramatically (McCormick and Pape, 1990) – providing a tonic depolarising current. 

While the ͚ďloĐkeƌs͛ )DϳϮϴϴ aŶd DK-AH269 do reduce overall channel conductance 

they also shift activation to more depolarised voltages and slow inactivation in a 

similar manner (see chapter 4.4 and chapter 5).  

100 ms

4 mV

20 mV

Model Experiment
soma

dendrite
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The peculiar dendritic spike profiles predicted by the model, and seen in 

preliminary recordings, required calcium currents with fast onset/offset kinetics. 

However, this was shown not to be T-current (chapter 4) as would have perhaps 

been obvious from the more depolarised dendritic membrane potentials: T-current 

requires depolarisations from ca. -80 mV (Halliwell and Adams, 1982). Another 

alternative is the N-current. This is also seen predominantly on dendrites 

(Westenbroek et al., 1992) and can have extremely fast kinetics (Delcour et al., 

1993). It would also perhaps explain the role of NMDA receptors in generating the 

alpha rhythm. Dual dendritic spikes, as seen above and predicted by the model, 

have been seen to be generated by the interplay between NMDA-receptor-

mediated synaptic input to dendrites and a fast dendritic calcium conductance such 

as the N-type (Larkum et al., 2007). In vivo experiments have shown that such 

dendritic; NMDA receptor-dependent spiking has a strong influence on primary 

sensory processing (Palmer et al., 2014). 

6.3 Is the alpha rhythm really an inhibitory rhythm? 

EǀideŶĐe foƌ the alpha ƌhǇthŵ ďeiŶg a souƌĐe of ͚fuŶĐtioŶal iŶhiďitioŶ͛ duƌiŶg ǀisual 

cognitive tasks is strong (see chapter 1). Data from the present model do not 

support this functionality as coming from actual synaptic inhibition though. IPSPs 

were the same or weaker during alpha compared to prior beta rhythms and the 

computational model predicts no necessary involvement in synaptic inhibition at all 

for alpha generation. A transition from single to multiple spike outputs, as seen in 

this thesis, also point to a local circuit disinhibitory phenomenon. This may be 

reflected in non-invasive human studies. 

Excellent work has been done recently trying to relate the blood oxygen level 

(BOLD) fMRI signal to different EEG rhythms (Sclocco et al., 2014). In general it is 

thought that the faster the frequency of EEG signal recorded the larger the BOLD 

response (Jann et al., 2010). However, the alpha rhythm does not fit this scheme. 

Alpha rhythms in general have an inverse relationship with BOLD: The larger the 

power of the alpha signal, the more negative the BOLD signal (Moosmann et al., 

2003). This relationship holds for both the reactive, occipital alpha rhythm as 
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modelled here and the more frontal, spontaneous alpha rhythms (Ben-Simon et al., 

2008). Some researchers have related this to cortiĐal ͚deaĐtiǀatioŶ͛ Đaused ďǇ the 

functional inhibition related to alpha rhythms (DiFrancesco et al., 2008). However, 

it is more likely that the converse is true. Careful optogenetic experiments revealed 

that it is activity of inhibitory, GABAergic interneurons that generate the BOLD 

signal (Lee et al., 2010). The argument being that the cortex continually attempts to 

balance excitation and inhibition – thus more intense (faster) rhythms recruit more 

interneurons. However, as this thesis at least partially shows, the alpha rhythm 

does not correspond to elevated levels of synaptic inhibition. 

6.4 Clues to the function of the alpha rhythm from long-range 

V1 connectivity 

Layer IV neurons in the V1 project mainly locally, with ascending projections to 

supragranular layers both within column and to adjacent columns dominant (see 

introduction to this chapter). In contrast, these supragranular targets project to 

higher order neocortical visual areas (Maunsell and van Essen, 1983). These 

projections can be strong, particularly to V2 (Burkhalter and Bernardo, 1989). It is 

interesting that almost no alpha rhythms were seen in V2 in the present 

experiments, despite the region being directly adjacent to the V1 in the orientation 

of slice used (chapter 3.3). This supports the idea that the alpha rhythm is a 

phenomenon local to the V1 and also that the dynamic un-coupling of stellate cells 

from supragranular layers seen here is highly efficient at preventing information 

passing up through the visual cortical hierarchy. 

In contrast, the infragranular layers appear to be predominantly recipient in that 

they mainly receive information from higher order visual areas (top-down 

information). They then tend to project out of cortex, back to the LGN and to other 

up-stream regions like superior colliculus (Rockland and Pandya, 1979; Fries, 1985; 

Batardiere et al., 2002). Interestingly there is a small set of pyramidal-like neurons 

in the lower sublaminations of layer IV at the layer V border that do project out of 

the V1. These appear to provide input directly to area MT (V5) (Anderson et al., 

1998). These lower layer IV/infragranular projections are interesting from the point 
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of view of the alpha rhythm during the eyes closed state. Area MT is responsible for 

coding movement in the visual field and superior colliculus can control eye 

movement. Together they function to allow eye tracking and fixation on moving 

objects. Given the short-term memory role proposed for the alpha rhythm (see 

chapter 1) it may be that the strong alpha rhythm in layer IV, coherent with that in 

layer 5 (see chapter 5.3) acts concurrently with these visual movement areas to 

prevent confusion when eyes are momentarily closed and the visual field changes 

owing to on-going movement.  

Much is still to do with the model presented here. A more detailed quantification of 

the roles played by each of the layer IV pyramidal cell conductances is required, as 

is a thorough understanding of the dynamic state afforded by the transition from 

single to multiple spiking. A more analytical modelling approach is also needed in 

order to understand exactly how R.S. cell outputs are filtered out from supra- and 

infragranular layers. Only then can we begin to understand the selective attentional 

and short-term memory roles of this rhythm more fully. 
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