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ABSTRACT 

The precise control of a robot manipulator travelling at high speed 

constitutes a major research challenge. This is due to the nonlinear nature of 

the dynamics of the arm which make many traditional, linear control 

methodologies inappropriate. An alternative approach is to adopt controllers 

which are themselves nonlinear. Variable structure control systems provide the 

possibility of imposing dynamic characteristics upon a poorly modelled and time 

varying system by means of a discontinuous control signal. The basic algorithm 

overcomes some nonlinear effects but is sensitive to Coulomb friction and 

actuator saturation. By augmenting this controller with compensation terms, 

these effects may largely be eliminated. 

In order to investigate these ideas, a number of variable structure control 

systems ~re applied to a low cost industrial robot having a highly nonlinear 

and flexible drive system. By a combination of hardware enhancements and 

control system developments, an improvement in speed by a factor of 

approximately three was achieved while the trajectory tracking accuracy was 

improved by a factor of ten, compared with the manufacturer's control system. 

In order to achieve these improvements, it was necessary to develop a 

dynamic model of the arm including the effects of drive system flexibility and 

nonlinearities. The development of this model is reported in this thesis, as is 

work carried out on a comparison of numerical algorithms for the solution of 

differential equations with discontinuous right hand sides, required in the 

computer aided design of variable structure control systems. 
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Summary of Thesis Submitted for PhD. Degree 

by 

James Michael Gilbert 

on 

Nonlinear Control of an Industrial Robot 

This Thesis considers the development and implementation of Variable 

Structure Control systems for the control of an industrial robot manipulator. 

The robot considered is of a low cost construction and, as a result, has many 

undesirable characteristics not found in more expensive systems. In particular, 

the joint drive system has a significant degree of flexibility and highly nonlinear 

frictional behaviour. These effects make traditional, linear control systems less 

effective than would be hoped. 

By a combination of minor hardware enhancements and the development 

of new variable structure control algorithms, taking account the drive system 

characteristics, an improvement in speed by a factor of three and an increase 

in trajectory tracking accuracy by a factor of ten, compared with the 

manufacturer's controller, have been achieved. The control system was 

developed, based on a nonlinear dynamic model of the RTX, the derivation of 

which is described here. Also considered is a comparison of various numerical 

algorithms for the solution of differential equations with discontinuous right hand 

sides, used in the computer aided design of variable structure control systems. 
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CHAPTER 1 

Introduction 

Increasing use of robots in a wide variety of industrial and domestic 

environments depends on the IOlution of a number of problems which have, to 

date, limited their application to a relatively small number of well structured 

and highly repetitive tasks. One of these problems is that of obtaining high 

speed, precise movement under a variety of loads and external influences, 

without the use of high cost mechanical and actuation systems. Accordingly, this 

thesis considers the implementation of new control techniques on a low cost 

industrial robot with the aim of obtaining this type of performance. 

The majority of manipulators have dynamic behaviour which results in 

performance under well established control schemes which is far from ideal. 

This is particularly true in the case of low cost systems, in which the 

mechanical configuration cannot be arranged 10 as to simplify the control 

problems. There Is. therefore. a need for new control algorithms which wiII 

overcome the problems inherent in these low cost systems. 

As an introduction. this chapter win begin by considering the problems 

found in the majority of robot manipulators, and those particularly prevalent in 

low cost systems. Some of the techniques investigated with the aim of 

overcoming robot control problems will be considered as will there suitability in 

low cost manipulators. 

The particular system considered here is an RTX robot. supplied by UMI. 

The characteristics of this manipulator will be briefly studied, as they provide 

the motivation for the work reported here. The scope of this work will then be 

described, followed by an outline of the contents of subsequent chapters. 
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1.1 De Robot Control Problem IPd Some Solutions 

The majority of multiple deane of freedom mechanisms blYe dynamics 

whicb are to lOme extent coupled. In the cue of manipulation systems, there 

are few exceptions to this - only cartesian systems can be considered as baving 

fully decoupled dynamics in the presence of varying loads. Altbough these 

robots are Uleful in lOme situations, there are many cases in which, serial 

topology arms baving at least lOme revolute joints provide a better IOlution in 

terms of working volume aDd flexibility to o~rall size and ~ight ratios. 

These arms, which may be vie~ as being at least partially 

antbropomorphic in nature, ba~ dynamics which are generally highly coupled in 

a nonlinear manner. It is this undesirable form of bebaviour which presents one 

of the major problems to the control engineer working in this field. A furtber 

problem is that the dynamics depend on the mass and form of the load being 

carried. Altboulh the effect of load may be precalculated in some highly 

structured environments, or may be determined from the changing performance 

of the manipulator or from force/torque measurements, these techniques are 

often costly to implement, and require a good model of the robot dynamics, a 

model which is often diffICult to obtain. In general then, it is desirable that the 

robot performance should be independant of the load, without regress to load 

foreasting or direct measurement techniques. This presents a further problem to 

the control system designer. 

These problems are common to many manipulator systems and, although a 

further problem is also common to most systems, it is particularly se~re in the 

case of low cost systems. This is the problem of nonideal actuator and 

transmission system behaviour. In high cost mechanisms, the actuators are often 

considered u being mainly linear with only saturation effects occuring, while 

the transmission system is considered as being totally rigid. These assumptions 

are to lOme extent valid in the cue of high cost, high performance robots, but 

becomes invalid when low cost systems are considered. In such mechanisms, the 
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actuator and dri~ system frictioD II typically DODlinear and accounts few a Iarae 

proportion of the fon:eItorque aaerated. Similarly, in the interest cl COlt 

uvtnp, trlDllDisslon systims are often adopted which introduce a lipificant 

amount of flexibility. AItbouP tbeIe problems are be,;nnin, to rec:ene lOme 

attention, their full Iiplificanc:e to the control eqiDeer bas not previously been 

addressed. 

These then are the c:baracteristics of robot systems which make manipulator 

control a chaUenae. Ita the aeed for fut and precise control of manipulators 

bas increased, 10 bas the Deed to specifICally address these problems. This has 

led to a lar,e amount of wort in this area and we will DOW briefly review the 

approaches which ha~ been considered. This, of necessity will he ODIy a ¥ery 

broad summary, but should be sufficient to indicate the areas in which 

sue<:eSSful IOlutions ha¥e been found and those which require further 

consideration. 

It is not luprisin, that iD early electrically dri¥en manipulator systems, the 

controllers implemented were taken directly from those applied to 

senomechanilms, namely PID and relay controllers. Of these, dec:entralised PID 

control has remained u the mainstay of robot control and is still used in the 

YUt majority of commercially available Iystems. For manipulators with relatively 

tinear actuator dynamics .micb are required to !DO¥e only at low speeds, PID 

control provides a IOlution which is inexpensi..-e to implement and iI fairly 

robust to load chan,es and utemal disturbances. Although the technique does 

not Ii..-e particularly hip speed operation, it is reliable in most situations - an 

important consideration in industial applications. 

If low speed operation is considered, then the most significant effect of 

chan,es in manipulator position, are the resulting variations in effectiYe inertia. 

A natural way of tackJin& this problem is to adopt pin scheduled controllers, 

10 u to alter the parameten of a series of IiDear control systems to Alit the 

prevailin, irtertia coDditions in discrete reJions of joint space. A control system 

of this type is described by Ali (Ali ,82] and, although it may be effectiYe for 
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low speed motioDl, It does DOt tackle the problems of corioUs and centripetal 

forca between joints wbich become IiplrlCaDt at hi&her speeds. 

ID addition to cbanps in Inertia, there are a number of other effects 

whicb occur III a linaIe link of a manipulator whicb have a bearing on the 

controller performance. Many of these problems are considered by Paul 

(paul ,81 ] who suggests a series of compensation scbemes in which the effect of 

aravity loading is cak:ulated and removed while feedforward elements are used 

to eliminate velocity and acceleration errors. This control procedure assumes 

linear actuators and does not overcome aU the problems associated with joint 

interaction folUS. 

A number of schemes have been developed in which the inverse of the 

manipulator dynamicl, assuming linear actuators, is introduced in the forward 

path of the controller 10 as to form a linear decoupled system, when combined 

with the manipulator dynamicl, around whicb standard linear controllers may be 

used (see [Sabba,84] and (Foumier,84] for example). Clearly, in order to be 

effective the model of the robot dynamics inverted and used in the forward 

path mUlt be accurate if this technique is to be fully effective and it is difficult 

to ensure this in the presence of load variations and external disturbances. The 

simplest form of this algorithm assumes that the actuators are linear, with 

unlimited forCe/torque, a situation which is clearly unrealistic, and although a 

number of developments have been made to overcome this deficiency. the 

resulting system bas a speed of response which is Significantly sub-optimal. 

Also, owing to the neglect of Coulomb friction in the controller design, the 

resulting movement may have significant errors from the planned trajectory. 

Since it has been found difficult to develop controllers which compensate 

for aU the dynamics of a robot, it ~uld seem appropriate to consider a type 

of control whicb imposes a specified dynamic behaviour on the system, 

independant of limited variations in the plant itself. This is the aim of variable 

structure controllers, in whicb the state trajectory is maintained on a 

pre-defined switching surface by means of discontinuous state feedback. While 
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this II maintained, the dynamics 01 the system are lO~med by those of the 

IWitchina aurface, lDdepeDdaDt 01 plant parameter challle5 and disturbances. 

This type of control system bas been c:oasidered widely, both alone and in 

combination with other a1JOrlthms, U a way of o~rcomin& the problems caused 

by interaction dynamic:a in manipulatoB (yoUDI,78]. (Morlan,BS] (Chen ,87]. 

This bas pro~ auc:c:essful in aimulation experiments and when applied to 

robots with approximately linear actuators (Hirio,84]. To date. little 

conaideration bas been Ji~n to the behaviour of variable structure controllers 

when applied to aystems with DODIinear actuators. particularly those with 

Coulomb friction. This bas meant that for low cost applications, few results 

usinl VSC techniques are available. 

The fact that variable structure controllers can result in behaviour which is 

insensiti~ to the effects of certain forms of nonlinearity has led to the belief 

that, with certain de¥elopments. the approacb may be suitable in the situation 

of low COlt electro-mechanical systems. This then is the motivation for the 

work reponed here, in whicb variable structure control techniques have been 

de~loped and applied to systems which have not performed weU when used 

with better established control methods; Damely low cost robot manipulators 

with lipifiant dri¥e system non1inearities. 

1.2 Control of the RTX Robot 

The RTX is a low COlt, six decree of freedom robot, with D.C. motors 

providilll the power and timing belts used extensively in the transmission 

system. Iv. supplied, control of the joints is performed using two 

micro-controllers, deriving position information from low resolution incremental 

optical encoders and powerin, the moton via pulse width modulation, voltage 

mode drives. The controller implemented on the micro-controUers uses a simple 

PID algorithm for each joint. 

Owin, to the low COlt nature of this mechanism, the actuator and 
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transmission systems ha~ dwacteriltic:s wbich are far from ideal, in particular, 

the friction in the moton aDd transmissions is bl&hIy nonlinear and accounts for 

a lipificant proportioa of the torque aenerated. Aa a result, the PID control 

aJaorithm must be liplficantly lU\H)ptimal in performance and was found to be 

inadequent for many of the tub required of the robot, in particular for high 

speed point-to-point mo~ment and trajectory following at aU speeds. This 

inadequacy was found to be particularly levere in tasks involving movement in 

a horizontal plane UIin, the shoulder, elbow and wrist yaw joints; a type of 

movement which is frequently required. 

The shoulder aDd elbow joints of the RTX are the ones which suffer the 

areatest effect from interaction dynamics, while also having the nonlinear 

actuator behaviour found in other joints, and so it QS decided to investigate 

the \lie of new control techniques on the these joints, and the yaw axis, as 

they provide the JreAteIt challenge and, if luccesful, would find an immediate 

application in which they could be thoroughly tested. 

Although the motor drive ayatem and encoder output signals could be 

obtained by making minor modifications to the existing hardware of the RTX, 

it was felt that a significant improvement in speed could be obtained by 

replacing the existing motor drives by linear current drives. Improved controller 

performance required a hi&her resolution of position sensing, once again using 

optical encoders but of a bigher resolution than those employed by the 

manufacturer. 

In order to develop new control algorithms it was necessary to have an 

understanding of the dynamic behaviour of the manipulator and so a large 

amount of time was spent in developing and testing such a model. The 

resulting model was found to be of a higb order, with many nonlinear 

elements, and in order to perform simulations in a reasonable time, it was 

found to be necessary to make alterations to the computer aided control system 

design suite used. These modifICations involved alteration of the system model 

structure to allow simulation of the interaction dynamics and the implementation 
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aDd comparilon of a aumber of Dumerical aJaorithms for the IOlution of 

DODIiDear ordinary differential equations. 

The two main area of ecope of this thesis are the de~lopment of the 

dynamic: model of the three joints of the RTX considered here and the 

applkation of variable ltnICure controllen to these joints. Details of the 

usociated work carried out to auppon this work will oaJy be described in as 

far u it aids UDdentaDdin, of tbeIe areas. 

J,3 Outline of Subleggept Chapteo 

The remaining chapteo of this thesis are divided up IS follows: 

Chapter two consideo the development of the theory of variable structure 

control systems, from their earliest conception to the present state of the 

theory, The emphasis throughout is on the implementation aspects of these 

theories, in particular to systems with signiflC&Dt nonlinearities. A large part of 

this chapter considen the effects of the forms of nonlinear behaviour found in 

low coat manipulaton on the performance of existin& VSC algorithms and goes 

on to develop new al,orithms whicb overcome these problems. 

Major chan,es to the actuation and sensor systems used on the RTX have 

been implemented, and these are described in chapter three. This covers the 

chan,e from low to hi&h resolution optical encoden and the associated counting 

circuits for position aDd .elocity sensin,; the desip of linear current mode 

motor drives and the computer interfaces required to allow their use with both 

a DEC prDP and an mM compatible personal computer used for control 

algorithm implementation and testiDa. 

The development of the dynamic model of the RTX is expounded in 

chapter four, This is divided into the background theory of the model and the 

experimental derivation of model parameters. The majority of this chapter is 

concerned with modelling of the actuation and trallSlll5ion system dynamics. 

since these haYe a creat influence on the controller performance and have not 
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been considered ellewbere. The interaction dynamia have been widely studied 

and 10 the theory will only be briefly revieMd while the derivation of 

Interaction model parameten will receive more attention since the techniques 

1IIeCI are DOt wen eatabUsbed. The major DOn-idea1 effects found in the 

actuation and transmission system are nonlinear friction in the motors and joints 

and flexibility in the timiD, belt drive system. Both these aspects receive 

detailed attention in this chapter. 

Chapter five considers the developments made to • computer aided control 

system desian suite. A number of minor improvements are considered followed 

by details of the chanae In model structure to allow the interaction dynamics to 

be ltUdied. This chapter also describes the 'WOrk carried out on the 

implementation and testin, of a number of solution algorithms for ordinary 

differential equations. These are compared with an algorithm designed 

speciflCAny for the &eoeration of phase portraits which bad not previously been 

fully tested. 

The implementation of a .. rae number of variable structure control 

aI,orithms is considered in chapter six. The performance of these controllers is 

compared with • PID al,orithm implemented usin, the same hardware, and in 

lOme cases with simulations of the performance using the model described in 

chapter four. A study of the suitability of different al,orithms for this 

application concludes this chapter. 

Chapter leven provides an evaluation of the project, in terms of the 

developments to the computer aided control system design suite, the 

modifICAtions to the RTX hardware, the development of the dynamic model and 

controller design and implementation. The fmal chapter, chapter eight draws 

conclusions from the 'WOrk described. 
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ne TMory of Variable Structure Control Systems 

Variable Structure Control (VSC) systems provide a technique which may 

be applied to linear and DOnlinear, time invariant and time varying plants for 

which • Umited knowledge of the dynamics is available and provides 

performance which is often faster and more robust to parameter variations and 

disturbances than other, better established control scbemes. This improvement in 

performance is particularly apparent in systems which employ a sliding mode, in 

which a particular form of dynamic behaviour is imposed on the plant; it will 

be this type of control wbkh wiD mainly interest us here. 

This chapter will be concerned with the development of the theory of 

\'SC, beginnin, with the most simple type designed for low order, well 

modelled Iystems and prop-essin, to thole suitable for more complex, nonlinear 

IYStems with poorly modelled, hiah order dynamics. At all stages the emphasis 

will be on the luitability of the particular form of controller for application in 

the field of robotics, althougb examples from other relavent fields will also be 

considered. Following the deYelopment of the basic theory of VSC systems, a 

description of the types of controllers implemented on robots will be given, 

detailing the benefits and failings of each. 

2.1 Introduction to the Theory of Variable Structure Control Systems 

In this section ft shan consider the general theory upon which variable 

structure control systems are based. We will begin with a brief history of the 

early de¥elopment of the principles used in controller design. This will be 

followed by a disc::UlNon of the present state of the theory, beginning with the 

application of we techniques to well modelled linear systems and continuing to 
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CODIIder the effect 01 UDJDOdeIled dynamic:a on controller performance. Havinl 

identified the problems that tbeIe plant characteristics introduce ~ will consider 

• number 01 approaches available liD eliminate their effects, while maintaininl 

lOme of the benefits of VSC aystems. The effects of certain types of nonlinear 

behaviour. particularly common in elec:tro-mechanical systems, will be considered 

alcoa with varioUi techniques which may be employed to alleviate these effects. 

2.1.1 Hjstorical DeyeloPment of Variable Structure Control Theory 

The earliest research ~rk on the theory of variable structure control 

systems was carried out almoat exclusiYely in the USSR in the early 19605. Of 

the early researchen in this field Ernel 'yanov. Itkis, Barbashin and Utkin and 

their co-~rken were the most promiment. This research was aimed mainly at 

the de\'elopment 01 the mathematical bacqround to VSC systems rather than at 

their practical implementation. Their efforts resulted in a well developed theory 

suitable for the deaip of controllers for hip order, time varying systems with 

lOme forms of nonlinear behaviour. Certain forms of nonlinearity were not 

considered. nor were the implementation problems involved with this type of 

controller. Summaries of the results obtained in this work are given by Itkis 

[Itkis.76) and Utkin [Utkin.77]. 

It was DOl until about 1975 that this work came to the attention of 

worken in the West. From this date, • lar,e amount of work was carried out, 

in both East and West. on the application of these theories to the design of 

controllers in a wide variety of situations. One of the first applications to be 

considered was that of induction motor control in equipment ranging from CNC 

machinery to electric Yehicles. A summary of these and many other applications 

are pYen in [Utkin.83]. More recently. many research workers in Japan have 

bepn Iookina at the use of VSCa. ,enerally for induction motor control. The 

prominent fipres in this area are Hashimoto et al [Hashimoto ,87 ,88]. Dote et 

al [Dote ,87) and Un [Un ,88). 
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2.1.2 fug4tmcgtal PrlpclpIg of yariable Structwe Control Systems 

Variable structure control aystema may be divided into sliding and 

DOn-slidin& types, of which the former wl1l be of the JlUter interest to us 

IiDc:e they poaeu many desirable properties. We will, in the following sections, 

consider the difference between these types of control and then go on to 

cIeIcrlbe the IituatioDa in which IIidin& behaviour occurs. Sliding and reaching 

conditions which ue general to aU continuous VSC systems will be established. 

2.1.2.1 Slidinl and Non-sliding Variable Structure Systems 

A variable structure control system may be classed as any design in which 

the ItrUcture of tbe controller changes during the transient process. There are 

many established control Ithemes which may be considered to operate in this 

way; for instance a PID control may only use integral action when the error 

becomes sufflCiendy amaU. There Is a further destinction which may be made 

between non-siiding and sliding controllers. In the former case there are only a 

amall number of cbanaes in structure in each transient (one in the case of the 

PID control described abo~) while in the case of • sliding variable structure 

controller there are a large number (approaching infinity in the ideal case) of 

rapid changes. In the former the o~rall behaviour of the system is 

compounded from larae segments of the individual structures while in the latter 

the behaviour is dertned by the way in which the switching between structures 

oc:curs with, in the ideal case, no influence from the individual structures. 

As an example of a DOn-sliding variable structure control consider the 

system dermed by figure 2.1. There are two possible system structures, 

dependant on the position of the switch. Time responses for the two systems 

are shown in fiaure 2.2. In the first case (i) a fast transient occurs but the 

response is undamped and continuous oscillation occurs. In the second case (ii) 

there is no o~nboot but the transient is far slower. By starting a movement 
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UDder reaime (I). a fast transient Is obtained and then. by switchin& to regime 

(li) as the desired point is approached. the system becomes biply damped and 

and DO o~rshoot occurs, as shown in figure 2.3. The improvement in the 

transient behaviour of this system is subject to parameter variations and external 

disturbances. 

Figure 2.1 Double integrator plant with zero and non-zero damping 
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Figure 2.2 Effect of switching velocity feedback in double integrator plant 
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Fipre 2.3 Trajectory of system with switched velocity feedback 
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As an example of a simple sliding mode VSC consider the same plant but 

with either positive or negative feedback, as shown in figure 2.4. Once again, 

two types of behaviour are possible as shown in figure 2.S. Neither of these 

structures gives desirable characteristics. in the first case continuous oscillation 

occurs and in the latter unstable motion tending to too. 

Figure 2.4 Double integrator plant with switched sign feedback 
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Fipre 2.5 Phase trajectory of double lntecrator plant with positive and negative 

feedback 
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(ii) Positive feedback 

If we define a line through the origin of the phase plane between the 

X 2 = 0 axis and the asymptote of the type (ii) system and switch between the 

two control regimes as the trajectory crosses this line then on each side of the 

line the state ~locity vector will point towards the line. Switching between the 

two structures will occur at an infinite speed and the trajectory will travel 

along the line itself (or within an infinitesimally small region around it), 

proceeding towards the origin, as shown in figure 2.6. 

Figure 2.6 Trajectory of double integrator plant under VSC 
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It is this bJ&b speed switchina of the structures whicb causes the trajectory 

to 'slide' aIona the One, lead ina to the title of this type of behaviour. Once 

the slidina mode II established we wish to mow bow the trajectory will behave. 

This is most con~ntly achieved by use of the idea of equivalent control, 

introduced by FWipov ptkis,76]. Consider the situation illustrated in figure 2.7 

in which the switchin, line is shown, alon, with the phase velocity vectors, t+ 

and r on either side, passin, through the point O. Joining the ends of these 

two YeCtors by the line AB then joining 0 to this line by the vector to , 

tan,ent to the switching line at point 0, gives the state velocity vector of the 

system in the sliding mode. This can be described by: 

wbere 0 ( p. ( 1. P. may be considered as the proportion of time for which 

each structure of control is required in order to keep the trajectory on the 

switch in, line. There is an equivalent control uo, which satisfies u- ( uO ( u+ 

or u- :> uo :> u+, which produces the same effect as switching between u- and 

u+ in the ratio ,,:(1-,,). This equivalent control, although it would control the 

nominal system in the same manner as the VSC does not provide the 

disturbance rejection properties of the VSC and is only used in describing the 

ideal system behaviour. 

Figure 2.7 Definition of equivalent control 

... = Q 
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2.1.2.2 Sliding Ind Reaching Conditions 

It is clear that, in order for sliding behaviour to occur, the state ~locity 

vector on either side of I switching surface must be directed towards that 

surface. If we define the switching surface to be s = 0, where s is a function 

of the state variables, then it will be seen that this condition may be written 

as 55 ( 0. In this form the condition guarantees at least asymptotic hitting 

while a stronger condition, ss ( -." where ." is an arbitrarily small positive 

constant, assures hitting in finite time. 

Since s is a function of the states, it's derivative may be found and 

putting this into the sliding condition will lead to inequalities involving the 

controller parameters from which suitable values may be found. As an example 

of the procedure involved, consider the example given in section 2.1.2.1 where: 

(2.1 ) 

If we define a switching function to be 

s = cX l + x 2 (2.2) 

and define the control as: 

u - { 
-ax , if sX , > 0 (2.3) 
ax , if SX , ( 0 

then 

s = ex 1 + x 2 = CX2 - abx , sgn(sx , ) (2.4) 

This condition covers the whole of the phase plane and it is clear fr~m 

figure 2.6 that in some regions it is not possible to drive the trajectory towards 
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the IWitcbinJ 1lDe, for instance when approachin& the x, K 0 axis under 

poIithoe feedback, and 10 _ are only concerned at this ltale that, once the 

trajectory bu reached the switchina line it should remain on it. Now on the 

switching line s -= 0 -= ex, + ][ 2 and IUbititutini this into equation 2.4 _ 

obeain: 

s = ( -c 2 - ab l&1\(u,) p, 

There are four situations which must be considered, depending on the 

signs of s and x,. These are u follows: 

Us> 0 

x, > 0 I :: (~2 - ab)Ix, I (i) 

x, < 0 s = (c 2 - ab)Ix,1 (il) 

Us < 0 

x, > 0 s = (~2 + ab)Ix,1 (iii) 

x, < 0 s = (c 2 + ab)lx,1 (iv) 

U the inequality, IS ( 0 is to be fullfilled these simplify to two conditions, 

the fant given by situations (i) and (Iv) and the latter by (ii) and (iii). 

ab ) ~2 

and 

ab ) c 2 

The former condition is less restrictive than the latter and so may be 

ignored. Usina the latter conditions the selection of control parameters, c and b 

may be made. Using the same procedures slidina conditions may be established 

for more general, hiaher order, MIMO and nonlinear plant controllers, as 

illustrated by Utkin [Utkin,77] and ltkis [Itkis,76]. 
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Having shown that, once established, a sliding regime may be maintained, 

&i~n suitable control parameters, ~ must show that a switching surface will be 

reached from any initial point in the phase plane. ltkis [ltkis,76) shows that the 

representative point (RP) will reach the switching line provided the system with 

negative feedback is not aperiodically unstable, i.e. the characteristic equation 

bas no non-negative real roots. This condition is not generally difficult to 

satisfy for practical systems, given a choice of control parameters. 

2.1.3 Properties of Systems with Sliding Modes 

Having shown how a sliding mode may be generated and maintained, it 

remains to show the the type of behaviour that such a regime may introduce. 

Accordingly, we will discuss the dynamics of a system in a sliding mode and 

the effect on these dynamics of parameter variations and disturbances. 

2.1.3.1 Dynamics of the Sliding Mode 

We will begin by conSidering the simple second order system given by 

equation 2.1, with the straight switching line defined in equation 2.2. We have 

shown that subject to appropriate choice of control parameters, the trajectory 

will remain on the switching line once it is reached and so will follow the 

equation s = 0, i.e. 

s = 0 = cX , + x 2 

From equation 2.1, we also know that x 2 = x, and so: 
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This is the differential equation of a linear first order system having the 

solution: 

(2.5) 

where to is the time at which the sliding regime begins and X, (t 0) is the value 

of x 1 at that time. 

We have obtained a stable, first order, linear response from two systems 

which were unstable or marginally stable. The time constant of this motion is 

selected by the designer in the choice of controller parameter c. It will be seen 

that the controlled system order is one lower than that of the plant itself; this 

order reduction is also a feature of variable strucure systems of higher order 

and is one of the major benefits of VSC techniques. 

When considering the design of a VSC system it is often required that the 

maximum speed of response be obtained for a given movement. From equation 

2.5 it is seen that the time constant of motion once in the sliding regime is 

equal to llc and so a large value of c results in a fast response. The desire to 

increase c does however conflict with the sliding condition which requires that 

c <: (a b) ~. This conflict may be resolved by increasing the gain, b, up to the 

point where a sufficiently high value of c, and hence speed of response, is 

obtained. Unfortunately, this is often not possible in practice, for reasons which 

will be explained in sections 2.1.4 and 2.1.6.1. 

2.1.3.2 Robustness of Sliding Mode Behaviour 

It will be noted that none of the plant and only one of the control 

system parameters are present in equation 2.5 and so it is clear that we have 

imposed the behaviour we required upon the system by our choice of c. The 

system will remain insensitive to parameter variations, plant nonlinearities and 

external disturbances as long as the sliding mode is maintained. Itkis [Itkis,76] 
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sbo~ that for Jeneral, higher order systems with bounded time varying 

parameters and bounded external disturbances VSCs may be designed which give 

responses which are invariant to these influences. 

The trajectory of a variable structure control system is made up of two 

component parts, the initial reaching phase in which the control signal is 

continuous or has a finite number of discontinuities and the behaviour is 

controlled by the dynamics of the subsystem which is operative. In this regime 

the behaviour is subject to parameter variations and disturbances in the same 

way as a normal system with the particular control system would be. It is not 

until the trajectory reaches the switching surface and enters a sliding mode that 

the behaviour is defined by the switching surface dynamics and becomes 

insensitive to these disturbances and parameter changes. Once in the sliding 

mode the input to the system becomes discontinuous and, in the ideal case 

switches at infinite frequency between two continuous levels. 

Clearly the behaviour of the system once in the sliding mode is preferable 

to that in the reaching phase and this has led to the desire to make the 

reaching phase as short as possible, with the majority of the transient being in 

a sliding mode. This has led some researchers to suggest the use of a straight 

switching line which passes close to the trajectory starting points (the zero 

velocity axis in a typical second order position control system). This has the 

effect of greatly increasing the sliding mode time constant and hence slows the 

entire transient. Tenreiro-Machado [Tenreiro-Machado,88] suggests the use of a 

curved switching surface which passes through any initial point in the state 

space and gives a second order overdamped response leading to the origin. In 

this case the control signal is not discontinuous across the switching line and so 

robustness to parameter changes is not maintained. A preferable switching line 

definition adopted by Hashimoto [Hashimoto,S7] divides the trajectory into four 

segments, as illustrated in figure 2.8. These segments are an initial parabolic 

acceleration; a constant velocity; a parabolic deceleration and a final exponential 

deceleration. 

- 21 -



The switchin, function is defined by: 

5, = ex, + x2 

52 = X2 
2 - o(x, - eo) 

53 = X 2 - V 

5. = x2 + B(x, - e,) 2 

where 

x, = e 

x2 = e 

where Q, B and V are the predetermined deceleration, acceleration and velocity 

while c is the time constant of the exponential deceleration. 

Figure 2.8 Switching curve used to avoid reaching phase 
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This type of switching function does provide a complete trajectory which is 

insensitive to parameter variations and disturbances. In order to assure sliding 

behaviour on all parts of the curve in the presence of these effect however, 

the curves must be sub time optimal, the degree of sub optimality being 

dependant on the eXfent of the disturbing influences. 

This technique provides a means of obtaining invariance, but only at the 
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COlt of a IIower response. It must therefore be decided which is more 

Important and the lwitchin, function chosen acc:ordin&ly. 

2.1.4 Non-ideal SHdin, Behayiour 

The example Iystem Jiven by equation 2.1 is not representative of 

practical systems upon which we wish to \lie VSC techniques. Practical systems 

are not of thia simple form and the differences between the true system 

dynamics and the model used to represent them have a major influence on the 

VSC performance. 

It has been shown that for an ideal variable structure system in which all 

the dynamics are represented, the RP win remain in an infinitesimal region 

around the switching line once sliding has begun. In practical systems however 

this is not the case and unmodeUed dynamics and time delays in the control 

loop result in what is caUed chattering behaviour. This takes the form of small 

ripples on either side of the switching linc, as illustrated in figure 2.9 which 

abows the behaviour of a system with a pure time delay in the control loop 

which mi,ht typically be due to computation of the control signal required. 

This is the simplest form of non-ideal behaviour to analyse but is also one of 

the most diffICult to overcome. 

Figure 2.9 Chattering behaviour in variable structure control systems 
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The precise form of the chatter II dependant on the nature of the 

unmodeUed dynamic:a and the time delays present. Chatter is undesirable 

because it inwlYeS a larae amount of control activity and may excite 

unmodeUed dynamics. In addition, in mec:banic:al systems, this high frequency 

OICillation may cause excessi'le aur ~r and fatigue. 

Chattering behaviour must be taken into ac:c:ount when selecting a suitable 

switching line. The deviation from the switching surface must be sufficiently 

small to pre'lent the RP leaving the region in which the the sliding condition is 

satisfied. If this is not the case the trajectory may leave the switching line for 

an extended period and the advantages of sliding motion will be lost, as shown 

in figure 2.10. 

Fiaure 2.10 Loss of sliding due to chatter 
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When designing a VSC, it is important to have at least an approximate 

value for the chatter amplitude. This may be found from the dynamics of the 

parts of the plant not used directly in the selection of control parameters if 

these are knOW'l, using either simulation techniques or, very approximately, 

from the state 'lelocity yector and the estimated time constant of these 
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dyDamic:s. The ftcurea deri~ should not be relied upon unless the dynamic 

IIIOdeI II blply ac:c:untc IiDce unmodelled dynamica may ha~ • lil11ificant 

effect. It II advisable, in aeneral 10 perform lOme experimentation to determine 

die ex1ent of the chatter. It should be noted that, in ,eneral, an increase in 

c:ootroUer pin leads to an increase in chatter amplitude, and so it is often 

advisable to reduce the pin as far as possible, while maintaining sliding 

behaviour. 

AJtbouch chatter II unaviodable when the VSC system described by 

equation 2.3 iI applied to a practical system, there are a number of 

IDOdifications to the basic formulation which allow this behaviour to be 

completely elimiuted. These techniques are the subject of the following section. 

2.1.S Chatter Reduction Techniques 

The cause of chatter in variable structure systems is the discontinuous 

switchin& of the control lipl across some switching surface, causing rapid 

c:baDps between two continuous controls. The amplitude of the chatter may be 

reduced by either decreasing the beight of this discontinuity or by smoothing 

tile switchin& 10 make the control continuous. These two approaches are 

coasidered in the following sections. 

2.1.S.1 Compensation Techniques for Chatter Reduction 

In the simple formulation of I VSC as given by equation 2.2 the whole of 

die control Iipal is switched between two Ie~ls so that a large discontinuity in 

die control sipal occurs when the switching line is crossed. It is possible to 

reduce the beipt of this discontinuity by the use of a control signal constructed 

of two parts, one continuous and the other discontinuous. In this way a 

continuous sipal is used to control part of the dynamics while the 

discontinuous part controls the remainder. Typically this would involve a 
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continuous control function to control the moat siplificant elements of the 

dynamics, with the effects of the remainin, dynamics and external disturbances 

eliminated UIin& a diIcontinlJOUl control. The choice of which part of the 

dynamics to tackle with which put of the control signal is at the discretion of 

the eD.Jineer, aubject to the c:oastraints of performance criteria, implementation 

COlts and the aip.ificance of parameter '4riations and disturbances. Often, the 

least expensive IOlution iI to use a Iar,e switched component. since little 

information is required about the dynamics and the amount of computation 

required is small. This does IIDwever lead to a large amount of chatter and if 

this cannot be ac:c:epted. a controller which compensates for the dynamics more 

accurately must be implemented. 

2.1.5.2 Smoothin, Techniques for Chatter Reduction 

Rather than attempt to reduce the amplitude of the discontinuity in a 

VSC, it is possible to introduce a region around the switching line in which I 

continuous transition between the two states occurs. There are a number of 

ways in which both the switchin& region and the smoothing may be defined. 

An early exposition of this type of control was provided by Slotine [Slotine.83], 

who proposed using a boundary layer around the switching line of the form 

shown in figure 2.11 with a control signal consisting of switched state and error 

feedback and I relay hmction when outside the band. When within the 

switching band the control Ii&D&l is found from a linear interpolation between 

the two values on either side of the boundary layer. as shown in figure 2.12. 

In this way, the discontinuity in the control is removed. The behaviour of 

the system under this type of control is no longer true sliding since the 

trajectory is not restricted to the switching line itself but may move around 

within the band. The deviation of the RP from the switching line is dependant 

on the boundary layer width. the wider the region the greater the deviation 

that will occur, while I layer which iI too narrow will cause chattering 
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behaviour to be reintroduced in the presence of unmodelled dynamics. As 

shown in section 2.1.5.3, a trade off is obtained between the frequency range 

of unmodeled dynamics and tracking accuracy. Similarly, the desire for 

improved tracking accuracy leads to greater control activity, resulting in 

chattering behaviour if very high accuracy is sought. 

Figure 2.11 Boundary layer around the switching line 
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Figure 2.12 Sample interpolation used to smooth control within the boundary 

layer 
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There are a number of variations on this idea such as using sliding 

sectors, as proposed by Zinober [Zinober.88] and Yeung [Yeung.88]. where the 
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phase plane is divided up as shown in figure 2.13. with switched control 

activity outside the sectors and a smoothed signal within. 

Figure 2.13 Phase plane with sliding sectors 
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Yeung suggests an interpolation of the form introduced by Slotine and 

described above. while Zinober uses a control signal found from: 
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Where k and () are positive constants. This smoothing function takes the 

(orm shown in figure 2.14 

Figure 2.14 Smoothing function used by Zinober 
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It mould be DOted that u the trajectory approaches the ori,m in this 

form of control the aliding sector becomes vanishinaly small, returning us to the 

situation of diIcontinuous control. In order to rectify this problem a 

combination of secton and bands may be adopted in the form shown in figure 

2.15 

Fipre 2.15 Combined sliding sectors and bands 

There are similarities between this smoothed VSC and traditional PO 

control. if certain control system structures are selected. Consider for example 

the lituation where a Itraight switching line is used. defined by s = cx 1 + x,. 
and the control input is defined as k sgn(sx 1) outside the boundary layer with 

• linear interpolation inside. Within the boundary layer the control signal is 

thus proportional to I and may be written: 

u = -ks = -k( cx 1 + X 2) = -kcx 1 - ki 1 

This is the same equation as used in a PO control with a proportional 

constant of Itc and a derivative constant of It. Clearly this is a small subset of 

the variable structure controllers with smoothing functions which may be 

inYeStigated and can be improved upon in many respects. but it is conceptually 

simple and so is often considered. 
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CompensatioD UId IIDOOtbiD& techniques are DOt mutually cxclusive aDd 

lDdccd are !DOlt cffectiw wbcn combiDed, with compensation techniques used to 

minimise the cIiIcoDtinuous COIIlpODCDt and 1IDOOthin& applied to the rcmainin, 

switched control. A coatroI structure of this form will be considered in lOme 

detaU since it iD-dws bodl 10..... 01 chatter reduction technique. 

2.1.5.3 CombiDcd Smnnlbinl tOO Compensation Chatter Reduction (Slotine's 

AllOrithml 

The alJorithm sugated by Siotine [SIotine,83] combines the advantages of 

compensation and pnootbin, chatter cJimiNtion techniques in a way which 

allo'WS a trade-off between model accuracy and tracking error to be established. 

The controller will be described for a DODlinear plant with fIXed input gain. 

althoup the cue of time varyin& pin inwl..a only a simple extension of the 

theory. The plant iI delaibed by the equation: 

xCn) = f(X.t) + • + det) 

where X = [x,x ..... z{a-, »)T is the state ~tor, u the control input. f(X.t) 

Jiws the DOnlinear dynamics while d(t) represents external disturbances. t(X,t) is 

modelled by tCX.t) for which the following precision condition is imposed: 

I f(X,t) - i(X.t) I < MCX,t) 

also 

I det) I ( DCt) 

If _ wish the Slate to track a specirted state. Xci = [Xd.xd" .. xd(n-, )IT, 

then _ may define a tracking error ~tor. X where 

X : X - Xci = [I.i. ... t<n-,)]T 
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We must also iDIiIt, for the moment, that 

We may define a time varying switchin& surface, Set) : sCX,t) = 0, where 

{ 
d }n-1 .(X,t) - dt + ~ i, 

We then need to choose a control, u which .. tisfleS the sliding condition as('1. 

This control must be discontinuous if precise tracking is to be obtained in the 

presence of disturbances, although a continuous part can also be used. The 

control structure suggested is of the form: 

where 

u __ f(X,t) _ n~' [n-1] ~px{n-p) _ k(X,t)sgn(s) 
p-1 p 

[ 
fJ ] fJ! 
cr - cr! (S-cr) t 

(2.6) 

is the number of combinations of fJ objects taken cr at a time. In order to 

satisfy the sliding condition, the discontinuous part of equation 2.6 must be 

srcater than the total effect of modelling errors and disturbances, i.e. 

k(X,t) ) F(X,t) + D(x,t) + vet) + " 

where 

and 

F(X,t) ) I M(X,t) I 

This type of control may be considered u being composed of a continuous 
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part which compensates for the dynamics u far u the modellina precision will 

allow, with the remalnlnl dynamics controlled usina the discontinuous part, 

kex,t). 

This controller assures perfect tracking by means of discontinuous control 

activity. This however leads to chatterin& in the presence of un modelled 

dynamics and 10 a modification to the algorithm is introduced which removes 

this behaviour while maintaining tracking to within a prescribed limit. The 

removal of chatter is achieved by the introduction of a linear smoothing 

function within a boundary layer around the switching line, as described in 

section 2.1.S.2. The control signal then becomes: 

u - - f(X,t) 
_ n~l [n-1] p (n p) [ ~ ~ x - - k(X,t) sat 

p-1 p 

where the satO function is defined as: 

sat(q) - { q sgn(q) 
If Iql ( 1 
If Iql > 1 

}.n~\ f ] 

Outside the boundary layer the control is the same as equation 2.6 and so 

the boundary layer is attractive and the trajectory will enter the boundary 

region. In order to assess behaviour within the band, we must find a 

relationship for the derivative of s. We note that 

Within the band the result of the sat function is equal to it's argument and so, 

by substituting x<n) into the equation for i, we may write 

5 - - k(X,t) [ ~n~'E ] + (~f(X,t) + d(t) - xd(n)(t») 

If we assume that tracking to within a small error, E has been achieved 

(Le. the RP is within the boundary layer) and that M(X,t) and k(X,t) are 

continuous then we may rewrite this equation as: 
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• - - k(Xd,t) [ ~H~'f ] + (4f(Xd,t) + d(t) - Xd(n)(t) + O(f» 

It will be IeeIl that s is the output of a ItIbie farst order mter. with 

dynamics dependant on the desired state and poaibly explicitly on time; and 

input made up of the modelling errors, disturbances and nth order derivati¥e of 

the desired trajectory. These 'perturbations' are all bounded and so kO'd,t) may 

be upper bounded by kmax' We may then think of kmax').n-l f as the 

effective 'break frequency' of this filter, while ~ is the break frequency of the 

overall controlled system (the switching line aradient in the second order case). 

Both ~ and kmax/~n-, f must be signifICantly below the frequency of 

unmodelled dynamics and the controller sampling frequency, which in turn limits 

the best attainable tracking accuracy. If ..e demand that the dynamics of s are 

faster than the switching surface dynamics, i.e. 

we find that the best possible guaranteed tracking accuracy is: 

Following this design procedure gives a control system which produces the 

minimum tracking error. &i¥en a certain model precision. This involves 

compensating for all the known dynamics while controlling the variable and 

unknown dynamics with a smoothed discontinuous part. This requirement that 

all known dynamics be compensated for may result in a computationally 

expensive control algorithm, leading to the need for high cost equipment or low 

sampling rates. which in turn leads to poorer tracking. It may therefore be 

more effective to only compensate for those dynamics which are most 

sipifacant and may most easily be treated. This can lead to a more effICient 

algorithm with the associated high sampling rate and improved tracking 

performance. An example of this situation is provided by the robot control 
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problem in wblch there are a number of lOurces of undesirable dynamics. The 

dynamics of the actuation Iystem aeneraUy inwl~ functions of I UDall number 

of variables and 10 may relati~ly euUy be compensated for while the 

Interaction dynamics are of a form, luch that compensation requires I large 

amount of calculation. Depending on the manipulator considered the relative 

signifICance of these two forms may vary widely. Although it has generally been 

assumed that the interaction dynamics must be compensated for, it is often 

more efficient to only compensate for actuation system dynamics while treating 

interaction dynamics u disturbances. 

2.1.6 Variable Structure Control of Nonlinear Systems 

The procedures for the design of VSC systems described above were 

developed with linear and smooth nonlinear systems in mind and although the 

robustness characteristics achieved make them insensitive to certain other forms 

of nonlinearity, there are other types which if not taken into account can result 

in se~re degredation of performance. Two forms of nonlinearity found in robot 

actuation systems, which have an undesirable effect will be discussed in the 

following sections along with methodologies which may be adopted to overcome 

_ these problems. 

2.1.6.1 Effect of Input Saturation on Variable Structure Control Systems 

No practical system is capable of producing infinite control activity and if 

this fact is not taken into account in the design of the VSC it may be found 

that the sliding condition is not satisfied at all points on the switching line. If 

a linear system of the form described by equation 2.1 with the controller 

defmed by equation 2.2 is considered then it appears from the sliding condition 

that any value of c, the switching line gradient, may be selected provided a 

sufficiently high gain is adopted, allowing any speed of response to be obtained. 
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Howe~r, If we introduce • saturation element ill the control path, u shown in 

fi&ure 2.16, we fiDeI that .. we iDcreue the pin, the control system 

approached a relay system of the form shown in fiaure 2.17. 

Fiaure 2.16 Double intearator plant with control saturation 
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Fiaure 2.17 Equivalent relay control system for high pin 

i=fl r r I I 
I ' I I I 

I : I ! 

J I 

I a I ..J 

It is clear from a consideration of time optimal control [Ryan.Sl] that 

there is a boundary to the repm in whicb sliding can occur. defined by the 

sliding boundary locus shown in figure 2.18 [Zinober,75). 
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Figure 2.18 Sliding boundary locus for relay system 

S,;OIn<; 
BOIJf1Cary 
~OC:';S 

S"i~C:1:n~ 
r;Jf1CilOn --~ 

For a VSC system with input saturation it is impossible to obtain sliding 

behaviour outside the region of sliding for the equivalent relay system. H a 

controller is designed without consideration of this limiting effect. a switching 

surface may be selected which passes outside the sliding region. leading to 

non~liding behaviour and possible overshoot. 

An example of this situation is given by Taylor [Taylor.86) for a double 

integrator plant with input saturation. A design procedure for the selection of 

piecewise linear switching curves which overcome this problem while giving near 

time optimal response for systems of this type with a fixed gain is also given. 

This algorithm was implemented for second order nonlinear systems by Jobling 

(Jobling.84] as part of the computer aided design suite described in chapter 5. 

Unfortunately this procedure cannot easily be extended to higher order systems 

owing to the difficulty in defining the effect of changing the switching function 

characteristics on the speed of response. 

The switching line in a VSC cannot be such as ~uld give a faster 

approach to the final position than that obtained by appl)ing the maximum 

actuation signal to the plant, as in a time optimal control system, and it is this 

that limits the system performance. Conversely. the fastest response is obtained 
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from a VSC when the Iwltchina Une II clolest to the optimal control lwitchin& 

function, wbUe Itll1 lltiafyln& the Ilidln& condition. This leads to the use of 

lncreued plna whkh, in the Umit, become relay functions. An additional effect 

of this increase in pin is that the amplitude of the chatterin& behaviour 

increases. Not only Is this undesirable because of the possibility of exciting 

unmodelled dynamics and causing increased ftar, but also because the chatter 

may cause the RP to leave the Ilidin& re&ion u shown in section 2.1.4. Thus 

if the chatter can be reduced a lwitchin& function closer to the optimal may be 

selected. Since a large gain must be maintained to allow sliding close to the 

time optimal Iwltching function but we wish to remove chatter as far as 

possible it is appropriate to employ the chatter reduction methods described in 

section 2.1.S. In this way the advanta,es of high ,ain and fast response are 

obtained without the possibility of the alidin, mode breaking down due to 

chatter. 

In the majority of practical systems there is some variation of parameters 

with time and due to external influences and as a result the time optimal 

lwitchin, line is also variable. If a VSC is designed to be near time optimal 

then the switching line must either be inside the region in which sliding occurs 

for the "NOrst case plant parameter values, or the line itself must vary with the 

plant parameters to maintain a feasible sliding system. This has led to interest 

in the use of adaptive techniques to alter the switching line equation and other 

control parameters. 

Parvinmehr [Parvinmehr ,89] presents a method based on discrete time 

parameter estimation techniques to determine near optimal control parameters 

while Zinober [Zinober ,80] adopts a scheme of increasing the switching line 

lI"adient until the slidin, condition is just violated from which point the line is 

held constant. The latter technique may "NOrk in a limited number of cases but 

is DOt ,enerally effective since, once sliding is lost, it will not recommence 

without a chan,e in plant parameters or controller gain. A minor refinement of 

the algorithm "NOuid however make it widely applicable. Any control scheme 
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which attempts to obtain the time optimal response for a system will always be 

eenaitive to parameter cbanpl and dilturbaDc:a which may take the RP outside 

of the Ilidina rep,n. It is therefore necesury in practical systems, where these 

problems occur, to aim at a lli&htiy 1Ub-time-optimal response, the decree 01 

aub-optimality dependant on the IipirICaDCe of parameter c:banges and 

disturbances. 

2.1.6.2 Effect of Coulomb Friction op variable Structure Control Systems 

The majority of rotational and translational mechanical systems exhibit 

frictional behaviour which c:annot be characterised as purky viscous. Althoup 

the true friction may be of a highly <:omple:l form, a coulombic element may 

,eneraUy be identified. This form of friction presents particular diffICulties to 

the control engineer, owina to it's diIoontinuous nature. VSC systems are DO 

exception to this rule, a1thouch some improvements may be made over other 

forms of control. We will begin by considering the case of a simple VSC for a 

double integrator plant with coulomb friction, as shown in figure 2.19. 

Figure 2.19 Double integrator plant with Coulomb friction and VSC 
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During the initial stages the phase plane trajectory for this system is 

similar to that for a system without friction, with the RP reaching the switching 

line and sliding behaviour commencing at point A of figure 2.20. As the 

trajectory approaches the origin the control input decreases with the error and 

a point is reached (B) at which this signal becomes less than the Coulomb 

friction and the trajectory leaves the switching line and moves to the x 2 = 0 

axis a distance from the origin (point C), where it remains until a change in 

demand position or a disturbance occurs. 

Figure 2.20 Effect of Coulomb friction on VSC response 
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(ii) Non-zero Coulomb friction 

The maximum value of this steady state error may easily be calculated and 

is found to be: 

I x 1 rna X (t-+Cl» I = alk 

where a is the level of Coulomb friction and k the controller gain. Clearly the 

steady state error may be reduced by increasing the gain, k but this has the 

effect of increasing the chatter. It is possible to improve the situation to some 

extent by including a friction compensation term in the control system, as 

iUustrated in figure 2.21. 
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Fipre 2.21 Variable structure controller with friction compensation 

Frr(trlrl £' ! 
C~rron I ,-, _---, 

, ,,: 
, -a i 

, 
---i-a 

, I ~ Y i 
~--' I~--~ 

x , 2 ; i 

I v 

L-______________ -4S~~+------~ 
I I ~ 

IX1Ii±\/U 
~------: I: k .--' ------' 

i i .... ' ----' 

The friction is estimated as '(x 2 ) which may include compensation for 

other effects, in addition to Coulomb friction. The maximum steady state error 

then becomes 

The estimate of Coulomb friction must be a little conservative, being 

below the minimum expected value. The situation where the estimate is above 

the true value must be avoided, since this leads to what is effectively positive 

feedback, with a relay function in the feedback loop. Such a condition will lead 

to limit cycling about the origin, a highly undesirable situation. If on the other 

band the estimate is below the actual value then a steady state error may 

occur but this is a preferable eventuality. Schemes have been proposed to 

determine the friction in an adaptive manner and this could prove an effective 

solution. Friction compensation algorithms bas been suggested by CamJdas 

[Canudas,86] and Kubo [Kubo,86] for DC motor and Robot control problems 

respectively. 
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An alternative technique which may be employed to overcome the effects 

of Coulomb friction is to use integral action in addition to the simple VS 

controller. A modification to Slotine's algorithm (see section 2.1.5.3) has been 

suggested by Carigan [Carigan,88) in which the switching line equation for a 

second order system is replaced by: 

s = * + Xx + ). 2 Ix dt 

It is assumed in developing this controller that a tracking problem is being 

considered, so that the initial value of x is zero (or very nearly zero). This 

will prevent the integral action becoming excessively large during the reaching 

phase, a problem which might well occur if a large initial error were present. 

A more suitable control when considering position control systems, also 

based on Slotine's algorithm, introduces integral action only when the RP is 

within the boundary layer around the switching line. which is defined as s = 

CX1 + x 2 • The control signal for the example given in section 2.1.5.3 then 

becomes: 

where to is the time the trajectory enters the boundary layer. 

Following the procedure outlined in section 2.1.5.3 we may obtain the 

following expression for the dynamics of s within the boundary region. 

or 

t 

50 - - k ( Xd. t) [ ). n ~ 1 f ] - k I (Xd ' t) I s d t 
to 

5 -
P [ Af(p) + d(p) - Xd(n)(p) + 0(£)] 

p2 + P (k(p)/().h-l£») + kj(p) 
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where p is the Laplace operator. 

This is the equation of a linear second order filter with a zero at p=O 

and an input made up of the modeling errors and disturbances. By suitable 

choice of k(Xc1,t) and ki(Xd,t) the dynamics of this filter may be made stable 

and, owing to the zero, any steady state disturbance or modeling inaccuracy 

will be rejected. Coulomb friction may be considered as a disturbance of this 

form and so this controller removes it's detrimental effect from the controlled 

system. 

This is an idealised situation in which the finite sampling rate and the 

discontinuous nature of the Coulomb friction are not considered and, although 

the use of integral action may reduce the steady state error, it may also have 

a destabilising effect, leading to limit cycling around the origin. This problem 

can be reduced by the use of a dither signal added to the control which 

effectively smoothes the discontinuity caused by Coulomb friction. This dither 

must be of such a frequency and amplitude so as to just overcome the 

Coulomb and static friction without introducing significant movement, typically 

of approximately the same amplitude as the Coulomb friction with a frequency 

a little above the cut-off frequency of the plant. 

As explained at the end of section 2.1.5.2 the use of a smoothing function 

in a variable structure system with a boundary layer may result in a system 

which is equivalent to a simple PO controller. In a similar manner if it is 

assumed that the compensation term in Siotine's algorithm with added integral 

action is set to zero and a straight switching line is used then it is easily seen 

that, if constant parameters are assumed, the control equation becomes: 

J dXl J J dX 1 d u - ks + kj sdt - kcx 1 + k dt + kjc x 1 dt + k j dt t 

This may be compared with a PID control system, in which the actuation 

would be defined according to: 
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There are many similarities between these two algorithms but the 

differences have a significant bearing on the system performance. In the PID 

algorithm the integral action is initiated at the begining of a transient, or when 

a certain error is attained, and will not decrease again until ][ 1 cbanges sign, 

i.e. an overshoot has occured. In the case of the VSC, since the sign of s may 

change, the integral of s may both increase and decrease. The behaviour of the 

integral component of PID and VS controllers in different regions of the phase 

plane are shown in figure 2.22 for a second order system. In the case of the 

VSC an overshoot need not occur before the overall integral action decreases. 

This is particularly important when nonlinear effects like Coulomb friction are 

present in a system and some integral action is required to remove steady state 

errors. 

Figure 2.22 Region of integral action in VSC and PID control systems 
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(ii) VSC 

It has been shown that variable structure control techniques provide a 

useful tool in the development of control systems for a wide variety of 

situations, particularly when a sliding mode is generated. In it's most simple 

form a VSC system with sliding mode provides the control engineer with the 

possibility of imposing a desired form of dynamic behaviour on a wide variety 
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of systems which Deed DOt be accurately modelled. Thil dynamic performance is 

maintained in the presence varying parameters, DOnlinear plant behaviour and 

external diaturbaocea. 

The mo&t Ilmple form of VSC inW)l~ a discontinuous change in control 

input which leads to chatter in practk:al systems which possess unmodeUed 

dynamics and with controllers having finite time delays. This behaviour is 

undesirable u it leads to excesshe control activity which tan excite unmodeUed 

dynamics and may lead to wear and fatigue in mechanical systems. For these 

reasons it is often required that chatter be removed or reduced in amplitude. 

This tan be achived by the use of compensation to reduce the height of the 

discontinuity or by smoothing to make the change continuous. 

There are certain forms of DOnlinear behaviour which do affect the 

performance of a VSC system and these must be taken into account in the 

controller design. Control signal saturation tan cause a vse system designed 

without consideration of this effect to leave the sliding mode, leading to loss of 

invariance to parameter variations and disturbances and aiving undesireable 

behaviour such u overshoot. This problem may be largely overcome, without a 

major degredation of performance by the use of curved or piecewise linear 

lwitching functions which results in a response close to the time-optimal 

behaviour of the plant. 

Coulomb friction in mechanical plant under the control of VSC systems 

can lead to a steady ltate position error. This may be overcome by the use of 

friction compensation and integral action. Using these control techniques it is 

possible to develop VSC systems which give good performance in many practical 

situations. In the following section the use of these controllers in the field of 

robotic:a will be considered. 
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2.2 yariable Structure Control of Robot Mepipultton 

Havina deYeloped the theory of variable structure control systems, we will 

DOW consider the application of these techniques 10 the cballeD&inl problem of 

robot control. This inwlws both position and tracking control 01 a system with 

hi&h1y nonlinear coupled dynamics with unmown and time ftryina parameteR, 

in the presence of extemal disturbaDc:a. 

The dynamics behaviour of robots in Foeral, and the RTX in particular, 

is considered in detail in chapter 4 in wbicb it it shown that there are hie 

lOurce5 of nonlinear behaviour in a typical manipulator. These may be classed 

as those arising from interaction between the links of the mechanism and those 

found in the joint actuation systems. The rdati~ aipifacanc::e of these hie 

forma of nonlinearity haYe a bearin& on the most appropriate control 1laJ1e1Y. 

Tbe interaction dynamics are of a complex form, depending OIl a large Dumber 

of joint positions and Yeiocities. Tbese dynamics are also dependant on the load 

carried at the end effector, a variable whicb mayor may DOt be available for 

inclusion in the control design. Actuation DOnlinearities are, 10 a first 

approximation, functions of a single joint ¥elocity and occasionally position; they 

are also approximately lndependant of load but are subject 10 ftriations in time 

due to wear and changing lubricant levels. 

It is this nonlinear behaviour whicb liws rise 10 the diffiCulty in 

controlling robots to a bigh level of precision while attaining high speed 

operation. The use of variable structure control 10 overcome these problems bas 

been considered for lOme time and a larae amount of researcb work bas been 

carried out in this field. Tbe majority of this ~rk bas considered ooly the 

interaction dynamics of the robot with the actuation nonlinearities oeJlected 

alto&ether or represented as being of a ¥Uy simple form. This is valid for 

certain types of robot where the interaction dynamics dominate but this is not 

always the case and 10 a major part of this work is invol~ in the application 

of VSC techniques 10 a system having significant actuation system nonlinearities. 
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The remainder of this section will consider the background to the use of VSCs 

in robot control problems. 

One of the earliest applications of VSC theory to robot control was 

introduced by Young [Young,7S) who used the control law u = 05gn(x ,S) with 

a straight switching line defined by 5 = CX 1 + X 2. This was applied to a hybrid 

simulation of the dynamics of a two link planar manipulator, including the 

effects of inertia variation and coupling but neglecting centrifugal and coriolis 

forces and assuming a perfect actuation system. The results showed that the 

technique was applicable to this type of system and produced invariant dynamic 

behaviour in the presence of certain forms of nonlinearity and disturbances. It 

also showed the presence of chatter on the switching line due to the sampled 

nature of the control law implementation. 

Slotine [Slotine,83] proposed the addition of a smoothing function in the 

VSC law to remove chatter and described the design of a controller for robot 

applications, although once again it was assumed that linear actuators with 

unlimited torque were available. This was developed [Slotine.84] to include a 

compensation term for general nonlinear systems rather than robot control 

specifically. 

Up to this time little work had been carried out on the practical 

application of VSC techniques to real systems and so the problems of non-ideal 

actuator behaviour was not seriously addressed. Hirio [Hirio.84] introduces a 

VSC with velocity feedforward applied to a real robot in order to obtain 

accurate tracking of the computed trajectory. The use of a tracking controller 

eliminates the problems introduced by the reaching phase present in a position 

control. Chatter is removed by the use of high switching speeds and an 

adaptively altered gain in the region of the switching surface. The practical 

results presented are for a low speed movement but do indicate a significant 

improvement in performance. compared to that of a PID controller. 

Morgan [Morgan.8S] suggests the use of a disturbance measurement 

technique to compensate for external disturbances combined with a VSC to 
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control any effects not removed by the compensator. The vse is necessary 

since the disturbance rejection is based on a greatly simplified version of the 

inverted manipulator dynamics and is thus subject to errors at certain joint 

angles and when changing load. 

Staszulonek presented work on the implementation of a vse on a single 

joint of a robot and compared the performance obtained with that of a PIO 

controller [Staszulonek,86]. It is not clear if the results presented are those for 

the real system or a simulation but they do not show any effect from actuator 

nonlinearities, possibly due to the use of low friction bearings in the drive 

system. The problems of saturation in drive systems was considered for vse 

systems, not specifically for robots, by Taylor [Taylor,86]. 

As an alternative to the interaction compensation technique used within the 

vse controller proposed by Slotine and described in section 2.1.5.3, Chen 

[Chen,87] suggests the use of a decoupling control in a slow outer loop with a 

fast inner vse used to assure that the trajectory follows that demanded by the 

outer loop. In this way the effects of modelling inaccuracy and disturbances on 

the decoupling control are removed by the VSC. In addition, the calculation of 

the decoupling control takes account of the limited torque available from the 

actuators and will not attempt to make a movement which would require excess 

power. The computation involved in this algorithm is extensive and so it has 

not been implemented. In simulation studies. the algorithm seems effective 

although a large amount of chatter is generated. In addition, no account was 

taken of Coulomb friction leading to possible steady state errors in a practical 

implementation. 

Recently a number of minor modifications to the compensation and 

smoothing algorithm have been proposed for VS controller by Yeung 

[Yeung,88], Tenreiro-Machado [Tenreiro-Machado,88] and Pandian [Pandian,88] 

although few have been tested in practical implementation, generally owing to 

the computational expense of calculating compensation terms. The practical 

results which have been presented have all been for systems with relatively low 
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levels of Coulomb friction and althoup this may be j .. tifaed in lOme cues by 

tile desip of robots with low friction driws it ia DOt always the cue. 

Particularly in low COlt robots, a IipiflClDt proportion of the motor torque is 

absorbed by friction in the joints and 10 this effect cannot be neglected. Work 

on the effect of Coulomb friction in systems under VS control systems has been 

presented by Taylor [Taylor ,88]. in which a development of Slotine's algorithm, 

using integral action and friction compensation was used. 

It has been shown in this chapter how variable structure control systems 

may be developed for the control of robot manipulators with both nonlinear 

interaction dynamics and actuation system nonlinearities. The controllers 

described should provide fast response and accurate tracking in the presence of 

parameter variations and external disturbances. In additions some of the 

algorithms are computationally simple and may easily be implemented. 

2.3 Selection of Control Parameters in VSC Systems 

It is clear from the preceding sections that the design of a suitable VS 

control system involves the choice of a large number of parameters and so this 

section gives some details of the design procedure which may be adopted. 

The first design consideration in the type of dynamic behaviour which it is 

hoped to impose upon the system. This will depend on the particular 

application and effectively defines the type of switching function adopted. In the 

case of a robot for instance, if the maximum point to point speed is required 

then a curved switching function close to the sliding boundary locus may be 

adopted. U however the maximum invariance to load changes is sought then a 

multi1ection switching function of the type described in section 2.1.3.2 may be 

prefered at the cost of a loss of speed. 

Once a suitable switching function has been selected, the controller gains 

required to ensure sliding must be found. These may be determined by 

following a similar procedure to that given in section 2.1.2.2. It may be found 
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at this point that DO pins can be obtaiDed which will JUIlrantee slidin, and 10 

it may be necaary to alter the Iwi1.Cblo& function dermition. 

Having reached this point it II probably wile to simulate the performance 

of the proposed system in order to determine the degree of chatter which 

occun. with appropriate enhancements added to the controller to brin& this to 

an acceptable ieftl. 
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CHAPTER 3 

Hardware Enhancements to the RTX Robot 

In this chapter the robot used to test the implementation of control 

algorithms will be described, as will be the modifications made to the robot to 

improve measurement and actuation, required for both dynamic modelling and 

control. The manipulator used in this work is an RTX robot, manufactured by 

UMI. It is a six degree of freedom device of a SCARA configuration with all 

joints driven by DC permanent magnet motors. The motors are driven using a 

voltage mode, pulse width modulation scheme and, after gearing, transmit power 

to the links via toothed belts. Position information is derived from incremental 

optical encoders mounted on the motors, pulses from which are fed to a 

microprocessor, on which control algorithms are implemented. Further details of 

the original robot hardware are given in section 3.1. 

Control and modelling algorithms were developed using a DEC ~DP 

computer and an IBM compatible personal computer. Position and velocity 

measurement circuits and the motor drive system were designed for use with 

either of these computers and the interfaces required are described in section 

3.2. 

It was decided that the existing motor drive circuits did Dot allow the 

motors to perform as well as possible and so a current mode, linear drive 

circuit was developed. This increased the maximum velocity of the motors by a 

factor of approximately two, without increasing the motor power dissipation at 

low speed. The design procedure employed in the development of this circuit is 

described in section 3.3. To allow accurate modelling and control of the robot 

a more accurate position feedback circuit was required. This toot the form of 

high resolution incremental optical encoders which were connected to position 

and velocity measuring systems as described in section 3.4. 
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3.1 Existing RTX hardware 

The RTX robot is a six degree of freedom manipulator with a Selective 

Compliance Assembly Robot Arm (SCARA) configuration, of the type first 

developed by Makino [Makino,80). The first three links of such a manipulator 

are shown in figure 3.1. 

Figure 3.1 The RTX robot 
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As the name implies, it is intended that the manipulator should have 

different compliance in different directions, hence a typical arm has low 

compliance in a vertical direction and relatively high compliance to horizontal 
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movements. This selective compliance is useful in assembly tasks, for instance 

when a peg must be inserted into a hole and other generically similar 

problems. In these circumstances a large downwards force is required while the 

'peg' must be allowed some lateral movement to, in effect, find it's own way 

into the hole. Although selective compliance was the original reason for 

developing the SCARA configuration it is also found that the kinematics and 

dynamics of the links are simpler than some other link arrangements having a 

similar number of degrees of freedom. 

The arrangement of the links in the RTX, along with the movement limits 

on the axes, is shown in figure 3.2. The robot has a vertical aluminium 

column, defined as being the Z axis, on which is mounted a sliding carriage 

supporting the rest of the arm. This carriage is driven by a motor mounted at 

base of the column, via a gearbox and toothed belt, and has a maximum 

displacement of 948mm. 

Figure 3.2 Joint movement limits 
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The carriage contains the shoulder motor, gearing and toothed belts to 

drive the upper link of the arm. The elbow motor is housed in the upper arm 

moulding and is connected to the elbow joints via a gearbox and toothed belts. 

The upper and lower arm links are polyurethane mouldings with steel mounting 

- 52 -



plates for motors etc. and are both the same length, being either 253.Smm or 

2S4mm depending on the production batch. The gearing of the elbow is 

arranged to have half the reduction ratio used on the shoulder joint. As a 

result of this, if the elbow and shoulder motors are run at the same speed the 

end point of the lower arm moves along a radial line from the shoulder axis. 

The drive to the yaw joint passes from a motor mounted in the upper 

arm, through the elbow joint by means of a toothed belt and pulley 

mechanism. This is geared so as to maintain the same angle between the yaw 

joint and a radial line from the shoulder axis, when the yaw motor is 

stationary, independant of the elbow joint position. The yaw axis connects to a 

wrist mechanism containing two motors, the outputs of which are combined, 

with bevel gears, to give roll and pitch movements to the final link, on which 

is mounted a simple gripper mechanism, also driven by a geared motor. The 

distance from the yaw axis to the tip of the gripper, when horizontal, is 

192mm. giving a maximum reach of 700mm from the shoulder axis. The 

complete arrangement of drive belts is shown in figure 3.3. 

Figure 3.3 Timing belt transmission system 
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All the motors except that on the Z axis are of the same type, being DC 

permanent magnet brushed types with integral gearboxes. The reduction ratio in 
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this aearbox is 20.23:1 while subsequent ,earing is used to provide the torques 

and lpeeds appropriate to the particular joints. The Z motor is larger than the 

others, having to IUpport the weight of the rest of the arm, and has an 

integral gearbox with a reduction ratio of 25:1. 

The joint motors are al1 fitted with low resolution optical encoder discs, 

having twelve slots per revolution for the Z motor and six slots for all others. 

The position is sensed using two slotted opto-interrupt switches ftxed to the 

motor body, as shown in figure 3.4. 

Figure 3.4 Low resolution motor-mounted encoder 
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The RTX is controlled using a circuit board containing two 8031 single 

chip microprocessors. These processors provide most of the required functions, 

including counting encoder pulses; calculation of motor demands using a simple 

PID algorithm and generation of pulse width modulation signals used to drive 

the motors. The processors are also connected, via a serial link to a control 

computer, general1y a PC, which is used to generate joint positions and handle 

any information returned from the robot processors. The pulse width modulation 

signals generated by the processors are amplified to 24v and the maximum 

current increased to 3A using an 1..298 in the case of the Z motor and 750mA 

using an L293E for the other motors. These driver chips contain two sets of 

push-pull transistors in a bridge arrangement to give bi-directional movement. 
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They also provide current limiting at a level set using external resistors. Thus 

the mean voltage applied to the motor is set by the processor, independant of 

the current drawn, provided the current remains below the preset limit. 

3.2 Computer Interfaces 

The dynamic modelling and control of the robot may most efficiently be 

done using a computer to apply signals and monitor the response in the case 

of modelling while the reverse is required when controlling the manipulator. 

Two of the available types of computer were considered appropriate for this 

task. The first, a DEC ,u>DP running the RT-ll operating system, is 

sufficiently fast to allow fairly complex algorithms to be run, while performing 

a large amount of monitoring and data storage. This computer is suitable for 

algorithm development but it is too expensive to be used on a number of 

robots and so a less expensive alternative was sought. The robot manufacturer's 

control system interfaces to a PC and so it was decided that it would be 

appropriate to use this for the new control algorithms developed. Although not 

as fast as the ,u>DP it could be made to perform quickly enough and provided 

a solution at a significantly lower price. 

In the algorithm development stage, analogue inputs and outputs were 

required for velocity measurement and motor demand output, in addition to 

digital input and output for position sensing. Once an appropriate algorithm was 

devised it was possible to implement it on the PC without analogue input 

functions, allowing a significant cost saving. The interface circuits used are 

described in sections 3.2.1 and 3.2.2 for the I'PDP and PC respectively. 

3.2.1 "PDP Interface Circuits 

A wide range of interface circuits are available for thp. PDP range of 

computers, although they tend to be expensive [Digital,83]. The interface used 
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for dJ&ltal 110. mown as the DRV11 aha 16 diode clamped data Input linea 

aDd 16 latched output 1iDea. aD TIL c:ompadble. When UIin& the RT-ll 

operatlna ays1em. read and write .... tioaa UIina this interface are 

Itraiptforward. with a data traDlfer rate 01 40K words per second achievable. 

AnaJope output is performed 1IIiD& an AA VII < diaital to anaIope 

c:on~rter. This provides four channell. each with a resolution of 12 bits. pving 

aD output wltage rallle selectable betweeD tl0V in bipolar mode and 0 to 

+10V in unipolar mode. Each CODwrter II located at a leparate address 

alIowina simple data write operatioDl 1IIiD& either binary for unipolar output or 

offset binary for bipolar mode. 

The analoaue input interface selected was an ADV11-C circuit. This aives 

16 Iin&le ended channels with a raoIution of 12 bits and an input range of 

tlOV. Software selectable pins 01 1.2.4 or 8 are also provided at the input. 

aUowin, a wide range of input 'IOItaps. The input channels are fed to an 

analope multiplexer. the selected channel then being fed to a sample and hold 

circuit via the switchable gain network. The output of the sample and hold 

provides the input to the 12 bit NO COD~r with the conversion started from 

a proaram command. an external e¥eDt or a realtime clock input. The end of 

conftnion may be used as an interrupt or may be polled. as appropriate. The 

conftnion time of 25"s allows a system throughput of 25K samples per 

second. 

Using these interfaces aU the anaJocue and digital 110 functions required 

may be achieved using simple proJrUD commands with a very small amount of 

processor time overhead. 

3.2.2 Personal Computer Interfaces 

The PC was used in two appli<:atioos. fintly in the conversion and testing 

of alaorithms developed on the ,aPDP aDd secondly in the implementation of 

algorithms for use on I number of robots. The requirements for these 
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applications were IOmewhat different and 10 two types of interface were .-d. 

Tbe tint, for convenlon aDd tatJ.na work required aJWoaue aDd diaitaJ kaput 

aDd output wblJe the later required only dialtal 110 aDd aJWoaue output. By 

UIin& a purely digital 110 board, with an e:nemal dJ&jtal to analope COIl~, 

in the later instance a lipifacant COlt Ilvtna was made oYer the IDOI'e flexible 

interface board, an important consideration u this system was to be duplicated 

many times. 

Tbe fll'lt interface board, a PC-30A, supplied by AmpUcon, pro'lides 24 

proerammable digital 110 lines, a 16 channel, 12 bit AID COD¥eTt.eI', two 12 bit 

aDd two 8 bit D/A converters and three programmable timers. These interfaces 

may be configured to be compatible with the circuits developed for use with 

the ~DP and give similar performance, altboup programming is a little more 

complex. 

The measurement and actuation circuits used for the final imp&ementation 

of the controller interfaced to a PC-14A board, once apin supplied by 

Amplicon but at about a fifth of the cost. This board pro'lides 48 

programmable digital 110 lines, in two Jroup5 of 24, and three programmable 

timers. In practice it was decided that only 24 of the 48 110 1ines would be 

used for robot control with the remainder available for sensor aDd control data 

for other equipment. This also had the advantage of saving a signifacant cost in 

cable for connecting the robot and the computer. Both the PC-lOA aDd the 

PC-14A have selectable base addresses 10 that the locations of other 

components may be avoided. The timers on both interfaces may be driven from 

either an external signal or the system clock and can be used to interrupt the 

processor, allowing accurate setting of the controller sample rate. 

The motor demand signal is obtained from an analogue ¥altage aDd 10 I 

digital to analogue converter must be connected to the PC-14A interface for 

this purpose. The circuit devised is based around the AD7528 dual 8 bit 

conYerter. It was verified experimentally that the reduction of demand resolution 

from 12 to 8 bits did not adversely affect the control performance. This was IS 
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upected, Jiven that control Iystem performaDce II DOt aenerally ~ry IeDliti~ 

to dri~ IJIlem pin. The choice of tIUI device, ill particular the Deed for only 

an 8 bit diaital output, allowed the UIe of few enernal components u teen ill 

the almple clrcuit shown in flpre 3.5. Tbia circuit provides ~ channels, bein& 

duplicated for applications requirin& more outputs, u teen in IeCtion 3.3 where 

the D/A con~rter and motor dri~ circuits are combined. 

Fipre 3.5 Dual channel D/A con~rter for demand output 
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3.3 Motor Drive Circuits 

Initially, control of only the shoulder, elbow and yaw joints of the RTX 

was considered and so the drive system described here was developed for this 

motor, although it has since been found that only minor alterations are required 

to make it suitable for the Z-motor. 

The choice of motor drive system is very important, if optimal 

performance is to be obtained from a manipulator system. When DC permanent 

magnet moton are used the choice of drive circuit affects both the maximum 

torque and speed of the motor, u well u the motor time constant and power 

dissipation. The available methods may broadly be divided into linear or pulsed 

mode, refering to whether the power is applied continuously at the required 

- 58 -



level or in pulses which give an average of the correct value. The second 

major division is between vOltage and current mode, depending on which 

variable is set by the input signal. Each of these divisions has certain 

advantages and these are discussed in the following section. Once the drive 

method has been chosen, various parameters must be selected and the design 

procedure used to find these is described in section 3.2.2. 

3.3.1 Selection of Drive Method 

In this section the relative merits of voltage and current mode drives will 

be considered, followed by a discussion of linear and pulsed drives and finally 

the drive method selected will be described. Before begining however, the 

properties of the DC motor which are pertinent in this context are discussed. 

It is shown in section 4.1.1 that the electrical components of a DC 

permanent magnet motor may be modelled as shown in figure 3.6, where R 

and L are the winding resistance and inductance respectively; wm is the motor 

velocity and Ice is the back e.m.f. constant while Vm and 1m are the motor 

voltage and current respectively. 

Figure 3.6 Equivalent circuit of a DC permanent magnet motor 
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Tbe torque produced by the IDOIor II tmlm aDd we may write the motor 

current in terms of the Laplace operator, I U: 

I ( ) _ Vm(a) - ~~(.) 
m S at + 

A wltale drive Iystem is relatively aimple to desi&n requirinl that, for 

demand wltale, Vin the motor wlta&e abould be Vm = kvVin where kv is 

the wlta&e pin of the drive amplifier. For luch a system, when the motor is 

stationary the current will rise exponentially, with a time constant of UR, 

towards a maximum value of kvVin/R. Thus in order to limit the maximum 

current to lmax' and hence limit the power dissipation in the motor the motor 

wltale must be limited to a value of V max = lmaxR. 

Once the motor bepns to mo't'e, a back e.m.f. is lenerated which opposes 

the drive wltale. Thus, for a lteady velocity of c..m the current will reach a 

value of 1m = (V m - keWm)/R. At. the velocity increases the current and hence 

the torque are reduced until a point is reached where the torque becomes equal 

to zero, if friction is neglected, and hence no further increase in speed is 

possible. This limit occ:urs at a velocity Jiven by "'max = V mar'ke. If friction 

is included, a similar limit is reached but at a lower velocity. Thus, for a 

wltale drive, a high Iow-speed torque is obtained but the attainable velocity is 

limited. 

When a current drive system is used, it is the motor current rather than 

wi tale which is controlled. Thus for input wltage Yin the motor current is 

given by 1m = kjVin' where ki is the current ,ain. Taking the condition when 

the motor is stationary the drive amplifier will attempt to force a current of 

Vinkt through the motor immediately. Due to the winding inductance however, 

this would require an infmite motor wlta,e. If the drive amplifier bas a supply 

wltage of V s then, neglecting the small wltage drop in the output stage, the 

motor wltale will equal V s and the current will increase exponentially 

according to 1m = V s'R(l-e -(RlL)t) until the current approaches that required, 

from which point the motor wltale reduces to V m = V inkjR. It will be seen 
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that this does not impose any limit on the maximum drive voltage as was the 

case when using a voltage drive. It should also be noted that the initial rate of 

increase in current and hence torque is higher for the current drive than for 

the voltage drive by a factor of VslVinkv. 

As the motor velocity increases the drive voltage will also increase to 

maintain a current of kiVin according to Vm ... keWm + kiVinR until the 

required voltage reaches the supply voltage. The same problem then occurs as 

is found in the voltage drive. with the maximum motor velocity being given by 

Wmax = Vs/ke· In this case however, because the supply voltage is not limited 

by the low speed power dissipation. this limit may be at a significantly higher 

level. In fact the supply may theoretically be set at as high a level as desired, 

without damaging the motor at low speed and allowing any maximum velocity 

required. There are two main limiting factors on the supply voltage that may 

be used for the current drive amplifier. Firstly, the power dissipation in the 

drive is given by (Vs-Vm}Im . with the worst case which occurs for any length 

of time being VsImax. As the supply voltage is increased, the maximum 

amplifier power dissipation also increases. requiring higher power and more 

expensive driving circuits. The second limit on the supply voltage is caused by 

the fact that the motor commutator becomes more prone to arcing as the drive 

VOltage increases. This reduces the life of the motor and generates 

electro-magnetic interference. There is also a limit on the speed at which 

motor bearings may be operated and so any improvements in speed obtained by 

changing the drive system must be limited. 

The second major consideration in the design of a motor drive system is 

the choice of either linear or pulsed mode drive. In a linear drive, the output 

voltage or current is proportional to the input demand and remains 

approximately constant while the input remains fixed. Thus the output is given 

by: 

or 
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for current and ~Itage drives respectively, where ki and kv are the 

corresponding current and VOltage gains. 

There are many forms of pulsed mode drive, although the most common 

form uses pulse width modulation. In this form the drive signal is switched at a 

fixed frequency, between two levels in such a way that the mean value is 

proportional to the input demand. In a typical motor drive the output is 

switched between zero and full power, the duration of the high pulse being 

proportional to the input demand. Since the drive signal is either fully on or 

fully off the power dissipation in the drive is minimised. The design of a 

pulsed mode voltage drive is a straightforward requiring simple timing circuits 

and power switching devices. Pulsed current drives are rather more difficult to 

design since measurement of the mean motor current involves some form of 

filtering which in turn causes stability problems in the current feedback 

mechanism. Owing to the high speed switching used in pulsed drives they tend 

to be electrically and accoustica lIy noisy, a problem which is not found with 

linear drives. 

The advantages and disadvantages of the various drive methods described 

in the preceding paragraphs are summarised in table 3.1. 

Having considered the relative merits of the various techniques, in general 

terms, it remains to describe the particular method chosen, with regard to the 

particular requirements in this situation. The motors used in the axes of the 

RTX robot considered here are fairly low power, being rated at 18 watts, with 

a maximum current of 750mA. Idealy we would like a high maximum speed 

and a constant, high maximum torque over the speed range. 

With these factors in mind, the drive selected was a linear current mode 

system. The choice of a current drive fulfills the reqiurements for high speed 

and torque and, since the motor power level is relatively low, the power 

dissipation in the drive is not important. Apart from the difficulty of design, a 

high performance pulsed mode current drive was rejected because of the high 

level of electrical noise generated which, owing to the close proximity of the 
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motor aDd the position 1eDIOn. would came Interfereoc:e on the position 

measurement system. This type of drlw would DOt aiw any lipificant 

performaoc:e advanta,ea owr that .elected. 

Table 3.1 Comparison of motor drlw methods 

Method Advantages Disadvantages 

Linear. High torque at all High power dissipation at 
current speeds low speed 

DIOde High maximum speed Fairly difficult design 

Linear. High low-speed torque Low maximum speed 
voltage Fairly simple design mode 

Moderate power 
dissipation 

Pulsed, High torque at all DI fflcult design 
current speeds Notsy 

mode Moderate maximum speed 

Low power dissipation 

Pulsed, High low-speed torque Low max I mum speed 
voltage Low power dissipation Noisy IK>de 

Simple design 

3.3.2 Desip! of Unear Current Priye 

Having decided that a linear. current mode driw is appropriate in this 

sitation the task of designing such a system must be undertaken. The ideal 

current drive system may be viewed as a control system which forces the 

desired current through the motor. with a rapid response to changes in demand 

and independant of disturbing facton. such as the back e.m.f. caused by motor 

movement. A number of control systems ~re investigated based on the 

dynamic model of the motor using root locus and time response information 

lenerated with the Hull CACSD suite described in chapter S. The controllen 

livin, the best performance in simulation were complex and when implemented 
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In hardware it was found that the behaviour did DOt qree with that predicted, 

due to unmodeIed amplirler aDd motor dynamk:a. In aeneral, theIe conuoUen 

became unstable, alvina blah frequency meDIation. By a combination of 

Ilmulatlon aDd experimental .,rk, it was fOUDd that a almple proportional 

controller could be made to perform wll. The analysis of the system selected 

wiD DOW be liYen. 

A block diagram of the major components of the system II shown in 

fiaure 3.7. 

Fipre 3.7 Schematic diagram of current driYe system 
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The motor current is measured using a simple resistor and the difference 

betwen this value and the demand signal is amplified in the two gain stages 

aDd fed back to the motor. The requirements for the power amplifier wre for 

a maximum supply voltage of at least 3SV and a power dissipation greater then 

20 watts. Although such a circuit would not be difficult to design it was more 

economic to use a commercially available circuit. The unit selected was 

designed as an audio amplifier but if the decoupling capacitors are removed, a 

wry cost effectiYe DC power amplifier is obtained. The circuit is of a simple 

design, using two power MOSFETs in a push-pull formation as the power 

devices, allowing a maximum power dissipation of 7SW. The amplifier may be 

used with a supply voltage of up to SOy and provides a voltage gain of 33 up 
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to a frequency of about 40kHz. Full detaUa of the circuit are "~n in appendb 

1. A supply wltaae of t40V wu lelec:ted. aIIowlna a hiah maximum ~locity 

without exceai~ power dlsaipatlon in the dri~ circuit. 

The motor current may be written u: 

or 

where 

and 

where Rs is the current sensin, resistance. The motor volta,e, Vm is: 

where ka is the combined ,ain of the controller and the power amplifier, ka = 

kc:kp. The motor current, in terms of the demand volta,e, is Jiven by: 

(3.1) 

We may rewrite the first term of this equation as: 

where the steady state ,ain. k<t is: 

while the time constant Is: 
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Conaiderin, ket, - lee that, U the pin, ta II iDcreued, the ltady state 

current approaches VlntRa. Thia II the type of behaviour required aDd, by 

IUitabie choke of Rs and IC:&Iln& of Vin the required current ranae may be 

obtained. In a Iimilar manner, if _ wiah 10 reduce the time constant, ~ d _ 

may increase the pin ka. 

Tumin, our attention to the aec:ond term in equation 3.1 _ lee that this 

is effecti~ly a disturbance to the required behaviour caused by the bact c.m.f. 

aenerated in the motor. This reduc:a the current in the motor by an amount 

proportional 10 the motor speed. It will be leen that the effect of this wltage 

may be reduced by increasing the pin ka. 

It should be noted that although the above benefits may be obtained by 

increasing the value of the current sensing resistor, Rs this also increues the 

po_r dissipation in this resistor and 10 any such increases should be limited, it 

beina preferable to increase the pin, ka. 

It bas been assumed 10 far that the dynamics of the motor wind;"" are 

the only factor affecting performance but this is not in reality the cue. In 

order to prevent high frequency instability excited by noise generated in the 

motor commutator, it was found experimentally that a pole must be introduced 

in the po_r amplifier response at a frequency of about 2kHz. This is acb.ieved 

by adding a capacitor in parallel with a feedback resistor, within the power 

amplifier circuit, as detailed in appendix 1. With this addition the transfer 

function of the power amplifier is changed from the simple gain, ka to: 

ST. + 1 

where the amplifier time constant, Ta .. 8OpS. Neglecting the effect 01 the 

motor back c.m.f. _ fmd that the open loop transfer function of the drive 

and motor is: 

(ST. + l)(sTme + 1) 
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From the motor manufacturer's data (BUhler], the CODItaDII ill the above 

equations are found to be "me • O.4UmS &Del tme • O.046A/V. A Dumber 01 

experimenll were carried out on .\leral moton &Del It was found that more 

accurate values would be fme • O.S7mS t O.07mS &Del tme II: O.044A/V t 

O.OO3A/V and it was these fiaurea whic:h were \lied in the computer aided 

control system design. 

When the control loop is cloled around this system, the n:spoase is typical 

of a leCond order system with output feedback, the damping being dependant 

on the loop pin. The choice of controller pin, t c' is a compromise be~n 

iDcreasing the amout of o~rshoot to a step change in demand &Del makin, the 

motor current more dependant on the motor speed. The value of pin, lelec:ted 

through simulation and experimental studies, was relati~ly high at 3(JVlV. This 

aives a IeCOnd order response with angular frequency of ClIo = 31.2kradsls and 

damping factor e = 0.23. This degree of damping gives a theoretical peak 

current o~rshoot of 47.6% for a step input, compared with a measured value 

of SO% tS9b, while the measured angular frequency was 31.4 t2 kradsls. This 

amount of o~rshoot is areater than would be hoped for but may ODly be 

reduced by decreasing the pin, causing the controller to become more sensiti~ 

to the back e.m.f generated in the motor. With this pin the motor current 

drops by approximately 40mA at the maximum motor speed before the supply 

wltage of the power amplifaer is reached, independant of the demand current. 

Using this controller the current settles to within S% of the final value, 

for a step input, within O.4SmS. This is much shorter than the mechanical time 

constant of the motor and the typical sampling interval used in I position 

control algorithm. It was therefore decided that the demand signal ,oing to the 

current dri\le could be filtered using a single pole, with a time constant of 

1 mS. This bas the effect of removing all o~rshoot from the current response 

to a step input and increasing the rise time of the current to 1.7SmS, without 

affecting the sensitivity to motor speed. The circuit of the complete current 

drift circuit is shown in figure 3.8 while the block diagram representation of 
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the system dynamics is given in figure 3.9. 

Figure 3.8 Circuit of current drive system with input filter 
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Figure 3.9 Equivalent block diagram 
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The drive system may be connected to the motor by either external wiring 

or via the existing wiring from the manufacturer's control board. In order that 

the original control should still be available it was required that the desired 

motor drive signal be selectable. This was achieved by means of either a two 

pole changeover switch, operated by the user, or a two pole changeover relay, 

controlled from software. 
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The circuit described abo~ may be interfaced 110 tile ,.PDP Yia De 

AAV-ttC D/A coD¥erter. or with the PC UIln& the PC-lOA "terface. 

Howe¥er. wheD the PC is used with the PC-14A VO circuit aD external O/A 

coD¥erter must be used. u described in IeCtion 3.2.2. The circuit devdoped for 

this purpose is shown in ficure 3.10. This is baled around the AD7528 dual I 

bit 01 A with appropriate chip select lop: that allows the UIe of two ehip5 on 

a common 8 bit bus. The circuit also shows the arran,emeot of relays used to 

.elect between the manufacturer', control circuits and thole newly de¥eloped. 

These relays are also used in the emer,ency atop circuit which operala from 

the oriJinal emergency stop ,witch. When this switch is opened. the motors are 

connected to the manufacturer's control circuit and the appropriate signal 

applied to the manufacturer's emergency stop logic. The circuit of figure 3.10 

may be connected to ports A and B of the PC-14A interface. Port B &iva the 

output demand data. while port A provides control functions. The individual 

bits of these pons are defined u in table 3.2. 

Table 3.2 Bit definitions for motor demand output 

Port Bf t Number Function 

A o - 1 Channel Select 

2 Not Used 

3 Pos it ion / Demand Se t ect 
High for posn. I/O. Low for deaand o/p 

4,5 Not Used 

6 WRITE Low to write demand data 

7 Not Used 

B 0-7 Demand data output 
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When de~pin, controllen, k ... fouDd to be advantapow to add • 

dither Iipal to the motor drive current when movina the arm at low speedI. 

This signal overcomes the static friction and allows smoother movement at low 

apeed than would otherwise be poIIible. To allow the addition of a dither 

signal, the circuit based around IC7 and IC8 was developed. JC7 is confiamed 

u an utable multivibrator which would normally be used to ,enerate a square 

Mve. By lakina the whage acrolS the capacitor rather than the op-amp 

output, an exponentially Nina and fal1in& wltaae is obtained. By selectin, the 

poaitive feedback resistances, RlS and R36 to Jive a low threshold wltage, a 

JOOd approximation to a triangle Mve is generated using a small number 01 

components. The amplitude of the dither signal is controlled from the fourdl 

DI A converter, which was not required for motor control. The output wlta&e 

of this DI A provides one input of an analogue multiplier, with the other input 

driven from the triangle Mve generated from JC7. The output of the multiplier 

is buffered using ICSC then added to the control signals fed to the three mot.oI' 

drives. In this way the dither amplitude fed to the axes is controlled from 

IOftMre while the frequency is controlled using VR9. It was found 

experimentally that the smoothest joint movements ~re obtained using a dither 

frequency of approximately 70Hz and an amplitude of lOOmA, corresponding to 

the typical friction level found, u detailed in chapter 4. 

The drive circuits described in this section allow an increase in the 

maximum motor velocity, compared to the manufacturers control, by a factor 01 

approximately two, without increasing the po~r dissipation in the motor. In 

addition the torque generated is smoother and more controllable, without the 

lar,e amount of electrical noise produced by the manufacturer's drive system. 

3.4 Position and Velocity Measurement 

The motors of the RTX robot are fitted with low resolution incremental 

optical encoders, having six slots per reyolution, sensed with slotted 
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opto-interrupt switches with integral amplifier and Schmitt trigger circuits. These 

Jive two quadrature square wave from which the relative position may be 

derived. By counting two edges of one of these signals, the internal controller 

gives a typical range of 4000 counts over the full range of joint movement. 

The initial position of the robot is found by driving each link into a predefined 

end stop. 

This arrangement allows the motor position to be found with an accuracy 

of plus or minus half a slot, corresponding to an end point position error of 

up to O.Smm. This is of a similar order to the errors in position resulting 

from mechanical imprecision caused by drive belt flexibiltiy and backlash. For 

the eventual controller significantly higher resolution motor position measurement 

would not give a corresponding improvement in end effector accuracy due to 

these mechanical limitations. For modelling purposes however a more accurate 

measurement of motor position was required. This was achieved through the use 

of high resolution incremental optical encoders as detailed later in this section. 

The only way to significantly improve the end point accuracy without 

making major changes to the mechanical system would be to mount high 

resolution position sensors on the joints themselves. The cost of fitting such 

sensors to all robots would be prohibitative and was considered unnecessary 

since for many of the operations required a high precision was not required. 

High resolution incremental optical encoders were however fitted to the shoulder 

and elbow joints of one robot used for modelling and control algorithm 

development. Encoders with 10800 and 3600 lines per revolution were used, 

giving a resolution of 0.0083· and 0.025· for the shoulder and elbow joints 

respectively. These values are approximately four times the corresponding 

resolutions obtained using the original, motor-mounted encoders. 

For a high performance controller to operate satisfactorily it is essential 

that an accurate velocity measurement be obtainable. With the original motor 

drive circuits the maximum motor speed results in an encoder output frequency 

of approximately 1200 counts/so Thus, for a controller sampling at 60Hz a 
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resolution of only 596 of full scale is obtained. As the required speed is 

reduced below about 20% of the maximum, accurate control becomes virtually 

impossible. Thus it was decided that a more accurate velocity measurement was 

essential. 

This measurement may most easily be obtained using either a high 

resolution encoder or tachogenerator mounted on the motor. If an optical 

encoder is used then the motor speed may be obtained using a frequency to 

voltage converter driving the input of an analogue to digital converter. 

connected to the control computer. Alternatively, by tracking the motor position 

using a suitable counter circuit, the velocity may be obtained by taking the 

change in position over a known time interval. When a tachogenerator is used 

it is a simple matter of connecting the output voltage to an analogue to digital 

converter. 

It was found that a tachogenerator would be more expensive than an 

optical encoder and would add significantly to the motor inertia. It was 

therefore decided that an optical encoder should be used, particularly as this 

also gave the possibility of accurate position measurement mentioned above. 

There are many types of optical encoders available from a number of sources. 

The particular requirements in this application were that the encoder should not 

add significantly to the friction or inertia of the motor, but would give a 

resolution of at least 50 lines per revolution. It was also hoped that the 

encoder should have reasonably low cost, since many would be required. The 

most appropriate unit found was supplied by Hewlett Packard and consists of a 

metal disc, with 500 lines per revolution, and a separate sensor unit with 

integral signal processing. giving two quadrature, TTL level outputs. This 

device, which is described in detail in appendix 2. was found to be easy to use 

both in terms of mechanical alignment and electronic processing. 

In order that the manufacturer's control system should still be available. 

when required, it was decided that the original encoders should be maintained. 

This was achieved by mounting the high resolution encoders on the rotor shaft 
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with the original encoder fitted to In extension to the shaft, as shown in figure 

3.11. In this way the effect of Iny eccentricity in the shaft would not be 

accentuated at the high resolution encoder by the use of a long extension to 

the shaft. The encoder sensors were mounted on a printed circuit board fixed 

to the motor body using the collar supplied by the manufacturers, in a similar 

manner to the original mounting. 

Figure 3.11 High and low resolution encoder mounting 

Low Resolution 
Encoder 

~ ~ High Reso{ution 
~C'~ '=~ '''''=;=OJ =l""".:. ~:=rl ::= ~ Encoder 

/10 tor ---------..... l10unting 
Bush 

Motor 
Case 

-------,.,. 

4 
! i Shaft 

The signals derived from the encoders were fed back from the arm via 

external wiring in the earlier implementation, although in the final version a 

number of spare wires, fitted by the manufacturer along with the control and 

sensor wiring, were employed, ghing a tidy solution without the possiblity of 

tangling wires and avoiding major mechanical disassembly. It was found that the 

optical encoder sensors could not be used with cable over about 1 m long and 

so TTL buffers were connected close to the sensors to provide sufficient current 

to drive the longer cable required to reach the counter circuit. 

Having derived the encoder signals it remains to obtain the position and 

velocity values. Firstly, the position monitoring system will be discussed, 

followed by the velocity measurement techniques. In the position measurement 

scheme some form of counter circuit is required which keeps track of the 
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number of encoder pulses recieved, counting up or down according to the 

relative phase of the two signals. It is a relatively simple matter to design such 

a system using one of the common logic families, as detailed in the hardware 

control system description given in section 6.1.2. 

A more appropriate solution, in terms of simplicity of design and 

reliability, was to use a number of SN74LS2000 direction discriminator chips, 

described in appendix 3. This device provides most of the functions required in 

a position tracking system and is easily interfaced to a bus structure, allowing 

simple expansion. In order to operate, the Ie requires a 5 volt supply, the two 

encoder pulse trains and a clock, which must be at least 4 times the encoder 

pulse frequency. The internal 16 bit counter, which may be expanded using 

extra chips, is connected to a single 8 bit bi-directional bus, the upper or 

lower byte selected with the appropriate logic signal. The counter is clocked on 

a single, double or quadruple counting scheme, allowing a resolution of one 

quaner of the encoder line spacing. Using 500 line per revolution encoders in 

single count mode gives a typical range of 200 000 counts for the full joint 

movement. This is greater than can be contained in a single sixteen bit counter 

and so two devices must be cascaded for each channel. This also allows the 

quadruple counting scheme to be used, giving a typical resolution of 1 :800 000 

of the full movement. 

This device was employed in two types of circuit. the first. built in a card 

system, was initially designed to interface to a DEC pPDP although, by the use 

of an little extra circuitry an IBM compatible PC could also be used. The 

second circuit was designed to interface to the IBM PC and, when combined 

with a motor drive circuit board described in section 3.3.2, provided all the 

interfacing circuitry required for the controller. Both of the circuits allow the 

position of up to four encoders to be monitored, each with a 32 bit counter. 

The input and output data for each of the channels are connected to common 

8-bit buses, with the channel and byte selected using a set of control bits. 

- 75 -



3.4.1 Position/Velocity measurement circuit 1 

The input. output and control functions in this circuit are bandIed through 

two, sixteen-bit input and output buses with the functions defined as in table 

3.2. The output port is divided into two halves, the lower eight bits prOviding 

counter data when the position is initialised while the upper eight bits provide 

channel select and control functions. 

The input port is similarly split into two with the lower eight bits used for 

reading the position data. Bits eight to eleven give the direction of rotation of 

the encoder. These four bits are combined with the output from a frequency to 

voltage converter. read via an AID converter. which gives a measure of the 

motor speed. This allows the motor velocities to be found. as described below. 

Table 3.2 Definition of input/output bits for position/velocity circuit 1 

Bit Number 

0 - 7 

8 - 11 

12 - 15 

Bf t Number 

0 - 7 

8 - 10 

11 

12 

13 

14 

15 

Input Port Function 

Position data input 

Di rect ion of rotation of encoders 0 

Not used 

Output Port Definition 

Counter initialisation data output 

Encoder counter select 

Enable 

- 3 

Byte select High for least significant 
byte. low for most significant byte. 

READ. When low data from counter presented 
on data bus. 

WRITE. When low data from data bus loaded 
into counter. 

Not used 
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The circult dlall'm of the lint poIition and ~locity measurement IysIem 

constructed II abown In fi&ure 3.12. The circult II IpUt up ooto liz boards, 

connected via a common "ckplaoe, and consists of four encoder COUlltel' 

boards, one for each channel, a channel .elect and control board and a 

~loclty measurement board which II aIIo uaed to buffer the encoder and data 

bus signals. The circuit is of a straightforward design for the !DOlt part 

although some comment on the ~Iocity meuurement system is required. 

The absolute wlue of ~Iocity II obtained usina an LM2917 tachometer 

chip. This is effectively a frequency to \IOlta,e converter, with certain features 

which make it particularly suitable for this application. The component values 

were selected to Jive linear operation over the full range of motor speeds. The 

input count is taken from the exclusive OR of the n.o encoder phases, 

effectively doubling the frequency of a single signal. This then passes tbroup a 

level shifter at the input which keeps the mean input level at zero \IOlts, the 

threshold level of the clock input. The timing components connected to pins 2 

and 3 of the IC are selected as a compromise between the speed of respoose 

to a change in motor speed and the level of ripple at low speeds. The value 

of C 5 also affects the speed range over which the circuit operates. With the 

component values selected, the output wltage is Jiven by Vo = 70p.V/CountJ5, 

up to a speed of approximately 87k Iines/s, Jiving a \IOltage of 6V. From a 

speed of Skcounts/s up to the maximum speed, the output wltage increases 

linearly with speed to within 2.5%. When a step change in motor speed was 

simulated, using a voltage controlled oscillator with a step change in control 

wltage, it was found that the output responded with a time constant of O.8mS. 

lipificantly aborter than the mechanical time constant of the motor. The 

output of the IC, at pins .. and 7 bas a 40mV pk-pk ripple superimposed on 

it at aU motor speeds attainable, limiting the dynamic range to 1:300. A hi&h 

order low pass filter was added at the output, with the intention of removin, 

this ripple. It was found that although the ripple was reduced, the BOise 

,enerated by this circuit was approximately lOOmV and so it was removed. 
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Figure 3.12 Position/velocity circuit 1 
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Figure 3.12 Position/velocity circuit 1 (Cont.) 
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Havln& obtained a measure of the ablolute speed of the motor It remains 

to fiDd the direction of rotation. This II !DOlt euily achiewd Ulina a D type 

ftip-flop with the data dri~n from one enc:oc:ler channel and the clock from 

the other. Once the speed and direction lipals are obtained they are read into 

the control computer using an analoaue to diaital con~rter and bits 8 to 11 of 

the input port, as detailed abo~. The ~Iocity measurement obtained usin, this 

circuit Is of a similar accuracy to that obtainable usin, a tacho,enerator at 

lipifac:antly lower cost and without Featly increuina the motor inertia. 

3.4.2 PositiQn/Velocity Measurement Circuit 2 

The design Qf the second position measurement system, intended for 

connectiQn to a PC via a PC-14A interface, is similar to that previously 

described, with the differences bein, due to the limited lIO capabilities of the 

interface chosen. Since analQgue input circuitry was not available using this 

interface, an alternati~ ~Iocity measurement system was required. The method 

selected used Qne Qf the counten QD the PC-14A interface, dri~n from the 

system clock, to interrupt the processor at a foed time interval, equal to the 

controller sample interval, with the ~locity found from the difference in 

position at succes.i~ interrupts. 

The circuit, which is Ihown in figure 3.13 was constructed on a sin,le 

printed circuit board, desiped to fit inside the case Qf the RTX, parallel to 

the manufacturen contrQI board and the motor dri~ board described in section 

3.4. Since the same 24 lIO lines must be used both for position measurement 

and mQtor demand Qutput, the port bit defmitions are rather mQre complex 

than Qn the I£PDP interface, with aU the bits bein, used. The three ports Qf 

the PC-t4A are selected so that ports A and Bare Qutputs, with A providing 

contrQI functions and B givin, Qutput data, while port C is defined as input, 

fQr reading positiQn data. The individual bits are used as defmed in table 3.3. 
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Table 3.3 Deranition of JlO bits for Pcnooal ComJMer interface 

Port Bit Number Function 

A 0 - 2 Channel Select 

3 Position / oemand Select 
High for posn. I/O, Low for demand o/p 

4 Byte Select High for le.st significant 
byte, Low for .ost significant byte 

5 iEAD When low, read position data 

6 WRITE When low, write position data 

7 Controller Select Low for o.cl control 
High for external control 

B o - 7 Counter Inlt. data / Demand out put 

C o - 7 Posit ion data Input 

It will be DOted that aU eight bits of port A are used to provide essential 

functions. This did not leave any free to provide the reset pulse to the COUDter 

circuits. This function was previously achieved manually by means of an easily 

accessible switch but this would DOt be .. lisfactory in the final implementation 

and so some other method was required. It would be possible to use one bit of 

the second set of ports but this was felt to be wasteful as it would require a 

signifICant increase in the wiring between the PC and robot. The method 

selected used one of the spare timer outputs on the PC-14A interface. These 

outputs were connected to the robot via the ribbon cable already in use for 

position and demand signal data and, with suitable software could be made to 

provide a single reset pulse, as required. 

The modifacations made to the hardware of the RTX robot described in 

tlUs chapter allow data collection for accurate dynamic modelling of the arm 

and the design and evaluation of control algorithms. The motor ~rive system 

itself allows a twofold improvement in maximum motor speed while the position 
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and ¥docity lDCUureIDCnt ICbema Ji~ a lipific:ant lmpro~ment in accuracy 

o~r the emtina bardware. With tbae modifications, it II believed that the 

performance hal been improved u far u II pouible without major alteration to 

the mechanical construction of the manipulator. 
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CHAPTER 4 

RTX Robot Arm Dynamics 

When designing controllers for any dynamical system it is vital to have 

some knowledge of the system dynamics. In addition, a greater understanding of 

the dynamics atlows a controtler to be designed which better fulfills a specified 

criterion, whether that criterion involves dynamic performance, implementation 

or running cost or any combination of these. This increase in understanding 

requires the expenditure of time and often money and, in practical situations, a 

point is reached at which the improvement in understanding of the system 

dynamics is not worthwhile in terms of the improvement in system behaviour 

when a control system based on the model is implemented. 

The dynamic behaviour of a robot arm is generally complex, involving 

many types of nonlinearity which make both dynamic modeling and control a 

challenging subject for research. The nonlinearities found in a typical robot arm 

may be divided into two catagories; those found in the actuation and drive 

mechanisms and those arising from variations in the link positions and 

velocities. The relative significance of these two catagories affects, to a large 

extent, the most appropriate control stategy for a particular robot. 

In order to develop control systems for the RTX robot a dynamic model 

was derived which includes the effects of both types of nonlinearity. As 

explained in chapter 3, the control of three of the joints of the RTX is 

considered in this work and so a dynamic model is derived only for these 

joints, although the same procedures would be followed if other axes were 

considered. It should be noted that the interaction nonlinearities found in the 

joints considered are far more significant than those found in other joints. 

The development of the dynamic model may be split into three sections; 

the first part will consider the dynamics of the joint motors and current drive 
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clrcultl whicb are common to aU the lUI CODIidered. FoUowina this, the elastic 

behaviour of the timin, belt driYe IDeCbanluna will be dealt with. The effects 

of interactions betT.'een joints and of ftriations in load will then be inYeitipted 

aDd all upecu combined to liYe a model of the complete system. 

The control system implemented by the manufacturers of the RTX is based 

on a linear model of the arm, takina the ~rst case inertia parameters into 

CODIideration. Since this controUer was deYeloped, a model of the interaction 

dynamics baa been obtained by the manufacturers but the elastic and DOnlinear 

behaviour of the actuation system baa DOt previously been inYeStipted. In 

accordance with this, the majority of the ~rk described here concerns the 

actuation and driYe system characteristics. 

The theoretical background to the model will be given first, followed by 

details of the experimental procedures used to determine model parameters. 

4.1 Tbeoretical Basis for the Dynamic Modeling of the RTX 

The dynamic modeling of any practical dynamic system involves some 

degree of compromise between the accuracy of the model and the amount of 

work involYed in determining it. In a real system there is virtually no limit to 

the complexity of a fully realistic representation and it is up to the engineer to 

decide when a model is suffICiently accurate for a particular application. The 

model deriYed in this chapter is more detailed than would normally be used in 

the design of a robot control system, mainly in the description of the nonlinear 

and elastic behaviour of the drive system. This complexity is required because 

the nonlinearities in the drive system are far more significant in the RTX than 

in the majority of other robots. In this section the theoretical background will 

be liven for those aspects of behaviour embodied in the dynamic model. 
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4.1.1 Dynamic Model of D.C. Motor and Current Drive 

The dynamics of the joint actuation system are composed of three 

subsystems which may initially be treated separately. The motor itself can be 

considered in terms of the electrical and mechanical subsystems while the 

current drive circuit may be developed once the dynamics of the motor are 

understood. The design of this circuit is largely dealt with in section 3.3, 

although the behaviour of the complete actuation system is considered bere. 

The motors used to drive the axes considered are all of the same model, 

being a direct current, permanent magnet, brushed type. The electrical 

components of this type of motor may be represented as in figure 4.1 where 

Vm and 1m represent the motor voltage and current respecively; Rm and L the 

rotor winding resistance and inductance and Vb the back e.m.f. generated in 

the windings, equal to the motor angular velocity, Wm, multiplied by the 

constant, ke. 

Figure 4.1 Equivalent circuit of a DC permanent magnet motor 
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The relationship between motor voltage and current is given by: 

The torque generated by the motor is proportional to the winding current 

and depends on the relative position of the windings and the poles of the 

permanent magnet. This relationship is complex and involves many parameters 

which cannot easily be measured experimentally. A good approximation to the 

overall behaviour of the motor in the normal operating range is obtained if it 

is assumed that the generated torque is proportional to the motor current while 

the torque acting on the load is equal to this, less the frictional torque. The 

acceleration of the motor is thus given by: 

km'm(s) - T(s) - To(s) 
Jrn 

where 8m is the motor anglular position; km the motor torque constant; Tr(s) 

the friction of the motor and gearbox, which is a function of the motor 

velocity; To(s) is the output torque transmitted to the load and 1m is the 

inertia of the motor and gearbox. 

When investigating the dynamics of the motor we may consider both the 

motor and any conponents attached directly to it as a single unit by lumping 

the inertial and frictional elements of each part. In this way the effective 

inertia, J m, may be considered as the rotor inertia plus the inertia of the 

gearbox elements multiplied by the square of the appropriate gear ratios. 

Similarly the effective friction, Tf(s), is the sum of motor and gearbox friction 

with corresponding gear ratio multipliers. 

From this model it is possible to design a suitable current drive system, as 

described in section 3.2.2. Combining the dynamic equations of the drive system 

with those of the motor results in the following equation: 
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ki - Input filter gain 

km - Motor torque constant 

Ita - Current drive gain 

kme - Motor electrical gain 

ke - Motor back e.m.f. constant 

1 a - Drive amplifier time constant 

1i - Input filter time constant 

Tme - Motor electrical time constant 

T f - Motor friction 

To - Output torque to load 

Jrn - Motor Inenia 

This is the small signal model of the motor and drive system. In addition 

to the nonlinear friction, there are two other nonlinearities which must be 

included if the dynamic model is to give an accurate representation of the 

system behaviour. The first is a saturation element at the input to the current 

drive circuit which limits the input to tlOV and hence limits the motor current 

to t500mA. The second source of nonlinear behaviour is the limited supply 

voltage used for the current drive. This was set to t40V which, when the 

voltage drop in the drive amplifier is accounted for, limits the motor voltage to 

t37V. The model including these nonlinearities is represented in block diagram 

form in figure 4.2 
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Figure 4.2 Nonlinear dynamic model of a motor and current drive 
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4.1.2 Frictional Behaviour of Joint Drives 

The frictional torque present in the motor and gearbox is a function of 

the motor velocity. It is often assumed that the friction in a servo system may 

be represented purely as viscous friction or in some cases a combination of 

viscous and Coulombic effects. Although such a representation may be 

sufficiently accurate when friction contributes only a small amount to the overall 

behaviour; when it is a major factor, a more realistic representation is 

required. The form of the friction is highly complex with many different 

processes operating in the motor and in each stage of the gearbox. A further 

source of friction is the contact between the graphite brushes and the rotating 

commutator. The study of friction is a large field of continuing research of 

which only a few salient results will be considered here. 

The motor considered here uses journal bearings throughout, with the 

motor and high speed gears mounted on steel shafts running in bronze bushes 

while the low speed gears use steel shafts and bushes. The gearbox uses spur 

gears made of either steel or paxolin, the latter used in the high speed, low 

torque section. The bearings and gears are lubricated using a viscous grease. 

As shown in section 4.1.3, the majority of the flexibility in the 

transmission to the joints is due to the timing belt in the second stage, closest 

to the joint, and so the first stages of the belt drive may be considered as 

part of the motor - gearbox combination. The pulley used between the two 

stages is, once again, mounted on a journal bearing with the plastic pulley 

rotating on a steel shaft. In each of the journal bearings and at the interface 

between gears there are several types of behaviour which may occur, dependant 

on the speed of motion and the transmitted torque. 
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4.1.2.1 Low Speed Friction 

When parts of lubricated journal bearings move at low speeds the lubricant 

film between the parts is broken down and the two surfaces come into contact. 

The frictional behaviour at low speeds is therefore similar to that for 

unlubricated contacts. Here we are only interested in the behaviour of 

metal-metal contacts while contact between non meatals, and elastomers in 

particular, depend on significantly different processes. 

The first explanation for observed frictional behaviour between metals at 

low speeds was proposed by Amontons and de la Hire in 1699 [Dawson,79]. 

They believed that the surface asperities of the two parts meshed with one 

another so that relative motion was only possible if the asperities of the upper 

surface were lifted above those of the lower. This accounts for the static 

friction found in practice but not the energy dissipated in sliding. 

There have been many other explanations proposed since this date but that 

proposed by Bowden in 1950 [Bowden,50] is now generally accepted. The 

mechanism of friction proposed involves welding, shearing and ploughing 

behaviour. The rough surface of one part comes into contact with that of the 

other part at a series of points and at each contact, a weld is formed due to 

the normal force acting on the parts. When a tangential force is applied the 

material around these welds must be sheared if motion is to occur. 

There may in addition be some plastic flow in the region of contact. 

Plastic flow in the materials has two effects, both of which increase the friction 

between the parts; firstly the contact area between the parts increases as a 

tangential load is applied and secondly work hardening occurs in the region of 

the junction, making shearing more difficult. The behaviour when plastic flow 

occurs is similar, on a macroscopic level, to that found with shearing 

[Moore,75] and so need not be considered separately. 

The second component of friction at low speeds is due to ploughing. In 

this process the asperities of the harder material form grooves in the bulk of 
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the lOIter material, with the lOIter material displaced to the Iidea of the 

poow. The difference in hardnell may be due to the material UIed or pouibly 

to wort bardenin& of the uperitiea foUowlna plude flow. It .ee1Dl likely that 

this term will be of less aipificance than the abearln, term in materials of 

similar hardneII (Bo'MIen,50). 

There haw been many attempts to characteriae the dependance of friction 

on speed, lDOItIy derived empirically, but that wblc:h most adequately describes 

the behaviour found is of the form: 

" = (a + bV)exp(-cV) + d 

where ". is the coefficient of friction, equal to the ratio of frictional to normal 

force; V is the sliding wlocity and a,b,c and d are constant for given materials 

and load conditions [Moore,7S). This indicates that at low speeds " increases 

with increased speed but drops again u higher speeds are reached. It is also 

found that the value of " decreases for an increase in load, at a given sliding 

speed. It is unlikely, at the speeds considered in this instance, that a significant 

reduction in " would occur before the effects of lubrication became dominant. 

The behaviour of bearings at these higher speeds will be considered in the next 

section. 

4.1.2.2 High Speed Friction 

In the previous section it was assumed that the speeds of relatiw motion 

were luffkiently low that a lubrication film could not be established and so the 

frictional behaviour was governed by metal-metal contacts. As the speed of 

motion is increased however, lubricant is forced into the channel between the 

moving parts and forms a film which prevents contact between the moving 

parts. This type of behaviour is known u hydrodynamic lubrication and friction 

in this regime is controlled by the viscocity of the lubricant and so an increase 

- 93 -



in speed results in an approDmateJy proportional lDc:reue in friction. This 

aaumea that a CODIWlt and uniform lubricant film II produced with DO contact 

between the moviD& parts. Thia II DOt iD reality the cue and there II a ranle 

of speeds at which a combination of lOUd and hydrodynamic friction occurs. In 

this cue the 1Ulfac:a are, for the IDOIt part, .parated but lOme contact 

between surface asperities still occurs. This type of behaviour, known u mixed 

or boundary lubrication, II hi&hly complex, depending on the adsorbtion and 

pbysico-chemical iDteractions whicb determine the euet nature of the IOIid 

contact. It is in this mode of contact that the lubricity or 'oiliness' of the 

lubricant becomes significant. Tbe behaviour under conditions of mixed 

lubrication can be seen as a combination of the properties of solid and 

hydrodynamic friction so that the overaU friction for a wide range of speeds 

takes the form shown in figure 4.3 [Moore,7S). 

Figure 4.3 Variation of the coeffICient of friction with alimng speed for flXed 
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As the loading on the bearing increases the velocity at which fuUy 

hydrodynamic lubrication begins increases, due to the increased load on the 

lubricant film which tends to force lubricant out of the loaded region. 

At low speeds a negative coefficient of friction is seen and it is this which 

causes stick-slip phenomena to occur. As an example of this behaviour, if a 

block is in contact with a moving base and is under the restraining influence of 

a spring, as shown in figure 4.4, then, if the spring is initially relaxed, the 

static friction will cause the block and base to move at the same velocity. This 

will extend the spring, causing a force on the block in the opposite direction 

to the movement. A point is eventually reached at which this force exceeds the 

static friction and the block begins to move relative to the base. As soon as 

this movement begins, the friction drops and the speed of relative motion 

increases. Movement continues until the force exerted by the spring becomes 

less than the frictional force and the block comes to rest, relative to the base. 

This cycle of sticking and slipping is then repeated. The position of the block 

is as shown in figure 4.5 as is the coefficient of friction between the members 

[Bowden,50). 

Figure 4.4 Spring - mass system in which stick - slip may occur 
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PIprc 4.5 PoIldon aDd c:oeffIcleDt of IrIctioD tmder Itick1ip CODdidoDi 
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A aimilar type of behaviour often occurs in seno systems having this type 

of frictional behaviour wilen proportional control is used to force the po5ition 

to track a wrying demand. AJ, the poIition error increases the actuation signal 

also increases up to the point at which slipping occurs. The position then 

moves past the point required and stops. The same process then begins again. 

givin, a repeated stick - slip characteristic. If proportional - integral control is 

used on a system of this type, instability may occur in the form of limit 

cYC1in& of the position around the desired value. 

Although the frictional behaviour of any particular stage of the clriYe 

system may be estimated to within an order of magnitude from the aboYe 

considerations, the combined effect of aU sources of friction cannot easily be 

found and is indeed liable to change due to wear and other external influences. 

It is thus necessary to measure the friction in each joint experimentally while 

beina pided in these experiments by the JCDU81 trend of behaviour expected. 
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4.1.3 Elastic Behaviour of Joint Drive Mechanism 

Timing belts provide a low cost and simple means of transmitting power 

from the motors to the joints of the robot. They do however introduce a 

significant degree of flexibility between motor and joint. This elasticity has a 

major effect on the dynamics of the arm and, since the arm position is 

measured at the motor, it means that the sensed position is not always correct, 

leading to significant end point inaccuracy. 

Figure 4.6 Timing belt transmission used in the RTX 
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The arrangement of motors and belts used in the RTX is shown in figure 

4.6 from which it may be seen that the power for the three joints considered 

here passes through two belts each. The belts used in the first stage transmit 

low torques at high speeds and are constructed of polyurethane with steel 

tensioning members while those in the second stage convey higher torques at 

lower speeds and use rubber with nylon fabric reinforcement. The effect of 

applying an external stress to the two types of belt is significantly different. In 

the steel reinforced belt the strain follo\VS an essentially Hookeian relationship, 

the strain being proportional to the applied stress. In the case of the fabric 

reinforced belt the behaviour is far more complex, depending on the strain rate 
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and the previous stresses applied. 

The analytical model of a fabric reinforced rubber belt depends on the 

properties of both the rubber matrix and the reinforcing fibres. A useful model, 

although it involves many simplifications, can be represented as the spring -

dasbpot system shown in figure 4.7. [Hayden ,65] 

Figure 4.7 Viscoelastic model of a polymeric material 
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When a fixed load, F is applied to the material the strain response is of 

the form given in figure 4.8 [Van Vlack,75]. 

Figure 4.8 Viscoelastic displacement of a polymeric material 
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It can be teeD that the total uteDIioD 'Y at a "~n time t III: 

where Gi Is the sbear modulus and 'Ii the viIcoIity 01 eJemeut i. 

It may be noted that wbile the elutic and anelutic deformation, 'Y 1 aDd 

'Yz, are recoYerabie, the viscous component, 'Y3 Is not. If a suffICiently Iarce 

load were applied to a belt such that viscous behaviour occured then permanent 

deformantion would take place. In practice therefore the applied load must 

remain below this threshold. 

U we look at the situation wilen a belt of this type is extended by an 

amount ')'(s) and we seek the restoring force lenerated in the belt, it can be 

seen from aboYe that, neglecting the viscous component, the restorin, force is 

JiYen by: 

where ksi is YOUDg's modulus for element i and Tb is the time constant of 

anelestic displacement. given by "2/G 2' 

If we consider the simplified situation, in which two belts which obey 

Hooke's law are fitted to a series of pulleys as shown in fi&ure 4.9, we require 

the relationship between the torque at the output stage and the rotation of the 

final pulley, when the first pulley is fIXed; i.e. bow IPo depends on To' 
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It is a simple matter to show that in the static case the angular deflection 

is liven by: 

where K 1 and K 2 are the spring constants of the rlf'St and second belts, equal 

to 1/(ks, + ks2) in each case. The behaviour is the same as that for a single 

belt system but with the spring constant modified to take account of both 

elements. It should be noted that in the joints of the RTX considered here, 

the ratio r.Jr 2 is typically 0.2 and so the effect of elasticity in the first belt is 

significantly less than that of the second belt, providing the spring constants are 

of a similar order. 

The viscoelastic behaviour of the individual belts may be combined in a 

similar manner and when the model of the motor and current drive system is 

included, ~ obtain the block diagram representation of a single joint of the 

robot shown in figure 4.10. 
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Figure 4.10 Single link dynamic model of the RTX 
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4.1.4 Joipt InteAction Model of the RIX 

lD the previoUi eection It wu UIUIDed that the Inertia 01 a IiDk of the 

robot wu constant aDd that DO external fon:eI were applied to the joipt. This 

II DOt the cue for the RTX or Indeed for IDOIt other robots. In reality the 

effecti\'e Inertia of a panic:ular link depeDda OD the positions of the subsequent 

Iinb in the kinematic chain aDd on the load beina held by the end effector. 

External forces are exerted on a link by &be motion of other Unb in the chain 

due to centripetal and corioUs effects aDd to torque coupling. In addition many 

robots suffer from the effects of pnity Ioadin,. Interaction forces may be 

minimised by choice of suitable kinematic configurations. This often makes the 

robot less efficient in other respects. typic:alIy reducing it's working wlume for 

a p\'en weight of arm. Such designs are also not robust to variations in load. 

In the ease of the RTX. little attempt bas been made to reduce these 

interaction effects and so it II important that they be modeled. The 

manufacturen of the RTX ba\'e deri¥ed the form of the interaction 

DOnlinearities but the individual parameters ba\'e DOt previously been found 

[UMI). 

The dynamics of • kinematic: chain may be derived in many ways; the 

simplest method however uses Lagrange's equation. ]t is found [Paul.S1] that 

the link dynamic equations for an n degee of freedom manipulator take the 

form: 

J(8) B = C(iI.8) + G(I) + T (4.1 ) 

where I is an n \'eCtor of joint angles/displacements and J( 8) is an n x n 

inertia couplinS matrix. The three terms on the right hand side are D vectors 

of which C(i.8) represents the effects of centripetal and coriolis forces/torques; 

G( ') aravity loading and T the input forces/torques. 

This equation represents the full nonlinear interaction dynamics for a 
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aeDenJ n jolDt 1JIfCID. III I practical robot tben are many terms lD equation 

4.1 which are 8eI'O or ¥Uy small becaUie lipific:ant lDteractiona do DOt oc:c:ur 

between aU ues. III the cue of the RTX the Z nil hu DO effect on the 

remalDlna axes Ind 1& only affected Itself by the Jravity loading term. The RoU 

aDd Pitch axes have very little effect on the remaining jolDts due to the low 

ndiUl of I)Tltion of the parts they move. Similarly the wrist unit is 

approximately balanc:ed lbout the YIW axil and Iinc:e the distance from this 

axis to the end effector is unaU there are relatively unaU interaction effects 

with other joints. This assumption becomes lDvaIid if I beavy load is carried It 

I iar,e distance from the end effector. This situation does DOt generally oc:c:ur 

bo...ever. due to the limited load carryiD& lbility of the RTX. 

It will therefore be assumed that the lDteraction dynamics with overriding 

sipifac:ance Ire those between the shoulder Ind elbow joints. Since these joints 

operlte in a horiwntal plane there is no Jravity loading effect and 10 G( 8) is 

zero. Tbis simplified mecbanism is shown lD figure 4.11 wbere I, and 12 are 

the IiDk lengths and m, and m 2 the equivalent lumped masses of the links and 

wrist and end effector units. 

Figure 4.11 Representation of the shoulder and elbow links on the RTX 
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Applying Lagrange's equation, it is straight forward to derive the equation 

of motion for this system and it is shown in appendix 4 that the equation may 

be written: 

[ 

1~(m,+m2)+m21~+2m21,12cOs(82) 

m21~+m21,12cOs(82) 

- [ 

It should be noted that the input torques to the joints, T 1 and T 2' are 

the torques at the end of the belt drive mechanism and not those generated by 

the motors. 

By inverting the inertia coupling matrix we can obtain the joint 

accelerations: 

8 - J(8,8)-1 C(O,O) + J(8,O)-1 T 

where: 

-m21~-m21,12cOs(82) 1 
(m,+m2)1~+m21~+2m21,12cos(82) 

where: 

n -

It is clear from the preceding sections that the dynamic model of a 

practical robot manipulator is highly complex, involving many nonlinear effects. 

Although some of the parameters of the arm may be found either from 

manufacturers data or simple measurements there remain a large number that 
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cannot be treated in this way. It is therefore necessary to perform a number of 

experiments If an accurate model is to be obtained. All the experimental work 

involved in deriving a dynamic model of the RTX is described in the following 

section. 

4.2 Experimental Dynamic Modelling of the RTX 

It has been shown that the dynamics of a typical robot are highly complex 

and nonlinear in nature. Identification of dynamical systems is a widely 

researched field and there are many approaches available, see [Doebelin,80] and 

[Eykhoff,74] for example. These may essentially be divided into three 

catagories; analytical, statistical and ad hoc methods. The first of these 

techniques considers each individual component and mathematically describes its 

relationship to the others. It is dependant on a good understanding of the 

relationship between elements and knowledge of the parameters of each 

element. By making assumptions based on experience, it is often possible to 

obtain a reasonable system model, although this should be compared with 

experimental data if possible. Analytical methods can incorporate nonlinear 

system behaviour in the model provided it is of a known form. The 

construction of analytical models is genera lIy time consuming and depends for 

it's success on a good understanding of all the significant processes; such an 

understanding is sometimes not possible. 

By comparison with analytical methods, statistical identification methods 

demand far less a priori knowledge of the system under test, often requiring 

only an estimate of the system order. They typically depend on sequences of 

input-output data to construct the best estimate of the true system. Although 

statistical methods were first applied to linear systems there are algorithms 

which can identify a limited range of nonlinear systems [Billings,87 and 

Chen,88]. Algorithms for the identification of nonlinear systems present a 

compromise between the amount of a priori knowledge available about the 
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system and the computation involved in determining system structure and 

parameters. In other words. if little is known about the system, particularly the 

position and form of the nonlinearities, then a very large amount of 

computation is required while if the system is largely understood then relatively 

little computation is involved. The results obtained using statistical algorithms do 

Dot generally provide much insight into the internal behaviour of the system. 

Ad hoc methods use a combination of analytical and experimentally derived 

results for a number of subsystems within the plant to construct a suitable 

model. In this way. those parts which are well understood are treated 

analytically while experimental procedures are used to gain insight into the parts 

which are not. The procedure depends on an understanding of the way in 

which the subsystems interact without necessarily a full knowledge of the 

workings of each of the subsystems. Those subsystems which are not understood 

are investigated using suitable sets of input-output data, possibly using statistical 

methods. until a model with the required accuracy is obtained. In this way a 

model of the complete system may be built up. It is worthwhile checking that 

the behaviour of a series of subsystems performs as expected to allow changes 

to be made before the full model is developed. This may be an iterative 

process of constructing a subsystem model, simulating the model behaviour and 

comparing the results with experimental data and modifying the model 

appropriately. Clearly there are practical systems for which a division of this 

kind is not possible but where it is, ad hoc techniques often prove to be the 

most effective. 

In the case of the RTX a good understanding of the behaviour of the 

major components is possible since the overall system may be broken down into 

a number of relatively simple subsystems, as shown in the previous sections. 

The type of dynamics expected in these subsystems is known although the 

parameters may not be. It was therefore proposed that the parameters of the 

dynamics of each subsystem be found by whatever method was considered most 

appropriate, with the resulting models compared ~ith experimental results using 
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simulation techniques. Once a sufficiently accurate model bad been derived for 

a set of subsystems. the overall behaviour of that set was compared with 

experimental results. The subsystems described in section 4.1 will now be 

considered in turn although these are themselves subdivided in some cases. In 

this way a complete dynamic model of the RTX may be constructed. 

4.2.1 Experimental Dynamic Modeling of Motor and Current Drive 

Consideration of the dynamics of a single joint actuation system will be 

split into two parts. the first concerning the parameters of the motor itself 

while the second involves the frictional behaviour of the motor and drive system. 

4.2.1.1 Experimental measurement of motor parameters 

It was shown in section 4.1.1 that the dynamics of the RTX motors. when 

used with the current drive circuit derived in section 3.3. may be described by 

a third order equation with the three time constants and three gains. defined 

by the parameters of the input filter. drive amplifier and motor windings. Each 

of these constants may be measured directly by applying pulses of known 

amplitude to the input of the subsystem and recording the output. In the case 

of the motor winding parameters a relatively low amplitude signal must be used 

to avoid loading of the of the signal generator. In using a low signal level. it 

is assumed that this subsystem is linear. This is justified however by results 

described later using the current drive circuit to provide large amplitude signals. 

The remaining unknown parameters in the motor-drive model are the 

rotor inertia, the motor torque and back e.m.f. constants and the frictional 

torque. The measurement of the frictional behaviour will be considered in 

section 4.2.2 but the measurement of rotor inertia and torque constant will now 

be described. 

There are many techniques available for calculating and measuring the 
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1Den1a aDd torque CODltaDt. The method ..eel here was lelected bec:aUle it 

allows both values to be calculated from a IiqIe let 01 measurements. The 

technique consists of applyinc a known, coDltant current to the motor wiDdinp 

aDd measurina the resultant acceleration with a leries of loads baviDa known 

IDertiu attached to the rotor. The measurements were made when the current 

was lint applied Iince in this repon the current aDd acceleration remain 

approximately constant. By p10ttina the in~ of acceleration apinst the added 

IDen1a it is possible to determine the torque eooatant from the padient of the 

line aDd by extrapolatina back to the iD~ acceleration axis, the rotor inertia 

II found as shown in ficure 4.12. Durina the acceleration, the ~Iocity 

dependant friction would change. Howe~r, by performing these tests with the 

motor detached from the rest of the arm, the friction was minimised and, as 

may be seen from figure 4.14, it does not vary by a peat deal. By performing 

tests at a number of current 1e~Is, the remainina friction torque may be 

eliminated from the calculations. 

Ficure 4.12 Calculation of torque constant and rotor inertia 
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The calculation of acceleration from the position measurement using the 

repeated backward difference method is subject to a signifacant amount of noise 
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due to quantization 01 the poIition IDeU1II'eIDent, typically 1 S% peak-to-peak at 

the maximum acceleration UIin& a .mplina rate of 500Hz. To reduce this 

nolle, a fint order recuni~ dJ&ital filter was UIed to UDOOtb the acceleration 

eatlmate obtained, without bavina a lipi£1C&nt effect on the relati~ly slowly 

cbanain, acceleration. In this way the noise was reduced to typically 3.S% 

peak-to-peak under the .me conditions. This method was used to determine 

the torque constant; bowe~r, for the cakulation of rotor Inertia it is not 

oec:euary to know the true value of ac:celeration provided a quantity 

proportional to acceleration is available. It is thus pouible to use the time 

taken to reach I fixed ~Iocity as I measure of acceleration, thus avoiding the 

noise problem described earlier. 

Tbe back e.m.f. constant of the motor is an important parameter since it 

deflllCl the maximum speed attainable for I given drive voltage. The technique 

used to measure it bere is I by-product of the friction measurements described 

in the next section. This invol~ driving the motor at I number of fixed 

apeeda while monitoring the wltage and current driving the motor. At a steady 

speed the motor wltage is made up of ~ components; one, proportional to 

the motor current, accounts for power dissipated in the motor windings Ind in 

overcoming fricition, while the second, proportional to motor ~locity, 

corresponds to the back e.m.f. generated. Since the motor current, winding 

resistance and frictional torque are known, the dissipative terms may be 

cakulated and the back e.m.f. found from the measured motor voltage. In 

practice the dissipati~ term is of little significance and so this method gives 

hi&hly accurate results. Using these techniques the parameters given in table 4.1 

were obtained for RTX serial number 070 and are compared with values 

derived from manufacturer's data [BUhler] and component values: 
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Table ".1 Motor and drive system parameters 

Parameter Analytic Experimental 1lnJ..ll 

Input filter 
time constant, 1 I 0.98 !0.2 1.06 to.04 ms 

Input filter gain, kj 49 t2 49 :!:2 mV/V 

Drive amp I I fier 
time constant, 1a 73 14 80 t4 Il S 

Current loop gain, ka 990 990 V/V 

Motor electrical 
time constant, 1me 0.45 0.57 to.07 ms 1 

Motor electrical ga j n, kme 46 44 tl rnA/V 

Motor back e.m. f. 
constant, ke 2 0.489 0.63 :!:0.015 V/r/s 

Motor torque 
constant' km 2 0.489 0.481 to.009 Nm/A 

Rotor I nert I a' J m 2 3.68 3.07 to.06 xl0- 4 Kgm 2 

Steady state gain, kd 46 43 11 rnA/V 

1 Range of values for all motors tested. For motor used in remaining tests 

1me = 0.6ms :!: O.04ms. 

2 Parameter values refered to gearbox output 

With the input filter in place, the step responses of the motor and current 

drive circuit for a 1 V step change in input, derived from experiment and 

simulation are as shown in figure 4.13. 

- 110 -



Fipre 4.13 Simulated and experimental ltep reIpODie of BIOtor &ad drlw 
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The agreement between the simulated response and that measured using a 

dicital storage oscilloscope is good in respect to the filter output wltage and 

the motor current. The agreement in motor wltage is generally good, except in 

the initial dynamics. This is due to unmodelled motor and amplifaer dynamics 

and disturbances. The effect of any disturbance is apparent, due to the low 

damping of the control loop, a situation which would only be remedied by a 

reduction in gain. These have little effect on the overall system behaviour since 

the time scale of this behaviour is of the order of SOOIAI. 

4.2.1.2 Measurement of motor and transmission system friction 

The most appropriate technique for friction measurement depends on the 

type of mechanism involved, the level of friction expected and the speed ranae 

of interest. A number of methods are presented by Moore [Moore,7S] but these 

are more appropriate for measurement of friction between two components 
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ratbcr ...... for a complete system. WheIl friction measurement specificaUy for 

IVbodc applica~ II considered a Dumber of procedures are "ftn by 

Armltloaa [AnuitI'*I.88]. 

Por the meawement of breakaway friction a p-aduaUy lncreasina torque 

may be applied to tbe stationary arm until motion just begins. This type of 

measurement is IeDSitjft to external mechanical and electrical disturbances but 

lives a reasonably KCUrate result. At low ¥docitiea a stiff ftlocity control loop 

.. y be UICd tID ..mtain a coDltant joint ¥docity while monitorin, the torque 

required tID maintaia 1M let speed. ThiI technique lUffen from the effect of 

the .. tive coefficicDt of viscous friction at these speeds which makes ICC urate 

coatrol diffICult. FmaUy, for hl&h speed measurements. Armstrong uses open 

loop control torques, precalculated to live a certain ftlocity profile, the 

differuc:e betVIIeeD upected and measured ftlocity is then due entirely to the 

frictioDal torques. These techniques were applied to I Unimation PUMA S60 

arm with results similar to those &i~ bere, although it should be noted that 

the friction terms ia the PUMA are far Ieaa aipUlCant than in the RTX. 

The method used in this instance II aimilar to the ftlocity control loop 

UICd by Armstron& but uses PI control in the ftlocity loop with integral 

anti-wlndup. When compared with • simple proportional control. this drasticaUy 

reduces the steady Ilate velocity error and giva impro~ velocity tracking It 

low speeds where a aegaoft friction coeff"lCeint is present. Using this control, 

implemented on a PC with a sampling rate of 250Hz, it was found that 

acceptable control could be obtained at a larae range of speeds, although 

performance was degaded at low speeds u expected, with stick"Up behaviour 

occuriD& below 0.4 ·/s in the elbow joint. This ftlocity is 0.3% of the 

maximum for that joint. A common way to oftrcome the problems of low 

speed control in the presence of static friction inwlves the use of a dither 

sipal. added to the control, whicb keeps the system in continuous, high 

frequency motion. This would not be appropriate in this instance however. since 

the effect for which we are Iooon& would be masked by the dither signal. 
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Tbe friction meuurement wu automated to tbe extent that teIU could be 

performed o~r a .... 01 ¥docltiea, with a Jiwn wloelty iDcrement. At each 

of the let wlocitiea, die IIICaD and ftriance 01 the actual ~ity, the control 

llpal, the motor current and wltqe were stored for later pIottiDa. Out of a 

IOtal of 2SO samples at aDy let speed, only the last UO were used in the 

ltatiatical analysis, 10 that the acceleration period would not be included. This 

results in measurements IIartin& 0.4 IeCODda after the application of the step, 

aUowln& lufficient ac:c:cIeratioD time, U ICen in fipre 4.19. Between each of 

the friction measuremeots the joint wu lnitialiled to the limit of motion in the 

oppoaite direction 10 that 01 the tat 10 that all readinp were o~r the same 

repon of operation. h was found that, for a ai~n speed, there ..-ere lOme 

variations in the value of friction It different joint Ingles. Since these changes 

were less than 5% of the frictional torque, they were not included in the 

model derived. 

The relationship between friction Ind ¥eIocity for each staae of the 

Ihoulder drive system an: Ihown in fipre 4.14. The individual components of 

friction were found by disconnecting the dri~ from those parts not of interest. 

Thus the motor friction was found by performing the tests with the flJ'St belt 

remo~ while only the second belt was remo~ when measurln, the friction 

in the motor and first puDey. It should be noted that the ~locities marked are 

thole at which the joint itself would rotate, where it connected. 

It is interestin& to note that, with the motor alone, the friction is almost 

wholly that expected for a hydrodynamic lubrication scheme, with boundary 

lubrication behaviour only occurin, below speeds of approximately 1.7°/5, 

refered to the joint axis. With the flJ'St pulley attached it is seen that mixed 

lubrication behaviour coatinues up to a ~locity of IS
o

/s at the joint axis. This 

II caused by the relatively low speed of the lint pulley, compared with that of 

the motor itself. With aD parts of the transmission system included it is seen 

that bou'ldary lubrication behaviour continues up 10 30 "/1. It should also be 

noted that the maximum absolute value of static friction is 4.8Nm compared 
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with a maximum drive torque of 10.6Nm. This large relative frictional 

component constitutes one of the major problems in controlling the RTX. 

particularly at low speeds. 

Figure 4.14 Frictional torque in the shoulder joint of the RTX as a function of 

speed 

F l -~ ~Ir" !)lty 
r o 5 
I 
t 
t 
1 
0 0 
n 

( 

H 
-0 ~ • ) -\ --

""" 
-1 . 

-1 5 
-<.'0 -15 -10 -5 o 5 10 15 20 

Ve I 0 e I t y (De 9' u: IS) 

~ 

41 

1 3 

~(I" & first Pulley 1 
f 2 
r 
I 
c 
t t'\)t(J" O1l~ 

I 
0 0 
n 
( -1 
H 
• -2 ) 

-3 

-41 

'-5 
-80 -60 - .. 0 -~O 0 20 "0 60 110 

Vel Deity (De~ceeslS) 

The frictional behaviour of the elbow joint is of a similar form to that 

found for the shoulder axis. as is seen from figure 4.15. An added 

consideration in the case of the elbow axis is that. since the drive to the yaw 
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joint passes through this axis, an additional element of friction is caused by this 

drive. The extent to which this occurs is seen in figure 4.16 where the friction 

found in the complete elbow axis is plotted against speed, with and without the 

yaw axis drive connected. 

Figure 4.15 Frictional torque in the elbow joint of the RTX 
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Figure 4.16 Dependence of elbo ... friction on presence of yaw axis drive 
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It was expected that some variation in joint friction would be found with 

changing arm configurations and end effector loads, due to the changing bearing 

loads. It was however found from experiments that a maximum change of 10% 

occured over a wide range of load and position conditions. The limited size of 

this variation was probably due to the fact that a large proportion of joint 

friction is found in the motor and first pulley, compared with that in the joint 

itself, and is therefore indepen.:ant of the joint bearing load. In addition the 

joint axes use ball bearings ... 'hich have a frictional torque characteristic which 

is less dependant on load than that in simple journal bearings. 

Before proceeding to find a dynamic model of a complete link of the 

RTX it is worthwhile comparing the experimental and simulated open loop 

behaviour of the joint motors .... "hen disconnected from the joint. This provides 

a check on the parameter estirr.ates before the complication of drive mechanism 

flexibility is included. Accordil".gly a number of simulations were performed 

using both the CACSD suite described In chapter 5 and the SIMNON, 

nonlinear simulation package [S:mnon.86]. Such a comparison for a step input 

signal of lOY, using SJMNO~ to generate the model response, is shown in 

figure 4.17. 
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Figure 4.17 Open loop step response of RTX motor and current drive 

" .t .. ftleel., c ....... ) 

• Experimental 

II 

1.1 L' I .• 

'.4 .ta ....... , (I) 

U 

'.1 

'.1 

I 
1.1 1.2 I.J ••• I.) 

'.4 ...... (.) 
I.J 

1.2 

'.1 

• 
'.1 '.1 '.J I.~ 

• .... ""- It) 

I 

-II 
1.1 '.2 .. , I .• .. , 

II ..... It) 

II 

II 

I 

-II 
1.1 U I.J '.4 t.) 

- 117 -



Tllere II clOlC qreement between the experimental and simulated rcapoDIe 

for IDOIt of the tat. The difference wbkh does occur II around the polot 

wllere the motor wltale approacbea the Hmitln& value of 37V, impolCd by the 

power supply. It was believed that this difference was due to the Ioadina of the 

power supply which caused the voltale to drop, thUl limitinl the motor speed. 

Ita the motor current dropped the supply voltale would aradually increase, 

aUowina a aradual increase in motor velocity. This explanation was investigated 

experimentally and it was found that the supply voltale dropped from 37V to 

typicaJJy 35V when the full current was drawn and then increased apin u the 

current dropped, in time with the increase in motor velocity. This problem 

could be overcome by the use of a wltage regulating circuit in the power 

supply. This would have a high power dissipation and would add considerably 

to the cost of the drive system. This us not considered worthwhile since the 

problem does not signifICantly affect system performance and only poses a 

problem in this model validation work. With the exception of this difference it 

II seen that the model derived corresponds well with the experimental results. 

4.2.3 Joint transmission dynamics 

The belt drive transmission system adopted in the RTX uses two types of 

belt, the first obeys Hooke's law and has a modulus of elasticity which may be 

obtained from stress - strain meuurements, while the second may be 

approximated by a model of the form liven in figure 4.7. The individual 

parameters in this model may be derived from a plot of displacement against 

time for a fixed applied load, u shown in figure 4.8. The equipment available 

did DOt allow this type of measurement; it could however give a plot of force 

apinst time for a flXed displacement change. It is straightforward to obtain the 

parameters required from a plot of this type, u shown in figure 4.18 which 

illustrates the changing forces generated in a l00mm length of fabric reinforceti 

belt for a 1 mm length change. By fitting a curve of the correct form to the 
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data Uown ill fipre 4.18 we obtaIa the parameter values "~n ill table 4.2. 

Aa expected, ", II inIiDlte, iDdicatina that the ¥IIcoua component of extension 

.. 1eI'O. 

Fipre 4.18 Variation in force for fixed belt extension 

Finite 
Extension 

Time 

ForcelNl 

200 

100 

50 ..-SON pre-load 

o~--~--~--~------------~-------2 3 4 5 6 7 Time lsi 

Table 4.2 Parameters of viscoelastic belt model 

C, - 286 HI" 

C 2 - 189 HI" 

'72 - 240 Hl"s 

'73 - co 

The elasticity of the second belt was found to be approximately balf that 

in the rust and so the extension in the rust belt may be neglected when the 

,earing effect is taken into account. The overall bebaviour is thus found from 

the length of belt between the last two pulleys and the radius of the last 

pulley; the parameters in this relationship are given in table 4.3. These values 

were validated by measuring the difference in angle between motor and joint, 

measured using the joint mounted encoders, during I movement. 

The remaining parameters required in formulating dynamic models of the 
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IDdividual Unb are the iDertiu 01 eac:h link aDd 1M effective iaertia 01 IiDb 

further clown the kinematic c:ba1n. The Dlethod ..ct to a.euure iIIertia .. 

described in section 4.2.4 aJoaa with tbe ..... found. For tbe IiqIe link 

models we will assume that ODly ODe IiDk .. able to move, the iDertia bein& 

determined from the inertia 01 the link itIeIf aDd the poIitions of sublequent 

IiDb in the chain. 

We may DOW coastruct a dynamic: model 01 a Jeneral link. with the 

parameten dependant OD wbicb of tbe Iinb .. coosidered. This pneral model 

.. Jiven in figure 4.10 while the parameter values for the shoulder, elbow and 

yaw joints are given in tables 4.2 and 4.3. For tbe inertias, a ranae 01 values 

are Jiven correspondinJ to the maximum and minimum wlues for aU poIitions 

of the unloaded arm. The ac:tual value for a JiYell ann configuration may be 

found using the equations PYell in section 4.2.4. 

A number of simulations were c:arried out using the model pven in figure 

4.10 and the parameten PYeIl in tables 4.1 and 4.3 and the results compared 

with those found from experimenu performed UDder the same c:ooditions. These 

verified that the model predic:ted the measured system behaviour with reasonable 

ac:c:uracy, although it did not have aU the characteristics of the experimental 

results. 

One difficulty encountered in deriving these results was detenninin& the 

exact initial conditions. Since there may be a difference between the motor and 

joint position due to the static friction in each bearing and the elasticity and 

backlash in the drive mechanism; and with the limited initialisation possible, the 

precise joint position is not known. This discrepancy between motor and joint 

position may be greatly reduced by the application of a dither signal, of 

suitable amplitude and frequency, to the motor to overcome the static friction 

and 10 bring the two parts into closer alipment. The particular dither 

frequency and more especially amplitude used must be precisely chosen 10 as to 

overcome the ltatic friction without c:ausi.n& sipific:ant joint movement. This is 

made more difficult by the drive elastic:ity which absorbs much of the dither 
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oecWation applied. It was foUDd that tbe ctitbu lipal which pYe the molt 

DaOYement towards the aliped poIidon, for tbe elbow joint, had a frequency of 

10Hz and an amplitude of 4Nm. SimUar results ~re found for the remainin& 

joints. 

AI an example of simulated and ezperimeDtal results, Fiaure 4.19 abo_ 

the open loop Yelocity response of the elbow motor, with the pipper removed 

from the joint, to an Input step chanae of 10V. The Yelocities indicated 

correspond to the motor but are tcaIed to pYe the equivalent arm Yelocities. It 

is teen that there iI a close aareement bet~n simulated and measured 

response, except in the region in which power supply loading OCCUR, as 

explained in section 4.2.2. 

Table 4.3 Model parameters for RTX links 

Parameter 

Current drive and 

motor parameters 

Be lt e I as tic 

spring constant, KS1 

Belt anelast Ie 

spring constant, KS2 

Belt time 

constant, Tb 

Link Inertia, JI 

Shoulder 

As Table 4.1 

0.0018 0.008 

0.0028 0.012 

1.27 1.27 

96 - 556 99 - 120 
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Ficure 4.19 Measured and simulated velocity response of elbow joint to a step 

input 
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4.2.4 Measurement of Joint Interaction 

In section 4.1.4, it was shown that the interaction dynamics of a robot 

arm may be equated to those of a series of links with end point masses 

independant of arm position, as in figure 4.11. These masses cannot be found 

by direct measurement and must be calculated from the link masses and 

inertias. Deriving these values can be approached either by considering the 

components of which the arm is made and adding their individual masses and 

inertias; or by measuring the total mass and inertia of a complete link. 

The manufacturers have provided mass and inertia data derived by the first 

method, with some experimentally measured values [UMI]. These values were 

found for an early version of the arm and since then alterations have been 

made to some parts. These changes cannot be allowed for reliably since the 

manufacturers found significant differences between calculated and measured 

values. Alterations have also been made, by the author, to the particular arm 
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considered here, including the addition of extra sensors and removal of the 

original gripper. It was therefore decided to measure the true inertias of the 

arm upon which the control designs were to be tested. 

There are several ways of measuring the inertia of an object. the method 

most suitable depending. to a large extent. on the nature of the object. The 

method adopted here for measuring link inertias may be divided into two parts; 

firstly. the centre of mass must be found by suspending the link from two 

fixed points. with the supporting force at each point measured. From these 

forces the position of the centre of mass may be found. relative to the 

suspension positions. If the arm is then allowed to swing about a fixed pivot 

point. under the influence of gravity. the moment of inertia about the pivot 

may be calculated from the oscillation frequency and the distance of the pivot 

from the centre of mass. The inertia about the centre of mass may then be 

calculated using the parallel axis theorem. It was found to be worthwhile 

repeating this procedure using a number of pivot points to give an indication of 

the reliability of the results obtained. 

A further method was adopted to measure both the centre of mass and 

inertia. This consisted of suspending the link from two fixed points and 

measuring the two oscillation frequencies. From these frequencies. both the 

center of mass and the inertia may be calculated. This method was only used 

for verification since the calculated results are relatively sensitive to frequency 

measurement inacurracies. 

Using the earlier method the inertias measured were consistent over a 

number of tests and were approximately in agreement with the estimates 

derived from the manufacturer's data. Repeating this procedure for each of the 

links considered here. the values given in table 4.4 were found. 
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Table 4.4 Unk IDUIeI and lDertiu 

Link Effective Inertia Effect Ive _ .. Dl8tance of centre 

about Joint axis on axis of _ss from axis 

(kp2) (k,) (an) 

Wrist , 
0.00225 1.45 21 

Lower arm 0.0277 1.5S lSI 

Upper arm 0.0637 2.24 136 

1 Wrist unit does not include the &ripper and bas the gripper mounting plate 

in the initialisation position. 

Using the data Jiven in table 4.3 the parameters in the interaction 

dynamic equation for the shoulder and elbow joints (equation 4.1) may be 

completed and we obtain: 

m, = O.99Kg 

m 2 = 3.0Ka 

I, :: O.2S4m 

12 = O.ISlm 

It is assumed that there is no load at the end effector. If this is not the 

case the values of m 2 and 12 must be adjusted according to the equations: 

m 2 = 3.0 + ml 

where ml is the mass of the load and J I is the inertia of the load with respect 

to the elbow axis. Changes in yaw angle have a minor effect on the interaction 
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model and tbeIe may be treated in a IImilar manner to ebanJea in bel If the 

yaw .. fIxed. The behaviour of the yaw uia was not included in the model 

Iince the effects of this joint are unall compared to thole caused by movement 

in the elbow and shoulder axes and even lela aipificant when compared with 

the effects of drive system nonllnearitiea. 

To verify the interaction dynamic equations and the derived parameters, a 

number of experiments were performed on the elbow and shoulder joint of the 

RTX. These experiments inwlved removiq the drive belts from the axes of 

iDtereat 10 that the joints were free to move with a minimum of friction, 

aIIowin, the normally relatively small interaction effects to become sianificant. 

There remained lOme effects from the joint friction and 10 approximate level 

of friction torques were found by meuurin& the joint acceleration with the 

other joints fIXed and no applied torques. The experiments inwlved givin, one 

joint an initial velocity 'by band' and monitoring the subsequent motion. It was 

found that, with the belts removed, the interaction effects became significant. 

By comparing the trajectories measured with those found from simulation the 

parameters in the interaction model were veruled. As an example of such tests 

the results given in figure 4.20 show the simulated and measured positions and 

velocities of the shoulder and elbow joints in free motion, havin, been given 

initial velocities. It will be seen that there is a close correspondence between 

the results. 

The interaction and drive system nonlinearity models may be combined by 

introducing the effects of Interaction Into the single link model. Since each of 

the links has essentially the same dynamic model, with only the parameters 

changin" I diagram of the complete system model would be largely repetitious 

and 10 will not be given. 

As an indication of the relative signifICance of interaction forces and drive 

system nonlinearities, consider the centripetal and coriolis forces actin, on the 

shoulder and elbow joints of the RTX when moving at the maximum velocity 

attainable with the enhanced hardware. For the shoulder joint, it can be seen 
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from ~tion 4.1.4 that the joint torque resulting from centripetaJ effects is 

aiwn by m2I,12;22sin(B2) while the coriolis effect is 2m 21,1 2i,i 2sin(B 2). 

Giwn that the maximum joint wlocities are ; , max=1 .22radsls and 

; 2max=2.44radsls, the maximum centripetal and coriolis effects cause a joint 

torque of O.68Nm each, or a total of 1.37Nm. The centripetal force on the 

elbow joint under the same conditions is 0.17Nm. These figures are for an 

unloaded robot but the effect of an added load would not be large. These 

values should be compared with the joint friction torques which are, on 

awrage, about 3.SNm and 1.4Nm for the shoulder and elbow joints respectively 

while the maximum motor torques are 10.6Nm and S.3Nm respectively. 

Figure 4.20 Simulated and experimental responses of the shoulder and elbow 

joints in free motion 
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4.3 Umitations of the Dynamic Model 

The model of the RTX robot derived in the preceding sections is highly 

complex and although it gives a reasonable accurate representation of the true 

system it does not include all facets. As stated at the beginning of this chapter 

there is virtually no limit to the possible detail that can be included in the 

model of a real dynamic system and a point is reached at which the model is 

judged to be sufficiently accurate for it's intended purposes. 

The most significant effect which is not included in the model derived 

above is backlash in the timing belt transmission system. The form of this 

backlash is highly complex involving the nonlinear frictional forces between the 

belt and the pulley, the flexibility in the belt teeth, the belt speed and the 

transmitted force. In addition the behaviour is significantly affected by 

unpredictable influences, such as mechanical vibration, which cannot easily be 

measured. For this reason a reliable model of the backlash behaviour cannot be 

derived. 

Since, in the standard RTX, the true arm position is not measured and 

the backlash effects cannot be allowed for in the control system, it is 

worthwhile considering methods which might be adopted to reduce the effect. 

The teeth on the drive belt are trapezoidal in cross section with 

corresponding recesses in the pulley. In order to allow for flexing of the belt 

to fit around small pulley sizes, some gap must be left between belt and pulley 

teeth when using larger radius pulleys. The typical situation is shown in figure 

4.21. 

A number of methods may be adopted to improve the backlash behaviour. 

The most obvious is to reduce the tooth gap by using a closer tolerance belt. 

This cannot be accompished satisfactorily when a large gear ratio is required 

because of the different tooth size required at each pulley. Alternatively the 

initial belt tension may be increased and so increase the force holding the belt 

to the pulley, thus increasing the friction between belt and pulley. Unfortunately 
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this allo increases the load on the bearinp and hence the joint friction. 

Fipre •. 21 Meshing of toothed belt and pulley showing tooth gap 
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The most effective solution to this problem would be to adopt a different 

design of tooth which avoids the tooth gap found with trapezoidal teeth. One 

such design involves the use of semi-c::ircular cross section teeth which 

automatically mesh sufficiently to remove the tooth gap and so eliminate 

backlash. 

With the existing belt drive system using trapezoidal teeth the tooth gap is 

typically 0.25mm which corresponds to an angle of 0.29· in the shoulder joint 

or 0.64· in the elbow joint. These unknown offsets correspond to an end point 

position error of approximately 2.5mm. Slipping between the belt and pulley 

typically occurs at around 75% of the maximum motor torque and so any 

attempt to overcome backlash effects by the use of a dither signal would 

require a signal of this amplitude. Owing to their elasticity, high frequency 

torques are largely absorbed in the belts and so a low frequency dither signal 

would be required but this in turn would excite arm movement and so cannot 

be used. 
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Other effects are present in the real SJSIem, iDcludina flexin& in the 

Z-column and carraige and flexing of the links, but the time required to 

measure them is not justified by their relative importance. 

4.4 Conclusions 

The system model derived in the previous sections predicts behaviour close 

to that found in pnctice, given the limited knowledge of the test conditions. It 

is clear that a model of the size of that deriwd here is too large to be used 

in the design of control systems, hence the full model was only used to 

simulate behaviour in the flllal stages of algorithm testing. For the purposes of 

controller design a number of simplifications must be made to the model. The 

validity of reducing the model complexity depends to a large extent on the 

type of controller being considered. Similarly the effect of errors in parameter 

estimates depends on the nature of the controUer and this provides a useful test 

of control system robustness which would DOt be possible for a robot with more 

easily modeled dynamics. The system model used in the deYelopment of each 

of the control schemes considered will be JiYeD with the description of the 

control algorithm, in chapter 6. 
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CHAPTER .5 

A Computer Aided Dealp Suite For the Design of 

NoDlinear Controllen For Nonlinear Systems 

In this chapter a Computer Aided Control System Design (CACSD) Suite 

for the analysis and design of linear and nonlinear controllers for nonlinear 

systems will be described. The design suite is part of the Hull University 

Computer Aided Design Suite (Taylor .84] which is based on the UMIST 

CACSD suite and complements other packages already available for control 

system analysis and design. The package described here allows the analysis of 

nonlinear systems with linear and nonlinear controllers. in phase space and by 

time responses. 

The existing package will be described first. followed by details of a 

number of minor alterations made to improve the general utility of the 

program. The model structure used in the package has been augmented to 

make it more suitable for the design of controllers for robotic systems and 

these changes are expounded in section 5.3. The algorithm used for solving 

differential equations implemented in this program was developed by Jobling 

[Jobling.84] specifically for the generation of phase trajectories and although it 

appeared to perform well it had not been thoroughly tested and compared with 

other. better established algorithms. Tests were performed to compare this 

algorithm with a number of other methods and the results of these are 

described in section S.4. The overall performance of the enhanced CACSD 

suite. wben applied to problems of nonlinear control for robotic applications. is 

evaluated in section 5.S. 
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'.1 ggmnc Computer Aided Dgim Suite 

The eDsting packqe, generally known as PHAS, was developed by Jobling 

(Jobling,84] as part of a doctoral research project. The aim of this work was 

10 de~lop routines to aid in the evaluation of nonlinear controllers for linear 

aDd nonlinear plants, the design .,rk to be carried out using phase plane and 

time response techniques. It was also intended that this package should become 

part of the Hull CACSD suite. requiring that, as far as possible, system 

information should be interchangable between the different packages within the 

suite. The package is presently run on a MicroV AX system under the VMS 

operatin& system, although much of the software was originally written in 

FORTRAN 4 on a PDP 10 or PDP 11. The software has since been converted 

10 DEC FORTRAN Wich was also used in the development of the software 

described here. 

The structure of the dynamic model is based on the single input single 

output. state space form, augmented with a number of nonlinear elements as 

showu in figure 5.1. The familiar A,b,c and d matrices used may be obtained 

from other system descriptions using other parts of the design suite. 

Nonlinear systems may be represented using the error nonlinearity, nee), 

state nonlinearity matrix, N(x), and nonlinear state feedback matrix Nx(x). The 

error nonlinearity. nee) is a scalar function, N(x) is a diagonal matrix while 

any elements of the Nx(x) matrix may be defined. Each element in these 

DOnlinear blocks may consist of one of a wide variety of functions selected 

from a series of menus, including linear. piecewise linear and nonlinear forms, 

in addition to null. constant and functions of time. If the required function 

cannot be found within these menus then it is possible to specify sets of points 

for piecewise linear or polynomial fits. 
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Figure S.l Oripnal model structure used in CACSD suite 
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To facilitate the design of linear and nonlinear controllers blocks f(x) and 

O(s) are included. The first of these allows any linear combination of functions 

of a single states to be fed back to the system input or, for switching 

controllers, into the switching block, O(s), which then provides switched state 

feedback. 

An input to the system may be provided using ret) while measurement 

disturbance may be added with the F(t) block. Both these elements allow a 

wide range of functions of time to be selected from a menu, including step, 

ramp and sinusiodal types. 

Data entry is carried out in an interactive manner using many of the same 

routines used in other parts of the suite, with default values available at most 

points. The default system is linear, autonomous and time invariant. Once 

entered the system data is stored on disc, for later retrieval and modification. 
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The aJaorithm used in the generation of state trajectories was deYeloped 

primarily for design in the phase plane and is described in detail in section 

S.".3. The parameten required for the algorithm to operate are entered at the 

setting up stage and are stored on disk 10 that the same conditions may easily 

be used in a series of simulations. This involves entering upper and lower 

limits for each of the states and a time limit. A set of initial conditions may 

be entered or, for second order systems a number of initial conditions may be 

automatically generated at flXed spacing in the phase plane. The maximum and 

minimum search radii and an accuracy tolerance coefficient are required and 

these may be either explicitly entered or suitable values generated from the 

limits set on the state variables. 

If the state trajectory leaves the area of interest or the time variable 

exceeds the set limit then the simulation is halted. It is also stopped if a 

singular point is encountered or if a numerical error occurs in any of the 

routines. Each of these conditions is indicated by an appropriate message and 

the program proceeds with the next set of initial conditions until all trajectories 

have been calculated at which point the plotting programs are called. 

Once a simulation is complete the resulting states may be plotted against 

time, in pairs to giYe phase-plane trajectories or in groups of three using one 

of a number of transforms, giving for example an isometric projection. All 

system flies, including state trajectory data may be saved in a user readable 

form on disc or printed out for closer inspection. 

S.2 Miscellaneous ImprOvements to the CACSD Suite 

A number of develpments have been made to the PHAS package to 

increase the ease of use and to improve the speed with which results are 

generated. These have been made possible by improvements in the computer 

hardware (using VAX and microV AX in place of a PDPll). It is now possible 

to consider more complex systems, including robot manipulators, which required 
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unrealistic computation time on earlier computen. One of the major factors 

which bas allowed puter speed is the Introduction of a virtual filing system 

developed by [Sawyer ,86]. This alleviates the excessive disc operations required 

on computers with less main memory. This makes data entry faster and 

Increases the speed of computation for a typical simulation by a factor of ten. 

With these improvements other limitations in the existing sytsem became 

more apparent in the work on controller design for robot manipulators. The 

fant of these to be rectified was the limitation of the number of system states 

to five. This represented the limit of what would allow practical calculation 

times. This limit was increased to twenty, this being considered the maximum 

which could be assimilated by the operator. With this increase it became 

necessary to allow data within matrices to be modified element by element. 

This bad not been necessary earlier since the entry of a five by five matrix is 

not too arduous. This improvement involved a simple alteration to the linear 

data entry routines although those for nonlinear data required more adaptation. 

S.3 Enhancement of the CACSD Model Structure 

A major alteration to the package was made necessary by the nature of 

the dynamics of a robot manipulator. In order to study these dynamics 

accurately some changes must be made to the structure of the system model 

used. 

It is shown in section 4.1.4 that the link interaction dynamics of a two 

link planar manipulator are given by a set of highly nonlinear equations with 

terms having the form: 

( a + b sin(q2) } (4 , + 42)2 

c + d sin2(q2) 

where q, and q2 are the two joint angles and a,b,c and d are constants for a 

given manipulator with a fixed load. In some cases, the numerator will not 

include both q 1 and q 2 but this form covers most cases. 
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This type of function could not be represented in the original PHAS 

software, since the nonlinearities could be a function of only one state and 

although the result from the Nx(x) matrix may be either a sum or a product 

of the results from individual elements it is not possible to obtain a sum of 

these products. The solution to this problem selected was to add two linear 

matrices, known as Land M, on either side of the nonlinear feedback matrix 

Nx(x), as shown in figure 5.2. 

Figure S.2 Enhanced model structure 
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Matrix L allows the generation of a linear combination of states which are 

fed into Nx(x). The results from the Nx(x) matrix are then multiplied together 

and the results summed ~rith appropriate weighting in matrix M. The these are 

then fed into the input of the integrator block. A by-product of this alteration 

is that, since matrices L amd M may be non-square. the number of feedback 

paths through Nx(x) need not be the same as the dimensions of A. It .. ill 
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often be the case that a system will have fe~r nonliDear feedback paths than 

the system order, allowing a saving in computation time OYer a system 

represented u having an equal number of linear and nonlinear feedback paths. 

In addition, by introducing two or more paraDeI feedback paths using L, N:x 

and M, it is possible to introduce nonlinear behaviour made up of a sum of 

standard forms. The Land M matrices are entered and stored in the same 

manner as the other linear data elements and have default values which give a 

system with no nonlinear feedback. 

The types of function required in Nx(:X) are not presently available in the 

selection menus as they are specific to this type of problem and have a more 

comple:x structure than the functions available. The inclusion of this type of 

function in the menus was considered but to be sufficiently general it would 

require a large amount of extra software and would be unwieldy to use. The 

functions involved are, however, well behaved over the range of parameters 

found in real systems and so it is possible to obtain a good approximation to 

the true function using piecewise linear or polynomial approximations. The 

disadvantage of this method is that for a single change in parameter the 

complete set of piecewise linear or polynomial data must be recalculated. This 

problem was partially eased by the use of programs to generate the appropriate 

data for each nonlinear term in Nx, given a set of physical parameters. The 

resulting data points may be incorporated into a file which is then used to 

emulate the normal keyboard input. Further details of this program are given 

in appendix S. 

5.4 Comparison of Numerical Algorithms for the Solution of Nonlinear Ordinary 

Differential Equations 

Since the solution to differential equations is not, in many cases possible 

by analytical means, some approximate method must be employed. Generally 

this involves the use of numerical algorithms which take a series of steps, 
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making an approximation to the IOlution at each step. The methods available 

may generally be classified as slngle~p or multi~p a1lOrithms. In the 

former, approximation of the value of the IOlution at the next time increment 

is made only on the basis of a single previous value. Multi-step algorithms on 

the other band use two or more previously calculated values to approximate the 

new value of the solution. The PHAS algorithm, designed specifically for the 

generation of phase trajectories will also be investigated. Each of these 

catagories will be briefly discussed and their relative merits considered. 

Throughout the initial description, it will be assumed that the step length in 

the approximation remains constant. This need not be the case and procedures 

for varying the step length will be considered later. 

Although many of the algorithms considered here are widely used and 

their relative merits investigated for linear, and a subset of nonlinear problems 

[Hull,72] they have not previously been tested on the types of nonlinear 

equations found in discontinuous control systems. The PHAS algorithm has not 

been thoroughly tested and so this work provides new information on the 

performance of this algorithm compared to more common techniques for both 

linear and nonlinear equations, as well as Jiving an assessment of the 

performance of other algorithms for the type of problems found in nonlinear 

control. 

Before considering the solution methods a few preliminary details must be 

given. A scalar problem will be considered here, although the extension to the 

vector case is a simple one which will be detailed later. The differential 

equation considered is of the form: 

dx 
dt - f(x,t) 

with initial conditions given by: 
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with the solution required over the interval: 

We thus require a value for the solution at times to, to + h, to + 2h •..... 

and so, if we have the value xi at time tj we then seek the value Xj+l at 

time li+l. 

S.4.1 Sincle=step Alcorithms 

The most basic, single step method. Euler's method [Fr(jberg,69], although 

it is rarely used in practice does provide a conceptually simple starting point. 

Applied to the differential equation described above the approximation for Xi+ 1 

is given by: 

X·+ = x· + hf(x· t!) I 1 I I," 

It will be seen that this approximation assumes that the value of f(x.t) remains 

constant over the interval t f [ti.ti+ 1]. Clearly this is not. generally the case in 

practical problems. If however. the step size. h is reduced the approximation 

improves. At each step the error introduced using Euler's method is of the 

order of h. 

The aim of more sophisticated single step algorithms is to obtain a better 

approximation to the behaviour of f(x.t) over t f [ti,ti+ 1] and so increase the 

order of the single step error. The first method is to consider the area under 

the curve f(X,t) over this time interval as a trapezium, rather than a rectangle, 

as in the Euler method. Before this area can be found. we must obtain an 

approximation for Xi+l using Euler's method. Denoting this estimate k, the 

resulting equation for Xi+l then becomes: 
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where 

This algorithm is known as the Improved or Modified Euler approximation 

[Morris,74] and gives a single step error of O(h2). 

The Improved Euler approximation uses evaluations of the right-hand side 

of the differential equation at time, ti and an estimate of the value at ti+ 1. A 

logical extension to this method is to make estimates of the right-hand side at 

other points in the interval t f [ti,ti+ 1]. If estimates are also made at t = ti + 

i h, then we may obtain the fourth order Runge-Kutta algorithm (Johnson ,82] , 

in which the value of x is updated according to: 

(5.1) 

where 

kl = h f(xi,ti) 

k2 = h f(xi + i kl'lj + i h) 

k3 = h f(xi + i k 2,lj + i h) 

k4 = h f(xi + k 3,lj + h) 

This algorithm, which gives a single step error of O(h 4), is 

sufficiently accurate for many applications and is widely used in practice. Each 

step does require four evaluations of the right-hand side of the differential 

equation and so can be computationally expensive. 
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S.4.}.} Variable Step Size Runge-Kuna Algorithm 

The choice of the most appropriate step size in a numerical algorithm of 

this kind is a difficult one, depending on the type of system considered and the 

accuracy required. The precision attained must be balanced against the time 

required for computation. In the methods described above there is no indication 

of the accuracy obtained and so it is natural to err on the side of caution and 

use an unnecessarily small step size. Even so, erroneous results may be 

generated for certain types of equation which are not particularly amenable to 

numerical solution, such as stiff systems of equations. It is therefore desirable 

that some indication of accuracy be obtained at each step of the algorithm. An 

obvious way to do this is to perform an iteration using the standard step size, 

h and compare the result with that obtained from two iterations with a step 

size of hl2. This gives a good indication of the accuracy but requires 11 

function evaluations at each step for a fourth order Runge-Kutta algorithm. 

A preferable method uses the fact that the local truncation error. T for a 

kth order Runge-Kutta method is given by T = O(hk). By taking the difference 

between the results of say a fourth and a fifth order Runge-Kutta algorithm 

with the same step size it is possible to f'md an approximation to the local 

truncation error in the fourth order result. Once such an error estimate is 

available it is natural to develop some means of altering the step length to suit 

the particular situation and so limit the error to some preset maximum. In this 

way a step length should be reached which is 'optimal', i.e. the largest step 

which keeps the local error below some specified value. By using certian pairs 

of approximations with some common time increments it is possible to reduce 

the number of function evaluations below that required when using two half 

steps. One popular combination was developed by Fehlberg [Johnson ,82] and 

uses the equations: 
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h { 
25 k + 1408 k 2197 k 1 } 

xi+1 - xi + m' ~ a + 41"04 .. - 3 ks 

~ {16 6656 k 28561 k 
xi+, - xi + h TJJ k, + ~ a + ~ .. 

(5.2) 

The first of these equations is the fourth order approximation while the 

second is fifth order. The values of k are calculated according to: 

k, - f (xi, t ) 

k2 - f { xi + ~ k • t + ~ } 

ka - f { xi + h { ~ k, + ~ k2 } , t + ~ } 

{ { 
1932 k 7200 k 7296 k } 

k .. - f xi + h ~ 1 - ~ 2 + ~ 3 
12h } 

, t + 13 

{ { 
439 3680 k 845 k } } ks - f xi + h }lb k, - 8k 2 + ~ 3 - 4T04" ,t + h 

{ { 
8 3544k 1859k II} h } 

ks - f xf+h - 11k, + 2k2 - ~ 3 + 4T04 .. - 40kS ,t + ! 

This pair of formulae requires only six function evaluations compared with 

ten if an unrelated pair of fourth and fifth order equations were used. An 

estimate of the local truncation error is given by ii+ 1 - Xi+ l' from which we 

may define: 

e _ _X .... i±;L.L.l -:-_X ..... i...t..+...L1 

h 

We then wish to select h so that: 

I Xi I 

where f is maximum relative error acceptable and [to,tf] is the time interval 

over which the solution is sought. We may call h 'optimal' if this condition is 
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lltisfled. U this II DOt the ease then we IDly use e to make a DeW auess at 

the optimal by DOtin& that 

e 
_ 

)fi+1 - Xi±l --- h --. - M h4 + O(h 5 ) 

for a constant M. U we defme a new step size 'nt which is the optimal size 

then, since e is proportional to h 4, 

')'4 lei" f 

From this we obtain: 

')' [ flXl1 ]1 
ItS lei (tr - to> 

Thus if we have taken a step of length h we may calulate e and can say 

that the step length should have been 'nt. If "y is greater than unity then we 

can say that the step was successful and we will use a step of say h 1 = O.8Th, 

where the factor of 0.8 is incorporated to avoid a value of hI which is just 

greater than the optimal since this would result in the error condition not being 

fulfilled at the next step. If the value of ')' is less than unity then the step 

must be rejected and another step tried with a length calculated as above. To 

avoid very large changes in step size an upper and lower limit must be set on 

'Y, typically limiting the ratio of successive values of h to a factor of five. 

Problems occur with this form of update as I Xi I and hence 'Y approach 

zero. To overcome this a mixed, absolute/relative update may be used so that 

the correction equation becomes: 

'Y - [ 

where fa and fr are the absolute and relative error tolerence respectively. 

This form of algorithm may easily be modified for systems of flTSt order 

equations in which case the Runge-Kutta equations take a vector form, as do 
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the error estimates with the smallest value of ")' used to update the value of h, 

10 that the variable with the largest error controls the s~p size. In this case 

the absolute error tolerance coefficient, fa may be made a vector with 

elements appropriate to the range of values expected for a particular variable. 

5.4.2 Multi-step Algorithms 

In contrast with the methods described in section 5.4.1. multi step methods 

make use of information from earlier steps to estimate the next point. The 

behaviour of f(x,t) in the interval (ti.ti+,). and so the value of x at ti+, is 

thus estimated from the previously computed values of x at tit ti-l' ti- 2..... A 

common group of multi-step algorithms are known as predictor-corrector 

methods since they involve the use of two equations, the predictor equation 

which gives an estimate of x at ti+, based on previously calculated values of x. 

and the corrector equation which uses past values of x and the estimate of 

Xi+ 1 to improve the estimate of xi+ l' The corrector equation may be applied 

in an iterative manner until the approximations to xi+, is sufficiently accurate. 

A simple example of this type of method is given although, once again 

this would not often be used without some improvement. The prediction 

equation used to obtain a first estimate is Euler's equation. i.e. 

while the nth iteration towards xi+ 1 is carried out according to: 

This simple example is. in fact. a single-step method since it does not 

involve use of xi-, and earlier estimates but it does illustrate the principle 

involved in multi-step. predictor-corrector methods. A more practic~lIy useful 

predictor-corrector algorithm is due to Adams-Moulton [Conte.72] and uses four 
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previous evaluations of f(x,t). If we define 

then the prediction equation is: 

while the correction formula is: 

(n) 
xi+1 - xi + 

In order to start this algorithm four values of f(x,t) are required. These 

are generally found using the fourth order Runge-Kutta technique. It will be 

noted that only a single evaluation of the right-hand side of the differential 

equation is required at each iteration and so, provided no more than three 

iterations are required at each step, a computational saving will be made, 

comp;)red with a fourth order Runge-Kutta algorithm. Another feature of 

predictor-corrector algorithms is that the) allow a measure of the accuracy of 

the approximation to be made by comparing the results of succesive iterations. 

It is thus possible to vary the step length in a m<lnner similar to that described 

above. This change in step size does however require the evaluation of new 

starting points and so if the step length is repeatedly changed this may be 

more time consuming than a single step. variable step length algorithm. If the 

variation between tv.'O consecutive step lengths is limited to a ratio of say two 

then it may be possible to use some of the previously computed values of x 

but this will only partly allevi<lte the problem. 
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'.4.3 The PHAS Algorithm 

The methods of solving differential equations described above all take 

discrete time steps and although this step size may be variable, time is treated 

as a reference against which other variables are computed. This generally results 

in a smooth time response but there are occasions when this is not the most 

important criterion. When investigating the behaviour of second order systems 

for instance, the phase plane may provide more useful information than time 

responses, and so the smoothness of the phase trajectories is also important. 

An algorithm intended specifically for the generation of phase trajectories, 

although it also produces data for time responses, has been developed by 

Jobling (Jobling,84] as part of the Hull Computer Aided Control System Design 

Suite. 

Consider, initially a time invariant system of first order equations given by: 

x - f(x,t) 

Starting at the point Xi in phase space, we mlly define a unit vector E(xi) 

in the direction of the state velocity vector at this point, f(xi) as shown in 

figure 5.3. 

If we project from this point a distance r in the direction of E(xi), we 

reach a point xp at which point the velocity vector is f(xp) with corresponding 

unit vector E(xp)' If the two vectors E(xi) and E(xp) are aligned to within a 

specified tolerance then the point Xi+ 1 is tllken to be lit point q shown in 

figure 5.3, which is defined by: 
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Figure S.3 Generation of update in PHAS algorithm 

Thus the trajectory is extended a distance r in the mean direction of the 

derivatives at xi and xp. 

If the two vectors are not In sufficiently close alignment then the search 

radius. r is reduced by a factor of two and the procedure repeated until the 

condition is fulfilled or until some specified minumum radius is reached. At the 

next step the search radius will revert to the original. maximum value. In this 

way a complete phase trajectory is built up until either one of the states leaves 

the area of interest or the trajectory reaches a singular point. a condition 

which is detected by checking if the modulus of ((Xi) becomes less than some 

specified limit. f. 

In addition to generating phase trajectories this algorithm may be used to 

produce time responses if time is considered as an extra state ~ .. hich has a 

constant derivative of unity. If this is the case the algorithm remains unchanged 

except that the condition for detecting a singular point must be modified to 

I f(xi) I - 1 < (. 
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S.4.4 Testing of Numerical Algorithms 

The choice of the most suitable algorithm for solving differential equations 

depends on the nature of the equations being considered and the accuracy of 

the results required. The development of the above methods is based on the 

assumption that the differential equation obeys the Lipschitz condition. i.e. 

for some constant. L. This may not be the case in practice and. indeed such 

discontinuous right-hand sides may be introduced intentionally. in a control 

system for instance. to obtain particular behaviour. The algorithms given above 

will perform differently when the system considered is in violation of this 

condition, and this affects the selection of the most appropriate method for 

solving such differential equations. A fixed step length algorithm will proceed 

with the usual step length and. when a discontinuity is encountered. will make 

the next step in a direction which is some combination of the direction vectors 

on either side of the discontinuity. 

A typical situation. which will be used to illustrate the effect of a 

discontinuity on various of the algorithms discussed. is shov.n as an isocline plot 

and phase plane trajectory in figure 5.4(a). In the case of Euler's equation. the 

trajectory is updated as shown in figure 5.4(b). where Xi is the starting point 

and xi+, the subsequent point generated. For the more complex. fourth order 

Runge-Kutta algorithm described by equation 5.1 the behaviour is shown in 

figure s.4(c), where the points x' . X 2. X 3 a nd x 4 indicate the points at which 

k, to k4 are evaluated. Here the direction of the next step depends on the 

position of the starting point Xi relative to the discontinuity but a typical result 

would be that illustrated. When the Fehlberg equations (5.2) are used the 

situation can become worse. as shown in figure 5.4(d). since the weighting on 

the terms of the equation are more diverse and can produce larger errors than 
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occur with the basic Runge-Kutta algorithm which has more evenly weighted 

terms. For the PHAS algorithm the situation is illustrated in figure S.4(e) where 

Eave is the direction of the next step. 

Figure 5.4 Behaviour of numerical algorithms in the vicinity of a discontinuit) 
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When a multi-step algorithm is used and this type of discontinuity is 

encountered the direction of the subsequent steps depends on the past 

approximations and so the trajectory is slow to change direction. as sho'IA.'11 in 

figure 5.4(f), where a fourth order Adams-Moulton algorithm is considered. It 

is clear that this type of algorithm is liable to generate larger errors than any 

of those considered previollsly. It should also be noted that in this example. 

after the second iterations. the corrector equation gives the same result each 

time it is applied. Thus, if the difference between subsequent iterations is taken 

as a measure of the accuracy the results generated using this algorithm ~ill. 
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incorrectly, appear very precise, even though the solution is poor. 

As the difference in the direction of the derivatives increases, the problems 

described above are heightened. 

The errors introduced when a discontinuity is encountered are of the order 

of h and so may only be reduced by a significant decrease in h with the 

resulting increase in computation time. Clearly this reduction in step size need 

only be made in the vicinity of the discontinuity and so a variable step size 

algorithm proves useful here. In order to minimise the computation time it is 

important that the algorithm used to alter h is efficient when a discontinuity is 

encountered. without significantly adding to the computation burden when the 

step size is only varying slightly. 

5.4.4.1 Example Problems for Algorithm Comparison 

In this section a number of example problems are considered which were 

used to test the performance of some of the algorithms described above. The 

examples considered are sufficiently simple to allow an understanding of the 

solution process to be gained and they possess analytic solutions so that the 

results obtained may be compared with the true solutions. 

Example 1. 

The first example is that of a simplified model of a DC motor with 

position feedback consisting of a relay with dead-band. as illustrated in figure 

5.5. 
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Figure S.S Motor with relay control system 
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The state space description of this system is: 

{ 
-6 sgn(x,) 

U - 0 

With initial conditions: 

x,(O) - 8 

I x, I > 2.5 
IX, I .;; 2.5 

x, 

the analytic solution, shown in figure 5.6. is split into two partS, with a single 

crossing of the discontinuity: the first secti0:1 is for Xl >2.5 and the remainder 

for Xl a.5. The transition between these St.lgcs occurs at t I = 1.74139. 

For 0 < t < t, 

x, - 14 - 6 (t + e- t ) 
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and for t>t, 

x, - 2.S - c (l_e-(t-tl» 

x - - c e-(t-tl) 
2 

where c = x 2(t 1) = 4.94R34 

Figure 5.6 Analytic solution to example problem 1 

Example 2. 

The second example problem considers a double interator plant with an 

ideal relay in the forward p:tth and V I V I feedh<lck designed to give a time 

optimal response. The block di<lgram of the system is ShO~l1 in figure 5.7. 
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Figure 5.7 Double integrator with V I V I feedback 
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The nonlinear feedback defines a switching line in phase space given by 

the equation s = 2x 1 + X 2 I x 2 I = 0 and the system response depends on the 

position of the state point, relative to this line so that the dynamic equations 

are given by: 

"2 - -1 sgn(s) 

The response, for initial conditions x ,(0) = 20, x 2(0) = 0, is split into 

three sections given by: 

for 0 < t < t

" 

where t, _ j 20 

Xl - 20 - ~ t 2 
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for t > t 2 the state point remains at the origin. This system is unrealistic in 

that a real system would form a limit cycle around the origin. due to the finite 

switching time of the relay. The analytic phase plane trajectory for this system 

is shown in figure 5.8. 

Figure 5.8 Analytic solution to e)(ample problem 2 
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Example 3. 

The third example involves a simple second order system with a variable 

structure controller using a straight s,,"itching line, as illustrated in figure 5.9. 

Figure 5.9 Second order system with variable structure control system 
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S sgn(x,) 0 L 
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~ 

The plant dynamics are given by: 

x, (0) 8 

while the controller is defined by: 

u - { for s > 0 
for' s , 0 
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where the switching line, s is given by: 

During the reaching phase, before the trajectory reaches the switching line, 

the response is given by: 

x 2 - - 32/j~ e-±t sin(wt) 

The trajectory reaches the switching line at t = t 1 where: 

t, - { /37 } - 0.5463 

From this point onward the trajectory foil 0 \\."$ the switching line and the state 

is defined by: 

x --x -x(t )e-(t-tl) 
1 2 1 1 

where X, (t 1) = 6.0877. The ClnCllytic phase plClne trajectory for this system is 

shown in figure 5.10 
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Figure S.10 Analytic solution to example problem 3 
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5.4.4.2 Comparison of Algorithms for Example Problems 

In order to find the relative merits of the different types of algorithm 

described earlier in this section, a number were implemented in the 

environment of the PHAS pilckilge. The methods selected were a fourth order, 

fixed step size Runge-Kuttil algorithm, given by equation 5.1, since this is 

commonly used in other packages; a variable step length fourthlfifth order 

Runge-Kutta algorithm as described in section 5.4.1.1 and the PHAS algorithm 

described in section 5.4.3. with the option of either fixed or variable step size. 

Multi-step algorithms were not considered here as they are unlikely to perform 

well in systems with discontinuous right hand sides for the reasons given in 

section 5.4.2. 

For the fixed step length algorithms a range of step sizes were used, 

giving a useful range of accllrilcies. With the variilble step size algorithms a 

range of tnaximum and minimum step lengths were used. along with a range of 

accuracy specifications. All illgorithms kept a record of the number of times the 
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right hand side of the differential equation was evaluated, as a way of 

comparing the computation time required for the different methods. To 

investigate the performance of the algorithms the results at each step of the 

solution were compared with the analytic solutions with the maximum and mean 

absolute errors between the estimated and analytic value of each state stored to 

disc. The results at each iteration were also be stored in a log file to allow 

more detailed analysis. 

Each of the example problems will be considered in turn with the results 

for the fixed step size algorithms considered first. since these are the simplest 

to investigate. The variable step size algorithms will then be considered. 

For the first example problem, during the first section of the response, 

before reaching the discontinuity. the fourth order Runge-Kutta algorithm gave 

an error of the order of h 4 for moderate step lengths. The Fehlberg equations 

also gave an error of O(h 4) but lower than those for the standard Runge-Kutta 

algorithm by a factor of approximately 2 for a given step length. To attain the 

same accuracy using the Fehlberg algorithm would thus require a step size of 

2ih4 or t.t9h 4 • where h4 is the step size used in the fourth order 

Runge-Kutta equations. The calculation of these equations requires 6 as opposed 

to 4 function evaluations at each step so that a comparison in terms of the 

number of evaluations indicates that the standard fourth order equations are 

more accurate by a factor of 1.5/1.19 "" 1.25. For small step lengths the errors 

occuring were larger than O(h 4) due to truncation errors. For this section the 

errors using the PHAS algorithm were of the order of h 2. These results were 

as expected, corresponding with the order of the approximation equations. 

Once the discontinuity is reached, the errors generated using all algorithms 

increases sharply and becomes of the order of h. although the errors for the 

Runge-Kutta algorithms were between two and four times larger than those for 

the PHAS algorithm. 

Both the variable step size PHAS and Runge-Kutta algorithms behaved 

well on the first part of the response. the me:!n error being controlled by the 
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tolerance set, independant of the minimum search radius provided this was set 

below a certain level. The Runge-Kutta algorithm was more accurate for a 

given number of function evaluations for most minimum step sizes although this 

became less so when the minimum step size was increased. For the second 

section of the response the accuracy obtained using both algorithms was 

proportional to the preset tolerance for the majority of minimum step sizes. 

with the PHAS algorithm being more accurate by a factor of approximately 

five. For low preset tolerance the minimum step size became more important 

causing the algorithms to behave somewhat differently. The PHAS algorithm 

continued to give an accuracy dependant on the set tolerance independant of 

the minimum step size although this was at the cost of many more function 

evaluations. The results for the Runge-Kutta algorithm became very dependant 

on the minimum step size but did not require a disproportionately large number 

of function evaluations. The difference in behaviour between the algorithms is 

due to the different step size adaptation mechanisms employed. The 

Runge-Kutta algorithm calculates the optim;tl step size at each step and 

provided this is correct the minimum possible number of steps will be used for 

a given problem. The PH AS a Igorithm however. begins with the maximum step 

size and gradually decreases this until a sufficiently accurate result is obtained. 

Thus, for a problem which requires a small step size not only are more steps 

required but each step also requires many more function evaluations. 

When comparing the fixed and variable step size algorithms for this 

example it is found that both types of algorithms behaved similarly for the first 

section, when the required step size was large. However for the second section 

the variable step size algorithms became more accurate by a factor of 

approximately ten for the same number of evaluations. The effect of including 

time as an extra state in the PHAS algorithm is seen in figure 5.11. Here 

phase plane plots are shown for data from fixed step length PHAS and 

Runge-Kutta algorithms which required the same number of function 

evaluations. It is clear that the response for the PHAS procedure is far 
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smoother, even though the data points were of a similar accuracy for both 

routines. 

Figure S.11 Comparison of Runge-Kutta and PHAS algorithms showing 

impro~ smoothness 
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For the second example problem the response is split into three sections. 

The farst, before the trajectory reaches the the switching line is a simple 

double integrtor with a constant input and as a result the errors in x 2 

generated by all the algorithms were small while for x 1 the errors were zero. 

For the Runge-Kutta algorithms, when a step length of greater than 0.2s was 

used the errors generated were lower than the machine resolution so that they 

appeared to be zero. It should be remembered however that this was only for 

the farst few steps and could not be relied upon to continue. Once the step 

length was reduced the errors increased due to the increasing number of steps 

required, each of which has the possibility of incorperating truncation error. 

The PHAS algorithm gives results with a error of the order of h 2 for large 

step sizes until the truncation errors become significant. For small step sizes the 

errors produced using PHAS were a factor of five smaller than those from the 
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Runge-Kutta algorithms for the same number of function evaluations. 

In the second section of the response the errors generated are dependant 

on the accuracy of the step in which the switching line is crossed, since from 

this point on the motion is similar to that found in the first section. In all 

cases the errors were of the order of h with PHAS giving the smallest errors, 

followed by the standard Runge-Kutta and Fehlberg equations with errors of 

two and five times those for PHAS respectively. The final section of the 

response should be a limit cycle about the origin with infinite frequency and 

zero amplitude. however due to the finite step size used the limit cycle will 

have an amplitude of the order of h. This ~~s found to be the case with all 

the algorithms. and once again the PHAS equation gave the smallest errors with 

those for the Runge-Kutta algorithms approximately two times larger for a 

given number of function evaluations. 

When the variable step size algorithms are considered it is found that in 

the first section of the response the errors generated were significantly larger 

than those obtained with the fixed step methods. the errors being at least ten 

times larger for the same number of evaluations. The behaviour in the second 

and third sections was similar for each of the algorithms. The PHAS algorithm 

gave errors approximately five times smaller th,m their fixed step size equivalent 

in each section. The Runge-Kutta algorithm however gave errors of the same 

order as the fixed step version and involved man\' more function evaluations in 

the final section of the response. 

The final example consists of two sections. the first a damped second 

order response is followed by a sliding response which should ideally follow a 

straight line in the phase plane to the origin. Due to the switching behaviour 

in the latter section the response is bound to de\1ate from the ideal, when a 

finite step size is used. In the first section the errors are of the order of h 2 

and h4 for the PHAS and Runge-Kutta algorithms respecively. with bot-h forms 

of Rl!nge-Kutta algorithm resulting in similar errors for a given number of 

function evaluations. Once the sliding regime is begun the errors increase 
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significantly for all algorithms and become of the order of h. The PHAS 

algorithm gave the smallest errors although the difference between the 

algorithms was small. 

The performance of the variable step size algorithms for the third problem 

was not as good as that for fixed step methods in each of the sections. In the 

first section the errors for the variable step algorithms were of the order of 

100 times larger than their fixed step counterparts while in the latter part the 

errors were approximately two times larger for the same number of function 

evaluations. Of the two variable step algorithms the Fehlberg procedure 

performed better in the first section while PHAS gave more accurate results in 

the second part, although in each ctlse the difference was small. 

5.4.5 Selection of Numerictll Algorithm 

It was shown in the previous section thtlt the algorithm used to solve 

nonlinear differential equalions has a major effect on the speed of computation 

and the accuracy of the results. It will also be noted that the most appropriate 

algorithm depends on the n(llme of the prohlem considered and whether the 

results are to be plotted as phase plane trajectories or as time responses. The 

choice of method is less critical when linear and smooth nonlinear systems are 

investigated. In this case the most important consideration is the accuracy of 

the result required. In general. if only modertlte accuracy is required, then the 

PHAS algorithm is preferable, ptlrticularly when a phase plane plot is required. 

If however a high accurtlcy is required then the higher order Runge-Kutta 

algorithm is superior. requiring a smaller reduction of step length for a given 

accuracy. The small step size used means that the trajectories are smooth 

whether plotted in phtlse pltlne or time response. Although it may be possible 

to find the most appropriate step size for a particular problem and hence 

obtain results with the minimum comrutation. this is not usually the case and, 

indeed the step size mtly need to alter as the solution proceeds and so the 
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variable step size algorithms are generally preferable for this type of problem. 

When equations with non-smooth nonlinear feedback elements are 

considered, the selection of numerical algorithm becomes more critical. For our 

purposes these types of equ<ltion may be divided into two catagories. firstly 

those with a small number of discontinuities which trajectory reach. cross and 

leave on the other side. The second catagory may be classed as those which 

involve sliding modes. i.e. those in which the derivatives on either side of the 

discontinuity point towards it so that the trajectory effectively travels along the 

discontinuity. In the former case the majority of the solution is for a smooth 

equation and so the selection of algorithm depends on the same conditions as 

in the previous section although a variable step size algorithm must be used if 

the solution is to be obt<lined without reducing the step size for the whole 

solution for the sake of a few points close to the discontinuity. The second 

example problem shows th<lt for this type of system the PHAS algorithm is 

between two and five times more accurate th<ln the others tested here. for the 

same number of function eVlllwHions. This effect is due to the fact that each 

step using the PHAS algorithm will be in a direction between the directions of 

the derivatives on either side of the discontinuity while the high order equations 

used in the Runge-Kutta algorithms allow a step in a completely different 

direction. as indicated by the example in section 5.4.4. The step size adaptation 

algorithm described in section 5.4.1.1 for the Runge-Kutta algorithm may also 

become inefficient when a discontinuity is encountered since the difference 

between the fourth and fifth order equations may not give a good measure of 

the local truncation error. since the Lipschitz condition is violated. 

When the system considered involves a sliding motion the fixed step size 

algorithms give an error of the order of the step size. with the PHAS 

algorithm being more efficient than the Runge-Kutta algorithms. since this 

requires only two function evalufltions at eflch point. as opposed to four or six. 

In this case, since the discontinl'ity is a stable manifold. the trjectory will 

always slide along the discontinuity. with only the amplitude of the chatter 
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depending on the accuracy of the al&orithm. If a variable step size alJorithm is 

employed then, provided the step size adaptation algorithm operates correctly, 

the step size will be reduced until the preset minimum is reached. The results 

obtained using this step size should give a similar accuracy to that obtained 

using their fixed step size counterparts, however the computation involved in 

the adaptation algorithm will have been wasted. Since the adaptation procedure 

used for the PHAS algorithm is not efficient when a significant reduction in 

step size is required, it is not particularly suitable in this type of problem, with 

the Runge-Kutta method being superior. Hence, if the sliding mode constitutes 

a large portion of the trajectory a fixed step algorithm is preferable, with the 

PHAS algorithm being the best of those considered here, while if the sliding 

mode is only a small part of the solution a variable step size Runge-Kutta 

method may be better. 

In accordance with these fmdings it is intended that the algorithms 

described here will continue to be made available to the user of PHAS, as will 

the option of using either fixed or variable step lengths. 

5.5 Evaluation of the CACSD Suite for the Design of Nonlinear Systems 

Having implemented the changes to the Computer Aided Control System 

Design Suite described in the previous sections, it is necessary to go on to test 

the performance of the system when used for a problem involving significant 

nonlinear behaviour. Although the dynamic model of the RTX robot developed 

in chapter 4 gives a reasonably accurate prediction of experimental results, it is 

not so accurate as to be useful in testing the performance of the CACSD suite, 

since any differences found could be due either to modelling errors or errors 

generated in the solution algorithms. It was therefore decided to compare the 

results obtained using the suite with published results and with those obtained 

using SIMNON for a problem having wen understood results. 

The problem selected involves the optimal control of a 2 degree of 
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freedom planar robot, as shown in fi&ure S.12. 

F.,ure S.12 TV«) D.o.F. planar robot used in optimal control investigation 

x 
----~~----~--------~~~----~------------~ 

This example, investigated by Geering [Geering,86], involves significant 

interaction terms as well as the discontinuous, saturated control signals required 

in time optimal motions and so gives an indication of the performance of the 

design suite in all important aspects. In addition, since the control is effectively 

open-loop, any errors generated will not be reduced by feedback and so will 

have a noticable effect. 

The nonlinear differential equations used to describe the robot behaviour, 

given in appendix S, are presented in the original paper and were compared 

with those derived using Lagrange's equations, as described in chapter 4.1.4. 

These equations may be entered directly into SIMNON but in order to be 

compatible with the PHAS model structure, they must be divided up into a 

number of separate functions of the joint positions and velocities. There are a 

number of ways in which this may be achieved although the differences 

between them are minor. The form selected is described in appendix 5, as are 

the functions involved. 
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As explained in IeGtion 5.3, the form of these equations is DOt available 

as a standard form within the suite and so must be represented as either a 

piecewise linear function or as a power series. A number of tests were 

performed to compare the accuracy of each representation over the range of 

argument values required. Representing the least smooth of the functions as a 

set of 24 points for a piecewise linear curve resulted in a maximum error 

between this function and the true value of 1 .3% of the full range of function 

values. For the same function, a number of different order polynomials were 

investigated and it was found that the maximum attainable accuracy was 1.1 % 

of full range. This required a 10th order fit, while higher order polynomials 

gave larger errors due to truncation effects. The PHAS package allows a 

maximum of 7th order polynomials, for which the error was found to be 4.6%. 

Although either the maximum polynomial order or the number of data points 

for a piecewise linear fit could have been increased to improve this accuracy, it 

was felt that this would make the data entry task too time consuming and so 

the 24 point, piecewise linear fit was adopted. 

A program was developed to construct a file containing the discrete data 

points in the appropriate format for the PHAS package to read, as if from the 

keyboard, along with the other system information. The representation of the 

system used in SIMNON is given in appendix S. 

The motion considered here is from the extreme of the reach in one 

direction to the opposite extreme, requiring a rotation of 180· in joint 1 and 

360· in joint 2 with zero initial and final velocities, as illustrated in figure 

5.13. The time optimal control which achieves this involves one switch of the 

joint 1 torque and three switches of the joint 2 torque during the transient, as 

shown in figure 5.14, along with the time evolution of the four states. 
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Figure 5.13 Canesian representation of required time optimal movement 
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The behaviour of the system was simulated using both SIMNON and PHAS 

and the results compared with those generated using SIMNON, with the error 

tolerance set to 10- 5 times the default value. Using SIMNON running on an 

8086 based PC compatible with numerical co-processor, with the default error 

tolerance, produced the results in approximately one quarter of the time 

required by PHAS running on a MicroVAX 2. The resulting errors in the state 

trajectories generated were approximately 25% larger using PHAS than SIMNON 

with the default error tolerance, having a mean of 0.9"A> of full scale for 

PHAS and 0.7% for SIMNON. Thus it is seen that even though the interaction 

dynamics are represented by piecewise linear data giving a maximum error of 

1 %, the resulting simulation produces trajectory information sufficiently accurate 

for the majority of applications, particularly when it is considered that, in the 

majority of instances, the use of feedback will significantly reduce the size of 

the errors produced. 
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Figure 5.14 Evolutin of states during time optimal movement 
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CHAPTER 6 

Implementation aDd Testing of 

Variable Structure Control Systems on the RTX 

A number of variable structure control systems have been implemented and 

tested on the RTX robot. The control structure and details of the methods of 

application will be described in this chapter along with an evaluation of the 

performance of each type of controller. 

The general trend of the algorithms described in this chapter will be from 

simple to more complex, starting with a simple variable structure control loop 

around the joint motors and proceeding to consider the developments to this 

algorithms, required to give performance improvements in the presence of 

non-ideal behaviour. Following this, details will be given of the implementation 

of similar control algorithms, but using position information derived from joint 

mounted sensors alone and from both joint and motor mounted encoders. The 

chapter will conclude with a summary of the performance of each type of 

algorithm and a discussion of the selection of the most suitable control system 

for a particular application. 

The standard against which the new controllers will be judged is a PID 

control, since this is the most commonly used control algorithm in robotics and 

is the one implemented by the manufacturers of the RTX. Clearly a comparison 

between the manufacturer's controller using the original hardware and a newly 

developed algorithm using the improved motor drive circuits and position sensors 

would not reveal a great deal about the properties of the control algorithms 

themselves. In order to provide a better basis for a comparison, a PID control 

was implemented using the same hardware as used in testing the other 

algorithms. The performance of the variable structure algorithms tested will be 

compared to that of the PID implemented on the same hardware, unless 
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otherwise stated. The performance will, wbere possible, be compared for both 

point-to-point and continuous path movements since both types of operation 

are required in practice. 

Software versions of many of the control algorithms were tested using both 

the PPDP with an implementation of 'e' supplied by Real Time Systems and 

on the Victor personnal computer using Turbo Pascal Version 4, supplied by 

Borland. In the majority of cases positions were derived from the high 

resolution encoders mounted on either the motors or the joints themselYeS, as 

appropriate. The motors were driven using the current drives, connected to the 

computers via the interfaces described in section 3.2. 

For the purposes of comparison, the results presented here will be those 

derived using the PC. since all controllers were not implemented on the ppDP. 

The PC compatible used for the majority of the work was based on the 8086 

processor, running at a clock speed of 4.77MHz, although a few requiring 

slightly more processing were derived using an 8086 based machine running at 

7.16MHz. When using the PC, it was found that, in order to obtain a 

sufficiently high sampling speed, integer arithmetic was required throughout, with 

suitably scaled parameters derived from the real values entered (with the 

equivalent real values returned so that the effect of integer quantization could 

be noted). 

The amount of computation required for the algorithm implementation is 

clearly an important factor in the selection of the most appropriate controller. 

The computation times involved may be found from the number of times a 

certain operation (in this case incrementing an integer counter) may be 

performed in the slack time between interrupts. The figures derived in this way 

are dependant on the effeciency of the coding used and, in many situations, 

certain operations (particularly multiplication and division of an integer by a 

power of two. used for scaling purposes) were replaced by faster machine code 

routines embedded in the Turbo Pascal program. For this reason, the times 

obtained do not give a reliable indication of algorithm speed, and so will not 

- 170 -



be considered in detail. A more appropriate fic\R is obtained by considering 

the number of each operation required. These wlues will be given in section 

6.7, where the performance of the different algorithms is compared. 

Throughout the development of the control systems described in this 

chapter, the controlparameters for each algorithm were selected through a 

sequence of simulation and experimental trials. This generally involved the 

determination of an approximate range of wlues which would give stable 

behaviour using a simulation, while fme tuning of the control was done on the 

robot itself. The fmt parameter selected was the switching function definition, 

since this gives defines the system behaviour when sliding, followed by the 

controller gain parameters, chosen to maintain sliding with the minimum of 

chatter. 

6.1 Simple Variable Structure Control System 

One of the most basic forms of variable structure control algorithm, 

designed for a second order system uses a control signal proportional to the 

position error multiplied by the sign of the switching function, which is a linear 

combination of position and velocity errors. Thus, for a system represented as: 

where e I is the position error and e 2 the velocity error, the switching function 

is: 

s = ce l + e 2 
(6.1 ) 

and the control signal is defined as: 
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A controller of this type was implemented on the elbow and shoulder 

joints of the RTX using the position and velocity signals derived from the 

motor mounted encoders. Two forms were investigated, the ftrst using a purely 

hardware control system used the low resolution motor mounted encoders and a 

pulse width modulation voltage mode motor drive circuit. The second 

implementation used software to generate the control algorithm and used the 

high resolution motor mounted encoders and the linear, current mode drive 

circuit described in chapter 3. These control systems will be described in 

sections 6.1.2 and 6.1.3, following details of the computer aided selection of 

the control system parameters described in section 6.1.1. 

6.1.1 Computer Aided Design of a Simple VSC 

Having used SIMNON in the testing of the dynamic model of the RTX, as 

described in chapter 4, it is a simple matter to apply a variety of control 

algorithms to the plant model obtained. These controllers may be represented 

as either continuous or discrete time and so give a good indication of the likely 

performance when a real control system is implemented in either discrete or 

continuous form, and can be used to investigate the effect of changes in sample 

rate in the case of discrete time control systems. A number of control 

strategies were investigated using this technique, although they will not all be 

described in detail. 

The plant model used in these simulations is the full single link nonlinear 

model with friction in the motor and joint taken from a file containing 

experimentally measured values. The continuous time model of the robot is 

stored in one file, while the discrete time controller definition is contained in a 

separate file, with the two linked using a connection definition me. This 

division allows rapid changes to be made to the joint dynamics and the 
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controller definition and keeps each IeCtion of the code to a manapble size. 

Further details of a typical set of files are given in appendix 6. 

The simulation of the performance of a simple variable structure controller 

applied to the model of the elbow joint of the RTX is straightforward and 

although the computation time is quite long (typically 15 minutes for a step 

change in position demand) the resulting phase plane trajectories give a good 

correspondence with those found in practice. A typical result is shown in figure 

6.1 for a controller with switching line coefficient, c = 5s- 1 and a gain, • = 
t VI· , with a sampling frequency of 150Hz. These control system parameters 

were selected, through experiments, so as to give a fairly rapid response, 

without pushing the performance to the limits of what was achievable, so that 

less effective algorithms could be included in comparisons. The sample rate was 

selected to be as bigh as possible for the computationally most strenuous 

algorithm, so that aU algorithms could be compared with an equal sample rate. 

Figure 6.1 Simulated phase plane response for simple VSC 
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The reaching aDd IIidin& pbues can be clearly cIistinpisbed, IS can the 

chattering behaviour aDd the steady state error due to Coulomb friction. There 

is a significant steady l&ate error, iDdicatiDc the large amount of friction present 

in the drive system. This could be reduced by an increase in pin but only at 

the cost of increased chatter. 

It will be seen that the velocity does DOt fall to exactly zero near the 

origin but continues at approximately 2
0 ,s. This is due to the quantized 

representation of the frictional behaviour used in storing the data. This data is 

converted, using a linear interpolation, to live a friction value of between 0 

and O.50Nm in the ~Iocity range 0 to 2.8 °'5. With the reduced friction 

approximation at this ~ity, some movement is still possible. 

6.1.2 Hardware Implementation of a Simple VSC 

At an early stqe of the investiption into the suitability of variable 

structure control systems for the RTX. before the enhanced hardware was 

developed, it was decided that a hardware implementation of such a controller 

would provide a useful indication of the problems which might be encountered 

at a later stage. Accordingly a controller was implemented in hardware, deriving 

position and ~Iocity signals from the }ow resolution encoders mounted on the 

motor and driving the motor via a pulse width modulation wltage mode drive 

circuit. 

The control algorithm was implemented using analogue circuitry so as to 

allow rapid alterations to the control parameters by means of variable 

resistances. The encoder signals were used to drive a series of up-down 

counters which provided the input to a digital to analogue converter so as to 

give a voltage proportional the position and, by means of a differencing 

amplifier, the position error. The velocity signal was derived using a tachometer 

circuit with a direction discriminator and switched gain amplifier of the type 

described in section 3.4. Owing to the }ow encoder resolution, a ruter having a 

- 174 -



time constant of approximately SOmS was required to smooth the speed lipal. 

introducing • significant phase shift into the measured wlocity. 

A schematic diagram of the control system is shown in figure 6.2 while 

the circuit used to implement it is shown in figure 6.3. 

Figure 6.2 Schematic Diagram of the Hardware Implementation 

--

Figure 6.3 Circuit Diagram of the Hardware Implementation 
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The coatrol parameters are c, the switching line gradient, and +, the 

controller pin; these are dermed by VR, and VR2 which were implemented 

usi.n& raistIInce baRS, to allow rapid variation. 

The behaviour of this control system when subject to a step change in 

demaDd position was in~gated for a number of switching line gradients and 

controller pins. A typical response for the elbow joint is shown in figure 6.4 

for a switdlin& tiDe cradient of 8.81- 1 and a gain of 1.23V'o. These 

parameters were selected, using simulation and experimental procedures, to give 

a moderate 1e~1 of performance. The expected pseudo-sJiding behaviour is 

clear, as is the chatter along the switching line. From the actuation signal it is 

easy to distinpish the reaching and sliding phases of the movement. It will also 

be seen that a significant steady state position error occurs, typically 0.95·. 

This is due to the Coulomb friction present in the motor and drive system, 

and is one of the major problems with this type of control system. 

Figure 6.4 Response of the elbow joint with hardware VSC 
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6.1.3 Software Implementation of • Simple vse 

Having shown that a hardware implementation of a variable structure 

controller was at least pardaIJy successful, it was decided to implement a similar 

controller in software, using the computer system described earlier in this 

chapter. A typical responses for the elbow joint. with a controlJer having 

switching line coefficient, c = 8s- 1 , a gain of t = 1.0V I" and a sample rate of 

400Hz, when subject to a 20' step change in demand position is shown in 

figure 6.S, from which it can be seen once again that pseudo-sliding behaviour 

occurs. 

Figure 6.5 Response of a simple vse implemented in software 
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It is worthwhile noting the effect of varying the sampling interval on the 

response. Figure 6.6 shows the response of the elbow joint using first ~ 

controller having c = 4.69s- 1 and a sample rate of 200Hz and then one having 
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C I: 3.915- 1 and u sample rate of 500Hz, both with a gain of O.93Vt". Clearly 

there is a significant reduction in chatter in the latter case, due to the 

increased sample rate. To verify the ac:c:uracy of the simulation described in 

section 6.1.1, the simulated and experimental responses of the elbow joint are 

shown in figure 6.7 for a choice of control parameters which cause a 

significant amount of chatter. The effect of any inaccuracies in the system 

model used in simulation, particularly high frequency dynamics, are accentuated 

by the high frequency switching present in the sliding mode and so a very 

close agreement would not be expected. It will however be seen that there is 

agreement in the overall behaviour and particularly in the switching line 

following, and hence speed of response, and the steady state position error. 
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Figure 6.6 Effect of varying sampling rate in a simple VSC 
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Figure 6.7 Comparison of simulation and experimental results for simple VSC 
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6.2 Variable SJructure Control with Boundary Layer 

It was seen in the previous section that when a simple variable structure 

control system is employed on the RTX robot, a significant amount of chatter 

occurs around the switchin& line and, associated with this, is a large amount of 

control activity. Both of these features are undesirable and it is hoped, in 

designing the control system described in this section, that these effects will be 

eliminated . 

The impro'lement to the basic VSC algorithm depends on the use of a 

boundary layer around the switching line in which the control signal undergoes 

a smooth transition from one structure to the other, rather than the abrupt 

change used in the simple VSC. As explained in section 2.1 .5, there are a 

number of variations on the basic idea of variable structure control with 

boundary layer. The most simple form of this type of control employs a 

bang-bang control regime when the R.P. is outside the boundary layer and a 

control proportional to the distance from the switching line when it is within. 

The control sicnaI is thus defmed as: 

u - {
-I sgn(s) 

ks s 
if ISI>kb 
if IS I(kb 

where the switching function, s is defmed by equation 6.1, given in section 6.1. 

kt, represents the width of the boundary layer, ks is a constant gain and I is a 

constant, usually set to the maximum control amplitude permissible. This form 

of control may be represented as shown in figure 6.8 which shows the control 

in terms of the phase plane position and the value of s. 

It may be noted that if the equation for the control signal within the 

switching band is rewritten in terms of the position and velocity errors we 

obtain: 

u - ks (ce + e) if ISI(kb 
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which is the same u that for a PO control system with the constants kp = ksc 

and ~ = Its. Although this control is effectively the same u a PO control this 

formulation gives an alternative insight which can be useful when designing 

controllers in the phase plane. This form of controller is also the basis from 

which a number of developments may be made. 

Figure 6.8 Definition of the control signal in a VSC with boundary layer 
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6.2.1 Computer Aided Design of VSC with Boundary Layer 

s 

Using the same procedure as outlined in section 6.1.1, a VSC with 

boundary layer was investigated using SIMNON. A typical result for a controller 

having c = 8.0s- 1 , kb = 20.0'5- 1 and Its = O.5V(s-1, applied to the elbow 

joint model, is shown in figure 6.9 

It is seen that the chatter has been eliminated and the trajectory proceeds 

smoothly towards the origin, in the vicinity of the switching line, but falls 1.1' 

sbort, due to the Coulomb friction in the system. 
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Figure 6.9 Simulated performance of elbow joint for VSC with boundary layer 
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6.2.2 Implementation of a VSC with Boundary Layer 

A control system based on this formulation was implemented and tested on 

both the shoulder and elbow joints of the RTX. The response of the elbow 

joint to a step change in position demand is shown in figure 6.10 for control 

parameters c = 8s-', kb = 20·s- 1 and Its = 0.SOV(S-1. The trajectory is as 

expected, with the RP entering the boundary layer and remaining within, but 

deviating from the switching line itself. 

Once again, due to the coulomb friction in the joints, there remains a 

steady state position error at the end of each movement, equal to 

approximately O.S· and 1.0· for the shoulder and elbow joints respectively. 

These errors could be reduced by increasing the gain, Its but a large increase 

leads to behaviour similar to the chattering found in the simple variable 

structure control. 
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Figure 6.10 Response of Elbow joint under vse with boundary layer 
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It is worthwhile noting the effect of changes in plant parameters on the 

behaviour of this type of controller. Figure 6.11 shows the behaviour of the 

shoulder joint of the RTX with a controller having c = 23.45-', kb = 4 0 ,s and 

Its = 1 vI" ,-'. The three responses shown are for elbow angles of 0
0

, 90· and 

135
0 

and it can be seen that the behaviour during the reaching phase is 

significantly different but, when the sliding regime is entered, the trajectories 

become far more similar. These two forms of behaviour can also be seen when 

the position errors are plotted against time, as in figure 6.12. 

Having investigated the performance of frequently studied variable structure 

control algorithms when applied to a system with significant nonlinearities, and 

having established the detrimental effects that these nonlinearities have, we will 

go on to consider techniques which may be adopted to eliminate these 

problems. This is the subject of the following section. 
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F'1pI'e 6.11 Effect of elbow an&Je on shoulder response 
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Figure 6.12 Effect of elbow angle on shoulder error response 
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6.3 Variable Structure Controller Design for Nonlinear Systems 

The control systems described in the previous sections ~re developed 

without a sreat deal of consideration for the nonlinearities ,enerally found in 

electro-mechanical systems, namely input saturation and Coulomb friction. In 

this section ~ will consider the implementation of controllers with integral 

action and friction compensation, mechanisms which provide a solution to the 

problems caused by Coulomb friction. A further development of the basic 

al,orithm will be considered, which reduces the deviation of the trajectory from 

the switching function due to the acceleration and deceleration necessary to 

maintain the required trajectory. These techniques may be used individually or 

may be combined. Friction compensation will be considered frrst, followed by 

acceleration compensation and then the use of integral action will be 

investigated. The effect of using all these techniques will then be considered. 

6.3.1 VSC with Friction Compensation 

The variable structure controller with friction compensation considered in 

this section is based on the algorithm suggested by Slotine and described in 

section 2.1.S.3. The aim of this algorithm, in it's original form, was to 

compensate for all the known dynamics of the plant (although only 

nonlinearities caused by joint interactions were considered and linear actuators 

were assumed) while eliminating the effects of unknown and varying dynamics 

by the use of a discontinuous control, added to the continuous control used in 

compensation. 

For a dynamical system as complex as the RTX the full compensation 

control signal would be require extensive calculation, even neglecting the joint 

interaction behaviour, and this could not be achieved in real time. It was 

therefore decided to compensate only for the most significant components of 

the overall dynamics. This results in a relatively large discontinuous control 
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lignal but, owin& to the time varying and load dependant nature of the 

interaction dynamics, a large discontinuous signal would be required in any 

case. 

As shown in section 4.2.1.2, friction in the joint transmission system of 

the RTX is of a highly nonlinear form and amounts to typically 35% of the 

maximum motor torque. Friction is the most significant, non-ideal element in 

the dynamics and is also the most straightforward to compensate for. 

Accordingly it was decided to implement a variable structure control system 

with friction compensation. 

6.3.1.1 Simple VSC with friction compensation 

The first controller to be considered is a basic VS controller, augmented 

with the inclusion of a friction compensation term. The control signal may be 

defmed as: 

If sx, > 0 
If sx, <: 0 

where l(x 2) is the model of the true frictional relationship, a(x 2)' It is 

assumed here that the friction is a function of velocity only and not of joint 

position. Although this is not strictly true, the variation in friction with position 

is less than that which occurs with velocity and time, as shown in section 

4.2.1.2. For the reasons explained in section 2.1.5.1, the estimate of the 

friction should take a lower value than the true friction, particularly at low 

velocities, in order to avoid limit cycle behaviour around the origin. The 

difference between the friction model and the true relationship governs the 

possible controller gains which will still ensure sliding, a poorer model requiring 

a larger gain, with the associated problems of chatter. In addition a poor 

model will lead to a relatively large steady state error, for a given gain. 

Due to the variability of the friction relationship and the difficulty of 

obtaining a reliable model, it was decided to represent the friction as (x 2) = f 
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s&n(X 2) where f is a coastant selected to "~n • close correspondence with the 

measured relationship. Thus the frictional behaviour measured as described in 

chapter 2 and the model ..-ould typically take the form show in figure 6.13. 

Using this form of friction compensation in a control loop around the 

elbow joint of the RTX, with the friction compensation level set at 3.4V, 

corresponding to 1.77Nm, and a gain of 1.0V!" , the trajectory shown in figure 

6.14 was produced. This may be compared with the response using the same 

control system parameters but with no friction compensation, shown in figure 

6.1S. 

Figure 6.13 Frictional relationship at elbow joint and simple friction model 
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Figure 6.14 Response of Elbow joint with friction compensated controller 
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Figure 6.15 Response of Elbow joint without friction compensation 
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It is clear that cbatter Iti11 remains with the friction compensated controller 

but the steady state error bas been reduced to 0.4'· in figure 6.14, compared 

with 1.72· for the system with no friction compensation, shown in figure 6.15. 

It is worthwhile noting the different gradients of the trajectories under the 

control structures with and without friction compensation. In Figure 6.15, 

representing the case without friction compensation, the sub-trajectories when 

under positive feedback make a larger angle with the switching line than in the 

case with compensation, where these sub-trajectories make an obtuse angle, as 

seen in figure 6.14. This may be taken as an indication that the sliding 

condition is nearer to violation in the friction compensated case than in the 

uncompensated situation. 

This point is further illustrated in figure 6.16 which shows the situation 

where the friction compensation is raised to a level of 3.9V or 2.03Nm which 

is above the measured value of friction. It wiI1 be seen that sliding ceases in 

the region of 6· to 8· position error, is briefly re-established but then breaks 

down completely, leading to large overshoot and the beginings of limit cycle 

behaviour. 

The reason for this highly undesirable behaviour is that, when the position 

error approaches zero, the control signal without friction compensation must be 

zero, independant of the velocity. When the friction compensation is included, 

this is the only signal acting on the system. Hence, if the friction compensation 

is above the true friction, the link will accelerate, rather than decelerating as 

required. It is clear then that some modification to the control algorithm is 

required, if the steady state error is to be removed, without the risk of 

overshoot. One such modification is the inclusion of a boundary layer around 

the switching line. 
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Figure 6.16 Response for simple VSC with excess friction compensation 
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Although the use of friction compensation is partially effective in removing 

steady state position errors, when used as part of a simple VSC system it does 

not cause a large reduction in the chatter amplitude. In order to achieve this 

chatter reduction we may adopt the smoothing technique described in section 

6.2 while including friction compensation to reduce the steady state error. 

Using the same nomenclature as in section 6.2 and 6.3.1.1, we may write 

the control signal used in this form of control as: 

u - { 
-1 sgn(s) 
ks s - a(x 2 ) 

if ISI>kb 
if ISI(kb 

(6.2) 

Once again we will consider the greatly simplified friction model, Jiven by 

'(x 2 ) = f sgn(x 2). It should be noted that. since the linear part of the control 

signal is no longer a linear interpolation between two values which are less 

than or equal to the input saturation level. but are augmented by the friction 
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compensation term, the control described by equation 6.2 may &ive a value of 

u above the saturation value. Thus the control lienal must be limited according 

to: 

u' - { 
Usat sgn(u) 
u 

where Usat is the input saturation level. 

If IUI>usat 
If IUI(usat 

A number of experiments were carried out using this algorithm, involving 

a variety of control parameters and friction compensation levels. For comparison 

purposes, the response using a controller without friction compensation is shown 

in Figure 6.17. This is for the elbow joint of the RTX with a controller having 

a switching line constant of c = 8 S-1 as in section 6.3.1.1, a boundary layer 

width of 20·s- 1 and a gain of k = O.SOVl·S-l. 

Figure 6.17 Response for controller with boundary layer and no friction 

compensation 
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It will be ICen that the trajectory remains clOie to the switching line for 

the majority of the trajectory, without chatter, but leaves the switching line as 

the origin is approached, leaving a steady state error of 1.2'. By introducing 

friction compensation at a level of 4.9V, equivalent to a torque of 2.S4Nm, this 

response is modified to that shown in figure 6.18. 

The modified system does not remain as close to the switching line as in 

figure 6.17 for reasons which will be explained shortly, but the trajectory does 

approach the origin much more closely, giving a steady state error of 0.06'. It 

is worth considering, at this stage, the effect of using a friction compensation 

above the true friction level. This situation is illustrated in figure 6.19, in 

which a compensation level of 7.33V or 3.82Nm was used. 

Figure 6.18 Response for controller with boundary layer and friction 

compensation 
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Figure 6.19 Response for controUer with oYU-c:ompensation of friction 
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This trajectory is seen to overshoot the origin by 0.68' but there is no 

oscillation of the form found with the simple VS controUer. Thus, although the 

overshoot may be undesirable, the effect of a poor friction estimate is not as 

bad as in the case of a simple VSC. 

6.3.2 VSC with Acceleration Compensation 

The reason for the deviation of the trajectory from the switching line 

shown in figure 6.17 is that, in order for the RP to follow the switching 

function, a deceleration must be induced into the system. This fact is not 

accounted for in the controller definition and so, when on the switching line, if 

the friction compensation level is correct, the total effective torque will be zero 

and a constant velocity will be maintained. In order to attain the required 

deceleration, the trajectory must deviate from the switching line by an amount 

which causes the required torque to be applied. In the case of zero friction 

compensation, illustrated in figure 6.17, the deceleration due to friction is 

sufficient to keep the trajectory in the vicinity of the switching line for the 
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majority of the transient, although u the origin is approached, the required 

deceleration drops Ind 10 the friction causes In excess deceleration, leading to 

the position shortfall. When friction compensation is included the deviation of 

the trajectory from the switching line is large, particularly at high velocities 

where the greatest deceleration is required. 

In a second order system, it is a simple matter to determine the 

acceleration required to maintain the trajectory on the switching line, given the 

gradient of that line. The acceleration is given by: 

de, 
dt -

H we consider a simplified second order plant model, in which the effect 

of nonlinear friction has been eliminated by the compensation mechanism 

described previously, the plant dynamics are described by 

e2 - bu 

then the required acceleration is caused by an input of: 

u = -ce 2/b 

Adding this factor into the existing control definition, we obtain: 

{
-I sgn(s) 

U - A A ks 5 - a(e 2 ) - ce 2/b 

where b is an estimate of the input gain, b. 

if 151 > kb 
if lSI <: kb 

(6.3) 

Once again, this control signal must be limited to prevent overdriving of 

the motors as described in section 6.3.1.2. 

Applying this algorithm to the elbow jOint of the RTX, with the common 
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parameten the same as thole UIed to aenerate figure 6.18 and a value of lib 

of O.OO6V(s-z, the result shown in fiaure 6.20 is obtained. From this it will 

be seen that a significant reduction in the deviation from the switching line has 

been obtained, although some deviation remains, due to the simplified nature of 

the friction model used. 

Figure 6.20 VSC with boundary layer and friction and acceleration compensation 
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It would be possible to reduce the switching line deviation further in this 

situation by the use of a more accurate friction model, with friction values 

stored as a piecewise linear function of velocity. There is however a limit to 

the extent of these improvements, due to the variable nature of the robot 

dynamic parameters due to configuration and load changes. In particular, the 

acceleration compensation algorithm given by equation 6.3 assumes a constant 

input gain, b. Clearly this is not the case and in practice, some variation in 

this parameter will occur. In the absense of any reliable estimate of this 

parameter, some error in the acceleration compensation scheme is unavoidable. 

- 196 -



As an instance of this problem, the experiment illustrated in figure 6.20 

was repeated with a Ita load attached to the pipper mounting plate. The 

resulting phase trajectory is shown in fagure 6.21, along with the result for no 

load. It is seen that the added mass has a significant effect on the dynamics in 

both the reaching phase and the pseudo-tliding phase. The maximum overall 

deviation from the switching line remains approximately the same but the 

position of maximum deviation varies due to the different reflected torques from 

the arm. 

Figure 6.21 Effect of load mass on the friction and acceleration compensated 

controller 
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Although friction compensation provides a means of eliminating a 

significant proportion of the steady state error caused by Coulomb friction and 

acceleration compensation eliminates some of the deviation from the switching 

line due to the required deceleration any compensation scheme must have 

limited success in the presence of varying and unknown dynamics and 

- 197 -



disturbances. It is therfore necessary to consider alternative disturbance and 

modeling error rejection techniques. One such method, the use of integral 

action, is the subject of the following section. 

6.3.3 vse with Boundary Layer and Inte&ral Action 

As described in section 2.1.6.2, integral action may be added to the 

algorithm for variable structure control with a boundary layer, in such a way 

that a second order stable ftlter is introduced into the dynamics of s with an 

input constituted of the effective modeling error and external disturbances. Due 

to a zero in the numerator of this ftlter, any steady state disturbances and 

modeling errors are rejected. 

A simple version of algorithm, in which dynamic compensation is not 

included, may be written as: 

u - { 
-1 sgn(s) 
ks s + ki lsdt 

if ISI>kb 
if ISI(kb 

A controller of this form was implemented on the elbow joint of the 

RTX. Initially, the same switching line definition and gain as used in the 

previous two sections were adopted to allow a comparative evaluation of the 

effect of integral action. 

As seen in figure 6.22, the addition of a moderate amount (ki = 37.2V/o) 

of integral action leads to a reduced deviation from the switching line, 

following the initial overshoot, and a significant reduction in steady state error 

(0.01· instead of 0.87') compared with the same system without integral action. 

It will also be seen that an increase in activity around the origin occurs; an 

undesirable feature not found with the friction compensation described in section 

6.3.1.2. 

If the integral constant is increased to ki = 74.4V( oscillation around the 

switching line is caused, as shown in figure 6.23. The steady state error is 

small (0.003') but clearly this type of behaviour is undesirable. 
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Fapre 6.22 VSC with boundary layer and integral action (lei = 37.2Vi") 
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F'ipR 6.23 VSC with boundary layer and integral action (ki = 74.4V/·) 
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The addition of integral action to the control aJaorithm provides a means 

of removing the effects of steady disturbances and reducing the effect of 

Coulomb friction. It does bowe~ ha~ a destabilising effect which means that 

the use of this component must be limited. This in turn means that the time 

taken for the correcting action to be effective is longer than would be hoped, 

making it ineffective in o~rcoming the problems caused by higher frequency 

disturbances. This is seen in Figure 6.22, in which the integral action does not 

begin drawing the trajectory towards the switching line until it has passed it for 

a significant time. Thus although integral action does give some significant 

benefits, it is not wholly effeci~ in overcoming the problems of a simple VSC 

with boundary layer. It is therfore necessary to consider the effect of combining 

integral action with the compensation techniques described in sections 6.3.1 and 

6.3.2. 

6.3.4 VSC with Boundary Layer. Compensation and Integral Action 

It is a simple matter to combine the effects of the compensation and 

integral algorithms described in the previous sections and, in the case of the 

compensation terms, the same parameters may be adopted. For the integral 

action, it is no longer necessary to adopt as high a component as required 

when used alone, since the disturbance and nonlinear effects it is used to 

overcome are to a large extent removed by the compensation terms. This has 

the advantage that the high activity in the region of the origin, described in 

section 6.3.3, is mostly eliminated. When implemented on the RTX, the results 

for a step input change are of the form shown in figure 6.24. This result, 

obtained using the elbow joint, is for the case of 4.4V friction compensation, 

O.OO6V;'/S2 acceleration compensation and an integral component of 20.0V;', 

while the remaining parameters where the same as used in previous sections. 
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rapre 6.24 VSC with compensation and integral action 
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Clearly the deviation from the switching line has been further reduced 

while the steady state error has been lowered to 0.0045· . Since the control 

signal adopted here is largely composed of compensation terms, with only a 

small integral term used to eliminate any additional effects, it is natural that 

the response should be sensitive to changes in those elements in the system 

whicb are being compensated for. This point is illustrated in figure 6.25, in 

which the same control system VclS employed for the robot with and without a 

1 kg load fitted. 

Clearly the performance is somewhat degraded, due to this change in plant 

parameters, but remains better than that achieved with the previously described 

algorithms. 
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Figure 6.25 VSC with compensation and integral action, with t ka load 
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It should be noted that the results described in the previous sections 

involved fixed control parameters, so as to provide a common basis for 

comparing performance, rather than being optimised for each form of control. 

It is possible to obtain a better performance, in terms of speed of response 

and switching line tracking, by a careful selection of parameters to suit the 

particular form of algorithm, as seen in section 6.7.2. This was not done in all 

cases since the optimised parameter values for one algorithm would not give 

stable control for another and so could not be used for comparison purposes. 

6.4 Variable Structure Control with Piecewise Linear Switching Curves 

It will be noted from the previous sections that the phase trajectories of 

the RTX joints under a given form of VS control differ widely between the 

case of no load and when a load is applied. The most significant difference 

occurs during the reaching phase, in which the system is driven with the 
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maximum input torque and &iva the full acceleration possible. Durin, this 

phase, the response is hi,hly dependant on plant parameter changes. IU 

explained in section 2.1.3.2, this lack of invariance durin, the reaching phase 

may be undesirable in some situations, and 10 a number of approaches have 

been considered to avoid this behaviour. 

The most promising is the use of a curved or piecewise linear switchin, 

function, starting from the initial position and going to the origin, so as to 

form a single curve along which sliding may occur. This curve may take many 

forms, but the most generally applicable type consists of a region of linear 

acceleration, a constant velocity phase, a linear deceleration and a final 

exponential deceleration section, as described in section 2.1.3.2. An algorithm 

of this form was implemented on the RTX in a way that allowed variation of 

each of the switching line parameters individually. It would be possible to 

calculate the equation of the switching function as a part of the control 

algorithm but, owing to timing constraints, it was considered more appropriate 

to pre-calculate the switching line definition and store the data as two arrays, 

one of switching line gradients, c, and the other of offset velocities, voff' as 

functions of position error, so that the value of s may then be calculated from: 

s = cCe) e + e + voffCe) 

This method of storage results in a piecewise linear switching function 

which, by making the position quantization level sufficiently small, (0.1·, 0.2· 

and O.lS· for the shoulder, elbow and yaw joints respectively) gives a close 

approximation to a smooth curve. The gradient and offset values for each of 

the sections of the curve shown in figure 6.26 may be calculated using the 

equations given in table 6.1. 
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Figure 6.26 Piecewise linear lwitchin& cune 
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Table 6.1 Calculation of gradients and offsets for piecewise linear switching 

curve 

Region Behaviour c Offset ve loci ty 

1 Exponential decel. Co 0 

2 Linear deceleration /0/(4 (e - eo» /o(e - eo)-ec(e) 

3 Constant Velocity 0 Vo 

4 Linear acceleration -i~/(4 (e - e,» 1"S(e - e,)-ec(e) 

It should be noted that the absolute value of eo should be made a little 

larger than the absolute value of the initial position error since, if this is not 

the case, a small disturbance may move the RP to a region in which the 

switching function is not defmed, leading to unpredictable behaviour. This 

adjustment need only be of the order of 0.1· to assure that the correct sliding 

behaviour begins. 

The calculation of the gradient and offset tables was carried out in such a 

way that, if there were any overlap between regions, the following order of 

precedence would be followed: 
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1 - Exponential deceleration 

2 - linear deceleration 

3 - linear acceleration 

4 - Constant ~locity 

Thus, the exponential deceleration .,uld always be present, while the 

remaining parts would only be used if required to complete the curve. 

This form of switching function was tested with each of the forms of VSC 

described in previous sections, with the same control and switching line 

parameters, to allow comparison between the different control algorithms. The 

switching curve parameters, a and fJ used were selected to give a fast 

acceleration and deceleration while still being maintainable under worst case 

loading conditions; Vo was chosen to give a speed about the middle of the 

attainable speeds while Co was selected to be compatible with previous tests and 

the limit of the linear switching function region was chosen, through 

experiments, to give a smooth final approach to the origin. The values selected 

were: 

Co = 8s-' 

ec :: 2° 

a = 6OO0s- 2 

Vo :: 400s- 1 

fJ = 4OO0s- 2 

For an initial error of 20 0, this gives a Pitching function of the form 

shown in figure 6.27. 
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Figure 6.27 Example switching function definition 
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6.4.1 Simple VSC with Piecewise linear Switching Curve 

The simple VSC algorithm deftned in section 6.1 was applied to the case 

of a piecewise linear switching function. Since the actuation signal is 

proportional to the error and since a lar,e initial error is present. for much of 

the trajectory the system is effectively under bang-bang control. This. as 

expected, results in a large chatter amplitude for the majority of the transient. 

as shown for the elbow joint in figure 6.28. 

It is worthwhile noting the effect of plant parameter changes, when using 

this form of control. As an example, figure 6.29 shows the Yelocity proftle of 

the elbow joint with no load and with a 1 kg load at the gripper. It will be 

seen that the behaviour is not invariant to parameter changes, as would be the 

case in an ideal VSC. The presence of pseudo~liding, rather than true sliding 

leads to this loss of invariance. 
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Figure 6.28 Simple vse with piecewise linear lwitching function 
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Figure 6.29 Behaviour of simple vse with added load 
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6.4.2 vse with Boundary baver 

With the addition of a boundary layer, and the modification of the 

algorithm to the form given in section 6.2, the actuation signal becomes 

proportional to the distance from the switching line, rather than to the position 

error, and so the problem of input saturation for larce initial errors is avoided, 

with the effect of reducing chatter. For the tests described in this section and 

for the controllers developed from this, the width of the boundary layer was set 

to 17'5-', with a pin of O.S8Vt's-'. Using the same switching function 

definition as in section 6.4.1 results in a phase trajectory of the form shown in 

figure 6.30. 

Figure 6.30 vse with boundary layer and piecewise linear switching curve 
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It will be seen that the trajectory follows the switching line more closely 

than in the case of the simple VSC, but that the ~Iocity is always of a lower 

value than that required. This is due to the friction in the joint which balances 
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the torque generated in the motor at a given distance from the switching line. 

This error is unavoidable with this form of controller, although it may be 

reduced by an increase in gain or by the inclusion of friction compensation or 

integral action, as described in the following section. 

6.4.3 VSC with Friction and Acceleration Compensation and Integral Action 

Using the control described in section 6.3.4, with friction and acceleration 

compensation and integral action, combined with a piecewise linear switching 

function, a number of tests were performed on the elbow joint of the RTX. 

Adopting the same control parameters as in section 6.3.4 and the switching 

function definition used in section 6.4.1, the resulting phase plane trajectory is 

as shown in figure 6.31. 

Figure 6.31 VSC with compensation and integral action 
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By combining aU the compenents, it is possible to obtain JOOd switching 

nne fonowing and improved robustness to parameter changes, as shown in 

appendix 7.1 

It should be noted that the results &iven 10 far have been for controllers 

placed around the motor mounted position/velocity sensors and it has been 

assumed that the true arm position has followed the motor position sufficiently 

closely. Clearly this is not always the case and, if large accelerations are 

introduced, a aicnificant position difference can occur. The reason for this 

emphasis on the control of motor position is that the accurate sensing of joint 

position and, more particularly, velocity cannot be achieved without the use of 

high cost sensors, which may not be justified in all situations. It is however 

worthwile investigating the problems of controlling the joint position, rather 

than that of the motor. This is the subject of the following section. 

6.5 Control of Joint Position 

There are two major problems encountered when considering the closure 

of a control loop around the joint rather than the motor. The first problem is 

that only a relatively low position resolution is available when moderately priced 

sensors are considered. The resolution of 0.025", available from the encoder 

mounted on the elbow joint of the RTX, is sufficient for position measurement 

but when this is differentiated to obtain velocity, a very poor resolution is 

obtained. For instance, if a 400Hz sample rate is used, then a backward 

difference differentiation gives a velocity resolution of 10 "Is, approximately 7% 

of the maximum velocity. Although this may be reduced slightly by the use of 

more complex filtering techniques, a significant improvement cannot be obtained 

without the introduction of a large phase lag. 

The second problem encountered is that caused by the flexibility in the 

joint transmission system. The torque applied to the arm may be considered as 

being dependant on the difference between motor and joint position, rather 
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than on the torque generated in the motor. This effect, U DOted by 

Wallenborg [Wallenberg,88], often leads to limit cycle behaviour. 

Notwithstanding the preceding problems, a number of forms of variable 

structure control have been applied to the RTX, using joint position and 

velocity rather than those of the motor. Fortunately there is sufficient damping 

in the transmission system and in the joint itself to allow some form of control 

to be obtained, although it will be seen that the performance is, in some 

respects, inferior to that obtained when using a control loop around the motor. 

These controllers will be described in the following sections. 

6.5.1 Simple VSC Around Joint Position 

A simple VSC may be applied to the arm, with position and velocity 

derived from the joint mounted sensor, in the same manner as described in 

section 6.1.3, with suitable scaling factors to allow precise setting of control 

parameters, without the possibility of overflow. A typical response to a 20' step 

change in demand input for a system with control parameters c = 85- 1 , • = 
O.6V'· and a sample rate of 200Hz is shown in figure 6.32. It WI be seen 

that pseudo-sliding behaviour does occur, but with a significantly higher degree 

of chatter than was the case with feedback from the motor mounted encoder. 

The other problems described in section 6.1.3 also remain here; there is a 

steady state error of 1.8' and the control activity is large. 
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Figure 6.32 Simple vse around joint tensor 
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The problem found when applying any form of discontinuous control to a 

system with significant drive flexibility is that the flexing of the drive allows a 

position difference to be established between the motor and the joint; the size 

of this difference being dependant on the amplitude of the discontinuity. a 

large discontinuity leading to a large position difference. and it is this position 

difference which leads to the degredation of performance observed here. As the 

gain of a vse is increased, so the amplitude of the discontinuiuty increases for 

a given error leading to further reduction in performance. This may be seen in 

figure 6.33 in which a gain of 4.0V( was used. The large discontinuity in 

control has led to oscillatory behaviour. 
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Figure 6.33 High pin vse leading to oscillatory behaviour 
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The problems induced by the use of discontinuous control may be 

alleviated to some extent by the use of smoothing techniques as described in 

section 6.2. 

6.5.2 vse with Boundary Layer Applied to Joint Position 

Adding a boundary layer to the switching line in the manner described in 

section 6.2 results in a significant improvement in performance, as illustrated in 

figure 6.34, which shows the result for the elbow joint with control parameters 

c = 85- 1 , kb = 6"5- 1 and k = O.15V(S-1 and a sampling rate of 200Hz. 
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Figure 6.34 VSC with boundary layer 
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The deviation of the trajectory from the switching line has been 

significantly reduced by the removal of the discontinuous control signal, without 

an increase in the steady state error. Once again, the use of a large controller 

gain results in undesirable behaviour, as seen in appendix 7.2. 

6.S.3 VSC with Compensation and Integral Action 

In much the same manner as described in sections 6.3 and 6.4, friction 

and acceleration compensation and integral action may be used to enhance the 

performance of the VSC applied to the control of joint position. It is found 

that similar performance improvements are achieved, as illustrated in figure 

6.35, in which the same compensation parameters as found suitable for motor 

position control were used, along with a gain of O.15V!'S-1 and an integral 

constant of 1 vI' . 
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Fipre 6.3S VSC with friction and acceleration compensation and integral action 
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The rmal form of the controller, represented by the result shown in figure 

6.35 gives close switching line following and a steady state error of 0.05', 

corresponding to two encoder counts. 

As a means of improving the robustness of the complete movement, a 

piecewise linear switching function of the type described in section 6.4 may be 

adopted. When combined with the enhanced VSC algorithm, this produces 

results of the form sbown in figure 6.36 from which it is seen that switching 

line tracking is within 10 'S-1 for the majority of the trajectory; a figure which 

corresponds to two times the resolution of the measurement. Clearly this 

performance is far from ideal but could not be significantly bettered without 

improved velocity sensing. 
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Figure 6.36 Joint control using vse with piecewise linear switching cu~ 
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6.6 Control Using Joint and Motor Mounted Sensors 

From the preceding results, it will be clear that control using the motor 

mounted position sensor gives good velocity control but poor end point position 

accuracy, while using the joint mounted sensor allows good position accuracy 

but does not allow precise velocity control, due to the limited sensor resolution. 

It is therefore desirable that the advantageous properties of each control scheme 

be combined in a single control system. 

For reasons explained previously, when a steady velocity or acceleration is 

induced in the motor, a position difference between the motor and the joint 

occurs, suggesting that a control system taking data from both sensors ~uld 

not be effective, if the transmission flexibility were not explicitly considered. It 

should be noted however that, given constant velocity or acceleration, the 

steady state position difference is fixed, provided the link dynamics remain 

unchanged. Under these conditions, the joint velocity will be approximately 
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equal to the motor wloclty. Takina account of this, it was considered 

~rthwhile to investigate the behaviour of • control Iystem using the joint 

position and the motor wlocity. A schematic diagram of the variable structure 

controller adopted is shown in figure 6.37. 

Figure 6.37 Variable structure control system using motor and joint mounted 

sensors 
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This form of control may be viewed in two perspectives, firstly it may be 

considered as a straightforward VSC with a boundary layer, in which any 

discrepency between the motor and joint wlocities is neglected, with the 

inherent robustness of the VSC algorithm minimising any detremental effects 

caused by the disparity. Alternatively, it can be considered that the position 

error as measured at the joint is used to generate a velocity demand which the 

controller forces the motor to match. In the later case, since the velocity 

profile generated from the position error is a smooth function, the velocity 

difference between motor and joint does not undergo any rapid changes, 

justifying the assumption the the two wlocities are approximately equal. 

It is a simple maUer to convert the control software already written to 

operate in this manner, only requiring changes to the software controlling the 

reading in of position and the calculation of velocity, with minor modifications 

to the scaling constants used. It was found that the control parameters 

developed using the control system operating around the motor mounted sensors 
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continued to live aood performance when adapted to this confapration, 

although limited tuning was carried out to give further imprOYemeDts. 

The performance of the elbow joint of the RTX with this sensor 

arrangement was investigated for several forms of variable structure control 

algorithm with boundary layer described in previous sections and the resulting 

performance will now be summarised. In assessing the performance of the 

various forms of control investigated, a problem is encountered in determining 

the exact joint behaviour, owing to the poor velocity measurement resolution. 

Thus the proximity of the trajectory to the switching line cannot be found 

precisely. although a reasonable idea of the overall performance can be 

obtained. 

The initial investigation of this controller involved the use of a straight 

switching line with boundary layer and a control signal proportional to the 

deviation of the trajectory from this line, and proceeded to consider the 

inclusion of friction and acceleration compensation and integral ac1ion. 

6.6.1 VSC with Boundary Layer using Motor and Joint Mounted Sensors 

The simplest form of control without compensation or integral action, 

defmed by: 

u - {
-I sgn(s) 
ks s 

if ISI>kb 
if ISI<:kb 

where ej is the joint position error, defined by e j = xd - x j' where x j is the 

joint position; and em is the motor velocity error, defmed by ~ = *d - i m, 

where im is the motor velocity. 

Using this form of control, applied to the elbow joint, results in a 

response of the form shown in figure 6.38. 
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Figure 6.38 vse with boundary layer using Joint lnd motor mounted tensors 
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It will be noted that the trajectory remains in the vicinity of the switching 

line but bas a far greater deviation from it than is the case when using either 

the motor or joint mounted sensor alone. This relatively large deviation might 

be expected, given that the control system undergoes an abrupt change of 

structure from bang-bang to a smooth control action when the trajectory first 

reaches the boundary layer and that this change leads to a similarly rapid 

variation in the relative positions of the motor and joint. Following this large 

initial deviation, the trajectory follows the switching line more closely until, as 

the origin is approached, Coulomb friction leads to the position shortfall 

experienced previously with this form of control algorithm. 

Figure 6.39 shows the effect of adding friction and acceleration 

compensation and integral action to the basic algorithm. The improvements in 

performance found are similar to those obtained when these control algorithms 

were used with the motor mounted sensor. 
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Flpre 6.39 VSC with compensation and lntep-al action 
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6.6.2 vse with a Piecewise Unear Switching Function 

It was noted in the previous section that a relatively large deviation of the 

trajectory from the switching line occurs following the transition between the 

two control structures. This is caused by the rapid change in the required 

acceleration which occurs at this point, leading to a rapid change in position 

difference. One approach which may be adopted to overcome this problem is 

that of using a piecewise linear switching function of the form described in 

section 6.4. In this regime, the changes in acceleration are relatively small, 

leading to reduced position disparity and improved switching line tracking. A 

number of experiments were carried out using this type of switching function 

with each of the variations to the basic control signal defmition described in 

the previous section and in section 6.4.3. It was found that each development 

of the algorithm gave similar performance benefits to those described in section 

6.4.3, with the response of the elbow joint for a controller with a friction and 
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acceleration compensation and integral action bein& of the form shown in figure 

6.40. 

It will be seen that the trajectory follows the switching function closely, 

given the poor velocity measurement resolution. and gives less deviation from 

the switching function than was the case when a straight switching line was 

used, owing to the relatively small changes in acceleration required in this case. 

Figure 6.40 VSC with a piecewise linear switching function 

'.0 1.0 10.0 12.0 14.0 1'.0 11.0 20.0 
Error Cd) 

6.7 Comparison of Control Algorithms for the RTX 

In the preceeding sections, a number of control algorithms have been 

applied to the control of the elbow joint of the RTX and the resulting 

behaviour investigated. The performance of eacb type of controller bas not 

however been compared witb each other in quantitative terms. It is the 

intention in this section to present such a comparison between these controllers 
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and a PID controller for a ftriety of movements. The comparison will be 

divided into four eections, considerina the computational effort required; the 

speed of response for the movement of a single joint; the accuracy and 

repeatability of point-to-point movements involving the elbow and shoulder 

joints and the tracking accuracy for continuous path movements. The 

performance in each of these respects will be considered in tum in the 

subsequent sections and this will be followed by an overall summary and 

recommendations on selection. 

It should be noted that in preceeding sections, the control parameters were 

not adjusted to give the best possible performance in all cases, since this would 

not allow an evaluation of the effect of individual terms in a control algorithm. 

It is therfore necessary to re-tune each controller to give the best performance 

before carrying out the tests reported in this section. 

6.7.1 Computational Cost of Control A1goritms 

As indicated in the introduction to this chapter, the computational cost of 

the control algorithms considered here may be evaluated by determining the 

amount of slack time between interrupts. This method of evaluation gives a 

useful indication of the computation time required for a given coding of the 

algorithm and bas frequently been used in the development of algorithms. It 

does however give an indication of the efficiency of the algorithm coding, 

rather than of the algorithm itself, and so a modification to the software 

(replacing certain operations with machine code routines for instance) may give 

an increased amount of slack time, without any change to the algorithm. In 

addition, this method does not take account of the relative speed of the 

hardware on which the program is run. For these reasons it was decided that a 

more useful indication of an algorithm's efficiency would be obtained by a 

comparison of the number of times each form of arithmetic operation is 

required. The figures for each of the components in the algorithms considered 
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in the preceedi", ICCtioDS are collated in table 6.2. Tbe number of operations 

for a &i~ control ICbeme may be found by adding the components for each 

element UIed. Thus, for a VSC with boundary layer and acceleration 

compensation requires a total of 2 + 1 add/subtracts, 2 + 2 multiply/divides and 

one conditioDal statement. 

Table 6.2 Number of operations required in control algorithms 

Control Operation Type 
Algorithm 
Ele.mt Add/Subtract Multiply/Divide Others 

PID 3 3 -
Simple VSC 2 2 1 sgn 

VSC with 2 2 
1 

Boundary Layer Conditional 

Friction Compo 1 1 1 sgn 

Acceleration 1 2 -Callpensat Ion 

Integral Action 1 1 -
Piecewise Linear 1 1 

2 Table 
Switching Curve Lookups 

These figures represent the computation involved in the control of a single 

axis, using position information derived from a single encoder. In the case 

where multiple joints are considered, the increase in computation is a multiple 

of that for a single joint, with only a single element for the interrupt handling 

overhead, which is only required once for each interrupt, independant of the 

number of joints. This overhead time is O.1Sms on an 8086 based computer 

running at 4.7?MHz. When the control algorithm requires both joint and motor 

position or ~locity information, the input routine must be repeated twice. Each 

of these position readings takes O.46ms on the same computer. 
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6.7.2 Speed of Rqponse wjth variable Structure Controllen 

An important consideration in the evaluation of a control alaorithm for a 

robot manipulator is the lpeed with which the controller drives the arm to the 

required position, generally with the proviso that any overshoot of the Rquired 

position be extremely Imall. When developing a control system with this in 

mind, it is vital that the nonlinear nature of the robot, and in particular the 

limited forces/torques available, be considered since, if these factors are 

neglected and a linear system model is adopted, it is possible to design a 

control system which will theoretically provide any speed of response required. 

Clearly this is not in practice possible and the behaviour of such a system will 

in practice be far from ideal, often with overshoot and possibly instability. 

It bas been shown [Ryan,S1] that for a single input single output, time 

invariant system with bounded inputs, the fastest speed of response is obtained 

when the control signals are extremal. In addtion, for a second order system, 

the optimal motion is obtained using a single switching of the control signal 

from one limit to the other during the transient. 

Although an optimal control system could be determined, fol1owing the 

procedure described by Geering [Geering,86], and augmented to overcome the 

effects of nonlinear friction, such a system would be highly sensitive to 

parameter and load changes. It is clear from this however that, in order to 

attain the highest speed of response possible, the nonlinear nature of the RTX 

must be considered and that a near optimal response will be one whicb reaches 

the desired point using a control signal which is saturated for the majority of 

the transient and bas a small number of switches. These facts were used in 

tuning the control systems described previously so that, by looking at the 

control signal used, the optimality could be estimated. 

The movement for which the speed of response was compared in~ved the 

elbow joint in a rotation of 20·. with the yaw axis at an angle of zero degrees 

to the radial line through the shoulder axis and with no gripper or other 
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additioDal load. UsiD& this eumple movement, the PID controller aDd the vse 

with a strai&ht switching line and boundary layer were tuDed to aive the fastest 

response without overshoot. The resulting phase trajectories are shown in figure 

6.41 wbiIe the control signals are shown in appendix 7.3. 

FIgUl'e 6.41 Response of PID and vse with boundary layer tuned for maximum 

uoU-1oc1tv hila) 

PIO 

10.0 12.0 14.0 1'.0 18.0 20.0 
Error (cD 

It is clear that the two trajectories are very similar, with the vse being 

only marpnally faster in this case, although in other tests this was not so, the 

PID cootrol being faster by a similarly small margin. The variations in speed 

are due to changes in the initial joint angle, relative to the motor angle, 

dependant on the previous movement carried out. It should be noted in the 

case of the vse that the trajectory deviates from the switching line by a large 

amount and, in fact leaves the boundary layer. 

From a consideration of optimal control theory it is clear that if a 

simplified, double integrator model is used to represent the plant dynamics, the 
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time optimal controller will involve I cuned switching line. With this in mind, 

I VSC with boundary layer usin, I piecewise linear lwitchin& function was 

investigated. It was found, .. seen in IppeDdix 7.3, that the phase trajectory 

was virtually the same and the time response no faster than when I straight 

switching nne was adopted. 

Although it has been shown that the difference in performance between 

PID and VSC algorithms is minimal when tuned for a particular movement, it 

is worthwhile comparing the speed of response of the elbow joint using the 

VSC algorithm and the modified motor drive and sensor hardware with that 

attained by the manufacturen using the oripnal hardware system. A comparison 

is shown in figure 6.42 from which it is clearly seen that the control system 

developed has resulted in a speed improvement by a factor of three for a 

typical movement. 

Figure 6.42 Comparison of speed using VSC and manufacturer's PID control 

0.1 1.0 1.2 
TIM (.) 

-2 
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6.7.3 End Point Position Accuracy 

Throughout the ~rk described 10 far, the accuracy of mo~nt bas been 

judged from the difference between the position U lensed at either the motor 

or the joint and that required; and it bas been shown that this error can be 

reduced to a very small amount, typically of the order of 0.005', by the usc 

of appropriate control stratelies. Although this is a necessary activity and, ~ 

the joint mounted encoders are used. provides a reasonably accurate 

measurement of end point position accuracy. there are a number of effects 

which can lead to end point errors which cannot be measured in this way. 

The main sources of end point position errors, when the motor mounted 

IeDSOrs are used. are flexibility in the timing belt transmission system and 

backlash between these belts and the pulleys. These effects can result in a 

significant difference between the true joint angle and the angle measured It 

the motor (up to 2.0· due to flexing and 2.5' due to backlasb in the elbow 

joint) and although the former problem mainly occurs during the transient. 

when the force transmitted by the belt is greatest. owing to the static friction 

in the joint. a steady state error can also be introduced from this source. 

Errors may also be introduced when the robot is initialised, since each joint is 

dri'len to an end stop. introducing a significant degree of flexing in the 

transmission, before the motor position is set. Due to variability in the backlash 

and the static friction characteristics. a large variation in the initialisation 

position can occur (up to 3mm). 

Each of these problems are alleviated when the position sensors are 

mounted on the joints themselves but there are still further problems whicb 

cause inaccuracy in this situation. These problems are caused by flexing of the 

Z-column and the carraige on which the arm is mounted. Although mainly 

causing errors during the transient stage, some inaccuracy can remain in the 

steady state position. 

Due to the inaccuracy of the initialisation procedure, a test of the absolute 
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accuracy of the robot ~uId give more information about the accuracy of the 

initialisation than that of the control algorithm itself and 10 it was decided that 

a measure of the repeatability ~uld be more informative in this instance. In 

order to measure the repeatability, a number of techniques were considered as 

described in the following section. 

6.7.3.1 Cartesian Position Measurment Techniques 

A number of schemes to allow accurate measurement of the cartesian 

position of the robot end point have been investigated and a suitable technique 

established. A number of the possible solutions to this problem will be 

considered here. Ideally the measurement system should be non-contact so as to 

avoid any effect on the robot dynamics and should give a high measurement 

speed to allow evaluation of the dynamic behaviour. 

A number of optical techniques have been considered and a system using a 

videcon camera connected to a MicroVAX with a frame store developed. The 

MicroVAX was used to determine the centre of area of a light source mounted 

on the end effector and, when running real time allowed a sample rate of 7Hz 

to be attained or, by recording the video signal to tape before processing, this 

could be increased to 25Hz. Owing to the nonlinear nature of the camera and 

lens system, the resulting measurements were not sufficiently accurate and 

although they could be linearised, this would require precise setting up and 

would increase the computation time significantly. 

A system which would provide a higher speed of sampling was 

investigated, based on an X-V optical position sensor which could be made to 

provide voltages proportional to the X and Y co-ordinates of a light spot 

falling on it's surface. The sampling rate using this device is only limited by 

the signal to noise ratio of the sensor and the subsequent electronics. Once 

again, the optics and sensor used were nonlinear and so the system was not 

fully developed. A number of optical tracking systems are commercially 
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available, including the Watsman system supplied by Northern Dlaital 1Dc:. and 

Robotest available from Polytec, but were not considered cost effective in this 

instance. 

Two measurement schemes were eventually used, both dependant on the 

planar nature of the movements considered. The first technique involved a 

solonoid, mounted on the end effector with the plunger caused to vibrate with 

a vertical movement of approximately 4mm, at a known frequency. By 

attaching the solonoid to a pen, or by placing a sheet of carbon paper below 

it, a trace of the end effector path could be obtained. Photographically 

enlarging the resulting plot allowed the positions to be accurately measured in 

both X and Y cO-1>rdinates. The sample rate attainable using this method was 

limited to 20Hz by the solonoid dynamics; also, the evaluation of the trajectory 

was time consuming, particularly when a high dot rate was used. 

A preferable method and the one used to derive the results presented 

here, consisted of a digitizing tablet placed below the robot with the cursor 

mounted on the end robot effector. By simulating the pressing of a button on 

the cursor by means of a by-pass circuit, the cartesian position of the end 

effector could be obtained and transmitted via a serial line to a logging 

computer. Driving the cursor button by-pass from a signal generator enabled by 

the control computer for the duration of the transient, a record of the transient 

behaviour could be obtained with an accuracy of 0.1 mm at a sample rate of up 

to 150Hz. The static position accuracy could be assessed in the same manner. 

In order to investigate the cartesian position accuracy, a suitable 

cO-1>rdinate frame must be established. The choice of co-ordinates is somewhat 

arbitrary; that shown in figure 6.43 is used throughout the subsequent 

description. 
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Figure 6.43 Co-ordinate frame used in cartesiaJl accuracy measurements 

Both point-to-point and continuous path accuracy measurements were 

performed with the arm at a distance of 327mm from the highest point of it's 

travel. 

6.7.3.2 Repeatability of Point-to-;point Movements 

The repeatability of the RTX was assessed using a number of control 

algorithms and sensor configurations at several points in the working envolope. 

For each test, the required position was approached from a point SO mm or 

lOOmm distant in the positive and negative X and Y directions. thus living four 

separate movements. The demand positions were (0,200). (0,400), (300,300) and 

(-300,300), thus giving an indication of the effect of position on the 

repeatability. The resulting measurements are presented in table 6.3 as the 

maximum and mean absolute deviation from the mean position in X and Y 

directions and radially. 
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Table 6.3 Point-to-point repeatability for various controllers 

Control Deviation from Mean (aD) 
Algorithm See 

I X Y Radial 
Position Sensor Part 

Placement Max. Mean Max. Mean Max. Mean 

Original PID - 0.38 0.14 1.00 0.43 1.03 0.47 

PID - 2.30 0.84 2.35 1.09 2.S8 1.48 

VSC / Motor 6.3.4 1.80 0.66 1.57 0.77 2.31 1.10 

VSC / Jolnt+MOtor 6.6.1 0.27 0.08 0.47 0.22 0.48 0.2S 

From the figures presented in table 6.3, it is clear that although changes 

to the control algorithm can give some improvement in repeatability, in order 

to achieve high accuracy, the position sensors must be mounted at the joints 

rather than the motor. This hardware modification leads to a typical 

improvement in end point position repeatability of a factor of four, compared 

with that achieved using the same algorithm but with the motor mounted 

sensors. 

The figures for the manufacturer's control system appear JOOd compared 

with those for the control systems using the motor mounted sensors. The reason 

for this difference is that, owing to the lower acceleration attained using the 

manufacturer's motor drive system. the stiction between the belt and pulley is 

not broken, and the effect of backlash is not encountered. H the arm were 

required to manipulate a heavy load or apply force to an object as part of an 

assembly task, a lower repeatability could be expected, since this stiction would 

be broken. The figures given here should be compared with the manufacturer's 

claimed repeatability of 0.5mm. 

6.7.3.3 Accuracy of Continuous Path Movements 

The end point accuracy of continuous path movements may be measured 

in two ways, by using either the joint mounted encoders or the digitizing 
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tablet. When using the diaitlzlng tablet tile problem of accurate initialisation is 

once apin encountered, making It difficult to relate the co-ordinate frames of 

the digitizer and the robot. The joint mounted encoders provide a measure of 

the end point position accurate to within approximately 0.2mm in the static 

case. The dynamic position measurements obtained using these sensors may be 

verified using the data from the diptizer to give the end point tracking 

accuracy to a similar precision. 

The measurements performed inwlYed movement at a range of speeds and 

in different directions, so as to assess the overall performance. The results 

presented here are based on the follOwing movements: 

Number Start Posit Ion (DID) End Posit Ion (DID) Velocity ( __ /s) 

X y X Y 

1 0 200 0 400 50 

2 0 400 0 200 50 

3 0 200 0 260 20 

4 0 200 0 400 100
' 

5 100 300 -100 300 SO 

1 The velocity of this movement was reduced to 80mmIs in the case of the 

manufacturer's controller since the higher velocity could not be attained. 

Tests 1 and 2 may be considered typical of the operations required from 

the robot, being in the centre of the working volume and at a moderate speed. 

By demanding the same trajectory but in different directions, it was hoped that 

any effects caused by backlash would be noticable. Operations 3 and 4 are 

similar to 1 and 2 but were designed to give an indication of the effect of 

speed on the tracking accuracy. The final test was intended to giYe an 

indication of the performance wben moving in a different direction and, owing 

to the crossing of the X = 0 axis, requires the elbow joint to stop and reverse 

in the middle of the trajectory. 
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These operations were performed UI1n& Ibe manufKtW'er" PID control; a 

PID aJaoritbm using the enhanced hardware and the VSC algorithms, with 

friction and acceleration compensation and iDtqra1 action, deriving position and 

velocity signals from the motor alone, as deKn"bed in section 6.3.4, and using 

joint position and motor velocity information, as detailed in 6.6.1. In all cases 

the end point positions were derived \Bin, both the high resolution joint 

mounted encoders and the digitizing tablet and the results from each source 

compared. 

A number of the individual results are 1IOI1hy of comment, since they give 

an indication of the sources of some of the errors found and these will be 

presented before a summary of the overall performance is liven. 

The result for the vse systems for the first movement are shown in 

figure 6.44 in terms of the anglular errors, as measured using the sensor used 

in the control loop. 

It wiI1 be seen that in both cases a relatiftly large error occurs during the 

initial acceleration phase, typically 0.20" for the shoulder and 0.35" for the 

elbow in the case of the joint position based controller and 0.075' and 0.16" 

when the motor position is employed. The errors reduce to 0.0083" and 0.025" 

for the joint controller and 0.02' and 0.03" using the motor position once this 

is over. The large initial error is a result of the infinite acceleration required 

to follow the trajectory. This error could be reduced by the introduction of a 

constant acceleration phase at the begining of each movement. In the case of 

the joint mounted encoders, the position error is nearing the resolution limit of 

the encoder, as may be seen from the saep-like nature of the result. The 

larger errors in the acceleration phase for the joint position based controller 

are due to the flexibility of the drive system which absorbs the initial 

movement of the motor, allowing the joint to lag bebaind. The control systems 

thus perform well in terms of the measured position. This should be contrasted 

with the results s}1own in figure 6.45 which are for the same tests but with the 

cartesian errors plotted. 
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Figure 6.44 Measured joint angular errors for VSC systems using motor and 

joint mounted IeDSOn 

Shoulder Error 

O •• lrror 
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(i) Motor Position Control (ii) Joint Position Control 

It will be seen that in both cases a relatively large error occurs during the 

initial acceleration phase, typically 0.20' for the shoulder and 0.35' for the 

elbow in the case of the joint position based controller and 0.075' and 0.16' 

when the motor position is employed. The errors reduce to 0.0083' and 0.025' 

for the joint controller and 0.02' and 0.03' using the motor position once this 

is over. The large initial error is a result of the infinite acceleration required 

to follow the trajectory. This error could be reduced by the introduction of a 
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coDltaDt acceJeratiae pbue at the bepnin& of eacb movement. In the cue of 

the joint mountiCd CDCOders. the position error is nearing the resolution limit of 

the eoc:oder. .. may be teen from the step-like nature of the result. The 

larger errors ill tbe accelention phase for the joint position based controller 

are due to tbe flexibility of the drive system which absorbs the initial 

movement of the motor, allowing the joint to lag bebaind. The control systems 

thus perform .aI in terms of the measured position. This should be contrasted 

with the results shown in figure 6.45 which are for the same tests but with the 

cartesian errors plotted. 

Clearly, the errors for the control system using motor position are 

significantly IarJer than those for the joint-mounted encoder system. For the 

control system using only the motor-mounted sensor, the maximum position 

errors followin& the initial deviation are of the order of 0.8, while when joint 

position and motor velocity are used the maximum errors fall to approximately 

0.2mm. It should also be noted that the position error during the acceleration 

phase is reduced from Imm to 0.4mm when the joint positions are used. These 

figures may in turn be compared with the cartesian position errors obtained 

using the manufacturer's PID control system and the PID algorithm using 

enhanced bard~. shown in figure 6.46. 

In this case the position errors have a maximum value of 2mm during the 

acceleration phase remains large throughout the transient. It will be noted from 

the results for the manufacturer's controller that a periodic signal is 

superimposed on the error trajectories. This is caused by mecbanical resonances 

which are excited by the control system and by stick-slip phenomena due to 

static friction in the joints, a problem overcome by the use of friction 

compensation in the VS controllers. This effect is quite noticable when 

observing the robot. 
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Figure 6.4S Cartesian position erron for VSC Iystems UIin& motor and joint 

position 
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Fipre 6.46 CartesiaD paIitioD errors for PID control systelDl 
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Figure 6.47 Cartesian position erron when foDowinl type S trajectory 

X Error Y Error 

1.'- Irrw t-.» I.S"- '-' 

.0 

., 
1.0 ... a.1 

(i) Manufacturer's PID Control 

1 '" 1.1 I.' 

·1.' I Irnr (.., 

1.1 1.1 1.1 I.' U ,-, .. .. I I.. a.1 1.1 1.1 

(i) PID Control using enhanced hardware 

.0 I.S 1.1 I.S a.D I.S I.a S.S 6.' 
'IM'sI 

I 

I 

I.' 1.1 I.' a.1 1.1 

"'1.21 

6.1 

1.1 1.1 '-I '_laO 

~.-----------------------------------
(iii) Motor Position Based VSC 

- 238 -



I ......... • ... 

.. 
.. I 

I.' 

l •• y ...... • .. 

... 

.. 
1.0 

(iv) Joint/Motor Based VSC 

4.0 

The relatively large end point position errors observed for the controllers 

deriving position information from the motor mounted sensors are due to the 

flexibility and backlash in the belt drive system and errors introduced in the 

initialisation procedure. The effects of backlash, flexibility and Coulomb friction 

may be seen in figure 6.47 which shows the cartesian position errors for the 

three control schemes when the fifth trajectory is to be followed. 

In the case of the controllers using motor position, a large error is present 

for the duration of the trajectory and changes form following the 2s point. At 

this point in time the direction of movement of the elbow joint changes so that 

the effects of the non-ideal drive mechanism and the joint stiction are 

accentuated at this point. In the case of the joint position based controller the 

effect of this is far less significant. 

The effect of velocity on the tracking error was investigated for each 

control system by causing the robot to follow trajectories 3, 1 and 4, which are 

the same type of path but at velocities of 20, SO and lOOmmls respectively. As 

expected, the tracking errors, particularly those in the acceleration phase, 

increase at the higher speeds. The results of these experiments are given in 

appendix 7.4. 

The errors recorded for each of the trajectories, when performed by the 

four control schemes are summarised in table 6.4 in terms of the mean values 
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for the lint 0.51 01 the trajectory. the acceleration pbue. and for the 

remainder of the response. The values Jiven in this table are the maximum 

absolute error. given by: 

e - max ( I x I - x I I 2 + I Y I - 9 I I 2 ) i 

and the mean absolute errors. defmed by: 

where ii and 9i are the required x and y positions at samplin& instant i. and 

N is the number of samples considered. 

It can be seen that the VSC algorithm using the high resolution motor 

mounted encoders and current mode drives leads to an impro~nt in mean 

tracking accuracy by a factor of approximately 30% when compared with the 

manufacturer's PID controller and approximately 60% when compaered with a 

PID algorithm using the same hardware. This is the case for both the Initial. 

acceleration phase aDd for the remainder of the trajectory. This may be 

compared with the results for the VSC system using position information 

derived from the joint mounted encoders. In this case the mean error is 

reduced to less than a tenth of that for the manufacturer's system for the 

latter part of the trajectory but. during the acceleration phase DO significant 

improvement is obtained. This is due to the unreasonable demand trajectory 

which would require infinite initial acceleration. In both of the VSC systems 

this acceleration cannot be achieved and 50 a similar maximum error occurs. 

although the joint position based controller reduces this error much more 

quickly. leading to a lower mean error. 
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Table 6.4 End point tracking errOR for control systems (mm) 

For t < 0.55 

TraJect. Manf. PID PID VSC / Motor VSC/Jolnt+Mot 

Number Max. Mean Max. Mean Max Mean Max. Mean 

1 2.65 1.93 2.77 2.06 1. OS 0.42 1.44 0.36 

2 2.69 1.56 3.48 2.92 2.46 2.09 1.66 0.49 

3 2.12 1.35 2.96 1.24 0.66 0.39 0.72 0.27 

4 3.59 1.60 2.32 0.76 2.28 0.55 3.14 0.77 

5 2.83 1.47 4.52 4.18 2.53 1. 86 1.65 0.58 

Mean 2.78 1.58 3.21 2.23 1.80 1.06 1.72 0.49 

For t ;) 0.55 

Traject. Manf. PID PID VSC / Motor VSC/Jolnt+Mot 

Number Max. Mean Max. Mean Max Mean Max. Mean 

1 2.25 1.36 2.67 2.39 0.82 0.27 0.19 0.05 

2 2.25 1.47 3.4S 2.99 2.22 1. 72 0.31 0.06 

3 1.98 1.13 1.80 1.56 0.41 0.20 0.2S 0.09 

4 2.24 1.51 1.49 1.2S 0.40 0.26 0.26 0.09 

S 2.34 0.65 4.18 3.36 2.44 1. 79 0.46 0.13 

Mean 2.34 1.22 2.72 2.31 1.26 0.85 0.29 0.08 

6.8 Selection of Control System 

It has been shown that the adaptation of the position measurement and 

motor drive hardware and the control algorithms used in the RTX can lead to 

a significant improvement in performance in terms of speed of response and 

position accuracy for both point-to-point and continuous path movements. The 

cost of implementing these changes may not be justified in a small number of 

situations where speed and accuracy are not important, but in the majority of 

cases the improvement in performance is sufficient to justify at least some of 
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the enhancements described here. 

The impro~ment In the speed of response by a factor of approximately 

three is almost entirely due to the adoption of the current mode motor drive 

system. This allows a maximum speed approximately twice that possible with 

the wltage drive used by the manufacturer and, since the motor torque is 

controlled, a rapid and smooth acceleration and deceleration may be obtained, 

without risk of motor damage due to o~rbeating. In order to obtain adequate 

control at the higher speeds attained in this way, an impro~ velocity 

measurement system was required, as was an adaptation to the control system. 

It was seen in section 6.7.2 that the difference in performance between the 

PIO and VS control algorithms, when tuned for maximum speed for a given 

movement with fixed load, was minimal, with the performance being governed 

by the current saturation le~1 rather than the control system. This is to be 

expected in a controller which produces a saturated actuation signal for the 

majority of the transient, as was the case with both forms of control. Thus, 

once again, the improvement in speed performance was due to the development 

of new hardware rather than changes to the control system. 

When the positioning accuracy of the robot is considered, it is found that 

the choice of control algorithm had a far more significant effect on 

performance, although the changes in hardware were also necessary for these 

controller enhancements to be effective. In terms of the point-to-point position 

repeatability, a slight deterioration in performance was seen when using the 

VSC algorithm using motor position compared with the manufacturer's 

controller. This was due to the higher torques generated using the VSC system 

which cause the drive system imperfections to become more apparent than in 

the manufacturer's PIO controller. H the robot were required to apply force to 

it's enviroment, the PIO algorithm would suffer similar effects and so no real 

advantage is obtained compared with the VSC. The performance when using 

motor position in this mode of operation is thus limited by the design of the 

transimission system rather than the control algorithm. This could be improved 
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by adopting the clri\'e system modifications deIcribed in IeC1ion 4.3. If the joint 

position based controller is considered, aD improvement in repeatability by a 

factor of two is obtained, when compared with the manufacturer's controller, 

although this improvement could be expected to increase in the presence of 

large external disturbances. 

When the trajectory tracking performa.oc:e is compared, it is seen that the 

motor position based VSC lave 30% lower cud point position errors than the 

manufacturer's PID system and 60% lower compared with the PID algorithm 

using the enhanced hardware. This was due to the smoothness of response 

obtained using the friction compensation technique to prevent the stick-slip 

behaviour which occured with the original controller. The original control 

performance was found to be very jerky, leading to the backlasb effects not 

found with the VSC. Once again, using the joint position and motor velocity 

led to a far more significant reduction in tracking error, in this case by a 

factor of ten. 

It is clear that the adoption of a VSC aJ&orithm with friction compensation 

based on the motor position gives signif1Callt performance improvements when 

combined with the enhanced hardware. The createst improvements are obtained 

however when the joint position and motor \'elocity are combined and used 

with a VSC algorithm. 

This latter option gives the greatest performance improvement but is also 

the most expensive to implement, requirinl bigh resolution encoders for the 

joint and motor. In particular, the 10800 linesIrev and 3600 lines/rev encoders 

mounted on the shoulder and elbow coostitue a large component of the 

implementation cost. With this in mind, a number of tests were performed to 

investigate the effect on position accuracy of using lower resolution joint 

mounted encoders. The reduced resolution system was simulated by simply 

masking off a number of the least signif1Callt bits of the position information 

used !n the control loop, while retaining the full precision for evaluating the 

performance. Both point-to-point and continuous path movements were 
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investigated using the same procedures u described in IeCtioDS 6.7.2.2 aDd 

6.7.2.3. although continuous path tests ~re only performed usiD& the type 1 

trajectory, aince the errors found for this trajectory ~re typical of the 0¥enl1 

performance. The resolution levels considered were let to 1, i, j and , times 

the maximum value for the respective encoders, giving equivalent resolutioDS of 

10800. 5400, 2700 and 1350 lines/rev for the shoulder and 3600, 1800, 900 aDd 

4SO lines/rev for the elbow. The resulting figures for point-to-point repeatability 

are shown in table 6.5, while those for trajectory tracking are liven in table 

6.6. Plots of position error against time for the trajectory tracking tests are 

shown in appendix 7.5. 

Table 6.5 Point-to-point repeatability with various sensor resolutioDS 

Relative Deviation from Mean (lID) 
Resolution 

/ X Y Radial 
(Shoulder ,Elbow 

Resolution) Max. Mean Max. Mean Max. Nean 

1 (10800,3600) 0.27 0.08 0.47 0.22 0.48 0.25 

i (5400,1800) 0.25 0.11 0.40 0.15 0.41 0.21 

j (2700,900) 0.38 0.11 0.45 0.22 0.47 0.25 

Table 6.6 Effect of sensor resolution on tracking accuracy 

Relative Tracking Error (um) 
Resolution 

/ t<0.5 t:>0.5 
(Shoulder,Elbow 

Resolution) Max. Mean Max. Mean 

1 (10800,3600) 1.44 0.36 0.19 0.05 

i (5400,1800) 1.33 0.35 0.27 0.08 

i (2700,900) 1.36 0.36 0.35 0.12 

8 (1350,450) 1.59 0.41 0.52 0.21 
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From tables 6.S and 6.6, it is clear that the effect of the amall changes 

in encoder resolution considered ha~ a minimal effect on the end point 

repeatability while the effect on trajectory tracking accuracy is far more 

significant, with the mean accuracy for the latter part of the trajectory being 

approximately four times better in the case of the full resolution sensors, 

compared with the • resolution result. It will also be noted that the tracking 

errors between the unity and i resolution cases are similar, suggesting that 

increasing the sensor resolution beyond 1080013600 lines/rev would not give a 

further performance improvement with this control scheme. It would therfore be 

recommended that a control system be adopted, based on the VSC algorithm 

described using motor velocity and joint position, sensed with a resolution of 

typically SOOO and 2500 lines/rev for the shoulder and elbow respectively. 

The most appropriate sensor system for a particular application will depend 

on the accuracy required and the particular cost/accuracy trade-off. It should be 

noted that even with the lowest resolution simulated here, the tracking error is 

superior to that achieved with the motor mounted sensors. If encoder 

resolutions of the order of 5000/2500 lines/rev are required, the most cost 

effective solution would be to employ lower resolution sensor (typically 500 

lines/rev) driven from the joints via anti-backlash gearing of the appropriate 

ratio to give similar effective resolution (typically 10:1 and 5:1 for shoulder and 

elbow respectively). Since the moment of inertia of an encoder disc of this 

resolution is small ( < 10-7Jtgm 2 ) the effective inertia added to that of the 

arm will be insignificant compared with that of the arm itself. Also, since the 

torque required to overcome friction and accelerate such a small disc would be 

minimal. the anti backlash gearing used could be of a small size and so would 

not affect the joint dynamics. The encoder mounted on the motor need not 

have a resolution as high as that used here, with a sensor of 100 lines/rev 

giving sufficient velocity resolution at a little lower cost. 

To improve the overall accuracy of the RTX. a more accurate initialisation 

procedure is required. This could be achieved using the moderate resolution 
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sensor and antiback1ash cearin& Iystem delcribed. if the encoder with aD iDdex 

channel and an additional low resolution sensor. such as an optical iDterrupt 

switch. were combined to give a unique position indication. 

The motor drive circuit shouid be left unchanged since it has performed 

well throughout and the cost savings which could be made by redesign would 

not justify the time required. 
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CHAPTER 7 

Evaluation of the Deaip of NonllDear Controllen 

for NonliDear Systems 

In the preceeding chapters, the design of nonlinear control systems for 

plants which are themselves nonlinear bas been considered with reference to a 

particular set of control methodologies (Variable Structure Controllers) applied 

to a specific nonlinear system (the RTX robot). This has involved the study of 

the dynamic modelling of the robot arm, the enhancement of a computer aided 

design suite to make it suitable for the robot dynamics, the development of 

new hardware for the robot and the implementation and testing of a range of 

controllers for a number of movement types. Although results pertinent to the 

particular subject considered have been given in each chapter, it remains to 

discuss these results within the frame.,rk of the overall project. In this chapter 

we will consider the work carried out on the enhancement of the computer 

aided design suite, the development of new robot hardware, the determination 

of a dynamic model of the RTX and the design of new control systems within 

this framework. 

7.1 Computer Aided Design Suite Enhancements 

The alterations made to the CACSD suite covered a number of aspects, 

having effects of varying significance for the user, from simply allowing linear 

matrix data to be modified rather than re-entered, to changes in the model 

structure and the solution algorithm. A number of changes were made as a 

result of improvements in the hardware available, allowing a virtual filing 

system to be operated which in turn made the use of larger model structures a 
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practical proposition. Increasing the number of system states from five to twenty 

allows the majority of Fneral systems to be considered and enables the 

investigation of the full nonlinear model of two links of the RTX. 

Tbe modifications made to the system model structure described in section 

S.3 were shown in section S.S to allow the simulation of the interaction 

dynamics of a two link planar robot to a reasonable accuracy within an 

acceptable time scale. Although the time involved was a little longer than that 

achieved using SIMNON, the benefits of having other parts of the CACSD suite 

available as part of the same package may outweigh this deficiency. In 

particular, the system representation interchange routines prove useful, as does 

the possibility of adding user implemented code to the existing routines. 

While studying the application of discontinuous control schemes to 

dynamical systems, it was found that the numerical solution algorithm 

implemented became inefficient in circumstances where a non-smooth 

nonlinearity was present. This prompted the investigation of a number of 

alternative algorithms and a comparison between them for this type of system. 

This also provided the opportunity of comparing the performance of the PHAS 

algorithm with other better established methodologies for a variety of system 

types, a comparison which had not previously been thoroughly made. The 

algorithms compared are typical of those used in general simulation packages, 

being a fixed step size fourth order Runge-Kutta and a fourth/fifth order 

Runge-Kutta-Fehlberg with variable step length. The PHAS algorithm was also 

tested using both fixed and variable step size. All these algorithms used a single 

step mechanism. Multi-step procedures were not considered viable, for the 

reasons given in section 5.4.4. 

It was found that the most appropriate algorithm in a particular instance 

depends on the nature of the differential equation considered and the accuracy 

of solution sought. In general, for differential equations with smoothly varying 

right band sides, aU algorithms performed as expected, with fixed step 

algorithms giving errors proportional to the square of the step size in the case 
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of the PHAS algorithm and the fourth poMr of the step size for the 

Runge-Kuua methods. Thus, if a relatively large error is acceptable, the PHAS 

algorithm is faster in computation, while if greater accuracy is lOugbt, the 

fourth order Runge-Kuua method becomes preferable. It was DOted that the 

PHAS algorithm gave a smoother phase plane trajectory than the Runge-Kutta 

result because of the different interpretation of the time variable; in the case 

of PHAS as an extra state, and in the Runge-Kutta method as a reference 

against which the states evolve. 

The variable step size versions of the algorithms performed Mll in this 

situation with the errors produced being predictable from the error tolerance 

set, provided a reasonable step length was allowed. These algorithms were 

however more expensive computationally than their fixed step counterparts, for 

a given result accuracy. This reduction in efficiency, by a factor of typically 

SO%, may well be tolerable in a general purpose package, given the benefits of 

improved reliability. Of the variable step size algorithms tested, the PHAS 

algorithm proved more computationally efficient than the Runge-Kutta-Feblberg 

algorithm for smooth equations since in the former case the number of function 

evaluations per step is smaller and only a small amount of step length 

adaptation is required. 

The relative efficiency of the algorithms becomes noticably different when 

differential equations with discontinuous right hand sides are considered. Here 

the fixed step length algorthms give errors of the order of the step length, 

with the PHAS algorithm being typically five times more efficient for the same 

errors as the higher order algorithms. The decision of whether or not to use a 

variable step algorithm, and which one to adopt, depends to a large extent on 

the number of discontinuities found in the trajectory considered. If only a small 

number of discontinuities are encountered, a variable step size algorithm is most 

appropriate, since the step size will be reduced at the discontinuity without 

significantly adding to the computation time of the continuous parts of the 
. 

trajectory. In this case the variable step size PHAS algorithm is most suitable, 
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although the difference between this and the Runge-Kutta-Fehlberg method is 

small. If I large number of discontinuities are crossed by the trajectory, IS 

found for instance in a sliding mode control system, the large amount of step 

size adaptation required makes the variable step length algorithms less efficient 

than fIXed step length routines giving the same accuracy of results. The variable 

step length PHAS algorithm was particularly inefficient in this situation, owing 

to it's simple step length adaptation procedure. 

These comments may be summarised by saying that for Iystems with few 

or no discontinuities the variable step length PHAS algorithm should be used, 

while if a large number of discontinuities are encountered, the fixed step length 

PHAS algorithm or the variable step length Runge-Kutta-Fehlberg method 

should be adopted. In accordance with this, both PHAS and the 

Runge-Kutta-Fehlberg algorithms remain available within the PHAS package 

with the option of either fixed or variable step length in both cases. A further 

development of the package might involve algorithms which select the most 

appropriate algorithm in a particular situation depending for instance on the 

presence or absence of sliding behaviour. This could either be implemented as 

an advisory system to aid the user or could perform the operation 

automatically, possibly during the simulation. 

7.2 RTX Hardware Development 

It would be true to say that the most significant improvements in the 

performance of the RTX were achieved through the development of new 

hardware for position and velocity measurement and for the motor drive system. 

In particular, the adoption of a current drive system, in place of the voltage 

drive provided by the manufacturer, resulted in a two-fold increase in the 

maximum joint velocity, without increasing the power dissipated in the motor 

and, owing to the improved control of torque achieved, allowed a further 

improvement in response speed to give an overall increase by a factor of three. 
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This iDcreue in speed could not be combined with good control without 

the IUperior position aDd ~ measuraDeDt achieved through the use of 

high resolutioD optical eacoden mounted OIl the motors in place of the low 

resolution season used by the manufacturer. The SOO liDe/rev encoders used in 

this instance provided a higher resolution thaD necessary but were the most cost 

effecti~ option readily available at the time. If it proved less expensi~ to 

adopt sensors with a resolution of SO or 100 lines/rev, it appears that this 

could be done without any signiftCaDt loss of control performance. 

It was shown in section 6.7.3 that • significant improvement in position 

accuracy for both point-to-point and continuous path movements may be 

achieved by the use of high resolution sensors mounted on the joints 

themselves. Obtaining joint position using encoders with resolutions of 10800 

and 3600 Uneslrev on the shoulder and elbow joints respectively, combined with 

~Iocity information derived from the high resolution motor mounted enocders, 

p~ an impro~ment in mean end point repeatability by a factor of between 

two and six when compared with control systems using motor position 

information alone, and an impro~ment of up to fifteen times when compared 

with the manufacturer's system. Similarly, when comparing the performance for 

smooth trajectory following, it was found that using these joint mounted sensors 

gave an impro~ment in tracking accuracy by a factor of between ten and 

fifteen times compared with the motor position based controllers for the 

majority of the trajectory. It was also noted, in section 6.8, that although the 

cost of the encoders used was relati~ly high, a limited reduction in encoder 

resolution could be implemented with only a slight loss of accuracy. It was also 

suggested that, by adopting a lower resolution sensing system attached to the 

joint via anti-backlash gears, the same end point accuracy could be achieved at 

a greatly reduced cost. It was therfore concluded that the most effective 

hardware arrangement 'WOuld be to have moderate resolution sensors on both 

the motors and the joints, with the joint seDSOrs driven via anti-backlash gears. 

The new current dri~ system should be left unchanged. 
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An alteroative approach which could be adopted to improve the poIition 

accuracy of the RTX. without the use of joint mounted seDSOn, would be a 

modifICation to the belt drlw system used. By using larger radius pulleys where 

possible, the effect 01 eJastk:ity and becklasb would be proportionately reduced. 

Using belts with a different tooth shape could also reduced backlash. These 

ideas are funher described in section 4.3 and although they 1IIOuld gi~ lOme 

impro~ment, they would not giw luch good results as those obtained using 

joint mounted sensors, and would involve greater implementation cost. 

7.3 Evaluation of the Dynamic Model of the RTX 

The dynamic modeling of any practical system involves some degree of 

compromise since there are always additional effects which could be considered 

which would lead to a more accurate representation of the true behaviour. It is 

therfore up to the eqineer 10 decide at what point the cost and time involved 

in expanding the system representation ceases to be worthwhile in terms of the 

improvement of model accuracy. In the case of the shoulder, elbow and yaw 

joints of the RTX. a great many effects ha~ been considered, as described in 

chapter 4, leading to a significant improvement in behaviour prediction 

compared with other published models. 

The major improvements to the model described in that chapter concern 

the effects of nonlinear friction in the joints and the elastic behaviour of the 

joint transmission system. These aspects of the behaviour have a very significant 

effect on the ownll performance of the RTX and have not previously been 

considered. Thus, although the model derived in chapter 4 was seen to be 

limited in it's accuracy, it represents a significant improvement over previous 

representations available. 

A number of lmown limitations of the model derived were not considered 

in detail because the time involved could not be justified at this stage. The 

most signifICant of these effects are backlash in the timing belt drive system 
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and twisting of the Z-column aDd IIidiD& carrai&e. The former effect was DOt 

considered because of the highly unpredictable Dature of the friction between 

the belts and the pulleys, making any reliable model very difficult to obtain, 

while in the second case, the degree of twistina could Dot be measured without 

a large amount of instrumentation which was DOt available. Both these effects 

are the subject of on-going research which, it is hoped, will lead to further 

improvements in the dynamic model of the RTX, as will work on the 

remaining axes not considered here. 

7.4 Evaluation of Variable Structure Control Systems 

A large number of control algorithms ha"¥e been implemented on at least 

one joint of the RTX and the resulting performance investigated for a variety 

of movements. These ranged from the well established PID algorithm to novel 

variable structure algorithms deriving position and velocity information from 

different points in the drive chain and including well established VSC techniques 

and a number of enhancements to the basic methodology, USing friction and 

acceleration compensation and integral action. 

Various hardware configurations have also been adopted, involving both 

high and low resolution motor-mounted and high resolution joint-mounted 

position and velocity sensors, and both voltage and current mode motor drive 

circuits. Control algorithms were implemented using both hardware and software. 

Although some of the variations in hardware provide significant performance 

benefits, these do not give an indication of the success of the control algorithm 

adopted. Accordingly. it is neccesary to compare algorithms implemented using 

the same hardware for position and velocity measurement and for joint 

actuation. The arrangement considered will be that of high resolution 

motor-mounted position and velocity sensors and current mode motor drive 

system, with the control algorithm implemented in software. 

The variable structure algorithms may be divided between those that adopt 
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a discontinuous control signal and those having lOme form of anoothin& to 

avoid the chatter inherent in discontinuous control systems. It was shown in 

chapter 6 that both forms of control could be successfully applied to the 

shoulder and elbow joints of the RTX, leading to the type of dynamic 

behaviour expected. 

In the case of the simple VSC with a discontinuous control signal. a large 

amount of chatter was observed due to the significant nature of the unmodeled 

dynamics present in the system. The problem of chatter was particularly 

apparent when a cuned switching function was adopted with the aim of 

removing the reaching phase, so as to make the whole response invariant to 

parameter changes. It was found that a large amount of chatter occured in the 

initial stages of the trajectory when the discontinuity in the control signal was 

greatest. The high amplitude of chatter resulted in a response which was highly 

susceptable to the effects of load changes, showing that the hoped for 

invariance was not achieved. In addition to these problems. a large steady state 

error was found, and although this could be reduced by the use of friction 

compensation, the effect of poor friction modeling was either a substantial 

steady state error or overshoot and limit cycling. 

When variable structure control systems with a boundary layer were 

considered. it was found that the chattering behaviour was eliminated provided 

the gain was set below a certain level. The switching line following 

characteristics were, however, fairly poor and a steady state error similar to 

that found with the simple VSC Decured. Both of these problems were largely 

due to the significant level of Coulomb friction present in the system and could 

be overcome to some extent by the use of friction compensation. It was also 

noted that over-estimation of the friction did not cause the limit cycling 

problems which occured with the simple VSC in similar circumstances. For this 

reason, the compensation level could be set closer to the measured friction 

value without fear of the undesirable behaviour found in the simple VSC. 

In order to attain good switching function following, it was necessary to 
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add acceleration compensation to the friction compensated controller. This live 

a aiplificant improvement in the performance, but was not entirely robust to 

changes in load. This problem, as well as the problem of steady state errors 

due to inaccurate friction compensation, were largely overcome by the addition 

of integral action to the algorithm. This had the effect of reducing any 

problems caused by poor modeling and parameter variations, and resulted in a 

controller giving accurate and rapid response with good invariance to parameter 

changes. The result was better than that achieved using integral action alone 

since, in the former case, the level of integral gain did not need to be set as 

high as when only integral action is used. This reduces the destabilising effect 

which a large amount of integral action caused. It was therfore considered that 

all these elements of the control algorithm should be included in order to 

maintain the good controller performance achieved. 

The maximum speed of response attained using the control algorithm with 

compensation and integral action for a particular movement was the same as 

that attained using the PID algorithm within the limits imposed by the variable 

nature of the dynamics of the RTX. This response is close to the time optimal 

behaviour and involves a saturated actuation signal for the majority of the 

transient. 

Tbe repeatability of the VSC and PIO algorithms using the enbanced 

motor drive system and motor position sensing for point-to-point movements 

was similar, with the VSC being only sligbtly more accurate. With the 

algorithm developed to employ joint position and motor velocity, the accuracy 

of both point-to-point and continuous patb movements improves drastically, 

compared with the motor position based controllers. 

Thus the most effective of the control algorithms considered here, in terms 

of speed of response and accuracy, employs motor velocity and joint position in 

a VSC with boundary layer baving friction and acceleration compensation and 

integral action. 

- 256 -



Cc*:h.loDi 

It bas been sbown in the preceeding chapters that the shoulder, elbow and 

yaw joints of die RTX constitute a highly complex nonlinear system having 

many features which mate traditional linear control system design procedures 

ineffective. It was DOted that the most significant forms of non-ideal behaviour 

were due to Coulomb friction in the motors and joints and flexibility in the 

timing belt tranvnission system. These characteristics make it difficult to obtain 

an accurate model of the RTX and this leads to problems in controller design 

and parameter selection. The inclusion of nonlinear friction and drive system 

flexibility in the dynamic model described in chapter 4 give a significant 

improvement in modeling accuracy compared with other available models of the 

RTX. This impro~nt in model accuracy has led to improvements in control 

performance, particularly through the use of friction compensation in the 

variable structure control system. 

In order to study the full dynamics of the RTX and similar robots, it was 

necessary to ~nbance the computer aided control system design suite and it was 

shown in chapter S bow this could be achieved. Chapter S also provided useful 

results concernin& the performance of various numerical algorithms for the 

solution of differential equations, a comparison which had not previously been 

made. It was sbown that the PHAS algorithm provided significant benefits when 

compared with better established methods for a number of types of dynamic 

system, in particular those in having discontinuous right hand sides, as is the 

case with variable structure control systems. 

By combining improvements to the actuation and positiOn/velocity 

measurement hardware used in the RTX with the development of new control 

algorithms it was possible to realise significant performance improvements 
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compared with the manufacturer's controUer in terms of speed of response aDd 

position accuracy. The improvement in speed of response for point-to-point 

movements by a factor of three was largely due to developments in the motor 

drive electronics, while the improvement in end point accuracy by a factor of 

between two and fifteen was due to both hardware and control algorithm 

enhancements. 

These improvements were achieved at a fraction of the cost of the original 

robot and make the RTX effective in many applications for which it would not 

otherwise be suitable. 
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APPENDIX t 

Motor Dri¥e POMr Amplifier Data 

The MOSFET power amplifier used to drive the joint motors is described 

in the following pages. In order to operate u a DC amplifier. two decoupling 

capacitors must be short circuited. These are C,. the input decoupling capacitor 

and C 3' a feedback decoupling capacitor. For the reasons described in section 

3.3.2. it is necessary to introduce a pole in the amplifier characteristics at a 

frequency of 2kHz. This is most easily achieved by adding a 2200pF capacitor 

in parallel with the feedback resistor. R 7' The remainder of the circuit was left 

unchanged. 
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Hi&h Resolution Optical Encoder Data 
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SYWIIOL. IIE5CU'IIlN 1IST <XN:IT1ONS .., nr MAX 
Vee aRt T WlLTAOE oU , 5.5 

V .. ....LnIl..ur~TAOE Va:- OU -5.5V ...... 2 Va: V 
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DyDamlcs of • Two Unk Planar Maaipulator 

Following the notation used in fagure 4.11, the following procedure may be 

followed in order to obtain the interaction dynamics of a two link planar 

manipulator operating in a borizontal plane. Tbe cartesian positions of the RIo 

lumped masses are: 

X 1 - 11 cos(8 1 ) 

Y1 - 11 sin(8 1 ) 

Tbe total kinetic energy of this system is &i~n by: 

6k -. -

6k -. -
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T, 
d { ~} - 6k -" , 

-CIt 66, (l,(m,+m,) + 2m,1,1 2cos(8,) 
66, 

+ 8, 
, 

(m,1,1,cos(8,) + m,l,) 

- m,1,1,8,(28,+B,)sfn(8,) 

T, 
d { IS~ } _ ISk - 6, 

, 
m,1,1,cos(8,» -- 66, (m,l, + dt 66, 

+ 8, 
, 

m,l, 

Representing this equation in matrix form, we obtain: 

[ 

1~(m,+m,)+m,1~+2m,1,1,cos(82) 

m21~+m21,12cos(82) 

-[ 
m21,1 282(28,+8,)sin(8,) 

- m,1,1,8~sfn(8,) 
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APPENDIX 5 

0pdma1 CoIltrol Problem aIed to Test PHAS 

AS,l Manipulator Dynamics 

The dynamics of the two degee of freedom planar manipulator considered 

in section S,S may be described by the following equations: 

2 
(8s+8&cos(x3»(u2-'&x2sln(x3» 

-(8z+8&cos2(X3»(U,-U2+8§(Xz+x.)2sin(x3» 
x. - '78 5 _ '~COS (x 3 ) 

where: 

8, is the mass moment of inertia of link 1 with repect to axis l, 

8 2 is the mass moment of inertia of link 2 with repect to axis 2, 

8 3 is the mass moment of inertia of the end effector with respect to the wrist 

axis, 

2 
8. - 82 + m312 

r 2 is the distance between the centre of gravity of the second link and the 

second axis 
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The robot parameters considered were: 

" -= 0.01 qm 2, 

1, • 0.4 m, 12 -= 0.25 m, f2 = 0.125 m, 

m, • 6 ka, 

MIP,max = 25 Nm, M""max = 9 Nm 

AS.2 Interaction Nonlinearity Representation used in PHM 

In order to represent this system in the PHAS package, the nonlinear 

elements must be divided up 10 as to give a number of functions of single 

variables. It will be noted that the control signals are themselves multiplied by 

some function of the states before being fed into the integrator block and so 

rather than have these entering the system from ret), which is in any case a 

scalar value, they are generated at the output of the state nonlinearity block. 

By making states x s and x & ramp up at unity velocity, effectively equal to 

time, these may be transformed to give the appropriate switching signals using 

piecewise linear functions in N(x). 

The expressions for * 2 and *.. may be split up into functions of x 3' X 2' 

(x 2 + x .. ), u l' U 2 and (u 1 - u 2)· This may be achieved by using the linear 

pre-combination matrix L given by: 

0 0 1 0 0 0 
0 1 0 0 0 0 
0 1 0 1 0 0 

L- 0 0 0 0 1 0 
0 0 0 0 0 1 
0 0 0 0 1 -1 
0 0 0 0 0 0 
0 0 0 0 0 0 

Multiplying the state vector by this matrix gives an eight element vector 

which may be called 1 = [1, ,1 2 ••• .I.]T. This is then fed into the nonlinear 
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feedback matrix, NJI) which is defmed u: 

n" 0 0 0 1 0 0 0 
n 21 0 nu 0 0 0 0 0 
n3 , 0 0 0 1 0 0 0 

Nx -
n~, n. 2 0 0 0 0 0 0 
n5 , 0 0 0 1 0 0 0 
n61 n'2 0 0 0 0 0 0 

n" 0 0 0 0 0 0 0 
nat 0 nl3 0 0 0 0 0 

Where 0 represents a null element, 1 indicates a unity 

represents a scalar function, given by: 

'i n" - --:-, -7 '::-5--"""""':'''*,-c-o-s-..,r:(nl-,~)-

I
, 

n 23 - 3 

'£ COS (1,) 
n 3' - - --:-, -7 9::-s---"""""':9"'11'~"';'c-o"-'s'-,2r.(n'1-,~) 

n. , -

n 5 , -

n --6' 
('5 + '£ cos(l,)} '6 sin(I,) 

'7'5 - ,~ cos'(l,) 

'z + 'I! COS (1, ) 
n 7' - - --:"'-7'+-S --~'''''~-co-s';''2'''';(!-;1''''',~) 

(', + 96 cos(l,)} 96 sin(l,) 
'7'5 - ,~ cos 2(1,) 
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The result of the first four ro_ 01 N z are IUIIlIIled and fed back to * a 

while the remainin& four CODStitute *4. This form is defmed by the linear 

post-combination matrix. M. ddiDed as: 

0 0 0 0 0 0 0 
1 1 1 1 0 0 0 

M -
0 0 0 0 0 0 0 
0 0 0 0 1 1 1 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 

The A matrix has the simple form: 

0 1 0 0 0 0 
0 0 0 0 0 0 

It -
0 0 1 0 0 0 
0 .0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 

The B matrix is used to generate unity 

signal from ret). and 10 has the form: 

B -

o 
o 
o 
o 
1 
1 

0 
0 
0 
1 
0 
0 

input to is and is from a step input 

while the other linear matrices. C and D may all be considered as being null. 

Using this system description. with the controller switching times defined in 

the state nonlinearity matrix. N(z). the performance of the robot with the time 

optimal control may be simulated in the usual way. 

In order to generte the data used in the piecewise linear feedback 

functions, the program shown in listing AS.1 was written, and for the robot 

parameter values given produced the data shown in table AS.I. 
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I...lstiDJ AS.l Prop-am \lied tID ..,aile piecewile linear feedback data 

{ Routine to ca1c:ulate the values 01 DODlinear functions used by 

PliAS in simulation of optimal controller for 2 link planar manipulator. 

See "Time optimal motions of robots in UlelDbly tasks-

by Geerinl, H.P et II in IEEE AC-31 No.6 pS12-S18 for details of system} 

USES 

crt,dos; 

CONST 

VAR. 

thl - 1.6; 

th2 - 0.43; 

th3 - 0.01; 

11 - 0.4; 

12 - 0.2S; 

r2 - 0.125; 

JD2 - 15.0; 

m3 - 6.0; 

th4, th5, th6, th7 

fin 

n 

Inert la of link 1 •. r.t. first axis mf2kg 

Inert la of link 2 •. r.t. second axis mf2kg 

Inertia of hand •. r.t. hand position mf2kg 

Length of link 1 m 

Length of link 2 m 

Distance from axis 2 to C or M of link 2 

Mass of link 2 kg } 

Mass of hand and load kg ) 

real; 

real; 

Derived constants ) 

Input to functions 

ARRAY [0 .. 10,0 .. 100) OF real; 

Output of functions 

m } 

flnMln, flnMax, flnStep real; Range and Increment of 

function Input) 

Common denomiaator of all 

functions) 

denominator real; 

StepNumber,NumberOrSteps : integer; Function Input number} 
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nNumber 

OutFlle 

Oflle 

StoreParam 

BEGIN 

Integer; ( Number of functions) 

string [20]; ( file name for data 

output) 

text; 

char; 

( Calculate derived constants ) 

th4 :- th2 + 12*12*m3; 

thS :- thl + 11*11*(m2+m3); 

th6 :- Il*(r2*m2 + 12*m3); 

th7 :- th3+th4; 

write (' Output file name '); 

readln (OutFIle); 

assign (Ofile,OutFlle); 

rewrite (OFI Ie); 

( Print out parameters ) 

write In; 

writeln (' 

writeln (' 

Parameter values used '); 

') ; 

write In; 

wrlteln (' thetal ',thl:6:4,' theta2 ',th2:6:4,' 

6:4); 

wr f tel n (' II , ,11 :6:4 12 , ,12:6:4 

6:4 ); 

write In (' m2 , ,m2:6:4 m3 ',m3:6:4) ; 
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write In; 

wrlteln; 

write (' Do you require parameters In output file '); 

readln (StoreParam); 

IF «StoreParam - 'y') OR (StoreParam -'Y'» THEN 

BEGIN 

wrlteln (OFlle); 

wrlteln (OFlle,' 

wrlteln (OFlle,' 

Parameter values used '); 

wrlteln (OFlle); 

wrlteln (OFlle,' thetal ',thl:6:4,' 

theta3 ',th3:6:4); 

wr It e I n (OF II e , , 11 ' ,11 :6:4, , 

, , r2: 6: 4 ); 

wri te In (OFile, , m2 ' ,m2 :6:4, , 

wrlteln (OFi Ie); 

wrlteln (OFile) ; 

END; 

write (' Enter minimum Input value '); 

readln (flnMin); 

write (' and maximum Input value '); 

read In (f1 nMax) ; 

write (' Enter number of steps '); 

readln (NumberOfSteps); 

FOR StepNumber :- 0 TO NumberOfSteps DO 

BEGIN 

, ) ; 

theta2 ',th2:6:4,' 

12 , ,12:6:4 r2 

m3 ',m3:6:4); 

fin :- flnMin + StepNumber * (finMax-finMin) / NumberOfSteps; 

denominator :- thS*th7 - th6*th6*cos(fin)*cos(ffn); 

n[l,StepNumber] :- th7/denomfnator; 
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n[l,StepN-..ber] :- th7*th6*sln(fln)/denomlnator; 

n[3, SupNuaber] :- -th6*cos(fln)/denomlnator; 

n[ 4, StepNuaber] :- th6*th6*cos(fln)*sln(fln)/denomlnator; 

n[ S, StepNUlDber) :- (thS + th6*cos(fln»/denomlnator; 

n[6,StepNuaber] :- -(thS + th6*cos(fln»*th6*sln(fln) 

/denomlnator) 

n[7, StepNmtber] :- -(th7 + th6*cos(fln»/denomlnator; 

n[ 8, StepNuaber] :- -(th7 + th6*cos(fln»*th6*sln(fln) 

/denomlnator; 

END; 

FOR nNumber :- 1 TO 8 DO 

BEGIN 

END; 

FOR StepNumber :- 0 TO NumberOfSteps DO 

BEGIN 

END; 

fin :- floNin + StepNumber * (flnMax-ffnMin) 

/ Numbe rOfS t eps ; 

writeln (Ofile,fin:6:4,' • ,n[nNumber,StepNumber] :6:4); 

wrlteln (OFf Ie); 

close (OFt Ie) ; 

END. 

Table AS.t Piecewise linear feedback data for given robot parameter values 

Parameter values used 

thetat 1.6000 theta2 0.4300 theta3 0.0100 
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11 

m2 

0.4000 12 

15.0000 a3 

0.2500 

6.0000 

r2 0.1250 

Angle n" n,'2 n'3 n,. n'7 

0.00 0.3671 0.0000 -0.6081 0.0000 2.8425 0.0000 -0.9753 

0.26 0.3480 0.1215 -0.5568 0.1945 2.6748 -0.9341 -0.9049 

0.52 0.3047 0.2056 -0.4371 0.2949 2.2912 -1.5459 -0.7418 

0.78 0.2603 0.2484 -0.3051 0.2911 1.8895 -1.8030 -0.5654 

1.05 0.2273 0.2656 -0.1884 0.2202 1.5716 -1.8368 -0.4157 

1.31 0.2079 0.2711 -0.0894 0.1165 1.3548 -1.7663 -0.2973 

1.57 0.2016 0.2722 -0.0003 0.0004 1.2273 -1.6568 -0.2019 

1.83 0.2078 0.2711 0.0888 -0.1158 1.1761 -1.5341 -0.1190 

2.09 0.2271 0.2657 0.1878 -0.2196 1.1945 -1.3973 -0.0394 

2.35 0.2601 0.2486 0.3043 -0.2908 1.2787 -1.2221 0.0442 

2.62 0.3044 0.2059 0.4363 -0.2952 1. 4161 -0.9581 0.1319 

2.88 0.3478 0.1222 0.5563 -0.1954 1.5604 -0.5482 0.2085 

3.14 0.3671 0.0008 0.6081 -0.0013 1.6262 -0.0035 0.2410 

3.40 0.3482 -0.1209 0.5574 0.1935 1. 5619 0.5422 0.2092 

3.66 0.3049 -0.2052 0.4379 0.2946 1.4180 0.9540 0.1330 

3.92 0.2606 -0.2483 0.3058 0.2914 1. 2801 1. 2195 0.0452 

4.19 0.2274 -0.2656 0.1891 0.2208 1. 1951 1.3955 -0.0384 

4.45 0.2080 -0.2711 0.0899 0.1172 1. 1759 1.5325 -0.1181 

4.71 0.2016 -0.2722 0.0008 0.0011 1.2262 1.6554 -0.2008 

4.97 0.2078 -0.2711 -0.0882 -0.1151 1.3527 1.7651 -0.2960 

5.23 0.2270 -0.2658 -0.1871 -0.2191 1.5684 1.8364 0.4141 

5.49 0.2599 -0.2488 -0.3035 -0.2906 1.8850 1.8045 -0.5634 

5.76 0.3041 -0.2063 -0.4355 -0.2954 2.2861 1.5509 -0.7396 

6.02 0.3476 -0.1228 -0.5557 -0.1964 2.6710 0.9439 -0.9033 

6.28 0.3671 -0.0016 -0.6081 -0.0026 2.8424 0.0128 -0.9753 
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0.0000 

-0.3160 

-0.5005 

-0.5395 

-0.4858 

-0.3876 

-0.2725 

-0.1553 

-0.0460 

0.0422 

0.0893 

0.0732 

0.0005 

0.0726 

-0.0895 

-0.0431 

0.0448 

0.1539 

0.2711 

0.3863 

0.4848 

0.5393 

0.5017 

0.3192 

0.0042 



AS,3 SIMNON Representation of Dmamiq 

This system may be represented in SIMNON using the form &i~n in 

listing AS.2, where t 1 to t 7 represent the , values and ali and ali the ith 

controller switching time. Sine and COIiDe functions are only cakulated once to 

sa~ computation time and increase the readability of the me, 

Usting M.2 SIMNON representation of robot with time optimal controller 

CONTINUOUS SYSTEM opti 

.. 

.. Simulation to test optimal control of a hIO link planar manipulator. 

.. Details as given in Time-optimal Motions of Robots in Assembly Tasks 

.. By Geerin" H,P, et al in IEEE trans. AC-31 No.6 

.. 
STATE tme xl x2 x3 x4 

DER dtme dx1 dx2 dx3 dx4 

.. thetal, theta1dot, theta2, theta2dot 

• Plant Constants 

tl1,6 

t2 0,43 

t3 0,01 

11 0,4 

12 O,2S 

r2 O,12S 

m2 IS 

m3 6 

" Inertia of link 1 .,r,t. joint 1 

ft Inertia of link 2 •. r.t. joint 2 

" Inertia of hand and load .,r,t, hand 

" Link 1 length 

" Link 2 length 

" Distance of C of G of link 2 from joint 2 

ft Mass of link 2 

" Mass of hand and load 
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at 25 

mp 9 

• Max torque at joint 1 

• Max torque at Joint 2 

t4 - t2 + 12*12*m3 ·Other plant constants 

tS - tl + 11*11*(m2+m3) 

t6 - II * (r2*m2+12*m3) 

t7 - t3 + t4 

• Differential equations 

c3-cos(x3) 

s3-sin(x3) 

" Common elements in differential equations 

dpl - t7*(ul-u2+t6*(x2+x4)*(x2+x4)*s3)-t6*(u2-t6*x2*x2*s3)*c3 

dp2 - (t5+t6*c3)*(ul-t6*x2*x2*s3) 

dp3 - dp2-(t7+t6*c3)*(ul-u2+t6*(x2+x4)*(x2+x4)*s3) 

dtme - 1 

dxl - x2 

dx2 - dpl/(t7*t5-t6*t6*c3*c3) 

dx3 - x4 

dx4- dp3/(t7*t5-t6*t6*c3*c3) 

" Input switching times 

s11 0.626 

s12 1.252 

s13 1.252 

• Input 1 switching times 
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s21 0.278 

s22 0.626 

.23 0.974 

.f 1.2S2 

• Input 2 switching tl.es 

• Stop time 

• Controller definition 

• u1 - {+,-,+,-} mt switching at 511,512,513 

" u2 - {-,+,-,+} mp switching at 521,522,523 

u11 - If tme<s11 then mt else if tme<s12 then -mt else mt 

u1 - if tme<s13 then ull else if tme<sf then -mt else 0 

u21 - if tme<521 then -mp else if tme<s22 then mp else -mp 

u2 - If tme<s23 then u21 else If tme<sf then mp else 0 

END 
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Motor Dynamics 

APPENDIX 6 

SIMHON RepreaentatioD of RTX DyaDmlca 

and VS CoDtroUer 

CONTINUOUS SYSTEM edrlve 

"Model of motor with nonlinear friction and current drive with 

saturation 

STATE vf vds 1m vm pm 

DER dvf dvds dim dvm dpm 

OUTPUT posm vel 

INPUT rtorq " Reflected torque from load 

tl 0.001 " Input fi Iter time constant 

" Input fi Iter gain kl 0.049 

tid: 0.00008 

kv : 990 

vdsat : 37 

" Voltage amp I I fier time constant s 

" Voltage ampl I fier gain V/V 

" Vol tage amp I I fler saturation voltage 

r 22.7 " Motor winding resistance Ohms 

" Motor winding inductance Henries 

V 

0.013 

km : 0.489 " Motor torque constant Nm/A - effective at 

gearbox output 

j 3.07e-4 

ke 0.63 

" Motor inertia Kgmt2 - effective at 

gearbox output 

" Motor back e.m.f constant V/degree/second 
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vln 9.77 

dvf - -vf/tl + kl*vln/tl 

vdl - O.OS*vin - 1m 

" Input filter dynamics 

" Input to voltage amplifier 

dvds - -vds/tld + kv*vdi/tld "Vd-(Kv Vdi/tld)/(S + t/tid) Drive 

voltage 

vd - IF vds<-vdsat THEN -vdsat ELSE IF vds>vdsat THEN vdsat ELSEvds 

" Amplifier saturation 

vb - ke * vm .. Vb - Ke Vm Motor back e.m.f 

dim - -r*lm/1 + (vd-vb)/l .. 1m - «Vd Vb)/L) / (S + R/L) 

Motor current 

kf - - km * FUNe (l,vm*t80/(2t.7*3.t42» .. Friction torque - read 

from fl Ie 

tm - km * 1m 

dvm - (tm - kf - rtorq )/J 

dpm - vm 

posm - pm 

vel - vm 

curr - 1m 

vol t - vd 

END 

Unk Dynamics 

CONTINUOUS SYSTEM elbow 

II Tm - Km 1m Motor torque 

" vm - «Tm - f(vm) - TI)/J)/S 

Motor velocity 

.. Motor output position 

• Model of elbow joint of RTX, with yaw fixed. 
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STATE armpos armvel armtor 

DER darmpos darmvel darmtor 

INPUT motorpos motorvel 

ourPUT ref tor "torque reflected back to motor 

ksl 0.008 "Elastic spring constant of drive belts 

ks2 0.012 " Anelastlc spring constant of drive belts 

tb 1.27 " Time constant of drive belt 

nb 21.666" Reduction ratio of belts 

Jarm 0.0994 "Inertia of forearm, wrist and gripper 

km 0.489" Motor torque constant - same as in edrlve 

tdtorl - (1/(ks2*tb»*( - (ksl+ks2)*armtor) 

tdtor - tdtorl + (1/(ks2*tb»*«motorpos/nb-armpos) 

+ (tb*motorvel/nb-armvel» 

" Belt dynamics 

darmtor - tdtor " Torque at joint 

ref tor - armtor / nb n Reflected torque 

darmvel - armtor/jarm - km*nb*FUNC(2.armvel*180/3.142»/jarm 

darmpos - armvel 

END 

Controller Definition 

DISCRETE SYSTEM we 

n Joint acceleration _ 
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• Dilcrete time aimple Variable structure cootrollcr 

INPUT vel pos 

OUTPUT dem 

TIME t 

TSAMP ts 

" CONTROL PARAMETERS 

c 5 

g 1 

" Switching line gradient 

" Controller gain 

dt: 0.005 " Sample Interval 

" DEMAND PARAMETERS 

pdem 20 

vdem 0 

" CONTROLLER EQUATIONS 

e - pdem - pos 

edot - vdem - vel 

5 - C * e + edot 

demr - IF s*e > 0 THEN g*e ELSE -g*e 

dem - IF demr>10 THEN 10 ELSE IF demr<-lO THEN -10 ELSE demr 

ts - t+dt 

END 
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APPENDIX 7 

Additional Results for the Implementation of VS Control 

In addition to the results given in Chapter 6, there are a number of 

results which, although not critical to an understanding of the control system 

implemented, do give useful information. Such results will be given in this 

appendix. 

A7.1 Effect of Load on VSC with Piecewise Unear Switching Function. 

Compensation and Integral Action 

It was noted in section 6.4.3 that good switchong function following could 

be obtained for the nominal system while the results given in figures A7.1 and 

A7.2 show that addition of a lkg load to the end effector does not have a 

significant effect on this behaviour in terms of either the phase plane or 

velocity proflle. 
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Figure A7.1 Effect of load on phase trajectory 
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Figure A7.2 Effect of load on ~locity proflle 
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A7.2 High Gain VSC with Boundary Layer UsillJ Joint Sensor 

It was noted in section 6.5.1 that, when using a simple VSC to a system 

deriving position and ~ity information from the joint mounted senor, that a 

high gain resulted in undesirable behaviour in the form of oscillation around 

the origin. In the same way, when using a VSC with boundary layer, the use 

of a high gain leads to limit cycling around the origin as seen in figure A7.3 

Figure A7.3 High gain VSC with boundary layer showing limit cycle behaviour 
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A7,3 vse with Friction and Acceleration Compensation and Inleml Action 

The use of compensation and integral action within a VSC with boundary 

layer was seen, in chapter 6, to give significant benefits when compared with 

the basic vse algorithm, Two sets of results concerning this type of controller 

are given in the following sections, 

A7,3,1 Effect of Compensation Terms on vse Using Joint Position 

As an illustration of the effect of adding compensatin terms to a vse 

using joint position and velocity. as in section 6,5,3. figure A7,4 shows the 

effect of friction compensation while A7.5 shows the effect of friction and 

acceleration compensation. 

Figure A7,4 vse with boundary layer and friction compensation 
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Fipre A7.5 VSC with friction and ac:ceJeration compensation 
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A7.3.2 Speed of RcspooK Compared with PIP Control 

It was seen in IeCtion 6.7.2 that the speed of response of a VSC and a 

PID control, both tuned for the maximum speed, was very similar. The result 

shown in fagure A7.6 indicates that the actuation signal used in each case is 

similar to the form expected for an optimal control scheme, i.e. saturated for 

the majority of the transient with only a single change of state. 

The effect of using a piecewise linear switching function on the speed 

optimised VSC is shown in figure A 7.7 

Figure A7.6 Control signals for speed optimised VSC and PID 
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Figure A7. 7 Effect fA piecewise linear switching curve on speed optimised VSC 
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61.4 Effect of Velocity on End Point Accuracy for Various Controllers 

In section 6.7.3.3, the robot was forced to follow a number of trajectories 

at a numberof speeds using different control algorithms. The resulting cartesian 

errors for the manufacturer'S PID control and motor and joinUmotor based 

VSCS are shown in figure A7.8 for ~locities of 20, SO and lOOmmls. 
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Fiaure A7.8 Effect of velocity on end point tracking accuracy 
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A7eS Effect of Joint Encoder Resolution of End Point TActin, Accuracy 

]t was ICen in Retion 6.8. that lower resolution in joint mounted position 

sensors could be used while stilJ maintaining a reasonable level of control 

accuracy. The results shown in figure A7.9 show the effect of changes in 

encoder resolution on the tracking accuracy for a typical trajectory. 
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Fi&ure A 7.9 Effect of encoder resolution on tracldng accuracy 
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