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(ii) 

SUMMARY 

This thesis examines the characteristics of practical one- 

dimensional trim loss problems. As a result of the wide range of 

these characteristics, previous scheduling methods have only had a 

limited range of applicability. A heuristic approach is proposed, 

based en pattern enumeration, which can be used to develop 

scheduling methods for a reasonably wide class of trim loss xroblems. 

The effectiveness of the approach depends on its ability to avoid 

the intractable residual problems which normally arise towards the 

end of a heuristic scheduling procedure. The approach is used in 

three case studies, and the efficiency of the schedules generated 

is compared with that yielded by ether methods. 
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1. OUTLINE CF THE FRCFLEM 

1.1 Introduction 

Many industries produce or buy material it much lar7er sizes than 

those required for assembly into finished rroducts; the material is 

then cut to the sizes reauired. Py xroducir or buying large 

quantities of material in standard sizes the ccst of materials is 

diminished. An additional advantage is tYat stocks can be reduced, as 

all requirements can be met from only a limited number of stock sizes. 

Against these reductions in cost must be set the cost of the 

operations involved in cutting the stock sizes of material to the 

sizes required. The problem for the production scheduler is to choose 

which of the small pieces are to be cut from any particular large 

piece of the basic material. It is almost inevitable that the small 

pieces will not fit exactly into the lame piece but that there will 

be a certain amount of unusable material (or trim) left over. It is 

the task of the scheduler to minimize the total production costs of 
the cutting operations, one of the important costs being- that of the 

material wasted as trim. Some estimate of the economic significance 

of the problem can be made when-one considers trat most industries 
facing it regard trim losses in the range 1°1 - 5% of the total 

material produced to be acceptable. When one applies this percentage 
loss over the wide range of industries facing the problem, it will be 

realized that even a slight reduction in waste is of great value. 

Problems of this kind arise in the paper industry [(11), (12), 
(13), (15), (16), (17), (45), (50), (52) &(55)] and the metal process- 
ing industries [(3), (7), (8), (44), & (56], 

. They also occur to a 
lesser extent in the glass industry [(33) & (34)] and the timber 
industry. 

The question of which sizes to stock is not considered in this 
thesis. The scope of the study has been restricted to one Tarticular, 
class of the scheduling problems outlined above, known as the one- 
dimensional trim problem (this term is used to sirnify trat the 

cutting oreratiens considered take riace ir only one -planei. 
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There are two Wain situations in which ore-dimensional trim problems 

occur: - 

(a) in the slitting of rolls; 
(b) in the bar cropping process. 

This class of problems may seem very restrictive but despite its 

relatively simple basic formulation, outlined below, it does include 

the majority of situations where material is to be cut. 

1.2 Roll Slitting 

In both the paper and the steel coil industries rolls of material 

need to be slit. Material is produced in large width rolls which are 

then cut to those finally required by unrolling them over a series of 

parallel cutting edges and re-rolling the slit coils separately (as 

shown in Fig. I below). 

kh 

or 
lid o, 

A 

Figure I The Roll Slitting Process 

The production scheduling problem for this process is 

a one-dimensional trim problem as the only way the roll can be cut 
is along its length (cuts perpendicular to this are regarded as 
terminating a particular cutting pattern). In the paper industry in 

particular, problems of this type present very great scheduling 
difficulties as a large width roll of up to 20 ft. will have to be- 

cut into sizes ranging from only a few inches to 10 ft. 
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1.3 Bar Cropping 

Bar cropping, while physically a far simpler operation than roll 

slitting, presents a very similar scheduling problem. In bar cropping 

. operations, long lengths of material (e. g. planks of wood or steel 

girders)'are cut, by a shearing or sawing operation, to the required 

lengths. 

Parent 
lengths 

Trim Required lengths 

00 
LI a 

Figure 2 The Bar Cropping Process 

The scheduling problem is, as for roll slitting, to choose which 

of the smaller sizes are to be cut from a particular large size. The 

case study of Chapter 6 is a typical example of the scheduling problem 

incurred in a bar cropping operation. In that particular study, the 

product under consideration is steel rods for use in reinforced 

concrete. 

1.4 Glossary of Terms 

Size, throughout the thesis, refers to the length of the material 

perpendicular to the cutting plane. In, the case of a roll to be slit, 
this is the width, and with a bar, the length. 

Quantity refers to the amount of material to be cut. In the case of 
a roll to be slit, this is expressed as either the length of unrolled 
material, the number of rolls, or the weight of material, while in the 

case of bar cropping it is the number of bars, 

With this definition of size and quantity, a single mathematical 
formulation can be applied to both roll slitting and bar cropping 
scheduling problems (seefi. 6, p. 6). 

Parent rolls/bars are the large pieces of material from which all 

requirements must be cut. 

Order rolls /bars are the pieces of material which are required to be 

cut from the parent rolls/bars to satisfy demand. Order sizes, order 
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quantities and order list (the list of all order sizes with the 

appropriate order quantities) are similarly defined. 

An Off-cut is material, cut from a parent size, which does not satisfy 

a current order. Off-cuts are produced to fill out the parent roll/ 

bar which is being cut, and hence reduce waste. The off-cut, when 

produced, must be held in stock until it can be either dispatched 

to meet a new order or treated as a parent size and recut (e. g. 
ý 6.2 

p. 63andj7.2 p. 86). 

The Trim is scrap material which is too small to be worth saving in 

stock as orders will normally be for sizes larger than this. In 

situations where off-cuts may not be held, all material which can not 

be used to satisfy current orders must be regarded as trim. 

A Pattern is a combination of sizes to be cut from a parent size. 
It may include order sizes, off-cuts and trim, e. g. with a parent size 

of 1311 and a demand for 511 and 3" sizes, then one piece of 5" and two 

of 3" with a trim of 2" would be a pattern. 

A Schedule is a set of patterns such that the sizes produced, when 

parent lengths are cut by this set of patterns, meet the current order 
list. 

A Feasible Solution to a production scheduling problem is any schedule 

of patterns which would meet the demand for all sizes ordered without 

violating any of the additional restrictions of that particular 

problem (e. g. a limit on the number of patterns to be used). The 
term 'feasible pattern' is used to describe a pattern which can in 

practice be used to cut a parent size. 

The Global Optimum Solution (or the Optimum Solution) to a production 
scheduling problem is the best, in some clearly defined sense, 
(e. g. minimum cost). of all the feasible solutions. 

An Algorithm refers, in this thesis, to "a series of-operations to be 

performed on the data of a production scheduling problem which, in. a" 
finite number of steps, will give the elobai ortinur^ salutic it are 

exists" (Thompson p. 135 in (17)) e. g. the linear programming method 
for the simple trim loss problem. 

A Heuristic Procedure, in contrast to an aiForithm, is "a series of 

operations on the data of a production scheduling problem which, in a 
finite number of steps, will give a feasible solution if one exists'" 
(Thompson p. 137 in (17)). This feasible solution will normally be 
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acceptable in terms of the scheduler's cbjectives. , Nhereas an 

algorithm will be supported by mathematical theory, the justification 

for a heuristic is simply that it aptears to work. 

1.5 The Trim Loss Problem in Practice 

The classic formulaticn of the trim loss problem is merely to 

minimize the trim loss incurred in meeting a set of orders. Fowever 

the problem is rarely encountered in this simple format in practice. 

Other constraints and costs have to be considered which complicate 

the formulation: 

(a) Production constraints other than that of meeting demand: 

(i) Restrictions on the number of pieces which can be 

cut in a pattern. This constraint would arise, for 

example, if there were a limited number of cutting edges 

on a slitting machine; 
(ii) Constraints caused by the characteristics of the 

different cutting machines, e. g. only certain sizes er 

qualities can be cut on a particular machine; 
(iii) Sometimes there is a need to produce an integer 

solution. This. is an essential characteristic of bar 

cropping problems, and frequently in roll slitting 

problems the number of rolls cut by a pattern must be a 

whole number. (This is often related to high costs of 

changing patterns as in (b) (i) below), The need for 

integer solutions also arises when joins are not allowed 
in a finished roll. 

(b) Production costs other than the cost of trim: 
(i) Frequently, particularly in roll slitting, there 

will be a lost opportunity cost arising from the time 
lost in changing the setting of a machine to cut a 
different pattern. In some cases the set-up time between 

patterns can be one or two hours (the equivalent of 20/c 

of production time). In this situation the scheduler 

will obviously attempt to use as few setting changes 

as possible. This can be done by attachircr a cost to 

every set-up used, and minimizing the overall cost of 
trirr and set-urs. Alternatively a restriction or the 

number of permissible set-ups can be added to the constraint; 
(c. f. aoal rmwrammirr); 
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(ii) Some production schedules may incur extra costs after 

the cutting stage as a result of the articular cutting 

schedule used. These additional cutting' costs are more 

likely to occur in complex roll slittin! problems. In 

particular, costs will arise if trere are restrictions on 

the shape of the finished rolls (e. i. a certain inside or 

outside diameter, in which case if demands for sizes 

requiring a different diameter are scheduled toEether in 

one pattern, it will be necessary to re-roll at least one 

of them at a later stage at extra cost). 

(c) In many practical situations the cost of any of the 

schedules satisfying the problem constraints is excessive. 

In these situations the scheduler may have the option of 

weakening some of the problem constraints: 

(i) By overfillinx or underfilling a customer's order 

(in many situations there is an accepted tolerance of 

5- 1C°/%, e. g. 
f5.2 

p. 47). This-extra freedom frequently 

helps the scheduler to eliminate wasteful patterns; 

(ii) By producing "cut sizes" to stock. This can be done 

either to fully utilize the cutting machines or, as (i) 

above, to give greater freedom in choosing patterns. If 

this option is used it does, of course, raise the ccrres- 

ponding problem later as to when material should be taken 

from stock and possibly be recut to satisfy demand; 

(iii) By having several parent sizes from which orders 

may be cut. 

Fortunately not all the complicating factors outlined above will 
be present in any particular situation. 

1.6 Mathematical Formulation 

The classic trim loss problem (i. e. demand to be met and trim 

minimized) can be formulated in a linear programming form. 

Define W to be the parent size and dj the quantity demanded of 

size wj (j = 1,2,......... m) 
th 

The i pattern of n (tre total number of possible patterns). -is 

0 
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/ 

defined by 

ail 

ai2 

ai3 

a. im 

ai d 
is integer Vi Vi 

where aid is the number of pieces of size w3 to be cut by the ith 

pattern. 

Beged-Dov (1) gives a proof that 
m 

Wm W+m wý 
nj =1 

mm m: ITT W. J m: -r-+- wJ 

(The magnitude of n is considered in 2.5, p. 16) 

Let ti be the trim from pattern i, then 

a 1J wJi=1,2, ......., n 'N =t+ ? 
-; 

: 

Define xi to be the quantity (i. e. the length of rolled material if 

slitting rolls, or number. of bars if cropping bars) to be. cut by 

pattern i. 

Then we require 

xi >0 

iAaijxi = dý 

Minimize 

n 

1 
Z=i tix 

n 
or equivalently minimize Z' ý1 xi 

i=1,2, ......., n 

j=1,2, ......., m 

Most of the complexities outlined in (a)-(c) off 1.5 can be incorpor- 

ated into this formulation but they destroy its linear nature. 

(a) Production constraints other than that of meeting demand! 
(i) Limited number of pieces (i') in a pattern.: 

M 

1T=t ai NVi 
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This can easily be introduced by restricting the set of 

feasible patterns to only those containing less than or 

equal to the required number of pieces. 

(ii) Machine restrictions: 

This is a very difficult restriction to include in the 

mathematical formulation and can only be done by dividing 

the set of feasible patterns into subsets S1, S2, "..... "SK 

such that Sk is the set of patterns which can be cut on 

machine k, and adding the extra constraints: 

X Skxi 
L Ck Vk 

where Ck is the total capacity of machine k during the 

scheduling period. 
(iii) Integer solutions: 

" 

The restriction x; is a non-negative integer must be added. 
1 

(b) Production costs other than the cost of trim. 

(i) Set uF cost: 

The objective function must be modified to 

nn 
z= EItixi 

+Cj H(xi) 

where C= cost of each set up 
cost of trim loss 

and H(x) _ 
fo (if x= C) 

1 (if x 0) 
(ii) Processing costs incurred other than in the cutting 
operation: 

These, as (a)(ii), are difficult conditions to include. 

They require Z to be adjusted to 

nn 
Zt x +b x 

where 
b_ cost/unit of extra processing if the ith tattern is used. 

1 cost/unit of trim. 

(c) Ways in which the ccnstrair, ts are relaxed: 
(i) UnderfillinF/cverfillir. ' orders: 

The condition 

ýai0xi = dý J=ý, 2, ......., m 

must be modified to 

n 

-u 
C 1a 

x-d<oj=1,2,.....,: r. i i=1 ij i_ jj 
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where u. is the amount by which one can ur_derproduce the 

; th 
order size. 

and o. "" it if overrroduce the 
j 

jth order size. 

F. E. The objective function Z is no lor. aer equivalent to Z' 

when this modification is included. 

(ii) Production of rf. f-cuts: 

AFain the ccndition 

n Ia x= d j= 1,2,......., m 
1- li -j 

must be modified, this time to 
n 

=1aiýxi 
dý + si j=1,2......... m 

where sj (sj7 C) is the amount of size w0 zroduced to 

stock. If, however, sizes other than those ordered can be 

treated as off-cuts then the function Z must be modified to 

Zxif(ti) 

where 
f(t) = Min. cost"'of scrapping expected stockholdinF 

piece of size tI cost of piece of size t) 

If material is held in stock as off-cuts it can be re- 

entered as data for a later Froblem by treatinr it as a 

parent size as in (c)(iii) below. 

A slightly different modification to the linear formulation 

is riven by Bernhard (2). 

(iii) Several parent sizes: 
This enlarges the set of feasible patterns by modifying 

rm 
N- t+ E1a 

ij w Vi 

to yV =t+Eaw 'Vi, for some k ki J_l ij j 

While it is possible, in tre ways outlined above, to introduce 

, many complexities into the linear programming formulation of the trim 

less rroblem, this dces not imply that the resultinr formulation is of 

practical significance, as in some cases the linear rroperty has been 

lost, and in others the size of the enlarired nobler: rakes it 

computaticnally infeasitle. ". 'his will be discussed further in 

2.5 r. 16 and Ch. ?. 
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2. REVIEW OF CURRENT METHODS 

2.1 Introduction 

Scheduling problems in which trim loss is an important economic 

consideration are approached in many different ways. The method used 

will, in any particular situation, depend on the structure of the 

firm in which the problem arises as well as the characteristics of 

the scheduling problem. The methods of solution may be divided into 

four broad classes which are listed below in order of increasing 

sophistication:, 
(a) manual methods; 
(b) heuristic methods; 
(c) branch and bound techniques; 
(d) linear programming. 
Small firms (e. g. steel stock holders) tend to use either manual 

methods or simple heuristics. There are two main reasons why they do 

not use the more efficient sophisticated methods: first they do 

not possess the necessary expertise to employ an advanced method; and 

secondly the cost of running a complex scheduling method could well 

outweigh any possible savings on the firm's small turnover. Only in 

larger companies is it likely that more sophisticated heuristics, 

branch and bound, or linear programming, will be employed. 

2.2 Manual Methods 

In this country manual methods are evidently employed more often 
than the more sophisticated methods. In most firms the actual 

scheduling is. delegated to a low level. The scheduler responsible 

seems (from interviews with several schedulers) to use a mixture of 

experience and rule of thumb techniques. The most frequently 

used method is-to schedule the largest sizes demanded 

first, filling in the rest of each parent size with as many small 

sizes as possible, the remaining small sizes are then scheduled in the 

best way the scheduler can see. If this process does not give a satis- 
factory result (normally the scheduler has an acceptable trim loss 

percentage which he tries to avoid exceeding) he will try a different 

arrangement of the large sizes and repeat the procedure. It will 
normally take two or three attempts before a satisfactory solution is 

reached. In practice it has been noticed that most schedulers have 

opportunities to "avoid" excessive trim loss by, for example, sending 
cut lengths to stock, overfilling orders, or deferring orders to the 
1next time period. These courses of action will necessarily incur 
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certain costs which, while less easily measured than that of increased 

trim loss, are still important. 

Manual methods are inevitably time-consuming due to the large 

amount of computation involved in generating alternative schedules. Not 

untypically, a scheduler can be fully occupied in scheduling just two 

coil slitting machines. 

The process by which the scheduler reaches "a solution" is 

obviously a satisficing procedure rather than an optimizing one. -How- 

ever, by experience, the scheduler seems to be able to tell when he is 

reasonably near to the optimum. It has been suggested*that. a human 

scheduler will be reasonably efficient on small problems as he can 

consider all the feasible patterns, and that he will also be reasonably 

efficient in situations where there are a very large number of patterns 

and thus many solutions which are close to the optimum. The worst 

results are obtained when there are a moderately large number of 

patterns, but not sufficient to give rise to many solutions near the 

optimum, and thus where finding the absolute optimum is critical. The 

suggested efficiency of a human scheduler is as shown in the graph below. 

trim 
loss 

8% 

6'% 

produced 
i scheduler 

Lo/ T70 

2% 

0 200 400 600 800 Total number of 
feasible patterns 

Fivure 3 Graph of trim loss and the total 
number of feasible patterns 

In a private conversation with Mr. A. Hiron. of the Paper Industries 
Research Association. 
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2.3 Heuristic Methods 

Many of the heuristic methods used to solve scheduling problems 

involving trim loss are formalised computer-based developments of the 

manual methods out lned -above in f2.2, p. 1C. However, score -of tre 

märe sopristitdltedýheuristics do`vtilis2 techniques drawn from the 

trheory of artificial`intelliRence. 

With electronic computation it is possible to check a wider 

range of feasible patterns (and hence a larger-set, of solutions) 

than can any human scheduler, thus better quality solutions can 

generally be obtained. It is very difficult however to formulate into 

any computer program the intuitive judgement of a human scheduler in 

deciding when the search procedure has arrived at a satisfactory 

solution. 

The decision rules employed within the computer programs are 

built round the structure of the particular set of scheduling problems 

to be solved. Often the programs are complex, using the particular 

characteristics of the problems under consideration in order to cut 

down the number of patterns to be searched before an acceptable 

solution can be found. As a result of being built around the structure 

of a particular firm's scheduling problems, computer heuristic methods, 

while satisfactory for the set of problems for which they were designed, 

frequently have only a limited, range of application. 

The decision rules used in most heuristic methods are simply a 

set of empirical rules which have been found, when used in practice, 

to yield satisfactory schedules. These heuristic methods often differ 

only marginally from the manual methods which they have replaced. 

Marconi's heuristic (15), which is shown below in figure 4, is typical 

of heuristic methods used in industry which, while a step forward from 

manual methods, are still relatively unsophisticated. 

A different class of heuristic methods is that in which an 

optimum solution to a simplified form of the scheduling problem is 

found using one of the more sophisticated techniques (e. g. linear 

programming). This solution is then modified using a set of empirical 

decision rules to form a schedule which fits the particular constraints 

of the scheduling problem under consideration. Normally linear pro- 

gramming is'used to obtain the "optimum" solution, e. g. (3), (55) 

and (56). Caruso and Kokat (3), for example, suggest using linear 
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Input order list 

Set initial values for: 
(a) a penalty, to be assigned to patterns 

which can not be used to cut more 
than a certain minimum quantity; 

(b) a penalty, to be assigned to patterns 
which contain only one order; 

(c) a penalty, to be assigned to patterns 
which will tend to cause orders for 

a particular size to be spread over 
many patterns; 

(d) a credit, to be assigned to pattevns 
which complete the orders for more 
than one size. 

Search for the pattern which 
minimizes Trim + Penalties - Credits 

Reduce the order quantities by the 
amounts which can be cut using 
this rattern 

Is 
demand 

Yes 
satisfied? No 

Is 
the 

overall Output < Yes- solution No 
schedule 

I'* 
I 

cceptable' 

Select the 
best schedule 

Have 
a pre-set 
number of 

Ye schedules No 
been 

enerated> 

Figure 4. Flow diagram of- Marccni's Heuristic. 

Reset the 
order list 
to the 
initial 
position 

Modify the 
values of 

the 
penalties 
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programming to solve a problem in which an integer solution is 

required; firstly an optimum non-integer solution is found to the 

linear programming problem, this is then rounded to give an acceptable, 

but not necessarily optimum, integer solution. In this, as in many 

similar methods, branch and bound could equally well have been used in 

place of linear programming to yield the initial "optimum" solution. 

As a result of their intrinsic flexibility, heuristic methods can 

tackle. scheduling problems which can not readily be formulated for 

solution by a standard sophisticated method. Indeed Hodges (45) argues 

that this lack of flexibility is the main reason why sophisticated 

methods are not used widely in the paper industry. Similar criticism 

of sophisticated methods has arisen in other industries. However, 

the very flexibilityýnf: za-. heuristic approach can result in a 

solution method which is so well adapted to the particular problem 
under consideration that it lacks generality. 

Obviously the total improvement which a heuristic method gives 
over a manual method varies greatly between heuristics. Haessler's (11) 

claim of a 16% reduction in costs using a heuristic method would, 
however, seem to be reasonably typical. 

This. thesis examines one class of heuristic methods which has a 
degree of generality, pattern enumration. In a pattern enumeration,. 
method feasible patterns are listed (in. a predetermined 

order) until one satisfying certain conditions is found. This pattern 
is then entered into the solution and the order quantities reduced 
accordingly. This process is repeated until all the orders are satis- 
fied. The method of Marconi (15), shown in figure 4, uses a simple 
pattern enumeration approach. The pattern enumeration approach is 

examined in more detail in chapter 4 and is the basis of the procedures 
developed and applied in this thesis. 

2.4, Branch and Bound Techniques 

Branch and bound is the name given to those techniques in which 
all potential schedules (as distinct from all patterns -a selection 
of patterns being required to make up a schedule) are considered in an 
ordered manner. 'Schedules are eliminated from explicit consideration 
by: 

(a) feasibility conditions - schedules which will violate 
one or more of the problem constraints can obviously be 
excluded from consideration; 
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(b) dominance conditions - schedules which will be inferior 

in quality (i. e. incur higher costs) than ones already 

generated can also be excluded from consiaeration. 

Unlike manual and heuristic methods branch and bound methods 

will, as a result of searching (implicitly or explicitly) the whole 

solution set, either terminate at the optimum (given sufficient time) 

or establish infeasibility. 

Pierce (54) shows, in detail, how branch and bound techniques, 

which of course have a far wider range of application than the trim 

loss problem, can be used to solve trim problems. In particular, 

various techniques for cutting down search time by the use of feas- 

ibility and dominance constraints are explored by him. The 

majority of methods using branch and bound for the trim problem are 

very similar to the approach adopted by Pierce. Wig's method (22) is, 

however, slightly different in that he utilizes the integer nature of 

the problem under consideration and is thus able to make use of a 

theorem of "Mathews (1+9'), drawn from number theory, in order to 

simplify the problem constraints. 

While branch and bound techniques are applicable to a wide range 

of trim problems and, as Pierce points out, are basically simple 

to apply, there is one large restriction on the range of problems they 

can tackle. As a result of their discrete structure they can only be 

applied to integer problems "(i. e. to those trim problems described in 

1.5(a)(iii) p. 5) or to those which can be approximated to by an 

integer form. Branch and bound methods can however be easily adapted 

to encompass several of the more common additional constraints, e. g. a 

limit on the number of cutting knives (seef 1.5(a)(i) p. 5) or the 

introduction of a set-up cost (see, l. 5(b)(i) p. 5 ). 

Unfortunately branch and bound techniques do have the draw-back 

of consuming a great deal of computer time when even a moderate 

sized problem of 20-30 orders is to be tackled. Frequently in order 
to save computer time it is necessary to terminate the search before 

it is complete (and hence to generate a solution which is not 

necessarily optimal). Then the search is not completed then the 

chief advantage of branch and bound over heuristic methods 
(i. e. optimality) is lost. 
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2.5 Linear Programming 

Linear programming is the most widely used sophisticated optimizing 

technique for the solution of scheduling problems involving the minimiz- 

ation of trim loss. This wide usage is a result of it being easy to 

formulate the basic scheduling problem (i. e. demand to be met and trim 

losses minimized) as a linear programming problem. 

The formulation of the basic trim loss problem (see, 1.6 p. 6) 

as: 
n 

minimize Z= 
1ý'ý 

tixi 

subject to 2aijx. 
= dj 1,2, ......., m 

is clearly solvable using the simplex method of linear programming. 

It was first formulated, in 1939, by Yantorovich (14) for solution 

, by linear methods. ,. 
However since his. paper was in Russian using a__ 

different notation and method to that of the simplex, it was not 

until Eisemann's paper (6) in 1957 that the simplex method was used 

generally in the test for the solution of trim loss problems. In 

Eisemann's form every possible pattern must be stored in the computer 

and thus only small problems can be tackled. The number of feasible 

patterns increases rapidly with the nuiber of sizes ordered and also 

with the average number of ordered sizes which can be fitted into a 

parent size. The number of patterns for several-examples are 

shown in Table 1 below (c. f. Beged-Dov's (1) formula in j l. 6 p. 6). 

Table 1 Total number of feasible patterns 

Number of Average number of Number of 
ordered sizes ordered sizes per patterns 

parent size 

3 3 8 
2 5 9 
5 2 15 
5 3 88 
7 k. 379 
9 3 381 

1 3 1295 
22 2 1395 
23 2 2060 6 11 7960 
22 4 1, { Greater than 10,000 

As can be seen the number of patterns becomes prohibitive on even 
a medium sized problem with 22 demand sizes, and in many of the problems 



- 17 - 

found in practice, the number of patterns can exceed a million. This 

makes the method impractical even on a large computer. 

In 1961 Gilmore and Gomory (9) suggested a way of overcoming this 

difficulty by using the revised simplex method developed by Dantzig in 

which only the basic square matrix needs to be stored. In Gilmore and 

Gomory's method, patterns are only generated (by a dynamic programming 

algorithm) as they are required to be added to the basis in order to 

improve the solution. Although this modification reduced storage 

requirements to manageable proportions, the run times were still quite 

large; Gilmore and Gomoiy (10) gave an example with 30 ordered sizes 

and an average of 5 ordered sizes per parent size which took 13 rains. 

to run on an IBM 7090 (or 1357 mins. on an IBM 1620). To reduce this 

run time they suggested an improved method (10) in which the dynamic 

programming section for selecting new patterns is replaced by a search 

procedure. This reduced run times by a factor of 5. Their method-gis 

used as a basis for the standard trim loss packages produced by both 

IBM and ICL. 

Since this basic linear programming method was published there 

have been several papers (e. g. (2), (3), (16), (50), (60) ) showing 

how a linear programming method can be used to solve particular 

specialized trim loss problems. However, the basic theory for the 

solution of one dimensional trim loss problems by linear programming 

has not advanced past that of Gilmore and Gomory, and it must be 

stressed that their method is only relevant to certain basic forms of 

the scheduling problem. Other forms of the scheduling problem more 
likely to be met in practice involve non-linearities which linear 

programming can not tackle. These more realistic problems will be 

considered in the next chapter. 

I 
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3. LIMITATIONS OF CURRENT METHODS 

3.1 Introduction 

The scheduling methods described in the previous chapter differ 

in many respects. Generally, as has been pointed out, the more 

sophisticated the method, the more limited is the objective and the 

range of problems which can be solved. In practice relatively crude 

manual methods predominate. 

The techniques which are available in computer package form 

(normally based on a linear programming approach) are not suitable for 

many of the smaller firms facing a trim loss problem because they do 

not possess the expertise to understand the packages and therefore to 

use them effectively. 

Both linear programming and branch and bound methods consume a 

great deal of computer time in processing a realistic problem. Thus 

in industries with small amounts to be scheduled or with inexpensive 

products (e. g. the paper slitting problem of chapter 5) the cost in 

computer time of obtaining an optimum will not be covered by the 

savings produced over a non-optimal manual solution. 

Moreover, the reason why sophisticated methods can not be applied 

is that the additional economic considerations and technical con- 

straints needed to model any practical problem cannot easily be accom- 

modated within the formulations used in standard packages. Several of 

the main difficulties (set-up costs, the integer problem, under and 

over production) are outlined in the later sections of this chapter 

together with the different ways which have been used to overcome them. 

Generally it is more difficult to include additional conditions within 

a linear programming method than within a branch and bound method. 

Even when additional conditions can be included within a linear 

programming or branch and bound formulation they complicate the formu- 

lation considerably and are likely to give rise to a significant increase 

in solution time. Heuristic methods, on the other hand, being' developed 

for individual problems can handle these additional conditions, but as 

a result are very limited in their range of application. 

3.2 Throughrut Constraints and Set-up Costs 

Several attempts have been made to develop procedures which take 

account of limited capacity of the cutter or the parallel difficulty 

of set-up times. Some methods are an amalgam of linear programming 
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and heuristic methods 
[(3), (55), (56)] while others are completely 

heuristic 
[(ii), (12), (15)1 

. 

Since the schedules produced by linear programming methods have 

the property that when demands must be exactly satisfied, the number 

of set-ups required by the schedules will equal the number of demand 

sizes, it is necessary to use some technique - normally involving 

heuristics - to reduce the number of set-ups to an acceptable number. 

Generally this requires the demand constraints to be weakened. One 

way in which this can be achieved is by specifying an acceptable range 

of demand for some or all of the demand sizes. Caruso and Kokat (3), 

for example, obtain a linear programming solution which only minimizes 

trim and then use inter-active programming to both reduce the number of 

set-ups required and obtain an integer solution. Poirier (55) has 

developed a similar approach but one in which heuristics, rather than 

human intervention, are used to modify the initial solution. Potts (56) 

uses linear programming to obtain a solution, but only after heuristics 

have been used to relax some demand constraints so that sizes may be 

grouped according to demand. He thereby reduces the number of 

constraints and hence the number of set-ups required by any solution. 
It must be noted that whenever any of these modifications of linear 

programming are used, then its main advantage, that of optimality, is 

lost. It is interesting that a problem in the financial field (61) 

with a similar mathematical form has proved equally difficult to solve 

using linear programming methods alone. Theoretically it is possible 
to formulate this problem in integer programming terms but the cost of 
solving such a formulation is prohibitive. 

Methods which are entirely heuristic cannot easily be classified 
since they are usually developed to suit particular problem character- 
istics. An interesting common feature of the methods developed by 
Haessler [(11) 

and (12 and Marconi (15) is that more than one solution 
is obtained by changing parameters within the heuristics. The best 

schedule is then selected from the set of solutions obtained. Haessler 
describes this process as a timultiple pass procedure". This sort of 
experimentation is frequently necessary with heuristic methods as, 
whilst the method may significantly reduce the average number of set-ups 
required over a range of problems, for any particular problem it is 
difficult to predict at the outset whether the solution -obtained by a 
particular set of parameter values will be entirely satisfactory. 
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Ideally one would like to be able to rank the different methods 

by their performance on a standard set of test problems. Pegels (52) 

does this for three methods which consider similar problems in the 

construction of schedules for corrugated cardboard. Unfortunately it 

is not possible to do this over a wider range of problems as each 

method has only a narrow range of application. 

3.3 Integer Problems 

The problems in which it is necessary to include integer variables 

often also contain through-put constraints or set-up costs. This is 

no coincidence, as'the integer restriction is often imposed as a way 

of improving throughput or reducing set-up costs. For example, in 

roll slitting problems it is frequently stipulated that no machine 

shall be reset part way through a roll but that all knife changes shall 

occur when a parent roll is to be changed. As a result of this close 

relationship, the methods for handling these integer problems((3), (13) 

(22), (50) and (56)1 are very similar, if not identical, to those for 

handling the problem of set-up costs. 

One paper, however, does outline a method which is significantly 
different. Instead of regarding the integer constraint as an extra 

restriction to be added to a standard method, Wig (22) considers the 

integer restriction as the fundamental property of the solution to be 

sought. He can thus use the properties of integers from the Theory 

of Numbers to develop a solution. A theorem of Mathews (49) is used 
to cut down all the demand constraints to one equation which can then 
be solved by search methods. This gives a very simple method in 

situations where the number of rolls to be cut is small and where the 
order quantities for each size are also small. However, as the magni- 
tude of the quantities involved increases, so does the complexity of 
the single equation produced and hence the search time. 

Theoretically, as with problems involving set-up costs, one could 
use integer programming methods 'but they are not widely used in 

practice for two reasons. First, integer programming formulations 

of practical trim problems take a long time to solve even on a fast 

computer; they are therefore very expensive. Secondly, practical 
integer trim problems frequently contain additional factors which can 
not be included within an integer programming formulation. Thus the 
need to include integer constraints, as with the need to include 
through-put constraints or set-up costs, has further inhibited the 
development of methods which are generally applicable. 
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3.4 Under and over Production 

The relaxation of the demand constraints so that under or over 

production of the demand sizes by a fixed percentage (normally 5- 10%) 

is allowed, or even so that extra stock sizes can be produced, can 

easily be included within a linear programming formulation of the 

simple trim problem as shown in f1.6 p. 6 or slightly differently as in 

Bernhard (2). However, if the scheduling problem were ever one of 

simply minimizing trim loss and required no consideration of set-up 

time, integer solutions, or other complicating factors, then it would 

normally be possible-to obtain acceptable solutions by linear program- 

ming without recourse to under or over production. The opportunity to 

under or over produce tends to be only allowed in situations where 

complications do exist and where it is known that acceptable trim 

losses and processing costs can only be obtained if there is a relaxa- 

tion of the demand constraints. The relaxation of the demand constraints 

is therefore best considered as it arises in practice )(3), (13), (22) 

and (56)J viz. as a means, perhaps costly, of obtaining feasible and 

satisfactory solutions when there are complications of the type des- 

cribed inj 3.2 andj 3.3. Each method handles under and over production 

differently but in none is-it considered to be the main feature of the 

problem under consideration. Thus the possibility of under or over 

production in a scheduling situation merely adds a further degree of 

complexity to what is already a rather unmanageable problem. 

3.5 Summary 

Manual methods are subjective and relatively crude, yet they have 

the advantage of being flexible, allowing the scheduler to take account, 

to the best of his ability, of all the economic considerations and 

technical constraints of the problem. Despite their simplicity, manual 

scheduling methods are by no means cheap as a great deal of time- 

consuming arithmetic is required to develop a schedule. 

Published heuristic methods are usually developed for particular 

problems (which they model very well) and consequently they have a 

limited range of application. They are more structured than manual 

methods, and are able, to cope with- most of the eccnorric considera-. - r' 

tions and technical constraints encountered in practice. 

Theoretically any trim loss problem could be formulated for solu- 

tion using branch and bound. In practice, however, branch and bound 

methods are not widely used as, faced with the large numbers of possible 
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patterns in practical problems, and hence the even larger number of 
feasible solutions, the formulation of an efficient search algorithm 
for all but the simplest of problems is very difficult. 

Linear programming and associated mathematical programming methods, 
in particular that of Gilmore and Gomory (1C), may be used to obtain 

solutions to simple problems. When more complex, and more typical, 

problems are met, a mathematical programming approach runs into diffi- 

culties. Even when a practical problem can be formulated for solution 

by mathematical programming it is frequently, as with branch and bound, 

very expensive in computer time and storage. 
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4. THE PATTERN 'ENUMERATION METHOD 

4.1 Introduction 

None of the techniques described in the literature 

for the solution of the trim problem have been applied to 

a wide range of practical problems. The object of this 

study is to develop a basic approach to the trim problem which, with 

relatively simple adaptations, could be used for a wide range of 

practical problems having differing constraints and cost considerations. 

The method, while not necessarily yielding optimum solutions, must 

yield schedules which are on the whole significantly better than those 

generated manually, and which are more realistic than those obtained 

using ""optimization't methods which necessarily require an over- 

simplification of the total scheduling problem. Having surveyed the 

range of problems faced in scheduling cutting operations it is clear 

that any method which is designed to be used in a wide range of 

practical problems should meet the following criteria: 

(a) It should be possible to include within the formulation 

of the method not only the constraint that demand be satis- 
fied, but also the many other common constraints which 

arise in practice, e. g. limitations on the number of set-ups, 
the need for integer solutions, limitation on the number of 

cutting edges; 

(b) It should be possible to consider, either implicitly 

or explicitly, not only the cost of trim but also other 

relevant production costs, e. g. reprocessing costs, set-up 

costs, storage costs; 

(c) It should be possible to include within the method the 

many currently used techniques for reducing excessive trim, 

e. g. over and under production, production to stock, 

stocking of off-cuts; 

(d) The method should not require the large amounts of 
computer time and store required by classical methods. Such 
large scale use of computing facilities is expensive and the 

cost can, in many situations, be of equivalent magnitude to 
that saved in efficient production scheduling; 
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(e) The method should be relatively easily understood and 

applied. Despite the economic significance of the trim 

problem, its solution is delegated to a low level in many 

organizations, the scheduler frequently not having the 

training needed to apply sophisticated mathematical tech- 

niques. 

4.2 The Basic Pattern Enumeration Method 

Whatever the character of particular trim problems (in terms of 

costs and constraints) the problem which the scheduler has to solve 

is to choose a few patterns from the vast number which 

can be made up from the sizes to be scheduled (see Table 1,2.5 p. 16). 

In the pattern enumeration method described below the problem is 

reduced to manageable proportions in the following ways: 
(a) A sequential procedure is followed. Once a pattern has been 

chosen the number of rolls or bars to be cut by it will be 

decided. The order quantities will then be reduced by the 

amounts ""cut" by the chosen pattern. These reduced order 

quantities will then constitute a reduced problem which will 
be solved in the same way until all the demand has been 

scheduled; 

(b) There is no attempt to examine all possible patterns. 

Once a pattern meeting certain acceptance criteria is found 

this will be introduced into the solution. 

Clearly the crucial part of this type of solution procedure is 

the method used to select a pattern. Consider the set of all possible 

patterns which cut sizes w1, w2, -------- wm from a parent size W, 

namelyfal' a2, ---- 20 where(ai = ail, ail' ---- aim) 

(as inj1.6 p. 6 ), 

Then for ai to be a feasible pattern: - 

Consider a lexicographic ordering of the patterns aý' a2, --- an 
(c. f. Gilmore and Gomory (9) ) such that for any two patterns in the 
list ai and a. 

- 12 

then i1 < i24f#3j s. t. 1 <j <m 

ai1 j> a. 
2j 

ai1k=ai2k Vk<j 

This ordering is unique. 
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The ordering is illustrated in the example below where 

m=3 W= 13 

w1 =5 w2 =4 w3 =3 

Trim 
then a1 = (2,0,1) -- -- 0 

a2 = (2,0,0) -- -- 3 

a3 = (1,2; 0) -- -- 0 

24 
a5 = (1,1,0) -- -- 4 

ä6 = (1,0,2) -- -- 2 

a7 _ (1,0,1) -- --. 5 

a$ _ (1,0,0) -- -- 8 

a9 = (0,3,0) -- -- 1 

210 = (0,2,1) -- -- 2 

all = (0,2,0) -- -- 5 

212 = (0,1,3) 
-- -- 0 

a13 = (0,1,2) -- -- 3 

a14 = (0,1,1) -- -- 6 

a15 = (0,1,0) -- -- 9 

a16 = (0, o, 4) -- -- 1 

a17 = (0,0,3) -- -- 4 

118 = , 
(0,0,. 2) -- -- 7 

a19 = (0,0,1) -- -- 10 

a20 = (o, o, 0) -- -- 13 

The patterns can be split into two groups, those which are 

dominated and those which are non-dominated. A pattern ai is 
1 

defined to be dominated if 

i25Ei1 s. t. ai2j > ai1j Vj 

e. g. a2. above is dominated by a1. Those patterns which are 
dominated by another pattern can be eliminated from consideration, 

as at each stage of the solution procedure an attempt will be made 
to use as much of the-parent roll as possible (a dominated pattern 

must, from its definition, have a"trim such that at least one 

ordered size may be fitted into it). In the above example this will 

reduce the patterns for consideration to: - 
Trim 

(2,0,1) ---- 0 

0, 

ä 
(1 

,1,. 1) ---- 1 UlAversity 
Library 

Hull 
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Trim 
(1, 0, 2) --- 2 
(0, 3, 0) --- 1 

(0, 2, 1) --- 2 

(0, 1, 3) --- 0 

(0, 0, 4) --- 1 

The set of non-dominated patterns for any list of demand sizes 

can be generated by the method shown in the flow diagram (Fig. 5) 

below. A Fortran program segment to generate these patterns is 

shown as Program 1, Appendix 1.2, p. 111. 

Using this enumeration of patterns as the basic step, a 

method for solving simple trim problems can now be outlined: 

(a) Sort the demand list into descending order of size; 

(b) Set an acceptable trim. In situations where manual 

scheduling is employed, the scheduler will have some acceptable 

trim figure which he aims to keep below on each pattern used. 

This figure can be used as a first estimate of acceptable trim. 

However, improved overall solutions can be obtained by tuning 

this parameter on several sets of test data, as is demonstrated 

in the case studies following; 

(c) Enumerate the non-dominated patterns until one having an 

acceptable trim is found. If all patterns are enumerated and 

none have an acceptable trim then choose that with the least 

trim; 

(d) Calculate the maximum amount which can be cut with this 

pattern without overfilling the order, and reduce the demand 

quantities accordingly. (In bar cropping problems the amount 
to be cut by a pattern will be the number of bars to be cut 

which will necessarily be integer, whereas for roll slitting 

problems the amount to be cut will represent the length of 

unrolled coil to be slit by this pattern and therefore need not 

necessarily be integer); 

(e) If there is still unsatisfied demand return to (c). If 

all the demand has been satisfied the solution procedure is 

complete. 

The method outlined above will form the basis for those methods 
developed in this thesis. Pattern enumeration methods similar to 

this have been used by Haessler (11), Johns (13), Marconi (15) and 
Pierce (16) but whereas they concentrated on particular problems, 
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'Sort demand sizes 
into descending 

order of size 

Set trim = parent size 
and JP =0 

From j= (JP + 1) to m 
set aj =Etrim / wiJ 

trim = trim - aj x wj 

List the pattern (a1. a2. a 

-here Is 
an ai 0? 

Find the largest 

j s. t. a3 0 

No Is j m? Yes 

trim = trim + w. J 
aý - a. -1 
JF =j 

No STOF 

trim = trim + am x wml 

am=0 

Firure 5. Flow diagram of the method used to enumerate all non- 

dcminated patterns. 
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here the aim is to develop a general approach. 

4.3 A Numerical Example 

The following example is intended to demonstrate the 

mechanics of the pattern enumeration method described above. In 

the methods developed later for the three case studies, the basic 

method is adapted and embellished to take account of particular 

constraints and objectives. Some of the more useful adaptations 

are discussed in f4.4. 

It is assumed here, however, that there are no constraints on 

the number of set-ups, number of sizes per pattern, nor is an 

integer solution required. The objective is assumed to be to 

produce- a schedule with a reasonably small trim loss. It is 

further assumed that demands must be met exactly.. In real problems 
it is most unlikely that these simplifying assumptions would apply. 

Data set 1: Parent size 12 000 

Order list: Size Demand 

939 8 
1200 32 

1000 51 

1225 31 

530 20 
1450 164 

5900 10 
300 36 

5075 38 

725 4 

2425 4 
2100 16 

33CO 28 
4000 214 

Step (a) Sort the demand list into order viz: - 
5900,5075,4000,3300,2425,2100,1450,1225,1200,1000,939,725, 
530,300. 

Step (b) Set an acceptable trim; for this example 10 or less will 
be considered to be an acceptable trim. 
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Iteration 1 

Step (c) Enumerate patterns until one with acceptable trim is found. 

Size: 

5900 5075 4000 3300 2425 21CO 1450 1225 1200 1000 939 725 530 300 
Quantity required: 

10 38 214 28 4 16 164 31 32 51 84 20 36 Trim 

a1 =(2,0,0,0,0,0,0,0,0,0,0,0,0,0 
) 200 

a2 =(1,1,0,0,0,0,0,0,0,1,0,0,0,0 
) 25 

a3 = (1, it 0,0,0, Of 0,0,0,0,1,0,0,0, ) 86 

24 =(1,1,0,01 0,0,0,0,0,0,0,1, of, 1)0 

Step (d) Calculate the maximum amount which can be cut by the pattern now. 

10; 1 units can be cut before the demand for size 5900 is satisfied. 
38+1 ºº ºº ºº ºº ºº ºº ºº ºº ºt 5 075 º, 

4r1 ºº ºº ºº ºº If º. ,. ºº ºº 725 ºº º) 

36--1 ºº ºº ºº º1 it ºº ºº ºº ºº 300 ºº "" 

Thus the maximum number of units which can be cut is 4. This reduces 

the quantities remaining of sizes 5900,5075, and 300, to 6,34, and 32 

respectively, while the demand for size 725 is completely satisfied and 
it can be deleted from the demand list. 

Step (e) Return to (c) 

Iteration 2 

Step (c) 

Size: 59 00 5075 4000 33C0 2425 2100 1450 1225 1200 1000 939 530 300 

Quantity remaining: 
6 34 214 28 4 16 164 31 32 51 8 20 32 

Trim 
al 2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 ) 200 

a2 =( 1, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0 ) 25 

a3 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0 ) 86 

24 =( 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1 ) 195 

25 =( 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 3 ) 125 

26 _( 1, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0 )0 

Step (d) 

Maximum number of units which can be cut by the pattern 
Minimum (6/1,214/1,16/1) _ 6. 
Step (e) Return to (c) 



Iteration 3 - 3C - 
Step (c) 

Size: 5075 4000 3300 2425 2100 1450 1225 1200 1000 939 530 300 

Quantity remainin g: 

34 208 28 4 10 164 31 32 51 8 20 32 
Trim 

a1 =(2, 0, 0, 0, 0, - 1, 0, 0, 0, 0, 0, 1 ) 100 

a2 
=(2, 

0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0) 95 

a3 =(2, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 2) 25 

a4 =(2, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0) 120 
I ( I I 1 , + t i i 

Iý + I i 1 f 1 I 
1, 
i 

I i 
I 

I 
I 
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1 
I 
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, I 
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1 
1 
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pI 
I 

1 
I 

I 
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1 
1 

I 
1 , 

I 
, 

ý f 
1 i 

, 

! 
1 l 

f 
f 

a20 =(1, 1, 0, 0, 0, 1, 0, 0, 1, 0, 0, 1) 175 

221 =(1, 1, 0, 0, 0, 1, 0, 0, 0, 1, it 0) 6 

Step (d) 

Number of units to b e cut = Minimum (34/1,208/1, 164/ 1,8/1, 20/1) = 8. 

Step (e) Return to (c) 

Iteration 4 

Step (c) 

Size: 5075 4000 3300 2425 2100 1450 1225 1200 1000 530 300 

Quantity remaining: 

26 200 28 4 10 156 31 32 51 12 32 
Trim 

a, l =(2,0,0,0,0,1 , 0,0,0,0,1 ,) 100 
ºr1f1r1tr 

Iýt(, I(ttºt 
tIt1ttIýItrº 
1ItºIºIItý 

1ºº1I1ººº1 
a50 _(1,0,1,1,0,0,0,1,0,0,0, )0 

Step (d) 

Number of units to be cut = Minimum (26/1,28/1,4/1,32/1) =4 
Step (e) Return to (c) 

Iteration 5 

Step (c) 

Size: 5075 4000 3300 2100 1450 1225 1200 1000 530 300 
Quantity remaining: 

22 200 24 10 156 31 28 51 12 32 
Trim 

a, =(2,0,0, 
t11 

0, 
1 

1, 0, 
I 

0, 
I 

0, 
I 

0, 1) 100 
i 

ýII 
$11 

$ i 
1 

I 1 l 1 
º 
11 

i 
11 ( 1 

1 1 1 
1 1 11 

250 =(1,0,1, 1, 0, 1, 0, 0, 0, 1)0 
Step (d) 

xumcer of units to be cut = Minimum (22/1,24/1,10/1,31/1,32/1) = 10. 
Step (e) Return to (c) 
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Iteration 6 

Step (c) 

Size: 5075 4000 3300 1450 1225 1200 1000 530 300 

Quantity remaining: 

12 200 14 156 21 
. 

28 51 12 22 
Trim 

1=( a 2,0, 0, 1,0, 0, 0, 0, 1) 100 
I I I 1i 

I 
+ i 

I 
i 

I 
I 
I 

ý ` I 
1 

I 
+I 
I1 

I 
+ 
I 

t 
1 

I 
t 

I 
i 
I i 

{ 
( 
I 

1 
+ (I i + I I r 

I + + +I 1 I + r 

46 =( 1,0, 1, 0,1, 2, 0, 0; 0) 0 

Step (d) 

Number of units to be cut = Minimum (12/1, 14/1 , 21/1, 28/2) = 12. 

Step (e) Return to (c) 

Iteration 7 
Step (c) 

Size: 4000 3300 1450 1 225 1200 1000 530 300 

Quantity remaining: 
200 2 156 94 51 12 22 

Trim 
a1 =( 3,0, 0, 0,0, 0, 0, 0 )0 

Step (d) 

Number of units to be cut _ 200/3 = 66.67 
Step (e) Return to (c) 

Iteration 8 

Step (c) 

Size: 3300 1450 1225 12C0 1000 530 300 

Quantity remaining: 1 
2 156 9 4 51 12 22 Trim 

a1 =( 3,19 0, 0,0, 1, 0, ) 120 

a2 3,1, 0, 0,0, 0, 2 ) 50 

a3 =( 3,0, 1, 0,0, 1, 1 ) 45 

a4 =( 3,0, 1, 0,0, 0, 2 ) 275 

a5 =( 3,0, 0, 1,0, 1, 1 ) 70 

a6 =( 3,0, 0, 1,0, 0, 3 ) 0 
Step (d) 

Number of units to be cut = Minimum (2 /3, 4/1, 22/3) = . 
67 

Step (e) Return to (c) 



ý2 - Iteration 9-1 

Step (c) 

._ 
Size 

__ 
1450 

, 
1225 12CO 1000 530__300 

Quantity remaining: 

156 9 3.33 51 12 20 Trim 
a1 =(8,0,0,0,0,1 ) 100 
1ir1 
itttt 
ttitI(r 
ti1II 
1Ittt 

1It 

25 =(6,0,2,0,0,3 )0 

Step (d) 

Number of units to be cut = Minimum (156/6,3.33/2,20/3) = 1.67 

Step (e) Return to (c) 

Iteration 10 

Step (c) 

Size: 1450 1225 1000 530 300 
Quantity remaining: 

146 9 51 12 15 
Trim 

a1 =(8,0,0,0,1 ) 100 
rI11 
II1i 

itr 
I11I 
I1I1. iI 

itIIi 
220 =(6,0,3,0,1 )0 

Step (d) 

Number of units to be cut = Minimum (146/6,51/3,15/1) 15 
Step (e) Return to (c) 

Iteration 11 

Step (c) 

Size: 1450 1225 1000 530 

Quantity remaining: 

56 96 12 Trim 
a=(8,0,0,0 
ýIIr) 

400 

Ii1t 
iIIi 
1I 

1II1i 
Ii1 

a74 3,0,5,5 )0 

Step (d) 
Number of units to be: cut = Minimum (56/3,6/5,12/5) 

= 1.2 
Step (e) Return to (c) 
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Iteration 12 

Step (c) 

Size: 1450 1225 530 

Quantity remaining: 

52.4 96 Trim 
a1 (80,0 ) 400 

1p1i1 ýI 
i11 

1ftI 

p1 
ä48 

=(0,2,18 
) 10 

Step (d) 

Number of units to be cut = Minimum (9/2,6/18) 
. 33 

Step (e) Return to (c) 

Iteration 13 

Step (c) 

Size: 1450 1225 

Quantity remaining: 

52.4 8.33 
Trim 

a1 =(8,0 ) 400 

a2 7,1 ) 625 

a3 =(6,2 ) 850 

24 =(5,3 ) 1075 

a5 =(4,5 ) 75 

a6 =(3,6 ) 300 

a7 2,7 ) 525 

a8 =(1,8 ) 750 

a9 _(0,9 ) 975 
In this case enumeration is completed without finding a pattern 

with acceptable trim so the one with lowest trim is chosen, i. e. a5. 
Step (d) 

Number of units to be cut = Minimum (52.4/4,8.33/5) = 1.67 

Step (e) Return to (c) 

Iteration 14 

Step (c) 

Size: -1450- 
Quantity remaining: 

45,74. 
Trim 

a1 =( 8ý ) . 4oo 

Step (d) 
Number of units ' to `be cut 45.74/8 

_ 5.711 

Step (e) The demand is now completely satisfied and so the solution 
procedure is complete. 
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The complete solution is shown below. 

Pattern 1 

To be used to cut 4 units 
1 of 5900 

1 of 5075 

1 of 725 

1 of NO 

Trim =0 

Pattern 2 

To be used to cut 6 units 

1 of 5900 

1 of 4000 

1 of 2100 

Trim =0 

Pattern 3 

To be used to cut 8 units 

I of 5075 
1 of 4000 

I of 1450 

I of 939 
1 of 530 

Trim =6 

Pattern 5 

To be used to cut 10 units 

1 of 5075 

1 of 3300 

1 of 2100 

1 of 1225 

Trim =0 

Pattern 7 
To be used to cut 66.67 units 

3 of 4000 
Trim=0 

Pattern 9 
To be used to cut 1.67 units 

6 of 1450 

2 of 1200 

3 of 300 

Trim =0 

Pattern 4 

To be used to cut 4 units 
1 of 5075 

1 of 3300 

1 of 2425 

1 of 1200 

Trim =0 

Pattern 6 

To be used to cut 12 units 

I of 5075 

1 of 3300 

1 of 1225 

2 of 1200 

Trim =0 

Pattern 8 

To be used to cut "67 units 
3 of 3300 
1 of 1200 

3 of 300 

Trim =0 

Pattern 10 
To be used to cut 15 units 

6 of 1450 

3 of 1000 

1 of 300 

Trim =0 
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'Pattern 11 r-4- 4- er- 'I 7 

To be used to cut 1.2 units 

3 of 1450 

5 of 1CCC 

5 of 530 

Trim =0 

Pattern 13 

To be used to cut 1.6? units 

4 of 1450 

5 of 1225 

Trim = 75 

To be used to cut 0.33 units 

2 of 1225 

18 of 530 

Trim = 10 

Pattern 14 

To be used to cut 5.74 units 

8 of 1450 

Trim = 400 

There are over 1 CCC CCC feasible patterns for this problem. 

The procedure above venerated only 381. Of these 381, many were 

repetitions and could have been avoided by using the modifications 

described inJ4.5. 

The trim generated by the first twelve patterns was only O. CO3P/. 

The thirteenth pattern increased this to 0. C15/c and the last to 

0.15%. This increase in trim towards the end of the scheduling 

procedure is typical of the schedules generated both by pattern 

enumeration and by other heuristics. The success of a method will 

depend on the extent to which intractable residual problems can be 

avoided. 

The number of patterns used is fourteen, the sane as trat had 

a linear programming method been used. In many situations this 

result would be infeasible or unsatisfactory due to constraints or 

costs associated with set-ups. An enumeration procedure such as 

this is easily adapted in this respect, as is shown in the case 

studies. Correspondirg modifications to classical mathematical 

I 

programming techniques are, at best, difficult. 

Likely adaptations of the procedure for application to real 

problems are discussed jr the next section, whilst ways in wrich 
the procedure can to made more efficient are considered inr$*1+. 5. 
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4.4 Fattern Enumeration Techniques 

The simple method outlined in the previous section is orviously 
limited in terms of both its solution quality and its rare of 

application. The case studies of chapters 5,6 and 7 il)_LstrP, a ar 

approach by which these limitations can be overcome. This section 

considers some of the techniques which can be used to give pattern 

enumeration the flexibility needed by the approach. 

The character of the solutions obtained by a pattern enumeration 

scheduling method depend crucially on the nature of its enumeration 

phase. Three main factors determine which pattern is chcse'n to be 

entered into solution namely: 

- the test used to establish whether a pattern is acceptable; 

- the-order in which patterns are enumerated; 

- limitations placed on the patterns to be enumerated. 

There are a variety of techniques by which these factors can 
be manipulated: 

(a) by varying the sequence in which demand sizes appear 
in the order list. The descending size sequence used in 

4.2 & f4.3 is convenient because it generates only non- 
dominated patterns. Cther sequences will crenerate not only 
all the non-dominated patterns but also some of the dcminated 

ones as well. Nevertheless they may have counter-balancinF 

advantages. Demand sizes ap; earinr high in the sequence 
will appear in the earlier patterns. They are, thus, more 
likely to be included in the chosen pattern than those at the 
foot of the list of demand sizes. 

Previous work (13) and (16) on pattern enumeration 

methods has assumed that there is a "best" sequence of demand 

sizes. Johns (13) suggests that this is in descending order 
of the trim left if each order size had to be scheduled only 
in combination with itself, while Pierce (16) uses the sequence 
of descending size outlined above. The suggestion developed in 
this thesis, however, is that there is no "best" sequence but 

The comments on, the effectiveness of these techniques are based on the experience Pained in the three case studies, not merely or. the 
example (Data set 1, Appendix 1.1, p-111) used to illustrate the point here. 
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that one should. be chosen in such a way as to tailor the patterns 

selected at each stare sc that by avoiding intractable residual 

problems, an efficient overall solution is produced. 

There are many different sequences which could be used but 

the four main alternatives are those of descending or ascending 

size or demand: 

(i) Descendine size. This will tend to force larger 

sizes into solution. It is therefore useful in situa- 

tions where it would be impossible to find an accept- 

able pattern if only large sizes were left towards the 

end of the solution procedure and where it is thus 

necessary to force large sizes into solution while 

there are still sufficient small sizes for them to be 

matched with. In the first pattern enumerated from 

the test data with a zero trim, the presence of longer 

lengths can clearly be seen: 

1 of 5900 

1 of 50? 5 

1 of ? 25 

Iof 300 
This ordering has the additional advantage of being 

generally quicker than many of the others as only 

non-dominated patterns are generated when the method 

shown in Fig. 5, p. 27is used; 

(ii) Ascending size. This ordering has essentially 

the opposite effect of ordering in descending size. 

It has limited usefulness as small sizes, which are 

often useful in reducing trim when few sizes remain, 

are used up early in the procedure. There is one 

situation where it is of use; when there are a 

limited number of cutting edges, one would wish to 

use up the small sizes whenever possible as these would 

produce high trim if they had to be cut together at 
the end of the solution procedure. The first pattern 
selected with this ordering was: 

40 of 300 

(iii) Descendiniz demand. This will tend to produce 

patterns which can be used for long production runs. 
In situations where there are tolerances on demand 
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quantities this can help reduce the number of set-ups 

(provided care is taken with the small quantities left 

over, see the case study of Ch. 5). On the test data 

this selected as the first pattern: 

3 of 4CCC 

which can be used for 71i units, whereas that produced 

by (i) could only be used for 4 units, and that of (ii) 

for .9 unit. This ordering, while not generating 

individual patterns quickly, tends to be reasonably fast 

overall as fewer patterns have to be generated; 

(iv) Ascending demand. Such an ordering could be useful 

where it was necessary to handle the small quantities 

first, e. g. when demand must be satisfied to within 

and an integer solution is required, then a difference 

of one unfilled unit in an order for lour is far more 

critical than one in an order for 40. The first pattern 

selected with this ordering was: 

12 of 725 

1 of 2100 

1 of. 1200 

which could have been used to cut only 4- unit, 

(b) by limiting the'range_of sizes considered at each stage 

of the procedure. This can be used to accentuate the effects 

produced by the ordering methods of (a) above. If, for 

example, in option (i) above we not only wanted to ensure the 

inclusion of large sizes but also the complete exclusion of 

small ones, then only sizes greater than a certain minimum 

would be input to the pattern enumeration routine, e. g. if 

the only sizes included are those greater than 2000 the 

pattern selected is: 

1 of 5900 
1 of 1+000 

1 of 2100 

compared to: 

1 of 5900 

1 of 5075 

1 of 725 

1 of 300 previously. 
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This restriction may also be used very effectively with the 

demand ordering to guarantee long production run patterns. 

A slight variation of this is, instead of fixing a cut-off 

point on the list, to start with a list containing only one 

order size and then increase the number in the list until an 

acceptable pattern is found. This would yield the pattern: - 

3 of 4000 

when ordered by descending size as above. 

(c) by limiting the number of times a size may 

appear in a pattern. This restriction can be used when 

considering an integer problem to ensure that not more than 

the quantity of the sizes required appears in the pattern 

generated. This would change the pattern generated by the 

ascending demand ordering, i. e. (a)(iv) from: 

12 of 725 

1 of 2100 

1 of 1200 

to: 
4 of 725 

3 of 2425 

1 of 1225 

2 of 300 

and thus the amount to be cut is increased from - to 1 which 

for an integer problem makes it a feasible pattern to cut; 

(d) by limiting the number of pieces in a pattern. -- 

This can easily be achieved as shown in Program 2, Appendix 1.2, 

p. 112, and is useful when there are a limited number of cutting 

edges. When this extra modification was added and the maximum 

number of pieces set at 6, then the above pattern was modified 

to: 

3 of 725 

1 of 3300 
1 of 5075 
1 of 1450 

(e) by assigning a value to each pattern; This 
can be useful when the definition of an acceptable pattern is 

in terms of other things than trim; for example in a problem 

with high set up costs, the criterion for acceptability may be 
the number of order sizes whose remaining demand can be 
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simultaneously satisfied by the pattern. The enumeration 

is allowed to proceed until a pattern with an acceptable 

value is generated. This method tends to be very slow as 

a computation is required for each pattern. 

The list above is obviously not comprehensive, but does illustrate 

the wide variety of patterns which may be selected from even a small 

number of order sizes by varying the enumeration technique. 

4.5 Computational Efficiency 

Most of the solution time in a pattern enumeration method will be 

taken up by the actual enumeration phase, it is thus important that 

this should be as efficient as possible. Several methods to improve 

the efficiency of the enumeration routine are given below. Each one 

has been run on a set of test data (Data set 1, Appendix 1.1, p. 111) 

to select the first pattern for the solution. No ordering methods 

have been applied. 

(a) At each stage of the step 

"set aj = Itrim/wjJ for j= (JP + 1) to M" 

in Fig. 5j4.2, p. 27 a check is made whether the trim remaining 
is less than the smallest order size. If it is, then clearly 

all further ai are zero and the program can proceed to the next 

step. This modification has been included in Program 3, 

Appendix 1.2, p. 113. The time taken to find an acceptable 

pattern was reduced from 28 computer secs. to 23 secs. 

(b) A further refinement, similar to that above, is, instead of 

merely checking whether trim is less than the smallest size, to 

check whether trim is less than any of the sizes lower in the 

order list (Program 41 Appendix 1.2, p. 113). Computation time was 

now further reduced to 10 secs. 

(c) Not untypically in scheduling situations, the vast majority 

of orders may have come from one source and have their demand 

sizes rounded, say, to the nearest 5 mm, while a 
_small 

number of 

orders are for sizes rounded to only the nearest millimetre. 
order lists of this kind can often lead tc a very large 

number of patterns being enumerated before an acceptable one is 
found. The reason for this will become clear from the following 
simple example: 
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Current 

Size Pattern 

401 4 

1 325 2 

2 430 3 

455 1 

Trim of I on a parent size 
of 12 000. 

No matter how one combines pieces of size 1325,2430 and 455, 

the result will always be a multiple of 5. Thus the trim of I 

can not be reduced until the number of pieces of size 401 is 

changed. The enumeration can thus be speeded up considerably 

if all the patterns between (4,2,3,1) and the first pattern 

containing 3 of 401 i. e. (3,8,0,0) are jumped. The pattern 

(3,8,0,0) has a trim of 197 (= 39 x5+ 2). Since the sum 

of any multiples (whether positive or negative) of 1325,2430 

and 455 will always be a multiple of 5, all patterns containing 

3 pieces of size 401 will have a trim of at least 2 and can be 

jumped. A similar argument can eliminate patterns containing 

2 or 1 pieces of size 401. This is clearly a very great saving 

in the number of patterns which have to be enumerated. 

The method outlined on the simple example above can be 

generalised as shown in the flow diagram, Figure 6, using a 

general test for common factors among the order lengths. 

Program 5, Appendix 1.2, p. 114 is a complete program using this 

method. The method reduced the run time on the test data to 

less than 1 second. More generally, it has proved to be a most 

powerful method for reducing run times, e. g. the case study of 

Chapter 7; 

(d) When using the modification of the enumeration approach 

so that a value is attached to each pattern (j 4.4, p. 39), 

then a "look ahead" procedure may be included to eliminate the 

enumeration of patterns which will not yield a higher value 

than that already obtained. A particular example of this is 

the procedure adopted by Gilmore and Gomory to solve the 
knapsack problem within their trim loss method (10); 

(e) When the option of increasinv the size of the list 
(J4.4, p. 39) is used there is obviously substantial repetition 
in the patterns generated. This may be overcome by intro- 

ducing the extra demand size at the start of the list and 



Sort the demand 
list 

Ji 

For j=1 to m set 

HCF. = Highest common factor of w., w, +1 , ..., wm 

Set Trim = Parent Size 

and JP =0 

P= JP +1 

Is 
Yes Trim (mod HCF ) 

greater thane 
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trim? / 

No 

JP- trim / wJP 

trim = trim -a JP x wJP 

No JP less 
than 

rt? 

No Yes 

/actcýept- 
im 

t- able? / 

1S 
No here a 
1Na, ý0? 

iumeratiori 
complete) 

Yes 

Find largest j 
s. t. aj*0 

Return with 
pattern 

m? Yes, trim = trim + am x wm 
a0 

m 

trim trim +w, t 
a JJ 

JP= j 

Firure 6. Flow diagram for Pattern Enumeration with a test to skip 
patterns which must be unacceptable as a result of common 
factors among sizes in the demand list. 
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terminating- the search as soon as there is none of the newly 

introduced size in the pattern (Frogram 6, Appendix 1.2, p. 115); 

(f) Typically the pattern enumeration routine will be entered 

many times within a solution procedure with only Minor changes 

to t1. e list of sizes to be considered. This can be seen 

clearly in the worked example of J4.3. A savirr of overall 

solution time can thus be made if, instead of erterir. g the 

pattern enumeration routine at the beginning of the enumeration 

on each occasion, it is re-entered at the point where it was 

left. This method is used in the case study of Chapter 6 in 

Frocram 11, Appendix 3.2, p. 148; 

(g) Varying the acceptable parameter trim. This can be used 

to cut down the time spent searching for a solution by entering 

the enumeration routine with a very low acceptable trim Tara- 

meter and then increasing- it slowly as the enumeration proceeds 

without finding an acceptable pattern. It is, however, necessary 
to keep a record of the best pattern enumerated so that each 
time the acceptable trim is increased, a test can be easily made 
that a previously generated pattern would not have satisfied 
the relaxed trim constraint.. 

Generally, the above methods of reducing run times become more 

important as the complexity of the problem increases (normally tith 

an increased number of sizes on the order list). 

4.6 Ir. troduction to the case studies 

In order to test the ease with which pattern enumeraticn methods 

can be built and to assess their effectiveness, three case studies 

have been undertaken. These are described in chapters 5,6 and 7. 

The case studies contain a wide range of the characteristics 

encountered in practical trim-loss problems. Each of the case 

studies is quite different from the others. They can therefore be 

used to rive an indication of the range of problems which can be 

tackled b3' pattern enumeration methods. 

In Chapter 5a roll slitting problem in the paper industry is 

considered. In-this problem there are heavy costs associated with 

patterns which can only be-used for short production runs. These 

costs constrain the solution produced to certain far fewer patterns 
than there are ordered sizes. The solution required is very sinilar 
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to trat lad there been high set-ur, costs. The problems in Chapters 

6 and 7 are both bar cutting rroblems in the steel industry with 

minimal set-up costs. That of Charter 6 is a basically simple rreblem 

with no extra constraints or costs ever the classical formulation, the 

only variation being that the scheduler is allowed to rroduce off-cuts. 

Tre rrobler of Chapter 7, or the other hand, is a hiFhly specialized 

one centainina important differences from the classical trim loss 

xroblem. 

For each case study, a pattern enuneration method is developed 

step b5 step, showing exactly how the techniques of this chapter can 

be used to build a solution procedure for a practical problem. 

Although the final methods differ, the steps used to build them are 

the same i. e. it has been possible to adopt a common approach to 

three quite different problems. 

The pattern enumeration programs developed for the case studies 

have been tested on the University of F'ull's ICL 19C5E computer. 

All reference to stcrape requirements and run times should be under- 

stood to refer to this machine. 
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5. A ROLL SLITTING PROBLEM 

5.1 The Scheduling Problem 

The selection of patterns for the reduction of parent widths to 

meet customer requirements is an important problem in the paper 

industry. Whilst circumstances differ from company to company, paper 

generally has a low value and thus scheduling methods which seek to 

minimize trim loss without reference to other production costs are 

unacceptable. The particular problem considered in this chapter is 

a good example. It has many features which render the application 

of classical optimization techniques difficult, viz. the limited 

capacity of the main slitting machine, the cost of reprocessing on a 

secondary machine, the limitation on the number of cuts per pattern, 

the requirement for integer solutions, and the existence of tolerances 

on over and under production. As such it provides a suitable test 

case for heuristic methods. 

The problem has previously been considered by Haessler and the 

details of the problem are drawn exclusively from his papers[(11), (12)]. 

Paper is cut to meet customer orders and not for stock. Orders are 
for an integer number of rolls of specified widths. There are 

tolerances on the quantities ordered i. e. over and under production. 
is permitted within certain limits. Typically the scheduler is 

required to satisfy the demand for twenty different widths, and the 

average ratio pf parent width to finished width is 7: 1. The actual 

production sequence is shown in figure 7 below. 

Paper 
Machine 

Machine 
Winder 

Reprocessing Winder - 
for patterns containing 
greater than 9 widths 
or 1-4 parent rolls to 
be cut by the pattern. 

Roll 
Plrat)Der 

Figure 7. Production Sequence. 
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A continuous band of paper is produced by the paper machine. 

It takes approximately 16 mins. to produce sufficient for a 361, 

diameter roll. Before being rolled, however, the band of. 

paper is slit along its length by the machine winder. The set-up 

time for the machine winder is such that a pattern can be set up and 

three rolls cut in about 45 hins., whilst the actual paper required 

would be produced by the paper machine in about 48 rains. In view of 

the inevitable contingencies which arise and the limited storage 

space between the paper machine and the winder, it is considered 

inadvisable to cut less than four rolls on the winder. When it is 

necessary to cut less than four rolls of a pattern then some of the 

work will be done on the reprocessing winder. 

There are ten cutting edges on the machine winder, two of which 

are used to trim the edges. Thus if greater than nine widths are to 

be cut-some of the slitting is done on the reprocessing winder. 

5.2. Detailed Problem Characteristics 

The high cost of stopping the paper making machine, the limited 

storage space before the winder, and the limited cutting capacities 

of both the machine winder and the reprocessing winder give rise to 

the following practical operating rules: 

(a) Patterns comprising no more than nine widths and to 

be used for at least five rolls are cut entirely on 

the machine winder; 

(b) Patterns comprising ten or eleven widths to be used 

for at least five rolls. and all patterns to be used 

for four rolls are only half set and cut on the machine 

winder. The remaining widths are cut on the re- 

processing winder. This effectively reduces the set- 

up time on the machine winder and leaves a reduced 

parent roll of small enough width to be accommodated 

on the reprocessing winder; 

(c) All other patterns are slit down the middle on the 

machine winder and other slitting done on 
the reprocessing winder. 

The parent band of paper produced by the paper machine is 

2001' wide; however 1i" must be left at each side so that the 
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rough edges may be trimmed, reducing the maximum usable width to 

197". For each roll which is to be reprocessed, an extra trim of 
ý4" on each side must be allowed. The reprocessing winder will slit 

rolls of up to 110" (i. e. 108-" maximum usable width). As with the 

machine winder, the reprocessing winder has a limited number of 

cutting edges - eight, so only seven widths may be cut at once. 

Thus if a roll is to be slit into greater than seven widths on the 

reprocessing winder it must first be pre-slit on the machine winder 

so that each roll going to the reprocessing winder is cut into at 

most seven widths. This procedure inevitably produces extra trim 

as each roll reprocessed incurs a minimum additional trim of 1i". 

Patterns of this type-are therefore avoided whenever possible. 

Haessler assesses the quality of a cutting schedule in terms 

of the trim incurred (including the side trim on the reprocessing 

winder, but not the unavoidable side trim on the machine winder) 

and the number of rolls to be reprocessed. The cost of reprocessing 

a roll is calculated to be 915. The value of the trim loss is 

9135/American ton and the rolls considered weigh 28 pounds/inch of 

width; thus the cost of trim is '1.89/inch/roll. 

It is technically possible to implement a schedule requiring 

a non-integer number of rolls to be cut by a pattern, as rolls can 

be spliced. However the high cost of splicing compared to the 

paper cost for the grades under consideration rules out splicing 
(and hence non-integer solutions) for practical purposes. - 

Haessler requires the quantities of each size scheduled to 

lie within the tolerances shown below in Table 2. These tolerances 

are somewhat more restrictive than those used in the industry in 

practice, but will be used within this case study so that direct 

comparisons can be made with Haeseler's results. No penalty is 

attached by Haessler to either over or under production. 

Table 2. Tolerances allowed on order ouantities. 
Quantity { Tolerance 
ordered 
(rolls) 

__ 
(rolls) 

1- 19 0 

20- 39 +1 
1+0 - 99 2 

100 - 199 3 
200 +I =4 
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5.3 Mathematical Formulation 

The complete problem may be expressed in mathematical form as: - 

Given a demand for d. rolls of width wj with a tolerance of ±t. rolls 
3 

(j = 1,2, ... m), 

define ai (i = 1, ... n1) as the ith pattern which can be cut 

entirely on the machine winder and xi as the number of rolls to be 

cut to the ith pattern. 

Then Vi ýaj 9 
J 
Ea.. w. 197 
j ij j 

X3. i5 

Similarly define b1 (i = 1,2, ... n2) as the ith pattern which can 

be half-cut on the machine winder and yi is the number of rolls to 

be cut to the ith pattern. 

Then YibG 11 

Ebw 195.5 i jJj 

yi ßi 4 

Also define ci (i = 1,2,... n3) as the ith pattern which must be 

slit completely on the rewinder and zi as the number of rolls to 

be cut to the ith pattern. 

Then Vi ci . w. C 194 
JJ 

zi '3 

Overall we require ai 
, 
xi +Z biJ. y. 

-ciJ'zi 
Pj 

dj - tj 4 =d dj + t. 

where all variables take integer values 

and we wish to minimize 
z=1.89 (19? (ýxi + Syi + Uzi )-Pw)J+ 15 (: 9. yi +2 Izi ) 

iiiii 

i. e. minimize total costs. 

In the formulation above, patterns requiring three or more rolls 

to be cut on the reprocessing winder have been excluded so that the 

structure of the problem is not clouded by excessive detail. These 

patterns can easily be added to the formulation by defining additional 

sets of pattern vectors. 

5.4 Current Schedulino Method 

Different scheduling methods are considered by Haessler (11). 

Mathematical programming is considered unsuitable as the solutions 
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obtained contain many patterns which are only used for relatively 

short run lengths and the consequence of short run lengths: is an 

excessive amount of rerrocessing. 

Given that typically for this problem there will be about twenty 

'different widths to be scheduled, and that the average ratio of parent 

width to ordered width is 7: 1, there are a very large number of 

possible patterns (see Table 1, p. 16). Branch and bound methods are 

rejected by Eaessler because of the prohibitively long search times 

which arise whenever a large number of patterns must be examined. 

Having found the heuristic methods of Pierce (16) and Johns (13) 

to be not quite satisfactory, Haessler developed his own heuristic 

procedure. Haessler's method (see Fig. 8) recognises three types 

of pattern: 
(a) Those which can be cut entirely on the machine winder; 
(b) Those which can be half cut on the machine winder; 
(c) Those which must be cut entirely on the reprocessing 

winder. 

At each stage of the iteration procedure, the type of pattern 

sought, the number of rolls to be cut, the minimum and maximum 

number of cuts in the pattern, and the permissible trim loss are 

determined by the current values of two descriptors of the residual 

problem, i. e. 

(a) The estimated number of rolls required to satisfy 

residual demand (Ed3 w3 /197)" 

(b) The average number of widths in 'each pattern 
(197 Ede/ Edjw. ) . 

The residual problem descriptors are used to determine the type of 

pattern to be sought and 'aspiration levels' i. e. constraints on 

pattern usage, number of cuts, and trim loss. The required usage is 

reduced until a pattern satisfying the other aspiration levels is 

found or until it becomes necessary to change the pattern type sought. 

The pattern enumeration technique used by Haessler differs very 
little from the basic procedure described in Chapter 4. Demand 

widths are input into the generating procedure in descending order 

of residual demand. The only modifications to the basic enumeration 

procedure are those necessary to ensure that the size with maximum 
remaining demand appears at least once, and that no width appears 
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Figure 8 Flow chart of Haessler's method of solution to 
the paper slitting problem. 
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more frequently than residual demand allows, given the predetermined 

run length for the next pattern. Patterns which fail to meet the 

current aspiration levels for number of cuts or trim loss are simply 

rejected. 

When an acceptable pattern has been found, the tolerance limits 

on demand for widths in that pattern are exploited in an attempt to 

satisfy simultaneously total residual demand for more than one width. 

The above procedure is described as a single pass heuristic. 

Having found that the schedules obtained were not always satisfactory, 

Haessler devised a multiple pass heuristic in which over-all 

aspiration levels for trim loss and number of rolls for reprocessing 

were set. If these levels were not met in a single pass then the 

control parameters for trim loss, minimum and maximum number of cuts, 

and pattern usage were modified and the process repeated up to three 

times. If no satisfactory solution was obtained after three passes 

then the best solution would be used. 

Haessler develops his method on a set of twenty problems 
(shown in Appendix 2.1, p. 116 Data sets 2- 21) for which manually 

generated schedules were available for comparison. He then validates 

the method on a further fifteen problems for which he unfortunately 

does not give data. A restriction on the data which can be used for 

comparison is that for nine data sets Haessler gives summary 

solutions which seem inconsistent with the data for one of two reasons: 
(a) The total amount produced (i. e. demand + net over- 

production) is not equal to the amount scheduled 
(i. e. Nos. rolls x 197 - Trim);. 

(b) The net over-production could not be made up from the 

widths on which tolerances were allowed. 

These nine sets of data have been rejected and the reason shown 
in detail with the data in Appendix 2.1, p. 116. Vhen the sets of suspect 
data have been eliminated, eleven data sets are left (i. e. 2,3,5, 
6,7,13,14,15,17,19, and 20) which can be used for comparison 
to evaluate any new method. FIaessler's results on these problems 
is shown in Tables 20-23, Appendix 2.3, pp. 129 & 130- 

5.5 Proposed Method 

Essentially I, aessler's method is tQ define three types of pattern 
and to modify asriration levels for each accordinr to the current 
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values of the residual problem descriptors. In the multiple pass 

procedure, parameters are changed if the over-all quality of the 

solution is not satisfactory. The actual pattern enumeration phase 
differs very little from the basic method outlined in Chapter 4. 

It was felt that there was scope for improving the quality of 

the schedules obtained by using a pattern enumeration method which 

would generate patterns more suited to the-particular requirements of 

this problem. If more suitable patterns could be generated, then the 

need for a multiple pass procedure would be avoided. This, coupled 

with faster enumeration using the methods of Chapter 4, could 

substantially reduce the amount of computer time required to reach a 

solution. 

It was observed, that Haessler was obliged to sacrifice 

trim loss to a greater extent than was necessary because no attempt, 

other than by exploiting demand tolerances was made to avoid creating 

intractable residual problems. In the method described below the 

pattern enumeration technique has been modified so as to avoid leaving 

residual demands that must necessarily be satisfied at extra cost by 

reprocessing. Tolerances are not exploited until the total residual 

demand requires less than one roll for completion. This ensures 

that customers' requirements are more exactly met. 

The number of different types of pattern is expanded from three 

to seven in order to avoid intractable residual problems: 

(i) Those patterns which can be used for six or more rolls 

requiring no reprocessing and which do not leave quantities of less 

than five rolls; 

(ii) The remainder of those patterns which require no 

reprocessing; 
(iii) Those patterns which can be used for five or more rolls 

requiring only one roll/parent roll to be reprocessed and which do 

not leave quantities of less than four rolls; 
(iv) The remainder of those patterns which require only one 

roll/parent roll to be reprocessed; 
(v) Those patterns which can be used for two or more rolls 

reý;. iring two rolls/parent roll to be reprocessed; 
(vi) Those patterns which can be used for two or more rolls 

requiring three rolls/parent roll to be reprocessed. (In practice 

no more than three rolls/parent roll ever need to be reprocessed as 
the demand sizes are sufficiently large) ; 
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(vii) Those patterns which will only be used to cut one 

parent roll. 

At each stage only patterns of the-type required are generated 

by the pattern enumeration technique, i. e. the enumeration technique 

is automatically constrained to produce only patterns which can be 

used to cut the set number of rolls and which require a number of 

cuts within the limits imposed by the pattern sought. It is further 

constrained in stages (i) and (iii) not to produce patterns which 

will necessarily lead to reprocessing. Other modifications of the 

type described in chapter 4 are also included to improve computational 

efficiency. - 

The pattern enumeration method for (i) - (vi) outlined above is 

shown in the flow diagram (Fig. 9) below. The method for (vii) is 

slightly different as the tolerances can be exploited at this stage 

to reduce the trim loss on these patterns which would otherwise be 

large as a result of the small choice of feasible patterns. The 

method for (vii) is shown in the flow diagram, Fig. 10. The 

relaxation of the trim loss constraint at the end of each phase is a 

further attempt to avoid the more costly reprocessing incurred when 

a "lower order' type of pattern is used. 

When programmed (program 7, appendix 2.2, p. 125), the method 

described above was used to schedule the test problems (Data sets 

2,3,5,6,7,13,14,15,17,19 and 20), the overall cost of the 

schedules produced was 94433 compared to 04834 for the manual 

method, and 93855 for Haessler's multiple pass heuristic method 
(more detailed results are given in Table 24 Appendix 2.3, p. 131). 

The poor performance of the pattern enumeration method in relation to 

Haessler's method was a result of the very high cost of the solution 

obtained from Data set 17 which was caused by the large number of 

rolls of a particular width still to be scheduled late in the solution 

procedure. This deficiency could be corrected by relaxing the 

acceptable trim parameters for stages (i) - (vi) which were initially 

set arbitrarily at 0.5", 1.011,0.5", 1.0", 2.0" and 2.0". 

Another deficiency of the schedules could be seen from an analysis 
of the patterns produced. Some of the reprocessed rolls had arisen as 

a result of only narrow widths remaining late in the solution routine. 
These narrow widths could not be combined to provide a low trim pattern 
without using greater than 10 cuts and hence incurring reprocessing. 
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This weakness of the method can be overcome by ensuring that the large 

widths are not used up too quickly. An extra test on the number of 

widths in the pattern to be scheduled at each stage was added to 

achieve this end, namely: - 

Average number of pieces/pattern Maximum number of 

after the current pattern has 
, 
pieces/pattern in 

been scheduled. this phase. 

Define dj (j = 1,2,..., m) to be the remaining demand for size wj 

W the usable parent width 

L the maximum number of pieces/pattern in this phase. 

X the number of rolls to be cut by the current pattern 

T the trim on the current pattern 

N the number of pieces in the current pattern 

A the average trim in subsequent patterns 

Then: 
Total amount left to be' scheduled Z(dý wj) -X (W - T) 

after the current pattern 

Total number of order rolls to be Z dý -XxN 
scheduled after the current pattern 

We require that 

Average number of pieces/pattern ( d. -Xx N)(W - A) 

L after the current pattern has X(V7 - T) 

been scheduled 
j 

rL 
i. e. Nd. - ýýýd. wý- X(Vý - T)) lW - A) 

X 

This will be approximated to by: - 
dý -L (d. w \- 

X 
W 

X 

Thus it is necessary in sections (i) and (iii) of the method to only 

accept patterns with a certain minimum number of pieces in a pattern. 
(It is not necessary to make this check in stages (ii) (iv) and (v) 

as the maximum number of pieces in a pattern will be increased in 

the stage following each of them, while stage (vi) is only'followed 
by the routine to schedule all the small quantities left. ) These 

modifications have been included in the program. The acceptable 
trim parameters were not modified at this stage as this was, best done 
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once the details of the solution procedure itself had been finalised. 

The introduction of the minimum number of pieces in a pattern to the 

method produced different. solutions for Data sets 3,19, and 20, 

resulting in a reduction of 9136 in the overall cost (see Table 25 

Appendix 2.3, p. 131). 

Having thus finalised the method itself, the parameters had to be 

experimentally 'tuned' to obtain a good set of schedules. The 

acceptable trim parameters were modified to 1.0", 2.0", 1.0", 2.011, 

2.011 and 2.0". This reduced the cost for data sets 3,5,7,14,15 

and 17, but increased that of data sets 2 and 19, resulting in a 

reduction in overall costs of 9889 (see Table 26 Appendix"2.3, p. 132). 

However there was still a high cost from data set 17. The parameters 

were again modified, to 2.011,2.011,2.0", 2.01"9 2.0" and 2.011. The 

scheduling cost of problem 17 was now reduced to an acceptable level 

but at the expense of an increase in costs for problems 2,3,5,13, 

15 and 19; the overall increase in cost being 9176. (See Table 27 

Appendix 2.3, p. 132). The previous set of parameters were thus 

selected as most appropriate. 

The enumeration method developed above can easily be changed from 

a single pass method to a multiple pass. The change would be made by 

running the program with several different values of the acceptable 

trim parameters. These different values need not be pre-set but 

could be dependent on the nature of the solution obtained in previous 

passes (as Haessler does in developing his multiple pass method from 

the single pass method). A reduction in the acceptable trim parameters 

of one phase will generally reduce the amount of trim produced by that 

phase, but atthe expense of an increase in the amount of unsatisfied 

demand passed to the next phase of the method, and hence eventually to 

an increased number of rolls to be reprocessed. An increase in the 

acceptable trim parameter will have the opposite effect, of increasing 

trim but decreasing reprocessing. The magnitude of the reduction in 

cost if a multiple pass procedure were used can be judged from'the 

fact that: 

(a) Eaessler increases the improvement over the manual solution 
from 13% to 2O% when he changes from a single to a multiple pass 

procedure with the same basic method; 
(b) A pseudo-multiple pass method for the enumeration method 

can be obtained by considering the best answer produced by any of the 
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three settings of the acceptable trim parameters (see Col. I, Table 28 

Appendix 2.3, p. 133) in which case the reduction in overall costs is 

increased from 3Cpö to 42%. 

5.6 Discussion 

One would not normally make a comparison between the results 

obtained in the previous section and other methods applied to the 

same data since the results of the pattern enumeration approach are 

obtained using parameters "tuned" on the sets of data under con- 

sideration. Unfortunately, there is no other set of data available for 

comparison purposes. Haessler, however, uses the sets of data to 

develop and test his method, thus some comparison can be madetetween 

the pattern enumeration method developed above and Haessler's method 

as both have had the opportunity to adapt to these data sets. The 

two sets of results are summarized below in Table 3. 

Table 3,, Summary of solutions to the roll 
slitting problem 

M l tingle pass -rr, ulziple pass I 
anua Haessler's I Pro osed I Haessler's Proposed 

Trim (inches) 1708 1243 657 1182 638 
Number of 
reprocessed rolls 107 123 120 108 108 

Cost (, ý) 4834 4195 3408 3855 2826 

Using the most effective set of parameters in a single pass 

procedure of the type described above, the overall cost of the schedules 

was 30% less than those obtained manually. The best set of schedules 

obtained by Haessler's single pass method was l3/o better than the 

manual solutions; furthermore, the extent of overproduction using 

Haessler's method is significantly larger than that using the proposed 

method. Haessler increased the performance of his schedules when using 

a multiple pass procedure from 17% to 20%. The corresponding improve- 

ment for the proposed method is from 30% to 42%. It is interesting to 

note that although the proposed single pass method has substantially 
improved the quality of schedule, it is still possible to further improve 

the schedules by a multiple pass procedure. 
Despite the fact that both Haessler's method and that developed 

above are based on pattern enumeration, there is a significant 
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difference in schedulinp efficiency between them. The efficiency 

of the method considered here was improved at each ster in its 

developmert by consideration of the nature of the residual problems 

arising. It is this avoidance of intractable residual rroblems which 

must account for its rood rerfcr: ar. ce relative to'Haessler's method. 

Tre extert to which such problems can be avoided is likely to be one 

of the key determinants of the effectiveness of any pattern 

enumeration method. 

The proposed pattern enumeration method took 83 seconds of 

computer time to generate schedules for the eleven test problems, 

i. e. an estimated computer cost of 08 for a saving of the order of 

'l400 over the manual schedules. At least in this case study, then, 

it is unlikely that the cost of Eenerating a set of schedules by 

pattern enumeration will outweich the saving's in production costs. 

i 
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6. A BAR CUTTI? CG PROBLEM 

6.1 The 5chedulino Problem 

It is one of the contentions of this thesis that a pattern 

enumeration approach is inherently flexible and can, therefore, be 

used for a wide range of trim loss problems. In the previous 

chapter a pattern enumeration method was developed for the particular 

characteristics of a roll slitting problem in the paper industry. In 

this chapter a quite different problem is tackled. The approach is 

applied to a cropping problem in a company producing steel reinforce- 

ment bars for use in reinforced concrete. 

The scheduling problem faced by the firm in question (Jones 

Reinforcements Ltd., a member of the Cohen 600 group) is far simpler 

than that considered previously. Standard lengths of steel bar are 

purchased by the company, cut and bent to meet customer orders, then 

dispatched. As the company's production process consists of so few 

stages it is essential to its success that each stage is as efficient 

as possible. In particular the management is concerned to use "good" 

patterns (i. e. those which have low trim and rive rise to small stocks 

of off-cuts). 

Unlike paper slitting problems where the cost of the raw material 

is small, steel is relatively expensive. The costs of material 

wastage and stocks tend to overshadow other costs. Set-up costs are 

particularly low, as all that is required when a cutting pattern 

changes is that the bar to be cropped is lined up with a different 

mark on the cropping table. In the paper slitting problem, on the 

other hand, the time taken to set up new patterns imposed a major 

restriction on the type of schedules which could be used. The bar 

cropping problem is further simplified by there being no additional 

restrictions upon the type of pattern to be used in schedules, e. g. a 

maximum number of pieces/pattern. Additional differences between the 

two scheduling problems are that whereas there was a tolerance on the 

paper roll order quantities but no off-cuts permitted, here order 

quantities are to be satisfied exactly but off-cuts may be stocked. 

Thus the bar cropping problem requires a quite different scheäLliný 
method to that developed in chapter 5. A suitable method is develored 

and solutions obtained for comcarison with the company's existing 
computer-based heuristic procedures. 
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Were it not for the possibility of stocking off-cuts, the bar 

cropping problem could be considered as an integer version of the 

classical trim loss problem, in which the objective is simply to 

minimize wastage. Even with off-cuts the cropping problem is 

sufficiently close to the classical problem that the opportunity was 

taken to compare pattern enumeration solutions with those from a 

modified linear programming method. 

b. 2 Detailed Characteristics 

Three types of steel bar are purchased by the company (mild, 

high tensile and square twisted). For each type nine diameters of 

bar are stocked (6mm, 8mm, l0mm, 12mm, 16mm, 20mm, 25mm, 32mm, and 

40äm). Thus there are twenty-seven classes of stock items. 

Customer orders are for 

bar types and diameters. In 

particular order may be kept 

customer order individually. 

by the firm yields quite low 

be returned to stock. 

various lengths to be cut from several 

order that all the cut bars for a 

together, the company schedules each 

The scheduling procedure currently used 

trim loss and requires few off-cuts to 

Since it is the company's practice to schedule customer orders 
individually, the number of different demand lengths for a particular 
type of 'bar and diameter in a schedule is low, typically about 13. 

If orders were pooled by bar type and diameter then there would be a 

greater variety of order lengths within each scheduling problem, 

enabling better patterns and a more efficient schedule in terms of 

trim loss and off-cuts to be found. However the company would be 

posed additional problems in assembling complete customer orders. 

The effect of "pooling" is examined later. 

The number of different lengths required of one bar type and 
diameter, i. e. the number of different lengths in a schedule, varies 

considerably between orders. In a sample of 402 orders, 58% required 
ten or less different lengths to be cut of any particular class of 
bar, while 3% required more than 50. The average was 13. The 

distribution is illustrated in Fig. 11. 
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Figure 11. Histogram of the number of different lengths within a. 

schedule. 

0 20 4C E: G tC 1C0 lenttis. 
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535of the demand is for sizes of less than 2 metres in length, 

and C. 6% exceed 10 metres. The mean length is 2.7m. The distribution 

is shown in Fig. 12. 

(m). 

Firure 12. Histogram of the distribution of order lengths. 

The stock lengths are 9m or 12m, and the distribution of orders 

gives rise to about four pieces being cut from each stock length. The 

patterns are, therefore, quite simple. The relatively small number of 
feasible patterns makes it difficult to avoid trim loss. Recognizing 

this fact, the company will stock off-cuts if this can reduce trim 
loss substantially. To ease stock-holding problems the company has 

decided that these off-cuts should be stocked as multiples of 20cm. 

and be longer than certain minimum lengths for each bar type and 
diameter. These minimum lengths have been set so that it will be 

relatively easy to use them in later schedules. (The shorter an off- 
cut, the more difficult it will be to find a pattern which uses it 

effectively). 
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6.3 Mathematical Formulation 

Trim loss could be reduced to zero by returrinc all off-cuts 

to stock, but this would increase the quantity of stock held and, 

consequently, overall costs. In particular short off-cuts would 

tend to stay in stock for long periods of time before a cutting 

pattern which could use them was found. Some very short lengths may 

never get used. On the other hand, stock-holding costs could be 

reduced to a minimum by regarding all off-cuts as scrap, but such a 

policy would increase trim loss costs unacceptably. A compromise 

must be reached between these two extremes in such a way that the 

long term combined costs of trim loss and stock-holding are kept to a 

minimum. 

Extending the notation ofj l. 6, the problem can be expressed 

mathematically as: - 

aijxi = dJ 

i=1 

Et aiawo + ti = 'Lk 
3=l 

and we need to minimise 

Z Xi f (ti) 
1 

vr":., ere: xi are integer 

J=1,2, .... , 

for solle k, i 1,2, .... ,M 

Lk (k = 1,2, ...., N) are the lengths in stock 

cost of scrapping estimated marginal stock 

and f(t) = Min. a piece of length t, holding cost of a piece of 

length t 

In addition certain stock lengths may be in limited supply (possibly 

as a result of being off-cuts from an earlier schedule), in which case 

upper bounds will need to be placed on appropriate groups of xi 

variables limiting the number of stock bars which can be cut using those 

patterns, i. e. 
2: 

xi < Number of pieces of the kth stock length. 
iE Gk 

where Gk is the group of patterns which can be cut from the kth stock 
length. 

Estimating-the marginal cost of holding a piece of length t in 

stock would prove difficult as it will not only depend on t but also 

on the current stock'position and the future order book. It was thus 
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impractical to calibrate the function f(t) directly. Instead, as 

described below, a proxy has been used which gives acceptable results. 

6.4 A Mathematical Programming Method 

The formulation described above is close to that solved by 

Gilmore and Gomory E(G) & (10] using linear proß: rammincr. The two 

significant differences here being that integer solutions are required, 

and off-cuts may be sent to stock. The problem thus presents the 

opportunity to compare the performance of a linear programming-based 

method with other techniques, provided that'the two differences between 

this and a'standard formulation can be accommodated. This was achieved 

as follows. 

If off-cuts of certain lengths may be held in stock, then patterns 

creating them can be brought into the Gilmore and Gomory method by 

defining a set of "dummy" parent lengths for each true parent length. 

Each dummy parent length is set to the parent length less one of the 

permissible off-cut lengths. The cost of using such a dummy length 

being the cost of material used plus the estimated cost of holding the 

resulting off-cut in stock. 

In order to simplify computation a problem was chosen in which 

only one length of parent bar was available and no off-cuts were 

already in stock. (The existence of additional parent sizes or previous 

off-cuts which could be treated as parent sizes would not invalidate 

the method proposed but merely increase the number of feasible patterns 

to be considered). It was not possible to assess directly the cost of 

holding off-cuts in stock. Instead a cost function was assumed which 

could be tuned to change the relative cost of holding off-cuts to trim 

cost and also to change the relative cost of holding different lengths 

of off-cut in stock. Thus by tuning the cost function in different 

ways a range of solutions could be found and suitable ones compared 

with solutions produced by heuristic methods. The cost function 

adopted is :- 

Cost of dummy parent size 
^L+ cL L/3 

of length L 

where c and /3 are parameters to be tuned. The first term is a simple 
material cost, and the second the contribution of stock-holding. As 
4 is increased, stock-holding costs will be increased relative to 

material costs,, and thus patterns will be selected which are likely 
to create fewer off-cuts but more trim - the opposite effect being 
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created by reducing oC . As 13 is increased, longer dummy lengths 

and their correspondingly shorter off-cuts will be more heavily 

penalized, and the average off-cut length will tend to rise. For all 

positive values of f3, shorter off-cuts will be more heavily penalized 

than long ones as they will stay in stock longer. 

The second difficulty to be overcome is the need for integer 

solutions. Gilmore and Gornory suggest that "given a non-integer 

solution ..... one can round down to the nearest integer and treat the 

filling of the unfilled portion of the order as a separate problem to 

be solved by ad hoc methods". This approach has been followed, as 

shown in Figure 13. 

Generate a non- 
integer solution 
using linear 
programming. 

Round down to an 
integer the amount 
of each pattern to 
be produced. 

Check each pattern, 
if there is 
sufficient under- 
production to cut 
an extra bar by 
that pattern 
increase amount. to 
be cut accordingly. 

1 

/`ice tl, crc 

" output still. any 
results --Nod under-production jýYec -- 

Choose a 
suitable 
pattern by 
pattern 
enumeration 

Figur e 13. Flow diagram of the method used to move from a 
non-integer to an integer solution. 
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A I: rorra: i for the entire -procedure including the linear rrcgra^n- 

minr prase was developed (rroa'ran 8, arrendix 3.2, F. 178). The 

procrram was used to obtain schedules for a particular problem x (data 

set 22, appendix 3.1, F.. 134. ) T}, e rrorzrara was run for several 

different values of o and /3. The rrnbler. was also solved using the 

comparý='s current heuristic (described in p. 70 which was 

developed by Stainton, and a pattern enumeration method (developed in 

SE. 6, p. 72). 

Table 4. Comparison of schedules frcm different 
methods 

Total trim Total lenrth Averave off- 
Method of off-cuts cut length 

(in. ) (in. ) (in. ) 

4 
Adapted Gilmore 

and Gomory 

Stainton's method 

1 212 0 - 

934 3 960 220- 
456 13 572 277 
410 14 967 217 
392 15 556 276 
344 18 484 279 
334 15 756 250 
223 2 205 78 

184 2 604 81 

145 2 763 83 

132 9 306 183 

4S0 1 12 1c8 1 224 

Fattern enumeration 1 156 14 752 1 122 

The company had recertly changed from i: r. rerial measurements to 

metric, so althou7h the rroblem was described in metric measurements 
it §6.2 the test problems in arrendix 3.1 are in inches. 
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Tile average off-cut length for 

1CCC each schedule is shown next to the 
relevant point. 
Unlabelled points are schedules 

x (22C) from the adapted Gil=ore ard Gomory 
ý'Cý` 

method. 

E00 

? Cc 

600 
Stainton's 

method 
Sop (224) 

x (277) 

4CO x"217) (276 

x (25o) x (279) 
300 

x (78) Fattern 20C 
x (81)IEnumeration 

100 
x (83)x (122) 

x (183) 

C 
0 5 ccc is occ 15 COO 

Total 
lenrt1 of 
off-cuts 

(in. ) 
20 COO 

Figure 14. Trim loss and total length of off-cuts for different 

schedules. 

Comparison of the different schedules is made difficult by the 

obvious inter-relationships between the three measures of solution 

quality. However the schedule from Stainton's method seems roughly 

comparable with the fourth LP solution, and the rattern enumeration 

schedule lies within the last Troup of LP selutiens. It does not 

aprear that the LF based method is performing significantly better 

then more simple techniques. What is more, the LF method takes 

ccrsiderablj more computer time to produce a schedule. A similar 

result was observed when a similar exercise was carried out on data 

sets 23,24 and 25. 
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Gilmore and Gomory observe, in relation to moving from non- 

integer to integer schedules by the type of procedure used here, that 

"since the cost first obtained is the smallest possible with or 

, ý,, ithout the restriction to integers a small increase in it can often 

be tolerated even though the resulting cost may not be the best 

possible attainable with integers". If, as they imply, the ncn- 

interer solution is nearly optimal then the above exercise tends to 

suggest that the heuristic schedules must be equally close. If, on 

the other hand, they are mistaken and the rounding procedure moves the 

solution away from optimality, then one must question whether it was 

worth seeking an optimal solution in the first place. While it is 

impossible to draw hard conclusions on the basis of so limited a test, 

the effectiveness of pseudo-optimizing methods on this type of problem 

must be questioned. 

The experience in designing heuristic methods, described in this 

thesis, shows that the nature of residual problems which are left 

after the bulk of the orders have been scheduled can have an important 

effect on solution quality. Great care must be taken when selecting 

earlier patterns that an intractable residual problem is not left. 

The case study of chapter 5 showed this particularly clearly. 

Heuristics are designed so that large awkward sizes will be scheduled 

early within any routine. 

When heuristic methods are used to modify a linear programming 

solution to one satisfying all the problem requirements they are, in 

effect, solving a residual problem. In the method shown in Fig. 13, 

a residual problem is generated by rounding down the linear 

solution to integer values. Inevitably the residual problem will 

contain a mixture of the order lengths from the original problem, 
including awkward ones. Even an optimal solution to such a residual 

problem is likely to be costly. The only way to avoid such costs is 

to prevent such intractable residual problems arising. 

Within a mathematical programming framework the only way to stop 

such residual problems arising would be to include all the relevant 
factors in the mathematical programme, i. e. to formulate the model as 

a full integer programme. However as Stainton (19) points out "the 

cost of the computing would be greater than any savings which might 
be achieved in steel utilization". To use integer programming 
methods is impractical on problems of this size and even to use linear 
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prozramming-based methods would be to incur significantly increased 

computing costs to obtain solutions which on the whole are likely to 

be little better than those obtained by more simple heuristic methods. 

6.5 Current Scheduling Method 

Until 1964 all scheduling was done manually. Since then the 

company has been using a suite of programs developed by Stainton and 

maintained by IBM(UK). Each day the details of orders to be cut the 

following day are transmitted to an IBM computing bureau. The 

relevant programs are run and cropping schedules to fulfil the orders 

are obtained. Not only are there programs in the suite to perform 

the scheduling but also ones to aid invoicing, produce acknowledgement 

notes, labelling, sales ledgers, market analyses, delivery routing, 

work scheduling and stock control. Thus the scheduling programs 

described here are but one part of the whole system. 

A listing of the scheduling program could not be obtained, but 

the key steps of the procedure have been described by Stainton (19) 

and are outlined below. The procedure tackles each customer's order 

as a separate problem. This enables each order to be kept together 

in the cropping shed, thus reducing handling charges. (The cost 

penalty, in terms of extra trim loss and stock of off-cuts, incurred 

as a result of tackling orders singly is considered later in f'6.6 
p. 72) 

As each customer's order is read by the program, the required 

lengths are sorted by size within each material/diameter type. A two- 

stage scheduling procedure is then entered. 

In the first stage, the demand for each size is met by patterns 

which are multiples of a single size. Only patterns with a trim loss 

below a preset maximum are accepted. The implicit preference order 

for selecting patterns for each order size is: - 
(a) patterns leaving no trim from an off-cut produced earlier in 

this customer order. 

(b) 

(c) 

(d) 

(e) 

(f) 

(g) 

it i' acceptable produced earlier in 
this customer order. 

if It no it it "" 11 from stock. 
" it it it it a standard stock length. 

acceptable an off-cut from stock. 

it a standard stock length. 

a useful off-cut from a standard stock length. 
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h. Cther patterns from a standard stock length or off-cut having 

a trim larL-er than is normallv acceptable. 

This is a satisficing procedure which, except for those of 

type h, yields patterns with trim below a pre-set acceptable level. 

It is designed to keep down the number of new off-cuts created. 

The second stage attempts to- further reduce the number of off- 

cuts by matching each off-cut produced to a multiple of one of the order 

lengths. If a match is found, and if there are patterns made up of 

only the matching size,. then the number of bars to be cropped by such 

a pattern is reduced to use up as many of the off-cuts, as possible. 

This may leave a few of the matching size unscheduled. These are put 

into a residual pool. Once all possible matching has been performed 

stages one and two are repeated to schedule the sizes in the pool. 

This method has been used satisfactorily by the company for 

many years. It currently gives rise to a trim loss of about 1% 

(approximately 250 tons/year) and an average stock of off-cuts of 
400 tons. The company is able to adjust parameters within the method 

which control the acceptable trim loss and the sizes which may be 

considered as off-cuts. They can thus tune the method to yield 

schedules which observe a balance between reducing trim and reducing 

off-cut stocks that is appropriate to the market conditions they are 

facing. As the conditions change, so they can adjust the parameters 

and weight the two objectives differently. 

For comparison with the pattern enumeration method developed in 
§6.6 it is worth noting the key elements of Stainton's heuristic 

method: 

(a) It is a satisficing procedure; 
(b) Patterns are accepted or rejected individually; 

(c) Its control parameters can be adjusted to suit changing 

conditions; 
(d) Sizes are listed by descending length; 

(e) The patterns used are made up of only one or two different 

sizes; 
(f) It is a multiple pass procedure. 

Characteristics(a)-(c)are similar to those used in the pattern 
enumeration method developed below, while the methods differ in(d)-(f). 
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6.6 Proposed Method 

The pattern enumeration procedure described in chapter 4 was 

used as the basis for a method to produce suitable cropping patterns. 

To develop an effective method for venerating schedules it 

had to be built around the particular characteristics of Jones' 

scheduling. problem. As with Haessler's problem it was a case of 

adapting the input listing, the types of pattern to be generated, and 

the pattern acceptance criteria, until no further improvement seemed 

possible. The way in which the procedure was developed and the 

quality of the schedules obtained at each stage is described below 

in order to illustrate not only how a pattern enumeration method may 

be built up, but also the effect of each adaptation. 

An initial method was developed by building the simplest of 

structures around the basic procedure. Essentially the only enhance- 

went required was to allow off-cuts to be returned to stock (see 

Fig. 15). 

The schedules produced by the method will depend on the setting 

of the acceptable trim parameter. If it is set high then the trim on 

each pattern is likely to be high. On the other hand if it is set low 

then the trim on each pattern accepted into solution will be low but a 

difficult residual problem may be left, resulting in a large number of 

off-cuts. Also with a low acceptable trim parameter, computer time is 

likely to be long as many patterns will have to be generated before an 

acceptable one is found. It thus seemed reasonable to set the 

acceptable trim parameter low when there were many different order 

sizes still to be scheduled (i. e. when patterns satisfying a rigorous 

acceptance criteria were likely to be found) and to progressively 

relax it as the residual problem became smaller. Of the simple rules 
tested, the one below seemed to perform most satisfactorily. 

Number of different sizes with 
Acceptable 

_ Max. 0, g_ unsatisfied demand 

trim 2 

A Fortran program was written for the procedure and schedules 

produced for 17 problems (Data sets 22-38, appendix 3.1, p. 134). 

Each of these problems assumed a zero initial stock of off-cuts, 

simplifying the programming. The results of this test are summarized 
below in Table 5 and given in more detail in Appendix 3.3, p. 155. 
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Read orders and 
parent size 

Place orders in a list 
in decreasin size 

Set an 
acceptable trim 

Enumerate patterns 
until a pattern with 
acceptable trim is 
found or until all 
patterns have been 
listed, in which case 
choose the best. 

,-s 
trim greater`. 

than or equal to 72"? 

Set off-cut to 
largest multiple 
of 61, that will 
fit into the 
trim. 
Ixet trim = Total 
trim -- off-cut 

Calculate maximum number 
of bars which can be 
cut by this pattern. 

Print chosen pattern 
and reduce demands 
accordin; ýly. 

No s all deman Yes 

satisfied? ý-.. Output total trim 
I 

and total length of 
off-cuts 

Firure 15. Basic Pat-urn Enumeration Method for the Ear Cutting 

Problem. 

K For the diameters and types to be scheduled, 72" was the minimum 

size which the firm would consider sending to stock as an off-cut. 
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Table 5 Summary of the schedules from the first pattern enumeration 

method. 

Stainton's Pattern 

Tlfethod 
Enumeration 

Method 

Total Trim 11 545" 16 C15" 

Total length of off-cuts 192 030" 56 712" 

Total number of off-cuts 1.057 378 

Average length of off-cuts 182" 150" 

Computer run time Plot known 16 secs. 

These initial results, particularly the schedules themselves, 

and further consideration of the problem characteristics provided a 

basis for deciding how to adapt the method. It is clear, for example, 

that the pattern enumeration schedules give weight to reducing off- 

cuts (at the expense of trim loss) relative to the firm's schedules. 

First it was noted trat much of the pattern enumeration 

schedules trim loss was incurred by patterns having a trim in the 

range 1011 to 71"", these patterns being used to crop relatively few 

bars. The amount of trim could be considerably reduced, at the 

expense of increased off-cuts, if such patterns were replaced by ones 
having a trim large enough to be stocked as an off-cut rather than 

being scrapped. 

Secondly, Jones' stock system is such that off-cut lengths are 
recorded in multiples of 611. An off-cut of length 125" would be 

recorded as 120", the remaining 5fß being regarded as scrap. The 
initial pattern enumeration method does not take account of this 

characteristic. Its solutions can therefore be improved if those 

patterns creating off-cuts whose lengths are multiples of 6", are 
accepted in preference to other off-cut creating patterns. 

The method was modified, as shown in Fig. 16, to cover these two 
points and a revised set of schedules obtained. The choice of a 1G" 
limit on trim was arbitrary; had it been set higher then the amount 
of trig, would have increased but at the expense of the number of off- 
cuts and vice versa had it been lower. The limit can obviously be 
tuned later once the solution method has been fixed. 
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'Read orders and 
i barent size 

! Place orders in a list 
it decreasinv size 

[Set 
an acceptable trim 

t 
a 

i 
t 

/ý 
4 
1 

r 

Enumerate patterns until a pattern 
with acceptable trim is found or 
until all patterns have been listed,; 
in which case choose the best. 

Enumerate all 
ý' Is patterns with Ys 

trim 
less than 1ý° trim not less 

than 72" until 
a pattern with 
trim a multiple 
of 61, is found 
or until all 
patterns have 
been listed, in 

Calculate maximum which case 

number of bars to be choose that wit 

cut by this pattern. smallest scrap. 

Set off-cut to 
largest multiple 
of 61, that will 
fit into the 
trim. Set trim 
trim- off-cut 

Print chosen pattern Calculate mmax. 
and reduce, demands 

number of bars 
accordingly. to be cut by 

this pattern. 

rrint chosen 
pattern and 
reduce demands 
accordinmly. 

No . -'Is all demand Yes Yes '"Is all dexar 
satisfied? satisfied? 

Output total trim 
S. total length of off-cut. 

0 

Fivure 16. Modified Pattern Enumeration Approach for the 
Bar Cutting Problem. 
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Table 6. Summary of the schedules from the modified pattern 

enumeration method. 

Pattern Enumeration 

Method modified 
Staintcn's Basic to take advantage 

Method Method of the company's 
cff-cut zolicy 

Total Trim 11 5451,1 16 015" 4 507" 

Total length of 
off-cuts 192 030" 56 71211 138 8041, 

Total number of 

off-cuts 1 057 378 844 

Average length 
of off-cuts 182" 150" 164" 

Computer time Not known 16 secs. 16 secs. 

In this form the procedure is a straightforward application of 

the basic pattern enumeration technique with no attempt to 'tune' 

either selection criteria or the enumeration order. Despite-this, 

the results show a significant improvement over Stainton's method 

which is currently used by the firm. Both trim loss and off-cuts 

were reduced. 

Experiments were then performed on the enumeration order by changing 

the input listings. In the basic procedure described above, order 

lengths were listed, by size, and, as a result, longer lengths tended 

to appear in earlier patterns leaving shorter ones to later patterns. 

This yields efficient schedules provided that there is not a large 

number of one of the shorter lengths to be cut. If there are, then 

a residual problem requiring many pieces of one short length can 

prove impossible to schedule efficiently. On the other hand, if order 
lengths are sorted by the number of pieces still required of each 

length, then an equally intractable residual problem can result from 

only long pieces remaining to be scheduled. In order to obtain 

efficient schedules one must reduce the risk of generating a residual 

problem of either of these types. This will necessitate including 

both size and demand in the criteria used to sort the order list. 

Table 7 below shows that when the order list is sorted by the product 

of size and residual demand, then the schedules produced are better 
than those using demand alone but not as good as those using size 

alone. Detailed examination of the schedules showed that awkward 
residual problems of the second type discussed above were still 
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occurring. The ordering criterion was therefore modified to put 

greater weight on the avoidance of these residual problems by sorting 

the order list by the product of size and- /residual demand. Program 9 

in appendix 3.2, p. 143 shows how the method was rr. oFratmted. 

Table 7. Summary of experiments to demonstrate the effect of 

different input listings. 

. 
Stainton's Pattern Enumeration Method 

Method tSort by Sort by Sort by Sort by 

size demand size x size x 
demand demand 

Total trim 

Total length 
of off-cuts 
Total number 
of off-cuts 

Average length 
of off-cuts 

Computer time 

11 . 545+, 14 507" 14 687"i 14 627" 13 883" 

192 C30" 1 138 804"" 1 194 784+, 1 155 628111 141 780"" 

1 057 

1821' 

Not known 

844 11 245 1 941 1 822 

164+ 156+, ` 165" 17211 

16 secs. 28 secs. 
` 

24 secs. 28 secs. 

The effect of different listings is significant but not dramatic. 

Whilst listing the residual sizes in a particular order increases 

the likelihood of a size high in the list being included in the next 

pattern, an awkward size could still be omitted, ultimately leading to 

highly inefficient patterns at the end of the scheduling procedure. 

The next modification, therefore, was to limit the search, at each 

stage, to only those patterns containing at least one piece of the 

first size on the list. With this limitation it is no longer 

necessary to set an acceptable trim higher than zero as the modi- 
fication itself will ensure that awkward sizes do not get left. 

The limitation on the set of patterns being searched should 

reduce computer run time. This can be reduced further by only 

sorting the order list once, rather than before each residual problem. 
It can be seen from Table 8 that run-times have been reduced by 2c'. 

Trim has also been reduced but at the expense of shorter off-cuts. 



- 78 - 

Table 8. Summary of schedules obtained when a limited pattern set 
is considered and the orders are only sorted once. 

Stainton's Pattern Enumeration method 

Method Sort orders F Single sort and 
limited pattern many times 

set. 

Total Trim. 

Total length of 
off-cuts. 

Total number of 
off-cuts. 

Average length 
of off-cuts 

Computer time. 

11 54511 3 883" 2 143" 

192 030" 

1 057 

182" 

Plot known 

141 780"" 

822 

17211 

28 secs. 

104 520'1 

876 

11911 

21 secs. 

By now, as shown in Table 8, the improvements achieved over the 

company's method are considerable; an 801/, reduction in trim and a 

20°c reduction in off-cuts. A further marginal improvement was 

obtained by taking advantage of a particular characteristic of Jones' 

order list. Frequently a size is ordered which can be cut exactly 

from the parent size (e. g. 3611,45", 72", 90" and 120" from a parent 

size of 360"" in data set 29). As these can be easily scheduled the 

sorting procedure is adjusted to place these at the end of the order 
list. The flow diagram for the complete program (Program 10, 

appendix 3.2, page 146) with all the modifications included is shown in 

Figure 17. This final modification yielded schedules with a lower 

number of off-cuts at the expense of a slight increase in trim, as can 
be seen in Table 9. 

Table 9. Summary of the schedules obtained by the final pattern 

enumeration method. 

Stainton's 

Method 

Pattern Enumeration Method 
ý--- 

Hold divisors 
Normal sort of parent size 

at foot of 
{ order list. 

Total trim i 11 545" - 2 143" 2 179" 
Total ler. rth 
of off-cuts 192 030" 104 5201' 101 6041, 
Total number 
of off-cute 1 057 876 852 
Average length 
of off-cuts 182" 119" 119" 

Computer time 1' of -known 21 secs. 20 secs. 
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Read order sizes 
and parent size. 

Place orders in a list i 

sorted by size x aemand 
with divisors of the 
parent size at the foot 
of the list. 

Enumerate patterns until a 
pattern with zero trim is 
found or until all patterns 
with at least one length of 
the first size on the list 
have been enumerated, in 

e choose the best. 

Is 
Yes trim less No 
ýrt than 10" ? 

Calculate maximum i 
number of bars 
which can be cut by 
this pattern. 

Print chosen pattern 
and reduce demands 
accordingly. 

Enumerate all patterns 
with trim not less than 
72" and at least one 
length of the first size 
on the list until a 
pattern is found with 
trim a multiple of 6"" or 
until all relevant 
patterns have been listed, 
in which case choose the 
best. 

Calculate maximum number 
of bars which can be cut 
by this pattern. 

Print chosen pattern and 
reduce demands accordingly. 

/Is all 
demand for theme 

first size on list 
satisfied? i 

No 

Output total trim anä total 
length of off-cuts. 

Figure 17. Flow diagram of the final pattern enumeration method 
for the bar cutting problem. 



- 8c - 

6.7 Subsequent Experiments 

Two further experiments were performed using the pattern enum- 

eration method developed in S6.6. In both experiments. a full week's 

data of 4C2 orders was scheduled, rather than the seventeen orders 

used to develop the method. 

The first experiment had two purposes. First, to show whether 

the method can easily be extended to handle a non-zero initial stock 

position, i. e. to consider patterns using off-cuts from earlier orders 

as well as parent sizes. Generally, longer lengths can be used to cut 

a wider variety of patterns and hence the chance of finding a suitable 

pattern is higher. Thus if patterns from off-cuts are considered on 

the same basis as those from parent lengths then those from parent 

lengths will tend to be chosen. This will lead to an unacceptable 

rise in the amount of off-cut stock to be held. The method of 

Program 11 (Appendix 3.2, p. 148)outlined in Fig.. 18 therefore considers 

off-cut patterns before going on to those from parent lengths. 

Secondly, in the initial experiments the pattern enumeration 

method had given rise to shorter off-cuts than the company's current 

method. It could be that these shorter lengths would accumulate in 

stock. It was thus necessary to run a full week's orders and examine 

whether the shorter off-cuts were used. The results of the experiment 

showed that the method of Fig. 18 handled the off-cuts successfully. 

The effect of the new off-cuts being of shorter length was balanced 

by fewer off-cuts being created. 

The stock position remained reasonably constant throughout the 

week. Unfortunately as a result of the way the firm's data is handled 

it was not possible to make a direct comparison between these results 

and those which would have been obtained if the same 402 sets of orders 

had been scheduled by Stainton's method as currently used by the 

firm. However, over the 402 orders the average trim loss was 0.5? 'ij', 

roughly half that achieved by the company at present. The computation 

of the week's schedules took 810 computer secs. i. e. an average of 

2 secs. per order, not an excessive amount of computer time. 

The second experiment was designed to examine the effect on trim 

of the company's insistence that each of the orders was to be 

scheduled individually. The 402 orders scheduled in the first experi- 
mert were grouped by material and bar diameter and then all orders for 
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Set stock size to 
be considered to 
the smallest which 
can be used to cut 
at least one piece 
from the order. 

Enumerate patterns 
from this stock size. 

tias a\ 

Yes pattern wit 
< acceptable 

trim been 
found? / 

Calculate the maximum 
number of bars to be 
cut by this pattern. 

11 Is 
all demand 
satisfied? 

Y 

Set the stock 
size for 
consideration 
to the next 
largest size. 

1 

Is 
there a 

larger off- Yep 
cut stock 
\ size? 

No 

Schedule the 
remainder of 
the order using 
standard parent 
lengths and the 
method of Fig. 17. 

STOP 

Firure 18. Flow diagram of the pattern enumeration method as 
adapted to consider off-cuts held in stock. 
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each of the seven types of bar were scheduled together. This not 

only reduced trim loss from 0.57% to C. 17%, but also reduced the 

amount of off-cut stock. The improvement is a result of having a 

wider range of patterns to explore and fewer intractable residual 

problems arising. When the firm carried out a similar experiment 

using Stainton's method the improvement gained by grouping orders was 

only slight. The pattern enumeration method seems mcre able to 

take advantage of the wider range of patterns than does Stainton's 

method. 

As might be expected, searching through the wider range of 

patterns increased the computer time required to schedule the orders 

by a factor of three. Despite this increase in computer time the 

size of the reduction in trim must bring into question the wisdom of 

scheduling each order separately. It may be that much of the benefit 

in scheduling efficiency could be achieved by merely combining 

selected orders which individually would generate much trim. Altern- 

atively it may be sufficient to allow the tail of one order to over- 

lap the start of the next, thus avoiding many intractable residual 

problems. Either of these methods stands a good chance of reducing 

trim without incurring excessive material handling charges. If the 

pattern enumeration method were to be adopted by the firm, then this 

is one question which would have to be resolved so that the best 

overall scheduling system could be chosen. 

6.8 Discussion 

The scheduling problem presented inthis chapter could, in theory, 

be solved by structuring it as an integer programming problem. While 

the solution obtained from such a procedure would minimize the cost 

of trim and off-cut stocks, it would be far from optimal overall as 

the computer costs involved in generating such schedules would out- 

weigh the advantages gained. Indeed the dimensions of the problem 

are such that even approximations enabling linear programming methods 

of solution are very expensive in computer time. Furthermore the 

essentially integer nature of the problem requires ad hoc adjustments 

to be made to the linear solution to satisfy the non-linear restric- 

tions. These ad hoc solutions move the scheduled fron, optirality, and 

may yield solutions which are no better than those obtained using 

inexpensive heuristic techniques from the start. 
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As with the case study of chapter 5, it proved relatively easy 

to build up a pattern enumeration method which was adapted to the 

characteristics of the problem. The techniques developed earlier 

again proved sufficient to tailor the schedules to those required. 

Computer times of two seconds per order were achieved. The cost of 

such computer time is negligible compared to even small changes in 

the amount of trim. 

In comparison with the firm's current scheduling method, the 

pattern enumeration method reduced trim loss in seventeen test orders 

to 19% of its previous value without any increase in the stock of 

off-cuts. It is unlikely that a reduction of quite this size could 
be achieved regularly in practice, as the method was developed 

around this data. However in the light of the subsequent experiment 

on 402 orders, a halving of trim loss would seem to be well within 
the bounds of the method. This improvement can be explained by the 

fact. that Stainton's method tends to restrict consideration of 

patterns to those containing only one or two different order sizes. 

The pattern enumeration method, on the_other hand, considers a far 

wider pattern set. This illustrates the importance of the procedure 

used to generate patterns for consideration by a heuristic method. 

The performance of the pattern enumeration method could be further 

in+proved by considering an even wider range of patterns if the need 

to schedule orders individually could be removed. 
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7"A SECUENTIAL BAR CUTTING FRCBLEM 

7.1 The Scheduling Problem 

In the case studies of chapters 5 and 6, as in most trim loss 

problems described in the literature, the size of the parent lengths - 

from which orders are to be cut - are known before scheduling begins. 

In these studies there may be uncertainty about future oraers, 

requiring a flexible stock to be held (as in the previous case study), 

but not about the size of parent lengths. Parent lengths can normally 

be ordered in pre-set sizes, in the quantities required, from outside 

companies. Alternatively they may be manufactured within the company 

in the quantities and sizes required. 

The case study presented here, however, does not conform to this 

general format. As a consequence of the technology involved, the 

size of parent lengths are not known before scheduling begins. Even 

after scheduling has started, only the size of the current parent 

length is available to the scheduler, but to balance this he has 

access to a relatively large order book. The uncertainty in future 

orders is therefore less significant. The problem to be solved is, in 

this respect, an inversion of the standard form of the trim-loss 

problem. 
K 

Since the size of parent lengths only become known singly, the 

scheduling has to be carried out at the same time as the cutting 

operation. If cutting is not to be held up, the scheduling must be 

done quickly. 

The company encountering these problems is the British Steel 

Corporation. ESC makes sectional girders for the construction 

industry at its Teesside works. These girders are manufactured by 

rolling ingots of hot metal until they reach the required cross- 

section and gauge. Each rolling increases the length of 

the girder and thus it is not until the rolling is completed that the 

length of the finished girder is known. The girder is then cut into 

order lengths while still hot. While it is being cut the next ingot 

is being rolled. The production sequence for the Girders is as shown 
in Fig. 19. 

The only y other paper which appears to tackle a problem of the type 

considered here (Tilanus & Gerhardt (2C)) is, as in this case, 

concerned with the steer. industry, but other characteristics differ. 
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hot ingot arrives 
from the steel 

lant. 

1i Ingot is rolled 
to appropriate 
cross-section. 

F 

The resulting girder 
is cut to order sizes 
on the hot saw. 

Cut pieces cool on 
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Firure 19. Production sequence for steel girders. 

The ingots are rolled into many different cross-sections and 

gauges. As in the previous case'study, each different cross-section 

and gauge can, for scheduling purposes, be viewed as a different 

product. Orders for a particular cross-section and gauge are 

collected and produced as a group. 

The process used to cut the hot girder is to run the girder up 

to the hot saw so that the crop end may be trimmed off (each end of 

the parent girder is slightly mis-formed and can not be used); the 

order sizes required are then cut one at a time by lining up the 

appropriate point in the parent girder with the hot saw and cutting. 

As this lining up process must be done for each girder irrespective 

of whether the pattern has changed, set-up costs may be disregarded. 

Production, as in the previous case study, is to meet the 

current order book with one exception. Occasional off-cuts can be 

stocked if the only alternative is incurring very heavy trim loss. 

The key characteristic of this problem is the reduction of trim 

under the uncertainty concerning the len the of future parent Girders. 
As the output of girders was 410 CCC tonnes/year at the time of the 

study, even s. nall percentage trim savings can be of considerable 
econcnic benefit. 
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7.2 Detailed Characteristics 

The average parent lengths after rolling for different types of 

birder rar e from 5Cm. to 90m. For girders of a particular cross- 

section and gauge the length can vary by up to 50m. The distribution 

of parent lengths for the first test problem (data set 39, appendix 4.1 

p. 158) is shown in Fig. 20. 

1enatb (m) 

Figure 20. Distribution of one set of parent lengths. 

Crders are stipulated to the nearest millimetre but mill 

practice, as a result of limitations in the accuracy of the cutting 

method, is that, for scheduling purposes, lengths will be rounded 
down to the nearest centimetre. The data (Appendix 4.1, p. 158) for 

this study has similarly been rounded down to the nearest centimetre. 

The order sizes range from lm. to 20m. Usually about seven 
finished lengths can be cut from each parent girder. As a result, 
there are a reasonably larCe number of patterns to be considered at 
each stage. 

The conditions under which an off-cut girder will be sent to 

stock are similar to those in the previous case study. There are no 
fixed stock sizes but whenever a combination of orders will generate 
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an unacceptable trim, several ordered pieces will be cut from a 

parent length and the remainder sent to stock. The pattern chosen 

will be such that the length sent to stock will not normally be less 

than 9m. Cff-cuts of less than 9m. would be unlikely to be used 

later. Even with off-cuts of longer than Qm. not all stock will be 

used. Some will eventually be scrapped. The amount scrapped varies 

with market conditions. A recent study (7) estimates the percentage 

of off-cut material which will be scrapped as 40%. This figure has 

been used throughout this case study as a guide to total scheduling 

losses, i. e. 

total amount scrapped = trim + 0.4 x amount sent to stock. 
As market conditions change one would like to modify the balance 

between trim and off-cuts. This can be achieved by adjusting the 

acceptable trim parameter in the pattern enumeration method developed 

below. 

Cnce orders are cut they are dispatched to customers direct from 

the cooling banks. It is therefore convenient to keep all lengths of 

one cross-section and gauge for a particular customer together. As 

there are only a limited number of cooling banks and only one 

customer's order can be kept on a cooling bank at once, a restriction 

is imposed that a maximum of six orders be open simultaneously. This 

restriction simplifies the problem of selecting a suitable pattern by 

reducing the number of patterns to be searched, but introduces the 

problem of how to select orders to be opened. 

7.3 Current Scheduling Method 

At the time of the study, scheduling was being done manually by 

the operator of the hot saw as the girders arrived from rolling to 

be cut. The British Steel Corporation are, however, considering 

using a computerised scheduling procedure to improve scheduling 

performance. Vlork has been done by Evans and Quärrf-r. F-"tccr [(; ) &( )ý 

to model the behaviour of the manual scheduler and to improve upon it. 

There are thus, as in the case study of chapter 5, two methods of 

solution which can be used for comparison with the pattern enumeration 
technique, i. e. the current manual method and the Corporation's 

proposed computer method. 

The manual method is constrained by the number of patterns which 

can be considered before each cut is made. The sawman has apparently 
built his technique so as to give decisions quickly rather than to 
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rroduce the mcst efficient schedules. Before starting to cut a set 

of orders he divides them into 'main' and 'saver' types. 'Main' 

orders consist of large quantities of a few different lengths and are 

thus difficult to schedule efficiently. 'Saver' orders contain, a 

larger variety cf lenrths with only a few pieces of each length required. 

For each-parent length the sawman will aim to use sizes from one 

'main' order and one 'saver'. As a parent length approaches the saw 

he first completes the cutting of any partially completed orders with 

only a few lengths remaining. This enables the cooling beds to be 

kept reasonably clear. He then finds the length in the current 'main' 

order with the largest remaining requirement. Lengths of this size 

will then be cut until only about 30m. of the parent girder remains. 

If the 'main' order is completed during this cutting, a new one will 

be opened which will give a low trim. Cnce the 30m. point is reached 

the lawman selects a good combination of 'main' and 'saver' order 
lengths to achieve a trim of less than 75cm. If this is not possible 
then he will consider opening a new 'saver' order or creating an off- 

cut. This process is summarised in Fig. 21. 

The computer method [(7) 
and (8)J proposed by BSC to replace the 

manual method, described above, is a heuristic procedure designed for 

this particular problem. It is able to consider a wider range of 

patterns than is possible manually, enabling savings in trim and off- 

cuts to be made. Unlike the manual method, a complete pattern is 

chosen before cutting a girder is started. 

At present the sawman is unable to see the end of the parent 

girder until there is only 40m. or 50m. remaining. It is unlikely, 

however, that he would be able to improve his performance even if 

this restriction were not present, as he barely has time to consider 
the restricted set of patterns for the last 30m. A computer, on the 

other hand, would be able to take advantage of the earlier informa- 

tion regarding girder length. Sanders (18) suggests one way that 

this information can be collected by the use of television cameras. 
The ESC computer method assumes that, using a method such as that of 

Sanders, the parent girder lenEth is known before scheduling starts. 

With this extra information a reduction in scrap material from 
1.35/% for manual scheduling to 1.241; has been achieved by BSc's 

computer method (8) on five test problems (Tables 33 and 34 
Arpendix 4.3, r. 181 show these results ir more detail). Further work 
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Firure 21. Flow diagram of the manual scheduling r'. ethod. 
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done by British Steel suggests that the total scrap can be reduced to 

about 0.8% by using some of the techniques developed for pattern 

enumeration below. The improvement over the manual method is, 

presumably, a result of being able to consider each parent girder as 

a whole, and also by considering patterns in a more systematic manner. 

7.4 Pro, oEed Method 

This problem can not easily be formulated for solution by either 

linear programming or branch and bound. This is largely due to the 

fact that not all the parent sizes are known at the start of the 

scheduling procedure and thus scheduling must be done sequentially. 

Even if a modification of a standard method were used, it would be 

necessary at each stage to place some value on the state of the order 

book after the current parent length had been cut (i. e* how easily the 

order book can be scheduled); this could only be done heuristicly 

as future parent lengths are not known. If heuristics are to be used 

as a part of a linear programming or branch and bound method then the 

advantage (i. e. of optimality) of these methods is lost. Section 6.4 

has shown the dangers involved in modifying LP solutions. Therefore, 

the natural approach to this problem is a heuristic one, such as that 

taken by British Steel or that of pattern enumeration. 

The development of a heuristic method based on pattern enumeration 

will now be considered. Since the main difference between this case- 

study and earlier ones is that the scheduling process is sequential, 

(i. e. not until the current parent length has been 'cut' can the next 

length be made known to the scheduling procedure) the aim at each 

stage of the procedure must be not only to generate an efficient 

pattern for the current parent length, but also to make as wide a 

choice of patterns available to the next stage of the scheduling 

procedure as possible. This will reduce the risk of high scrap 

patterns having to be chosen later. Three main elements within a 

pattern enumeration method will determine the pattern chosen at each 

stage and the nature of the residual problem. 

First, the rule used to determine when to open a new order and 

which order to open, will affect not only the range of order lengths 

and hence patterns to be considered at each stage, but also the 

residual problem. Had there not been a restricted number of cooling 

banks then maximum flexibility could have been achieved by having all 

the orders open at once. This would have enabled a very wide range of 
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patterns to be available at each stage. Eowever given that there is 

only room on the cooling banks for six orders at any one time, there 

is a conflict between the two aims. To obtain the greatest choice of 

patterns at any stage one would like to have as many orders open as 

possible, i. e. six. On the other hand this restricts the choice 

available when scheduling the next parent length as no new orders can 

be opened no matter how low a trim they would have yielded. The best 

situation, after cutting the, current girder, is to have as few orders 

open as possible. New orders can then be opened, as required, once the 

size of the next parent girder is known. A pattern enumeration 

method is developed, therefore, in which new orders are only opened 

when none of the patterns using currently open orders yields an 

acceptable trim. Whenever a new order is to be opened-each of the 

unopened orders is examined in turn until one-is found which, either 

on its own, or in combination with the currently-opened orders, yields 

acceptable trim. This order is then used. This method chooses only 

the first acceptable order encountered and does not compare all the 

different orders for a best solution. The sequencing of orders is 

therefore important. Initially the sequence in the order book was 

used. The effect of different order sequences will be examined later... 

Secondly, thesequence in which open orderlengths are listed 

will affect the pattern chosen at each stage, lengths at the head of 

the list being more likely to be used. At first sight the best 

listing is that in which lengths from the same order are kept together 

and these groups of lengths are listed by the total demand in the 

group still unsatisfied. There would then be a strong tendency to 

choose lengths from the first group, enabling that order to be met 

completely and hence a cooling bank to be freed. Such a procedure 

would, however, have one big draw-back in that orders containing large 

demands for one or two lengths would remain permanently at the foot of 

the list, while orders only recently opened would come in above them. 

The final result of this would be that there would be a very limited 

range of demand lengths (all with quite a large quantity required) 

left towards the end of the scheduling procedure which would inevit- 

ably lead to several high trim patterns having to be used. A more 

useful ordering would thus be to introduce newly opened orders to the 

foot of the list of order lengths for enumeration. This procedure 

was adopted. 
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Thirdly, the pattern acceptance criterion will affect the nature 

of the schedules generated. If a very demanding acceptance criterion 

is used (i. e. very low trim) then it is more likely that extra orders 

will have to be opened before a pattern satisfying the criterion is 

found. Although a series of girders will be cut with very low trim, 

the cooling banks will eventually become blocked and a pattern incur- 

ring high trim will have to be cut, cancelling out previous gains. 

Cn the other hand if the acceptance criterion is too weak, then a series 

of mediocre patterns will be used, but the cooling banks will not 

become blocked. A balance will have to be struck. Initially in this 

method the acceptance criteria were set arbitrarily to 20cm. trim for 

patterns using only currently open order lengths and 10cm. for 

patterns requiring a new order to be opened. (This was to ensure that 

an order was not opened unnecessarily. ) If during enumeration a 

pattern with a trim of less than half that acceptable is found then 

enumeration will stop at that point and the pattern be used. When no 

new order meets the acceptance criteria then the best pattern from the 

current orders will be used provided that it has a trim less than 4m., 

otherwise a pattern sending an off-cut to stock will be used. This 

parameter of 4m. can be decreased to reduce trim and increase the 

quantity of off-cuts (or increased to have the opposite effect) to 

reflect the change in demand for material from stock as market 

conditions vary. The setting used reflects practice in the mill at 

the time of the study. 

When developing the method it was necessary to consider not only 
the efficiency of the schedules generated, but also the time taken to 

produce them. Whereas in the earlier case studies computing time was 

only a small cost to be set against the savings achieved, here it is 

a major constraint, there being only a short time between the length 

of a parent girder being known and the first cut having to be made. 
The pattern enumeration method of Fig. 22 has been developed with 
this consideration in mind; for example, no attempt is made to find 

the best order to open at any stage, but merely to find one which can 

yield a pattern meeting the acceptance criteria. Even so, the number 

of patterns to be considered is quite large. Methods of improving 

computational efficiency will have to be examined. In particular 
some of those of, 4.5, p. 40 are considered relevant and are tested 
below. 
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Figure 22. Flow diagram of the pattern enumeration method. 
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For ease of comparison with the British Steel computer method, 

the pattern enumeration method has been developed on five sets of 

data (data sets 39-43, Appendix 4.1, p. 156), the parameters tuned 

on twenty sets of data (data sets 39-58) and finally 

tested on the twenty sets of data but with different parent lengths. 

The process follows exactly that taken by Evans [(7) and (8)]in 

developing Eritish Steel's computer-based method. 

Table 10. Summary of the schedules from the first pattern 

enumeration method. 

Manual British Steel's Pattern 
method Heuristic Enumeration 

Number of girders used 197 197 198 
Trim (%) 0.? 1 0.58 0.31 

Off-cut (i) 1.59 1.66 2.60 

Estimate of total scrap (90 1.35 1.24 1.35 

The results of the first set of schedules are given in Tables 33, 

34 and 35 in Appendix 4.3, p. 181 and are summarized in Table 10 above. 

The perfcrmance of the pattern enumeration method is comparable with the 

manual method, but is inferior to British Steel's heuristic. The pattern 

enumeration method has produced än excessive amount of off-cuts. 

These had been produced towards the end of the scheduling procedure 

when only one or two orders still remained to be satisfied. In the 

scheduling of data set 39, for example, the last four girders had to 

be cut with only one order remaining open. This order contained a 

large number of pieces of only one length, restricting the choice of 

patterns severely. 

Scheduling efficiency can be improved by adjusting the three key 

characteristics discussed above. Turning to the first of these 

characteristics (the selection of orders to be opened): changing the 

order sequence will leave a different residual problem to be solved 

towards the end of the scheduling process. If residual problems 

involving large quantities of a few lengths are to be avoided, then 

these orders will have to be scheduled early by placing them at the 

top of the order list. The program was altered so that the orders 

were sorted by the total number of pieces required by the order. 

With this alteration the scrap percentage was reduced from 1.35-1/c to 

0.78%, mainly by a reduction in the amount of off-cuts. A parent 

girder was saved in the scheduling of data sets 41 and 43 (more 
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detailed results are shown in Table 36 , Appendix 4.3, p. 182). The 

alteration reduced wastage from the last few girders, thereby 

significantly improving the quality of the schedule. 

Lespite these improvements there was a tendency for few orders 
to be open at the start of a schedule while the maximum number of 

six was open towards the end. This was particularly noticeable in 

data sets 41 and 43, and was caused by orders requiring only one 

piece to be cut being grouped together at the end of the demand list. 

Leaving these orders to the end of the schedule meant that six orders 
(instead of the usual two or three) had to be open simultaneously to 

provide a satisfactory range of lengths for pattern building. Thus 

the ordering method needs to be changed to allow for two things: 
(a) The average quantity required per length in the order; 
(b) The spread of lengths within an order. 

These two factors were combined together in an ordering method 
developed by Evans and Quarrington for British, Steel (8) namely to 

sort the orders by :- 

Total number of pieces required by the order 
Number of different lengths x (1 + Max. lenpth - Nin. lenprth) 
within the order 

This order sequence was tested within the pattern enumeration method. 

Table 11. Summary of the schedules yielded by different order 

sequences. 

Pattern enumeration 

Manual British Sort using 
method 

Steel's Sort by Evans & 
heuristic Unsorted number Quarrington 

of pieces criterion 
Number of girders 

used. 197 197 198 196 196 
Trim (iö) 

. 71 . 58 . 31 . 21 . 20 
Off-cut (/) 1.59 1.66 2.60 1.45 1.45 
Estimate of total 

scrap W 1.35 1.24 1.35 . 78 . 78 
''hile this change did not reduce the percentage scrap it did make 

the number of open orders far more stable. It has therefore been used 
in all later runs as the alternative (which frequently requires six 
orders to be open towards the end of the schedule) will eventually 
yield an intractable residual problem. (With six orders open there is 
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a likelihood of being forced to use a high trim pattern, particularly 

if each order contains only one length, as no new orders may be opened 

to increase the number of feasible patterns). 4 ile further experi- 

ments on the order sequence could possibly improve the schedules 

marginally, the "Evans and Quarrington's sequence had no obvious 

faults. Attention was therefore directed to other important determ- 

inants of the pattern enumeration method's success. 

Grouping the order lengths from each open order together seemed 

to be working reasonably satisfactorily. Other than orders for very 

large amounts, orders were being completed quite quickly, freeing the 

cooling banks. Powever some orders for a very large number of pieces 

of a single length remained open right through the scheduling pro- 

cedure creating awkward residual problems. This could be resolved by 

relaxing the pattern acceptance criteria, or by allowing these orders 

to be handled differently from the rest. The possibility of a special 

routine will be re-examined after modifying the acceptable trim para- 

meters. 

Initially the acceptable trim parameters were set to 20cm. for 

patterns using currently open orders and 10cm. for those requiring a 

new order to be opened. These parameters were used irrespective of 

the number of orders open. However, it is less restricting to move 

from, say, two orders open to three than from five to six (in which 

case no further orders may be opened). If the acceptable trim para- 

meters are made dependent on the number of orders open, then control 

over the method is enhanced. One can insist on very low trim when the 

loss of flexibility in opening a new order is small and. accept a 

higher trim when the loss of flexibility would be great. The accept- 

able trim parameters for 0,1,2,.... 6 orders open were set respec- 

tively at 0cm, 0cm, 5cm, 5cm, 10cm, 10cm, and 15cm. The method was 

then used tb schedule the full twenty sets of data. The results are 

shown in Tables 38 and 39 Appendix 4.3, p. 183 and summarized in 

Table 12 below. 

Table 12. Summary of the schedules yielded when the acceptable trim 
parameters chance with the number of orders open. 

} British Steel's Pattern 
heuristic enumeration 

Tumber of girders used 1 451 1 445 
Trim. (%: ) 

. 65 
. 20 

Off-cut (ý! ) 1.48 1.63 
Estimate of total scrap (%) 1.24 . 86 
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Despite the improved control over pattern acceptance given by 

varying the acceptable trim parameter, orders for a large number of 

pieces of one length were still leading to excessive wastage. For 

example, one order in data set 48 requires 200 pieces of one length 

tc be cut. This length was being cut long after all the other orders 

had been completed. The pattern enumeration method used three more 

girders to schedule this data set than did British Steel's method. 

British Steel had achieved their improved performance by forcing 

lengths required in such large quantities into early patterns, even if 

it increased trim. A similar procedure will have to be adopted within 

the pattern enumeration method. Whenever the number of pieces to be 

cut of one length is greater than three times the number of unopened 

orders, then a pattern will be cut using as many as possible of the 

length with large demand. 

From a detailed examination of the schedules summarized in 

Table 12 it was seen that several required six orders to be open for 

most of the schedule. This indicated that the acceptance criteria 

had been set too tightly, forcing extra orders to be opened. The 

acceptable trim parameters were therefore increased to Ocm, 0cm, 

5cm, 10cm, 15cm, 20cm and 25cm. A new set of schedules were produced 

using these parameters and the special routine for large quantities 

described above. The results are summarized in Table 13 below. 

(More detailed results are given in Table40, Appendix 4.3, p. 184). 

Table 13. Summary of the schedules obtained when orders for large 

quantities are forced into solution. 

Pattern enumeration 

British Large orders 
Steel's Large orders forced into 

heuristic not forced solution and 
into solution relaxed trim 

criteria 
Number of girders 1 451 1 445 1 439 

Trim . 65 
. 20 . 20 

Off-cut (ý) 1.48 1.63 1.14 

Estimate of total scrap (, ö) 1.24 . 
86 . 65 

The modifications made have improved the quality of the schedules 
mainly by reducing the risk of intractable residual problems arising. 
In particular, the data set involving a high demand for one length 
(data set 48) has been scheduled using fewer parent girders than before. 
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However the rule used to force a particular order length into solution 

resulted in the normal pattern enumeration being over-ridden more often 

than was necessary, i. e. lengths were forced into solution even when 

they would not have yielded intractable residual problems. The rule 

was therefore weakened so that the srecial routine was only entered if 

the unsatisfied demand for a length was greater than four times the 

number of unopened orders plus twice the number of lengths currently 

available for scheduling (this criteria was arrived at by a subjective 

evaluation of the results of the previous runs). The program with 

these modifications is shown as Program 12, Appendix 4.2, p"175. The 

consequences of this modification are shown in Table 41, Appendix 

4.3, p. 184 and are summarized in Table 14 below. 

Table 14. Summary of the schedules obtained with a modified rule for 

forcing large orders into solution. 

British 
Steel's 

heuristic 

Number of girders 1 451 

Trim (%) . 
65 

Cff-cut (/) 1.48 

Estimate of total scrap (/) 1.24 

Pattern enumeration 
Original Modified 
decision decision 

rule rule 

1 439 1 44C 

. 20 . 18 
1.14 1.21 

. 65 . 66 

The modification reduced the amount of trim produced since fewer 

patterns were generated by the special routine (which did not require 

patterns to meet the acceptance criteria). The increased amount of 

off-cuts due to an extra girder being required to cut data set 45, was 

purely a result of the particular lengths left in the residual problem. 

To amend the parameters for this particular data set could simply 

throw up similar awkward residual problems on other sets. On this 

occasion the special routine had only been entered when necessary and 

so the procedure was not changed. 

After the pattern enumeration method was developed for this case 

study, Evans modified the British Steel heuristic. Instead of 
keeping a fixed number of orders open, orders are opened only when it 

is necessary to reduce trim, (i. e. a similar rule to that used within 
the pattern enumeration method). Table 15 shows that this improved 

the performance of his heuristic considerably. (More detailed results 

are given in Table42, Appendix 4.3, p.. 185). This improvement does much 
to close the gap between the British Steel heuristic and the pattern 

enumeration method. 
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Table 15. Sun: iary of the schedules obtained by the modified 

Rri ti ch e. f 1 hattri cti c` _ 

Original Modified 
British British Pattern 

Steel Steel enumeration 
heuristic heuristic 

Number of girders 1 451 1 444 1 440 

Trim (Oi; ) . 65 . 30 . 18 

off-cut () 1.48 1.36 1.21 

Estimate of total scrap (/%) 1.24 . 84 . 66 

Because of the nature of the production process, the time taken 

to generate schedules is important in this case study. Techniques to 

reduce computer time will not only reduce computer expenditure, but 

also determine the viability of any scheduling method. The computa- 

tional techniques of 
J4.5, 

p. 40 will have to be examined to see if 

any method can be used to improve computational efficiency. 

Examination of the order lengths to be scheduled shows that many 

(but not all) are in multiples of 10cm, 20cm or 25cm. The technique 

of using the highest common factors of the order lengths to skip poor 

patterns may, in this situation, be able to reduce computer times. 

Without the use of highest common factors an ICL 1905E took 2 182 

seconds to schedule the 20 problems discussed above, i. e. approximately 

1- seconds/girder, whilst using highest common factors, this dropped to 

only 383 seconds, i. e. - second/girder. This should give a virtually 

instantaneous response to the sawman. 

To test the effectiveness of the completed pattern enumeration 

method rigorously it should really be used to schedule a completely 

different set of problems from that on which it has been developed. 

Unfortunately a separate set of problems with solutions by the British 

Steel heuristic (as a base for comparison) was not available. Instead 

the method was tested on the same set of orders but with different 

parent lengths. Even so, results were only obtainable from British 

Steel for their original heuristic. Comparison between the two 

methods is therefore somewhat unfair as the final pattern enumeration 

method is being compared with an intermediate British Steel method. 
The stability of each method to changes in the parent lengths can, 

however, be examined. Table 16 shows that neither method is unduly 

affected by the change in parent lengths. The pattern enumeration 
method is particularly stable because, as'explained above, parameters 

were chosen with a view to stability rather than achieving the best 
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possible schedules with the particular lengths in the first set of 

parent girders. (! ore detailed results are given in Tables 43 and 44, 

" Appendix 4.3, p. 185 & 186). 

Table 16. Summary of the schedules obtained using the second set 

of parent lengths. 

Number of girders 

Trim (%) 

Cff-cut (°, ö) 

Estimate of total scrap (%) 

7.5 Discussion 

British Pattern enumeration- 
Steel heuristic 

I 

method 
1st set 2nd set 1st set 2nd set 

of parent of parent of parent of parent- 
lengths lengths lengths lengths 

1-451 1.456 1 440 1 441 

. 65 
. 61 . 18 . 20 

1.48 1.90 1.21 1.15 

1.24 1.37 . 66 . 66 

This case study concerns a trim loss problem in which the 

standard characteristics of trim loss problems are inverted. 

T: ormally, there is little uncertainty about the supply of parent 

lengths but the future demand for different order sizes is unknown. 

Here the opposite is true. Only. the size of the current parent length 

is known to the scheduler while, as a result of a large order book 

available, there is relatively little uncertainty about demand. 

Despite these differences it was possible to develop a successful 

pattern enumeration method along the lines used previously. Success 

again depended on the avoidance of intractable residual problems by 

ensuring that flexibility was maintained and that potentially, awkward 

order lengths were scheduled early in the procedure. This was 

achieved by suitable choice of pattern acceptance criteria and manipu- 

lation of the sequence in which patterns are enumerated. 

It is interesting to note that Evans was able to improve his 
heuristic substantially, reducing overall scrap from 1.24% to o. 84%/ 

by only opening orders as required. This is additional evidence in 

support of one of the main contentions of this thesis, that an effec- 
tive scheduling procedure can be built around a simple pattern genera- 
tion procedure provided that care is taken to tailor the pattern 
generated at each stage to the type required. In particular, Evan's 

modification changed the list of order lengths from which a pattern 
will be chosen. The list of order lenrths to be used in a pattern has 
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emerged in all three case studies as one of the most important 
determinants of the success of a pattern enumeration method. 

The pattern enumeration method developed here and the final 
Eritish Steel method are very similar, as one might expect when each 
was aware of the other's worý. hoth are heuristic methods aiming to 

produce satisfactory, but not necessarily optimal, schedules. The 
decision rules used to open new orders are similar, and the order 

sequence of Evans and Quarrington was adopted in the pattern enumera- 
tion method. The main difference lies in the technique used to 

generate patterns for consideration. Pattern enumeration is able to 

generate feasible patterns simply and systematically. Good patterns 
are not missed. This presumably accounts for most of the remaining 
difference between the two methods; an overall scrap of C. 84% from 
British Steel's heuristic and C. 660,1, from pattern enumeration. 

The development of the pattern enumeration method again showed 
the importance of certain of the techniques to improve computational 

efficiency. , 'hen the highest common factor technique was used, the 

computer time to generate all twenty schedules dropped from 36 minutes 
to 6 minutes. 
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8. CCNCLUSICNS 

8.1 Discussicn of the Case Studies 

Most of the distinguishing characteristics of practical trim loss 

problems (in one dimension) are found in one or other of the case 

studies of chapters 5,6 and 7. The case study of chapter 5 is 

typical of the scheduling problems of the paper industry. Rolls have 

to be slit to meet customer requirements. Because paper is relatively 

inexpensive, production costs are not dominated by trim-loss costs, 

other costs (particularly set-up costs) are equally important. The 

case study of chapter 6 is a simple bar cropping problem where the aim 

is to minimize the amount of trim and off-cuts. In this case set-up 

costs are unimportant. The problem in chapter 7 is again quite diff- 

erent; its key characteristic is the lack of knowledge about the size 

of future parent lengths. Not only do the problems differ in these 

respects but also, as Table 17 shows, in other features. Despite these 

differences it has proved possible to follow the same basic strategy 

in developing a pattern enumeration method for each of the problems. 

Table 17. Comparison of the characteristics of the three case studies. 
I Case study of chanter 

Orders 

Average number of different 

sizes to be scheduled together. 

Tolerance on order quantities. 

Parent Sizes 

Number of parent sizes of 
each material. 

Patterns 

Average number of pieces 
in a pattern. 
Off-cuts permitted. 

Limit on the number of 
pieces in a pattern. 
Significant set-up costs. 
Production Process 

Material being processed. 
Cutting method. 
Type of schedule required. 

17 

13 100 (but not 
all these are 
'live' at once) 

No 1\7o 

1+ previous 

{ 

Many, but only 
off-cuts Ithe current 

one is known. 

4 

Yes, but only Yes 
in certain 
sizes. 

No No 

20 

Yes 

1 

7 

No 

Yes 

Yes 17 

Paper I Steel rods 
slitting; Cropping 

Integers Integer 

Vo 

Steel girders 
Sawing 
Integer 
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The development of a successful pattern enumeration method for 

each of the case studies depended on avoiding intractable residual 

problems. Excessive costs arose in the case study of chapter 5 when 

either narrow widths had to be cut or when short run lengths were 

used, in chapter 6 they arose when orders for large quantities of a 

few lengths remained unsatisfied towards the end of the scheduling 

process, and in chapter 7 when the cooling banks became blocked. In 

each situation, however, high costs were avoided by detecting those 

order sizes most likely to lead to such problems and ensuring that 

these were scheduled early. A similar process could have been used in 

developing methods around other heuristic techniques for generating 

patterns. The advantage of pattern enumeration is the ease with which 

this can be done. 

Table 18. Performance of the pattern enumeration method compared 

+n r 1-}Hcr maflhntýS_ 

Case study of charter 

51 i 62 73 

reduction in costs relative 30% Manual schedules 42% 

to manual methods not available. 

% reduction in costs relative ly% 81% 21% 

to current computer methods. 

Notes 

1. Comparing cost in column 3 with that in columns 1 and 2 of 

Table 3, p. 58. 

2. Comparing trim-loss in columns 1 and 3 of Table 9, p. 78. 

3. Comparing total scrap in column I with that in. columns A and J 

of Table 45,. p. 187. 

The pattern enumeration methods developed have yielded schedules 

which, when compared to either manual methods or other computer 

heuristics, have performed satisfactorily. Since none of the problems 

could be formulated conveniently for solution by an optimizing method 

(e. x. LP) it was not possible to assess how close to optimality the 

pattern enumeration schedules were. From a theoretical point of view, 

this is unfortunate as it makes it impossible to establish the 

effectiveness of these pattern enumeration methods against an absolute 

base-line. Practically, this is less of a problem. What is important 

is to establish a significant improvement over current solution method: 

for these case studies, bearing in mind that computing costs must not 



- 104 - 

outweigh the savinjs rained. Ir each of the case studies, computing 

costs were less than a tenth of t! %e improvements in scheduling 

efficiency. 

In each of the case studies, attention was directed to the 

efficient selection of cutting Patterns. The restrictions in the 

-problem definitions miven by the firms in question were generally 

accepted. For example, in chapter 7 the limit of six on the number 

of cooling banks was used without scrutiny. It may well be that 

increasing the number of banks could reduce trim costs substantially 

by allowing more orders to be open at once. Running the model with 

more banks (and suitably modified parameters) would show. whether such 

a move was economically worthwhile. Cbviously in a thorough O. R. 

study of the scheduling problems facing each of the three firms these 

issues would have to be tackled. However, the subject of this thesis 

is the pattern selection problem, and so other issues have generally 
had to be laid aside. In the only case where a restriction was 

examined, (chapter 6) it was found to have had a significant effect 

or. the ease with which the orders could be scheduled. 

8.2 Evaluation of the rattern enumeration anrroach 

Experience has shown that while pattern enumeration methods may 
be used in a range of situations, the actual methods will differ as 

the characteristics of the problem differ. This means that it will 

not be possible to produce a standard pattern enumeration package in 

the same way as, for example, standard LP packages are produced. 
Pevertheless the solution procedures for the three case studies have 

far more in common than merely the procedure used to generate patterns 
(i. e. pattern enumeration). The same steps have been taken in each 

study in developing an effective scheduling method. 

In a heuristic method such as that proposed, in which patterns 
are accepted into solution one at a time, inefficient patterns 
(i. e. those with high trim, involving off-cuts or incurring rerrocess- 
inr costs) tend to have to be used towards the end of the scheduling 

-process. At this point most of the demand requirements have been 

satisfied and so only a restricted choice of demand sizes (arid hence 

tatterr. s) remain. With few patterns available it is unlikely that any 

of them are efficient. The success of a scheduling method therefore 
depends on its ability to avoid these intractable residual problems. 
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In each of the case studies a set of orders was first scheduled using 

a simple pattern enumeration method. These schedules were then 

examined to see the nature of the residual problems which arose. The 

pattern enumeration method was then modified so that the likelihood 

of intractable residual problems arising was reduced. In the case 

study of chapter 5 this was done by considering the nature of the 

residual problem which would occur if a particular pattern was cut, 

before deciding to accept-it. In chapters 6 and 7a far simpler pro- 

cedure was adopted. Intractable residual problems could be associated 

with certain order sizes. It was thus possible, by placing these at 

the head of the list of sizes for enumeration, to ensure that they 

were scheduled early. Once the outline of the method was thus estab- 

lished the pattern acceptance criteria were set to give a reasonable 

balance between the different production costs; balancing, for example, 

lower trim against increased off-cuts. 

These steps for developing an effective scheduling method could 

be followed with other techniques for generating patterns, e. g. 

Stainton's (19). We thus need to consider the relative advantages 

and disadvantages of pattern enumeration. 

In 64.1, 
p. 23, five criteria (besides scheduling efficiency) were 

outlined which needed to be satisfied before a method for solving trim 

loss problems could be said to be applicable to a wide class of one- 

dimensional trim loss problems. From the experience gained in the 

three case studies, the range of application of a pattern enumeration 

approach can be assessed using those criteria: 

(a) "It should be possible to include within the formulation 

of the method not only the constraint that demand be 

satisfied, but also the many other common constraints which 

arise in practice". 

As Table 17, p. 102 shows, several extra constraints have been 

encountered in the case studies: a limited number of 

cutting edges (ch. 5), limits on the quantity to be produced 

by a pattern (ch. 5), integer solutions (chs. 5,6 7) and 

a limit on the number of orders to be open simultaneously 
(ch. 7). While many other constraints will arise in 

different situations, the ease with which those encountered 

were handled suggests that a pattern enumeration approach 
has sufficient flexibility to deal with others; 
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(b) "It should be possible to consider costs other than those 

of trim loss". 

Reprocessing costs are present in the case study of ch. 5, 

while the cost of producing off-cuts was encountered in the 

case studies of chs. 6&7. As can be seen from the 

development of the pattern enumeration methods, it has 

proved difficult to include additional costs explicitly, 

although they can be included imrlicitly. The extent to 

which such an implicit method is effective can only be 

judged by a study of the schedules produced and these appear 

quite reasonable; 

(c) "It should be possible to cover modifications of the problem 

which help reduce trim". 

In Chapter 5 there are tolerances on the quantities demanded, 

while in Chapters 6 and 7 off-cuts may be produced. It was 

found to be quite easy to include both these modifications, 

which are the two main ones met in practice, within a 

pattern enumeration method; 

(d) "The method should be economical in computer usage". 

It was not possible in any of the case studies to obtain a 
direct comparison between computer usage by the pattern 

enumeration method and that of other methods, as the methods 

used for comparison had all been run on different machines. 

However the computer requirements of each pattern enumeration 

method were quite modest, being at most a tenth of the 

scheduling savings achieved. 

Table 19 Computer requirements of the rattern enumeration 

methods. 

Case study Store required Time/schedule 
of chapter (words) (secs. ) 

5 5K 8 
6 4K 2 
7 9K 19 

(e) "The method should be easily understood and applied". 
The basic idea of pattern enumeration, of simply listing 

patterns until an acceptable one is found, can be easily 
understood, and as has been shown in the development of the 

methods for each of the case studies, the process of building 

up a method in any particular situation is relatively simple. 
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The method then, to a large extent, meets these criteria and 

while its schedules are not optimal they do appear to be better than 

both manual methods and alternative heuristics. Pattern enumeration 

thus appears to be applicable to a reasonably wide class of trim loss 

problems. 

The main characteristic of pattern enumeraticn is that all non- 
dominated feasible patterns can be listed systematically. Patterns 

are not skipped or considered twice. The pattern enumeration method 

of chapter 7 and the final British Steel heuristic only differ signif- 

icantly in the technique used to generate patterns, yet there is a 

21% difference in scrap between the two methods as a result of pattern 

enumeration not missing potentially valuable patterns. Similarly the 

pattern enumeration method used in chapter 6 produced better results 
than Stainton's method which tended to only consider patterns contain- 
ing one or two different order lengths. 

Although the ability to consider feasible patterns exhaustively 

was an advantage in these three case studies there may be situations 

where it would be disadvantageous. For example if one knew in advance 
that only patterns of a certain type would yield efficient schedules, 
then a technique which only generated that type may have advantages 
over pattern enumeration which generated many more patterns only to 
discard them. However, as these case studies show, pattern enumeration 
methods can be developed which tend to generate certain types of 
pattern early in the enumeration and this may lessen the problem. 

8.3 The Application of Pattern Enumeration Methods 

For an approach to scheduling problems to be generally applicable, 
it must not only be able to yield efficient schedules for a wide class 
of problems, but it must also be suitable for the range of firms which 
may wish to use it. Large firms are likely to have analysts and 
programmers who can develop a pattern enumeration method along the 
lines indicated. The three case studies show that, given this exper- 
tise, the development of an effective method is not difficult. 

Small firms, on the other hand, are unlikely to have this exper- 
tise. The ideal for them would be a standard package which cculd be 
run without any modifications being required. Unfortunately, because 
of the wide range of characteristics of trim problems, this is at 
present an unobtainable ideal. Pattern enumeration methods have to 
be built up step by step around the characteristics of the individual 
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problem. Nevertheless, it may be possible to develop a package which, 

could be helpful. If, instead of aiming to program a complete method 

to generate schedules (which would of necessity be limited to only a 

very narrow class of problems), only the pattern enumeration stage 

was programmed, then this could be used interactively by manual 

schedulers tackling a wide range of trim loss problems. Tr e scheduler 

could set up the list of order sizes in the sequence he wanted and 

could input acceptance criteria. The computer could then generate 

patterns until one satisfying the scheduler's criteria was found. It 

would then be up to the scheduler to decide whether to accept that 

pattern or let the computer continue the search. Cnce a pattern accept- 

able to the scheduler was found then he could decide how much material 

to cut using that pattern and the computer could update the order list 

accordingly. Such a package would place all decisions in the hands of 

the scheduler allowing him to mould the schedules to those required. 
It would have the advantage over unassisted manual scheduling- of 

enabling a far wider range of patterns to be considered in a systematic 

manner - and hence more efficient schedules to be found. Also bý 

relieving the scheduler of arithmetic drudgery, it allows the sched- 

uling to be done much more quickly. Such a package could be made 

available either from a time sharing bureau or (considering its small 

storage requirements) on a desktop mini-computer. It should not take 

long for a scheduler to master handling a package of this type. 

Whether pattern enumeration is used as part of a complete com- 

puter scheduling routine or as a computer aid to manual scheduling, it 

is important that it uses no more computer time than is absolutely 

necessary. In f 4.5, p. 40 several techniques were examined to improve 

computational efficiency. Of these, one (the'use of highest common 
factors) was particularly effective. When tested in each of the three 

case'studies it produced drops in computing time by at least a factor 

of three. It is therefore recommended that this technique should be 

considered in every practical application of pattern enumeration. 

8.4 Suggestions for further research 

In situations where either optimizing Methods (i. e. linear pro- 
gramming and branch & bound) or pattern enumeration could be used it 
would be valuable to know whether the improvements in scheduling 
efficiency achieved by optimizing methods would be sufficient to cover 
the increased computing costs. None of the case studies considered in 
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this thesis could be formulated for solution by optimizing methods 

and so it was not possible to carry out this particular assessment of 

pattern enumeration. 

In f8.3 above, the possibility of using pattern enumeration as 

an aid to manual scheduling was suggested. In order to test the use- 

fulness of this idea it would be necessary to develop a computer 

package along the lines described, and for a scheduler to use it in 

practice. Such an exercise would show how easily such a package could 

be mastered by a scheduler, whether it really did help him produce 

more efficient schedules and whether it reduced the time needed to 

schedule a set of orders. 

Throughout this thesis only one-dimensional trim loss problems 

have been considered. However the steps proposed for developing a 

scheduling method could equally well be used to yield methods for two- 

dimensional trim loss problems if a technique can be found to enumerate 

two-dimensional patterns. Obviously there will be far more two- 

dimensional patterns than one-dimensional, but provided the pattern 

acceptance criteria are set sensibly then there will be no need to 

enumerate them all. The key step in developing such methods will be 

to define a lexicographic ordering of all patterns so that they can be 

enumerated systematically. 

In considering techniques to improve the computational efficiency 

of pattern enumeration, the use of a technique based on hi±rest common 

factors was found to be very effective. Essentially, ' highest common 

factors were used to set a bound on the efficiency of a class of 

patterns so that they could be skipped, i. e. a simple branch and bound 

procedure was being used. Linear efficiency constraints in integer 

variables arise in other branch and bound problems (e. g. certain knap- 

sack problems). It is thus possible that the highest common factor 

techniques, developed within this thesis, may be useful in other 

situations than the solution of trim loss problems. 

8.5 -Summary 

This thesis has examined the characteristics of cne-dimensional 
trim loss problems met in practice, and different scheduling methods 
have been considered. While it was not possible to suggest a single 

method which could be applied to the wide range of these prcblems, an 

approach has been developed by which scheduling methods can be built 

up for a large class of trim loss problems. The approach depends on 
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being able to tailor the patterns generated at each stage of a 

scheduling procedure to those which will not lead to intractable 

residual problems later. 

The essential steps of the approach proposed are: 

(a) Schedule a set of orders using a very simple pattern 

enumeration method (such as that of Fig. 15, p.? 3); 

(b) Examine the schedules produced to identify those 

characteristics of the order sizes which tend to lead 

to intractable residual problems; 

(c) Modify the pattern enumeration method so that the 

awkward sizes identified in (b) are likely to be 

scheduled early in the procedure. Cne way in which 

this can be achieved is to place awkward order sizes 

at the head of the list for enumeration. (Other authors, 

e. g. Johns (13) and Fierce (16), have suggested that 

there is a 'best' order sequence for all problems. The 

experience of the case studies of chapters 5,6 and 7 

tends to show that this is not so. The most suitable 

order sequence will depend on the characteristics of the 

individual problem); 

(d) Re-schedule the orders using the modified method. 

Examine the schedules; if unacceptable residual problems 

remain return to step (b); 

(e) Adjust the pattern acceptance parameters to yield 

schedules in which a reasonable balance is struck between 

the various production costs. 

While this is a quite simple procedure it yielded scheduling 

methods which generated better schedules than either manual methods or 

alternative heuristics. The adaptability of the approach to different 

problems is a consequence of the ease with which patterns can be moulded 
to those required within the pattern enumeration routine. The improve- 

ment in efficiency of the schedules over those from other heuristics 

can be attributed to the fact that patterns are considered in a 

systematic manner. Prone are missed. Pattern enumeration methods seem 
. to offer a non-optimal, but reasonably efficient, means of scheduling a 

wide variety, of trim loss problems. 
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Appendix 1. Enumeration Routines 

1.1 Data 

Data 1- Parent size = 120C0 

ORDER LENGTH 
1 939 
2 1200 
3 1000 
4 1225 
5 530 
6 1450 
7 5900 
8 300 
9 5075 

10 725 
11 2425 
12 2100 
13 3300 
14 4000 

QUANTITY REQUIRED 
8 

32 
51 
31 
20 

164 
10 
36 
38 

4 
4 

16 
28 

214 

Data used to demonstrate the pattern enumeration technique. 

1.2 Programs 

Program 1: - program segments to enumerate the set of non-dominated 
patterns until an acceptable one is found. 

SUBROUTINE PATTERN(M, IL, IS, IWW; ITM, I41) 
DIMENSION IL(M), IS(M) 
CALL SORT(M, IL) 
IW=IWW 
JP=O 
JP=JP+1 
IS(JP)=IW/IL(JP) 
IW=IW-IS(JP)*IL(JP) 
IF(JP. LT. M)GOTO I 
IF( IW. LE. ITM)RETURN 

2 IF(IS(JP). GT. O)GOTO 3 
JP=JP- l 
IF(JP. GT. O)GOTO 2 
GOTO 5 

3 IF(JP. ED. M)GOTO 4 
IS(JP)=IS(JP)-1 
IW=IW+IL(JP) 
GOTO I 

4 IW=IW+IS(M)*IL(M) 
IS(M)=O 
GOTO 2 

5 WRITE(2s101) 
STOP 

101 FORMAT(' NO ACCEPTABLE PATTERN FOUNW) 
END 
SUBROUTINE SORT(M, IL) 
DIMENSION IL(M) 
IF(M. LE. 1)RETURN 
MM=M- l 

1 K=0 
DO 2 I=1, MM 
IF(IL(I)9GE9IL(I+1))GOTO 2 
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K=IL(I) 
IL(I)=IL(I+1) 
IL(I+1)=K 
K=I 

2 CONTINUE- 
MM=K-1 
IF(K. GT"1 )GgTO 1 
RETURN 
END 

Parameters: 1 The number of sizes (m) in the demand list. 

2 Array of size m containing the sizes 
demanded. 

3 Array of size m which will contain the 

pattern chosen. 

4 Parent size. 
5 Maximum acceptable trim. 

6 Trim of the pattern chosen. 

Program 2: - Segment to enumerate all non-dominated patterns with a 
limited number of sizes per pattern. 

SUBROUTINE PATTERN(M, IL, ID, IS, IWW3IT`^, IW) 
DIMENSION ILCi), IS(M), I0(M) 
CALL SORT(M, IL, ID) 
NC=6 
IW=IWW 
JP=o 

1 JP=JP+1 
IS(JP)=MINO(IW/ILCJP), NC, ID(JP)) 
IW=IW-IS(JP)*IL(JP) 
NC=NC-IS(JP) 
IF(JP. LT. M)GOTO I 
IF( IW"LE. ITM)hETURN 

2 IF(IS(JP)"GT"O)GOTO 3 
JP=JP-1 
IF(JP. GT"0)GOTO 2 
GOTO 5 

3 IF(JP. E0. M)GOTf 4 
IS(JP)=1S(JP)-l 
NC=NC+1 
IW=IW+IL(JP) 
GOTO 1 

4 IW=IW+IS(M)*IL(M) 
NC=NC+IS(M) 
IS(M)=0 
GOTO 2 

5 WRITE(2a101) 
STOP 

101 FORMAT(' NO ACCEPTABLE PATTERN FOUND') 
END 

Parameters are as above for program 1. The maximum number of widths 
per pattern (NC) has been preset to 6 in this case. 
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Program 3: - Segment to enumerate Patterns, a check being made that 
the remainder of the parent size is not smaller than the 

smallest demand size. 

SUBROUTINE PATTERN(M, IL, I0, IS, IWW, ITM, IW) 
DIMENSION IL(M), IS(M), ID(M) 
LSIZE=I1.4W 
DII 6 I=1, M 
IS(I)=0 

6 IF(IL(I). LT. LSIZE)LSIZE=IL(I) 
IW=IWW 
JP=0 

1 JP=JP+l 
IS(JP)=MINO(IW/IL(JP), ID(JP)) 
IW=IW-IS(JP)*IL(JP) 
IF(JP"LT. M. AND "IW "GE. LSIZE)GOTI I 
IF( IW"LE"ITM)RETURN 

2 IF(IS(JP)"GT"0)GOTO 3 
JP=JP-1 
IF(JP"GT"O )GOTO 2 
GOTO 5 

3 IF(JP. EG. M)GOTO 4 
IS(JP)=IS(JP)-1 
IW=IW+IL(JP) 
GOTO 1 

4 IW=IW+IS(M)*IL(M) 
IS(M)=0 
GOTO 2 

5 WRITE(2,101) 
STOP 

101 FORMAT(' NO ACCEPTABLE PATTERN FOUND') 
END 

Parameters are as above for program 1. 

Program 4: - Segment to enumerate patterns, a check being made that 
the remainder of the parent size is not smaller than 
all the remaining sizes on the demand list. 

SUBROUTINE PATTERN(M, IL, ID, IS, IWW, ITM, IW) 
DIMENSION IL(M), IS(M), ID(M), LSIZE(140) 
LSIZE(M)=IWWW 
DO 6 I=2. M 
J=M+1-I 
IS(I)=O 

6 LSIZE(J)=MINO(LSIZE(J+1), IL(J+1)) 
IW=IWW 
JP=O 

1 JP=JP+1 
IS(JP)=MINO(IW/IL(JP), ID(JP)) 
IW=IW-IS(JP)*IL(JP) 
IF(JP. LT. M. AND. IW. GE. LSIZE(JP)), OTQ 1 
IF(IW. LE"ITM)RETtJRN 

2 IF(IS(JP). GT. O)GC]TO 3 
JP=JP- I 
IF(JP. GT. O )GÜT! 7 2 
GOTO 5 

3 IF(JP. EQ. M)Gý7TO 4 
IS(JP)=I5(JP)-1 
IW=IW+IL(JP) 
GOTO I 
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4 IW=IW+IS(M)*IL(M) 
IS(M)=0 
GOlD 2 

5 WRITE(2,101) 
STOP 

101 FOR`^AT(' NO ACCEPTABLE PATTERN FOUND*) 
END 

Parameters are as above for program 1. 

Program 5: - Segment to enumerate patterns, a check being made on 
the highest common factor of the sizes remaining on 
the demand list. 

SUBROUTINE PATTERN(M, I L, I 0, I S, I'W)W, I TS!, IW) 
DIMENSION IL(M), IS(M), ID(M), ICF(40) 
M1=M+1 
KB=IL(M) 
DO 6 I=1, M 
IS(I)=0 
J=y1 -I 
K=KB 
KB=IL(J) 

7 KR=KB-K*(KB/X) 
KB=K 
K=KR 
IF(K"NE. O)GOTO 7 

6 ICF(J)=KB 
IW=IWW 
JP=0 

1 JP=JP+1 
K=ICF(JP) 
IF(IW-K*(IW/X). GT. ITM)GOTO 2 
IS(JP) =MINOC IWW; /IL(J? ), ID(JP) ) 
IW=IW-IS(JP)*IL(JP) 
IF(JP. LT"M)GOTO I 
IF( IW. LE"ITM)RETURN 

2 IF(ISCJP). GT. O)GOTO 3 
JP=JP-1 
IF(JP. GT"O)GOTO 2 
GOTO 5 

3 IF(JP. EQ. M)GOTO 4 
IS(JP)=IS(JP)-l 
IW=IW+IL(JP) 
GOTO I 

4 IW=IW+IS(M)*IL(M) 
IS(M)=0 
GOTO 2 

5 WRITE(2,101) 
STOP 

101 FORMAT(' NO ACCEPTABLE PATTERN FOUND') 
END 

Parameters are as above for program 1. 
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Program 6: - Segment to enumerate patterns by starting with only 

one item on the demand list and then increasing the 
list by one item at a time. The added item to be 
placed at the top of the list to eliminate repetition 
of patterns. 

SUBROUTINE PATTERN(M, IL, ID, IS, I'4W, ITM, IW) 
DIMENSION IL(M), IS(M), ID(M) 
CALL SORT(M, IL, ID) 
M=1 
IW=1WW 
JP=O 

I JP=JP+1 
IS(JP)=IW/IL(JP) 
IW=IW-IS(JP)*IL(JP) 
IF(JP. LT. M)GOTO I 
IF( I'v1. LE. ITM)RETURN 

2 IF(IS(JP). GT"0)GOTO 3 
JP=JP-1 
IF(JP. GT. O)GOTO 2 
GOTO 5 

3 IF(JP. EQ. M)GOTO 4 
IF(JP. EO. 1 "AND. IS(l) . E0.1)G(]TO 5 
IS(JP)=IScJP)-1 
IW=IW+ILCJP) 
G OTO I 
IW=IW+IS(M)*IL(M) 
IS(M)=0 

{ GOTO 2 
5 WRITE(2p101) 

KD=ID(M+I) 
KL=IL(M+I) 
DO 6 I=1, M 
J=M+I-I 
ILCJ+I)=IL(J) 

6 ID(J+1)=ID(J) 
ID(I)=KD 
IL(I)=KL 
M=M+1 
JP=O 
IW=IWW 
G OTO I 

101 FORMAT(' NO ACCEPTABLE PATTERN FOUND') 
END 

Parameters are as above for program 1. 
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Appendix 2. The Roll Slitting Problem 

2.1 Data 

The data below is drawn from Haessler's case study (11), 

However some of the results for the multiple pass program are 

inconsistent with his data. In the data sets which are inconsistent 

the specific anomaly has been given with the data below and the data 

has not been used in the current study. There are other inconsistencies 

with the results of the manual method and the single pass procedure 

but they have been overlooked as the main comparison is to be made 

between the pattern enumeration approach and the multiple pass 

procedure. 

Data 2: - Haessler's data set 1 from the initial set of problems. 

PARENT SIZE= 197 

ORDER LENGTH NUMBER 
1 11.000 3 
2 12.750 6 
3 13.250 13 
4 13.975 16 
5 15.125 40 
6 17 . 250 3 
7 17.500 35 
8 18.750 10 
9 20.000 4 

10 20.500 73 
11 21.500 13 
12 23.750 28 
13 25.750 40 
14 30.000 256 

Data 3: - Haessler's data set 2 from the initial set of problems. 

PARENT SIZE= 197 

ORDER LENGTH NUMBER 
1 12.250 62 
2 12.625 43 
3 15.125 36 
4 19.250 8 
5 20.000 5 
6 21-500 13 
7 25.750 6 
6 27.500 22 
9 30.000 101 

10 30.250 36 
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Data 4: - Haessler's data set 3 from the initial set of problems. 

PARENT SIZE= 197 

ORDER LENGTH NU MEER 
1 11 "000 4 
2 12.250 15 
3 13.250 5 
4 13.750 11 
5 14.000 21 
6 14.875 5 
7 15o000 36 
8 15.750 5 
9 16.375 22 

10 17.250 2 
11 16.000 2 
12 25.250 15 

Data rejected as 

Total amount cut = Nos. rolls x Roll width = 12 x 197 = 2364 

but Total amount output = Demand + Net overproduction + Trim 
2241.875 + 82 + 38 = 2361.875 

Also the total amount of tolerance on the demand is 45.375 

while the overproduction is stated as 82. 

Data 5: - Haessler's data set 4 from the initial set of problems. 

PARENT SIZE= 197 

ORDER LENGTH NUME? ER 
1 12.250 it 
2 14.500 22 
3 14.875 11 
4 15.125 21 
5 17.500 66 
6 20.375 34 
7 23.500 14 
8 26.000 49 
9 30-000 1 69 

Data 6: - Haessler's data set 5 from the initial set of problems. 
PARENT SIZE= 197 

ORDER LENGTH NUMBER 
1 11.125 220 
2 12.750 16 
3 15.125 1 
4 30.000 80 
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Data 7: - Haessler's data set 6 from the initial set of problems. 

PARENT SIZE= 197 

QRRDER LENGTH NUMBER 
1 13.250 4 
2 17.500 9 
3 27.250 2; 3 
4 29.750 3R 

Data 8: - Haessler's data set 7 from the initial set of problems. 

PARENT SIZE= 197 

ORDER LENGTH NUMBER 
1 12.000 1.0 
2 15.125 21 
3 17.000 16 
4 17,500 15 
5 26.000 11 
6 30.000 53 

Data rejected as the stated overproduction of 73 can not be made 

up from the widths on which there exists a tolerance. 

Data 9: - Haessler's data set 8 from the initial set of problems. 

PARENT SIZE= 197 

ORDER LENGTH NUMBER 
1 11-750 14 
2 12.000 8 
3 12.844 3 
4 13.625 7 
5 14.875 79 
6 17 . 000 88 
7 18.875 9 
8 21-250 13 
9 21-375 B 

10 27.375 19 
11 29.875 117 
12 32.000 6 

Data rejected as 

Total amount cut = Nos. rolls x Roll width = 41 x 197 = 8077 
but Total amount output = Demand + Net overproduction + Trim 

= 7890.157 + 106 + 78 = 80? 4.157. 
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Data 10: - Haessler's data set 9 from the initial set of problems. 

PARENT SIZE= 197 

ORDER LENGTH NUMBER 
1 12.250 9 
2 13.256 5 
3 13.750 39 
4 14-P75 22 
5 19-975 13 
6 26.125 10 
7 29-975 56 
8 30.125 6 
9 44.000 4 

Data rejected as the total amount of tolerance on the demand is 

88.375 while the overproduction is stated to be 114. 

Data 11: - Haessler's data set 10 from the initial set of problems. 
PARENT SIZE= 197 

ORDER LENGTH NUMBER 
1 12.000 12 
2 12.250 62 
3 12.625 9 
4 12.750 5 
5 13.250 10 
6 13.875 12 
7 15.125 82 
8 15.750 92 
9 16.250 12 

10 17.000 4 
11 17.250 11 
12 17.500 11 
13 17.750 59 
14 18.125 4 
15 18.750 4 
16 18.875 15 
17 19.250 1 
18 19.500 1 
19 19.875 9 
20 20.000 11 
21 21.500 123 
22 23.500 2 
23 23.750 8 
24 25.750 54 
25 26.000 13 
26 27.250 14 
27 27.500 34 
28 29.875 124 
29 30.000 327 
30 34.250 39 
31 44.000 23 

Data rejected as 4 
Total amount cut =-Nos. -rolls x Roll width = 139 x 197 = 27383 
but Total amount output = Demand + Net overproduction + Trim 

= 28261.125 + 144 + 190 = 28595.125. 
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Data 12: - Haessler's data set 11 from the initial set of problems. 

PARENT SIZE= 197 

ORDER LENGTH Nt1MPER 
1 11.900 18 
2 11.125 7 
3 12.000 3 
4 12.250 48 
5 12.500 1 
6 12.625 3 
7 12.750 4 
8 13.250 3 
9 13.975 6 

10 14.000 17 
11 14.125 6 
12 15.125 28 
13 15.250 19 
14 15.750 5 
15 16.125 8 
16 16.500 27 
17 17.125 23 
18 17.250 28 
19 17.750 4 
20 18.750 4 
21 19.125 11 
22 19.500 6 
23 20-000 2 
24 21-375 9 
25 23.625 17 
26 23.750 16 
27 24.375 16 
28 25.125 9 
29 25.750 5 
30 26.125 21 
31 27-375 22 
32 27.500 21 
33 29 .7 50 50 
34 29.875 133 
35 30.000 19R 
36 44.000 4 

Data rejected as 

Total amount cut = Nos. rolls x Roll width = 99 x 197 = 19503 
but Total amount output = Demand + Net overproduction + Trim 

= 19202.75 +149 + 99 = 19450.75. 

Data 13: - -Haessler's data set 12 from the initial set of problems. 
PARENT SIZE= 197 ýµ ~` 

ORDER LENGTH NUMBER 
1 13.250 10 
2 13.875 29 
3 14.875 135 
4 15.125 53 
5 15.570 1 
6 16.250 10 
7 17.000 9 
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8 17.250 
9 17.750 

10 18.125 12 
11 18.750 8 
12 20.000 1 
13 21.500 50 
14 23.750 28 
15 25.750 7 
16 26.000 4 
17 27.250 6 
1S 27.500 24 
19 29.750 40 
20 30.000 186 

Data 14: - Haessler's data set 13 from the initial set of problems. 
PARENT SIZE= 197 

ORDER LENGTH 
1 11.000 
2 11.750 
3 12.750 
4 13.625 
5 14.875 
6 15.000 
7 16.000 
8 17.125 
9 17.782 

10 19.250 
11 24.250 
12 29.750 
13 30.000 
14 30.250 
15 43.000 

NUMBER 
3 
3 
8 
7 

44 
11 

8 
4 

11 
5 

13 
182 
106 

2 
3 

Data 15: - Haessler's data set 14 from the initial set of problems. 
PARENT SIZE= 197 

ORDER LENGTH NUMBER 
1 11.000 6 
2 12.000 6 
3 15.125 82 
4 16.125 1g 
5 16.250 4 
6 17.125 23 
7 17-250 4 
8 17.500 10 
9 18.750 4 

10 19.975 10 
11 20-000 12 
12 21.500 7 
13 23.500 6 
14 23.750 21 
15 24.375 16 
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16 25.125 16 
17 25.750 10 
18 26.000 9 
19 27 . 37 5 S 
20 29.750 53 
21 30.000 449 
22 32.000 9 

Data 16: - Haessler's data set 15 from the initial set of problems. 

PARENT SIZE= 197 

ORDER LENGTH NUMBER 
1 10.000 10 
2 11.000 28 
3 11 "125 6 
4 12.125 6 
5 12.250 19 
6 12.625 9 
7 13.250 14 
8 13.625 11 
9 13.750 8 

10 13.875 26 
11 14.125 8 
12 14.625 20 
13 14.875 34 
1.4 15.000 45 
15 15.125 70 
16 16.125 7 
17 16.250 10 
18 16.875 7 
19 17.125 21 
20 17.250 13 
21 17-500 6 
22 18.875 6 
23 19.250 5 
24 19.875 18 
25 21.375 26 
26 23.500 5 
27 23.625 12 
28 24.375 15 
29 25.125 16 
30 25.938 7 
31 26.125 8 
32 -27 . 375 7 
33 29.875 128 
34 30.000 55 
35 30.250 36 
36 32.000 9 

Data rejected as 

Total amount cut = Nos. rolls x Roll width = 78 x 197 = 15366 
but Total amount output = Demand + Net overproduction + Trim 

= 15152.191 + 107 + 109 = 15368.191. 
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Data 17: - Haessler's data set 16 from the initial set of problems. 

PARENT SIZE= 197 

ORDER LENGTH NU"^BER 
1 R. 750 4 
2 11.000 4 
3 11 . 750 6 
4 12.000 6 
5 15.125 21 
6 15.750 10 
7 17-375 27 
8 12.750 4 
9 25.500 1 

10 27.625 20 
11 29.750 7 
12 30.000 277 
13 30.250 31 

Data 18: - Haessler's data set 17 from the initial set of problems. 

PARENT SIZE= 197 

ORDER LENGTH NUY"HER 
1 12.000 1.3 
2 12.750 25 
3 14.875 32 
4 16.250 95 
5 17.500 66 
6 21.500 14 
7 25.937 5 
8 27.500 13 
9 29.750 76 

10 29-937 11 
11 30.000 118 
12 30 "250 5 

Data rejected as 

Total amount cut = Nos. rolls x Roll width = 54 x 197 = 10638 

but Total amount output = Demand + Net overproduction + Trim 
10496.742 + 103 + 34 = 10633.742. 

Data 19: - Haessler's data set 18 from the initial set of problems. 

PARENT SIZE= 197 

ORDER LENGTH NUMBER 
l 12.000 20 
2' 12-250 39 
3 12.625 7 
4 12.750 6 
5, ' 13.250 _ 20 
6 13.875 10 
7. i 14-625, 22 
8. '. 15.125 34 
9, 15.750 13 
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10 16.250 14 
11 17.125 19 
12 17-250 24 
13 17.500 23 
14 17.750 4 
15 15.125 6 
16 18.750 12 
17 19.625 10 
18 19.750 4. 
19 21.500 53 
20 23.500 10 
21 23.615 4 
22 23.750 61 
23 24.500 39 
24 25.125 g 
25 25.625 12 
26 25.750 149 
27 26.000 9 
28 27.500 13 
29 29.750 37 
30 29.875 27 
31 30.000 375 
32 34.250 37 

Data 20: - Haessler's data set 19 from the initial set of problems. 

PARENT SIZE= 1 97 

ORDER LENGTH NUMBER 
1 12.000 15 
2 12.250 10 
3 12.750 5 
4 13.250 10 
5 16.250 4 
6 17.500 10 
7 18.750 10 
8 19-250 11 
9 19.750 5 

10 21 . 500 17 
11 23.500 3 
12 23.750 50 
13 , 25.750 3 
14_. 25.937 6 
15 27.500 51 
16 29.750 56 

ß, r17 30.000 144 

Data 21: =-"Haessler's`data'-set' 20 from the initial set of problems. 
PARENT SIZE= 1 197 

, -ORDER LEiNGTH NUMBER 
_, 15.125, 63 

2- 19.250., S 
3°5 20.000 5 
4; 25.750 6 5 27.500 11 6 30.000 31 
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Data rejected as 

Total amount cut = Nos. rolls x Roll width = 14 x 197 = 2758 

but Total amount output = Demand + Net overproduction + Trim 
= 2593.875 + 109 + 53 = 2755.875. 

Also the total amount of tolerance on the demand is 60.25 

while the overproduction is stated to be 109. 

2.2 Programs 

Frogram 7: - Final program for the solution of the roll slitting 

problem. 
MASTER 
COMMON /BLA/+, IL(40), ID(40), IDM(40), ITOL(40), IP(40), 

"1 IT, No)S, TT, NRC, SD, SDL 
C INPUT 

READ(1,101)M 
SD=0.0 
SDL=0.0 
DO 14 1=1, M 
READ(1,102)W, ID(I) 
SD=SD+ID(I) 
SDL=SDL+W*ID(I)*1E3 
J=ID(I)/20 
ITUL(I) =4.9 s-4.0 *EXP(-0 .15*. J) 

14 IL(I)=W*1000+1E-1 
READ(1,102)W 
IW'W=W*1000+1E-1 
WRITE(2,103)IWW, (I, IL(I), ID(I), ITOL(I), I=1,, '! ) 
IT=1000000 " 
CALL SORT 

C PATTERNS CUT ENTIRELY ON THE MACHINE WINDER 
CALL SEARCHPATYPE(6, IWW, 0,2000,9,5) 
CALL SEARCHPATYPE(5, IWW, 0,2000,9,0) 

C PATTERNS REQUIRING 1 ROLL TO BE SLIT ON THE REPROCESSING WINDER 
CALL SEARCHPATYPE(5,1!, ): 1,1500,2000,11,4) 
CALL SEARCHPATYPE(4, Ib1W, 1500,2000,11,0) 

C PATTERNS CUT ENTIRELY ON THE REPROCESSING WINDER 
CALL SEARCHPATYPE(2, IWW, 3008,2000,14,0) 
CALL SEARCHPATYPE(2, IWW, 4500,2000,21,0) 

C PATTERNS USING BITS LEFT OVER 
CALL LEFTOVERS(IWW) 
WRITE(2,103)IWFW, (I, IL(I), ID(I), ITý7L(I), I=1, M) 
TC=TT*1.89+NRC*15 
WRITE(2,104)TT, NRC, TC 
STOP 

101 FORMAT(I0) 
102 FORMAT(F0.0, I0) 
103 FORMAT(' PARENT SIZE=', I7//14X, 'LENGTH NUMAER1/(I3, I17,2I6)) 104 FORMAT(' TOTAL TRIM=', F14.3/' NUMBER REPRý7CESSED=', 12 1/' TOTAL COST=', F14.3) 

END -,, SUBROUTINE SEARCHPATYPE(I DUMI N, I : aß, 1, , NECTR, I TMAX, !:; MAX, NL I N) COMMON /BLA /M, IL(40), ID(4i0), IDM(40), ITfL(40), IP(40), 1I: T, NWS, TT, NRC, SD, SDL 
4WRI-TE (2,1 0 1) I DUmI N, NWMAX, NLMI N 
ITB=1000000 
IDU=ID(1)+I 
ISO=IWW 
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2 IDU=IDU- I 
IF(IDU"LT. IOUMI N)G`lTO 1 
IS=Ile! W-NECThi 
DO 4 1=1 ,Y 
IF(ID(I ) "LT. I0U)GOTn 15 
IDM(I)=ID(I)/IDU 
IF(IDM(I)*IDU. NE. Ii)(I))IDM, (I)=cID(I)-NL'^IN)/IDU 

4 IS=IS-IL( I)*ID`ý(I ) 
I=M+1 

15 IF(IS"GT. ITMAX)GOTO7 2 
IF(IS "EU. ISO)G(JTO 2 
ISO=IS 
NW'MI N=MI NO( NWmAXp I NT(0 "99+(SD-NVJ\lAX* (SDL/I Wt"j- IOU) /IOU) 
IF(NLMIN"EC. 0)NW`IIN=O 
CALL PATTERN(I -1 ,I WW-NECTR, NWMI N, Nt4mAX ) 
IF(IT"GE"ITB)GOTO 3 
ITB=IT 
IDS=IDU 
MS=I-1 

3 IF(IT. GT"ITMAX)GOTO 2 
IT=IT+NECTR 
SD=SD-NWS*IDU 
SDL=SDL-IDU*FLOAT(IWW'-IT) 
CALL OUTPVT(I-1, IDU) 
ITB=1000000 
IDU=MINO(IDU, ID(1))+1 
ISO=IyidW 
GOTT 2 
IF (IT. GT. ITMAX*3)kETURN 
IT=IT+NECTR 
CALL OUTPUT(MS, IDS)- 
RETURN 

101 FORMAT(' SEARCHING FOR PATTERNS WITN', IL4, ' ROLLS, ', I4, ' WI 
IVING', I4) DTHS LEA 

END 
SUBROUTINE PATTEr<J`J(M, IWW; W, N; lM, NW) 
COMMON /BLA/MFPIL(40)PIDF(40)plD(40)PITOL(40)jlP(40)p 

IIT, NWS, TT, NRC, SD, SDL 
NL=N'. d-NWM 
COMMON /BLB/IS(40), LSIZE(40), ICF(40) 
N=NW 
Ml=M+1 
LSIZE(M)=IWW 
DO 9 I=2, M 
J=MI -I 

9 LSIZE(J)=MINO(LSIZE(J+1), IL(J+1)) 
KB=IL(M) 
DO 6 I=1, M 
IS(I)=0 
J=M1 -I 
K=KB 
KB=IL(J) 

7 KR=KB-K*(KB/K) 
KB=K 
K=KR 
IF(K. NE. o)GOTO 7 

6 ICF(J)=KB 
Iw=Iww 
JP=O 
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JP=JP+i1 
K=ICF(JP) 
IF(IW-K*(IW/K) "GE. IT)GOF[J. 2 
IS (JP)=NINO(Ir: /IL(JP), ID(JP), NO 
IW=IW-IS(JP)*IL(JP) 
N=N-IS(JP) 
IF(JP. LT"M*AND . N. GT. O -AND . IW"GE. LSIZE(J? ) )GOTO3 1 
IF(IJ. GE"IT)GOTO 2 
IF(N. GT. NL)GOTO 2 
DO 9 I=1, M 

8 IP(I)=IS(I) 
NWS=NW-N 
IT=Ira 
IF(IT. LE"0)RETURN 

2 IF(IS(JP). GT. O)GOTO 3 
JP=JP-1 
IF(JP. GT. O)GOTO 2 
RETURN 

3 IF(JP. EO. M)GOTO 4 
IS(JP)=1S(JP)-1 
IW=IW+ILCJP) 
N=N+1 
GOTO 1 

4 I'mo'=I'r: +IS(M)*IL( i) 
N=N+IS(M) 
IS(M)=0 
GOTfO 2 
END 
SUBROUTINE OUTPUT(MM, IDU) 
COMMON /BLA/M, IL(40), ID(40), IDM(40), ITDL(40), IP(40), 

IIT, NWS, TT, NRC, SD, SDL 
T=IT*IE-3 
WRITE(2,101 )IDU, T, N1 S 
DO 1I =1 , MM 
IF(IP(I) "EU. O)GOTG I 
W=IL(I)*lE-3 
WRITE(2,102)IP(I ),, W 
IDCI)=ID(I)-IP(I)*IDU 

1 CONTINUE 
TT=TT+T*IDU 
IF(IDU. LE. 4. Ord "N'+iS. GT. 9) NRC=NRC+IDU 
IF(IDU. LE"3"OR. NWS"GT. I1)NRC=NMC+IOU 
IF(NWS. GT. 14)NRC=NRC+IDU*((NWS-8)/7) 
CALL SORT 
IT=1000000. 
RETURN 

'101 FORMAT(/I4, 'ROLLS TO BE CUT WITH A TRIM OF', F7.3, ' AvD', 
I IN THE PATTERN') 121 'WIDTHS 

102 FORMAT(14, ' OF WIDTH', F7.3), 
END 
SUBROUTINE SORT 
COMMON /BLA/M, IL(40), ID(40), IDM(40), IrO'? L(40), IP(4n), 

1IT, NWS, TT, NRC, SD, SDL 
MM=M-l ,. ` 

K=O 
DO 2 I=1, MM 
IF(ID(I) . GE. ID(I+1) )GOTt7 2 
K=IDCI) 

1+1) 
ID(I+1)=K 
K=ITQLCI) 
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ITOL(I)=ITfL(I+1) 
ITOL(I+1)=I( 
K=IL(I) 
IL( I)=ILC I+1 ) 
IL(I+1)=K 
K=I 

2 CONTINUE 
MM=K-1 
IF(K. GT. 1)GOTO I 
RETURN 
END 
SUBROUTINE LEFTOVERS(IWW) 
COMMON /BLA/'M, IL(40), IO(40), IDM(40), ITOL(40), IP(40)', 

1IT, NWS, TT, NRC, SD, SDL 
WRITE(2o101) 
IS=IWW-3000 
N=0 
DO I I=1, M 
ID(I)=ID(I)-IT(]L(I) 
IS=IS-MAXO(0, ID( I))*IL(I) 

I N=N+MAXO(0, ID(I)) 
CALL SORT 
IF(IS. GE. O)GOTO 3 

6 DO 4 I=1, M 
IFCIDCI). LE. O)GOTO 5 

4 IDMCI)=ID(I) 
I=M+I 

5 CALL PATTERN(I-1, Iw.; -3000,0,14) 
IT=IT+3000 
IS=IS+IWW-IT 
CALL OUTPUT(I-1,1) 
N=N-NWS 
IF(IS"LT"0)GOTO 6 

3 DO 7 I=1, M 
7 IDM(I)=ITOL(I)*2+1IN0(0, ID(I)) 

CALL PATTERN(iM, IS, 0,14) 
IT=IT+3000 
NWS=NWS+N 
DO 2 1=1 M, 
IP(I)=IP(I)+VAX0(ID(I), f) 

2 ID(I)=ID(I)+ITOL(I) 
CALL OUTPUT(", 1) 
50=0.0 
SDL=0.0 
DO 8 "I=1, M 
IF(ID, (I). LT"0)SD=SD-ID(I)*IL(I)*lE-3 

8 ýIF(ID(I). GT*0)SDL=SDL+IDCI)*IL(I)*IE-3 
"WRITE(2,102)SD, SDL 
`RETURN 

101 FORMAT('1BIT PATTERNS') 
102 FORMAT(' `OVERPRf)DUCTIOON=', F10.3/' UNDEKPRODUCTII]N=', r9.3) END 

FINISH 

Input data: - 1. The, number of sizes demanded (integer). 
2. The demand list, each width (real) being 

--followed by the quantity required in rolls (integer). 
3". The,, parent_ , size (real) 

. .. 
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2.3 Results 

Table 20 Summary of the solutions obtained by manual methods 

Number I 

of rolls 
Data used 

Number Net Number i} Total 

of over- of rolls Trim f Cost 

patterns 
1 

production (in) reprocessed (in) (, ý) 

2 68 5 30 8: 175 451 

3 38 4 116 2 111 240 

5 50 5 271 8 123 353 
6 2? 2 ?0 29 182 7? 9 
7 11 2 0 4 63 179 

13 73 7 310 8 193 485 

14 56 7 190 10 168 468 

15 107 6 341 6 225 515 
17 58 6 62 4 87 224 
19 141 10 100 20 253 ? 78 

20 54 7 27 8 128 362 

Total 683 61 1517 107 1708 4834 

Table 21 Summary of the solutions obtained by Haessler's 
single pass method 

Data 

Number 
of rolls 

used 

Number 
of 

patterns 

Net 
over - 

production (in)' 
I 

Number 
of rolls 

reprocessed 
Trim 
(in) 

Total 
Cost 

(1) 

2 68 5 126 8 79 269 
3 38 4 116 2 111 240 

5 49 5 129 13 68 324 
6 27 3 93 28 159 721 
7 11 3 16 8 47 209 

13 72 7 125 8 181 461 
14 56 6 224 13 134 448 
15 105 7 -30 12 202 562 

17 59 6 208 4 138 321 
19 140 11 30 17 126 493 

20 54 6 89 8 66 245 
Total 679 63 1126 121 1311 4293 
... , ý.. _ .. -. ý. .. ý. _,..,. ., r1., .. 
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TabM le 22 Summary of the solutions obtained by Haessler's 

modified single pass method 

Data 

Number 
of rolls 

used 

Number 
of 

patterns 

Net 
over- 

production (in) 

Number 
I 

of rolls 
reprocessed 

Trim 
(in) l 

Total 
Cost 

(0) 

2 68 5 126 8 79 269 

3 38 5 173 9 54 237 
5 49 5 129 13 68 324 

6 27 3 93 28 159 721 

7 11 3 16 8 47 209 

13 72 7 125 8 181 462 

14' 56 6 224 13 134 448 
15 105 7 -30 12 202 562 

17 59 6 208 4 138 321 
19 141 10 238 12 115 397 

20 54 6 89 8 66 245 

Total 680 63 1391 123 1243 4195 

Table 23 Summary of the solutions obtained by Haessler's 
multiple pass method 

Data 

Number 
of rolls 

used 

Number 
of 

patterns 

Net 
over- 

production (in) 

Number 
of rolls 

reprocessed 
Trim 
(in) 

Total 
Cost 

(0) 

2 68, 5 126 8 79 269 
3 38 ° 5 167 6 6o 203 
5 49, 6 123 8 74 260 
6 27. 3 93 28 159 ? 21 
7 11- 2 0 4 63 179 

13 72 7 178 10 128 392 

14 55 8 44 8 117 341 
15 106 7 174 12 195 549 
17 59 6 210 4 138 321 
19 140 11 53 12 103 375 
20 ' 54 6 89 8 66 245 

Total 679 66 1257:. 108 1182. 3855 

ý,.. . '. "' ý ,:. ýt 
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Table 24 Summary of the solutions obtained by the first pattern 
enumeration method 

Data 

Number 
of rolls 

used 

Number 
of 

patterns, 

Total 
over- 

production 
(in) 1 

Total 
under- 

productions 
(in) j 

Number '-Total 
of rolls Trim : Cost 

rerocessed; (in) (0) 

2 67. 8 113.75 4 140.25 10 34.00 ± 214 
3 37 6 60.25 49.75 9 19.625° 172 
5 48 8 53.00 90.00 6 37.25 160 
6 26 3 - 33.375 30 88.75 j 618 

7 11 4 29.75 - 10 
} 33.25 213 

13 70 8 23.75 138 6 28.18 143 
14 55 8 44.875 - 12 117.398! 402 

15 104 15 40.875 179.5 22 114. ooo 545 
17 60 11 45.375 77.375 22 577.250; 1421 
19 140 11 lo6. oo - 12 51.29 

1' 
277 

20 53 6 - 87.25 12 46.628,268 

otal 671 88 517.625 795.5 151 11147.6211-4433__ 

(Acceptable trim parameters set to . 5", 1.0", . 5", 1.0", 2.0", 
2.0" for phases (i) - (vi) ) 

Table 25 Summary of the solutions obtained by the pattern 
enumeration method with a minimum number of pieces 

in a pattern 

Data 

Number 
of rolls 

used 

Number 
of 

patterns 

Total 
over- 

production 
(in) 

Total 
under- 

production 
(in) 

Number 
of rolls 

reprocessed 

, Total 
Trim Cost 
(in) (, ý) 

2 67 8 113.75 140.25 10 34.00 214 
3 37 6 37.125 30.00 8 23.00 163 
5 48 8 53.00 90.00 6 37.25 160 
6 26 3 - 33.375 30 88.75 618 
7 11 4 29.75 - 10 33.25 213, 

13 70 8 23.75 ' 138 6 28.18 143 
14 55 8 44.875 - 12, 117"398 402 
15, 104 15 40.875 179.5 22 114.00 545 

-17 6o 11 45.375 ° 77.375 22 577.25 1421 
'' 19 139 11- '48.75 122.125 10 33.665 214 
20 53 .. 7 85. co 8 44.378 204 

'otal 670 89 : '" 437.25 895.625 144 1131.121 4297 I] 

(Acceptable trim parameters set to . 5", 1.0", . 511,1.0", 2.0", 
2.011 for phases (i) - (vi) ). 
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Table 26 Summary of 
method with 

the solutions obtained by the pattern enumeration 
modified acceptable trim parameters 

I Total Total 
Number 

of rolls 
Number 

of 
over- 

production 
under- 

production 

Number 
of rolls Trim 

) (i 

Total 
Cost 
(9) 

Data used pattern s (in) (in) reprocesse n 

2 68 8 169.75 17.5 8 ! 52.25 219 

31 37 6 - - 4 30.125, 117 

5; 48 6 - 34.875 6 35.125 156 

6 26 3 - 33.375 30 88.75 618 

7 11 3 27.25 - 6 35.75 1 158 

13 70 8 23.75 137.75 6 27.93 143 

14 55 10 44.875 - 10 117.398 372 

15 loo 12 - 89.75 10 65.125 273 

17 1 58 15 17.375 147.625 24 281.5 892 

19 139 11 - 111.5 8 71.79 256 

20 53 7 - 85. oo 8 44.378 204 

Total 669 89 283.00 657.375 120 50.121 13408 

(Acceptable trim parameters set to 1.0", 2.0", 1.0", 2.0", 2.0", 
2.0" for phases (i) - (vi) ) 

Table 27 Summary of the solutions obtained by the pattern enumeration 
technique with the second modified set of accertable trim 

parameters 

Data 

Number 
of rolls 

used 

Number 
of 

patterns 

Total 
over- 

production 
(in) 

Total 
under- 

production 
(in) 

Number 
of rolls 

reprocesse' 
Trim 
(in) 

Total 
Cost 
(9) 

2 67 7 47.75 113.75 10 73.50 289 
3 37 6 30.00 27.375 8 27.5 1? 2 
5 49 6 133.5 - 10 63.75 270 
6 26 3 - 33.375 ;0 88.75 618 

7 li 3 27.25 - 6 35.? 5 158 
13 71x., 8 56.25 29.75 8 84.43 280 
14 55 10 44.875 - 10 1117.398. 372 
15 105 7 54.00 47.125 8 +165.50 433 
17 58 .6 73.00 '47.375 8 125.625 357 
19 140 11 24.25 - 12 

1 
133. C40 1+31 

20 53 7 - 85.00 8 44.378 204 

Total 672 74 490.875 383.750 118 1959.621 3584 

(Acceptable trim parameters set to 2.0", 2.011,2.0", 2.0", 2.0", 
2.011 for phases (i) - (vi) ) 
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Table 28 Comparison of the total costs of different, schedulin 
'-- methods (9) 

Method 

Data "ý. 
j 

ABCDE1 GIH 

2 451 269 269 269 214 214 219 289 214 

3 240 240 237 203 172 163 117 172 117 

5 353 3,24 324 260 160 160 156 270 156 

6 779 721 721 721 618 618 618 1 618 618 

7 179 209 209 179 213 º 213 158 158 158 

13 485 461 462 392 143 143 143 280 143 

14 468 448 448 341 402 402 372 372 372 

15 515 562 562 549 545 545 273 433 273 
17 224 321. 321 321 1421 `1421 892 357 357 

19 778 493 397 375 277 214 256 431 214 
20 362 245 245 245 268 204 204 204 204 

Total 4834 4293 419,9 3855 4433 4297 3408 3584 2826 

Key to the methods: - 

- A Manual scheduling. 
Haessler's single pass method. 

C- Haessler's modified single pass method. 

D- Haessler's multiple pass method. 

E Simple. pattern enumeration method. 
F Pattern enumeration method with a minimum number of pieces 

in a pattern. 
G- Pattern enumeration method with a minimum number of pieces 

in a: pattern and modified acceptable trim parameters. 
H- Pattern enumeration method with a minimum number of pieces 

in aipattern and the second set of modified acceptable trim 
parameters. 

I - Best, result of F, G and H, i. e. pseudo-mu ltiple pass. 
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Appendix 3. The Bar Cutting Problem 

3.1 Data 

The seventeen sets of data below are drawn from the company's 

records. Each represents one week's order, for a particular material 

and diameter, from one customer. 

D ATA 22 
PARENT SIZE= 480 

ORDER LENGPN 
1 248 
2 205 
3 202 
4 201 
5 200 
6 196 
7 173 
8 138 
9 135 

10 45 

D ATA 23 
PARENT SIZE= 360 

ORDER LENGTH 
1 57 
2 41 

DATA 24 
PARENT SIZE= 480 

ORDER LENGTH 
1 197 
21 57 

DATA 25 
PARENT SIZE= 480 

ORDER LENGTH 
1 ,. 215 
2 -'-207 
3 206 
4 200 
5 199 
6 188 
7 ISO 
8 142 
9 141 

10 139 
11 122 
12 118 
13 114 
14 110 
15 108 
16 - 79 
17 "-51 
18 . 49 
19 R47 

NUMBER 
8 

60 
10 
20 
16 

8 
6 

64 
24 
99 

NUMBER 
368 
368 

NUMBER 
64 
64 

NUMBER 
4 

30 
110 

15 
6 
4 

44 
`6 
16 

8 
9 

44 
'16 

3 
16 
10 

8 
68 
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DATA 26 
PARENT SIZE= 360 

ORDER LENGTH NUMBER 
1 79 191 
2 75 20 
3 71 153 
4 67 126 
5 63 86 
6 62 248 
7 61 472 
8 55 126 
9 51 68 

10 50 1050 
11 47 88 
12 43 165 
13 41 _ 28 
14 27 382 
15 26 186 

DATA 27 
PARENT SIZE= 552 

ORDER LENGTH NUMBER 
1 255 4 
2 248 4 
3 223 16 
4 206 6 
5 200 6 
6 199 8 
7 185 32 
8 160 12 
9 155 8 

10 147 8 
il 146 20 
12 144 18 
13 132 8 
14 120 16 
15 111 18 
16 59 24 
17 54 18 

DATA 28 
PARENT. SIZE= 360 

ORDER LENGTH NUMBER 
1: 174 13 
2'ý168 7 
3-78 41 
4 `75 22 
5 72 88 
6 27 42 

DATA 29 
PARENT SIZE= 360 

ORDER, LENGTH NUMBER 
1 282 50 
2 270 30 
°3 252 80 
4 246 15 
5 240. 132 

`6 228 '30 
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7 207 44 
8 204 5 
9 201 132 

10 186 31 
1-1 177 5 
12 1,74 15 
13 165 15 
14 156 17 
15 144 5 
16 141 17 
17 129 174 
18 120 118 
19 108 30 
20 105 46 
21 102 63 
22 96 17 
23 94 60 
24 90 278 
25 81 43 
26 78 383 
27 72 99 
28 69 235 
29 66 64 
30 57 8 
31 48 295 
32 45 249 
33 42 65 
34 39 107 
35 36 40 

DATA 30 
PARENT SIZE= 480 

ORDER LENGTH NUMBER 
1 228 2 
2 219 2 
3 198 2 
4 129 135 
5 126 88 
6 123 2 
7 120 59 
8n 

. 111 118 
9 99 2 

DATA 31 
PARENT 

. 
SIZE= 480 

ORDER, LENGTH NUMBER 
1 186 11 
2 174 6 
3 120 12 
4 117 18 
5 

-1,14 20 
6., .. r 96 

° 6 
7 ý 

: '. 93°3., 4 
8 x84 22 
9 81 8 

10 75 '8 
11 72 24 
12 69 16 
13 , 63 32 
14 57 

,. 8 
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D ATA 32 
PARENT SIZE= 552 

ORDER LENGTH NUMBER 
1 234 6 
2 210 6 
3 138 2 
4 120 2 

DATA 3.3 
PARENT SIZE= 360 

ORDER LENGTH NUMBER 
1 111 210 
2 39 154 
3 38 42 
4 31 210 
5 30 154 
6 22 23 

DATA 34' 
PARENT SIZE= 360 

ORDER LENGTH NUMBER 
1 47 42 

DATA 35 
PARENT SIZE=-360 

ORDER LENGTH NUMBER 
1 256 216 
2 197 56 
3 89 189 
4 79 22 
5 39 58 
6 37 189 
7 26 21 
8 18 112 
9 12 49 

DATA 36 
PARENT SIZE= 480 

. 
ORDER 

, 
LENGTH NUMBER 

1 '256 1 37 
2 110 9 
3 106;..: 

F 
14 

4 . 
102. . 304 

5 , 91 238 

n - 
DATA _ < 

/7 

ARENT', "SIZE= 480 P 
, 

: ORDER LENGTH NUMBER 
1 ý 

. 256 136 
2 .1 38 

, 240 
3 ,. 84 52 

DATA 
PARE NT. SIZE= 480 . .wfr ', ORDER LENGTH NUM$ER 

1 . 256 14 

I 
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3.2 Programs 

Program 8: - Program to solve the bar cropping problem using 

Gilmore and Gomory's method (10)by initially generating 

a set of dummy stock lengths (as described inf 6.4). 

MASTER 
DIMENSION 3(22,21 ), ßi(21 ),, P(? 1 ), +47r-_, yC? ý)), C'7Eý1(20), IA(20) 

100), CS(100l) , A(21),. "JS( I 
COMM']N /3LR/R3L(140)/3LI/IX(27,21 ), I9L(40) 
DATA 3/441*0.0/, NIT/0/ 
CALL INP'JT(M,: V': J,; Ji)F_ýI, D,:, JS, CS) 

C SET UP ARRAY 3 
ML=M+1 
DO I I=1, ML 

I 3(I, 1)=1 
0(ML)=0 
DO 2 1=1 Pm 
9(I, ML)=-CS(1) 

2 D(ML)=D(ML)+9(I, ML)*D(I) 
C ITERATION 
C GENERATE REST PATTERN IN P 
23 00 3 I=1, M 
3 CDEM(I)=-3(I, ML) 

CALL GGMANY(WDEM, COEM, t")S, C(i, IA, ISL, A'AX, M, NW) 
00 4 I=1, M 

4 P(I)=IA(I) 
P(ML)=CS(ISL) 
A(ML)=-AMAX 
IF(A(ML). GE"0)GOT, J 9 

C FIND LARGEST 3"P/0 
R=0 
00 16 I=1, M 
5=ý7 
Oil 14 J=1, ML 

14 3=S+9(J, I)*P(J) 
A(I)=S 
IF(D(I). LE"0)GJTJ 16 
IF(A(I)10(I). LE"R)GJT) 1S 
R=ACI)/D(I) 
IP=Iý. 

15 CONTINUE 

.C UPDATEB, IX, D 
ßc7 19) , J=1 ML 
-IX(IP, J)=P(J) 

15 P(J)=-A(J)/aCIP) 
P(IP)=1 /A(IP) 
DO 19 J=1 , ML 
IF(J. E9. IP)GOT3 19 
00 17 I=1, ML 

17 t3tI, J)=3(I, J)+iý(J)*ß(I, IP) 
[)(J)=FD(J)+p (J)*D(IP) 

19 CONTINUE 
DO 20 I=1, ML 

20 
. 
3(I, IP)=P( IIts) 
C(IP)=P(1P)*, D(IP) 
NIT=NIT+1 

, 
S=-D(ML) 
WRITE(?, 1ll8)NIT, S 
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r, 3T13 23 

C P'JT I NT J INTEGERS 
8 CALL M: <1NT(M, W0EM, +), tWS(1) ) 

STOP 
108 FilRMAT(' IT ERATIJN', IS, ' C'7ST', F15.2) 

E NO 
S, JSROIJTINE INP: JT("1, N 1, s; JD EM, D, ': JS, CS) 
DIMENSl"7N : lDEHN+7 ), +0(21 ),; JS(1 )0), CS(I'1I) ) 
REAO(3, I05)C, 3 
R A)Cl, ls]1)M 
3ý'AD(1,102)(W)ýý1(I), 7(1), 1 tl )) 
REA0 (1 ,10 1) I :d 
WS(I )=IW 
CS (1 )= I',! 
NW=1 
IW=IW-72 

I NW=NW+ 1 
WS(NW)=I'. J 
CS(NW)=ltd+C*(IW. J**8) 
IW=IW-5 
IF(IW. GE "WOEM(l) )G'-IT'] I 
WRITE(2,103)(I,: "JS(I)'CS(I), L 1, NW) 
WRITE(2,104)(I, OEM(I), 0(I), I=1, M) 
RETURN 

101 FORMAT( 10 
102 FORMAT (2F0.0) 
103 FORMAT('I', IoX, 'ST)CK'/3X, 'LFNGTH', IOX, 'CJST'/(I3, r7.0 

F RMAT (//// 11X, ' JROr'_RS' /3x, " LENGTH' , 8X, ' VJý13ER' /C 17, Fý, 104 
105 FORMAT (2F0"0) "+], h10 

E ND 
SUBR+7'JT I NE GGMANY C W! )EM, CDE'M, WS, C S, IA, 113L, CMA, M, N) 
OIMEN51s7N W MCM), CD1 M(M), SJSCV), CSCN), IA(M) 
COMMON /3LR/W(20 ), C(20 1+90)/3LI/IXC20,21 ), 11 (21) ), I 

3 IA(I)=0 
CMA=-CS(N) 
ISL=N 

C SORT ANS) GENE=RATE h IR'IT PATTERN 
MN=0 
IF(CDEM(1)"LE"0)G0T-O 5 
MN=1 
II(1 )=1 
CC1)=CDEM( I)/WDhM(1 ) 

5 00 1 
_I=2, 

M 
'IF(CDE'M(I). LE. CDEM(I-1 ))G, JTJ l 
IF(CD 'M(I) . LE. O )GQTO I 
MN=MN+1 
II(MN)=I 
C(I)=COEM(I)/WDEM(1) 

1 CONT I NRJE 
MM=MN' 
IF(MM. GF"2)Gs7T0 3 
Ih (MM"ED. O )RFT=JRN 
00 10 I=1N 
J=WS(I)/WOE, M(II(1 )) 
IF(J*CDEM(Ilcl ))-CS(I). LF. Cý1A)r, ýýTO 1,0 
ISL=I 
CMA=J*Cs3Ey(I I (1))-CS(I ) 
14(II(1))=J 

10 CONT I NIJE 
RETURN 

3 J=0 
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IF) 
Ir(C(II(I-1 ))"GE"C(II(I)))G)TJ 2 
J=11(I) 
II(I)=I1(1-1) 
11(1-1)=J 
J=I 

2 CONTINIJE 
M1=J-1 
IF(J. GT"2)G+JTJ 3 
CC=O 
WL=, J, 3 (1 ) 
DO 4 1=1. -MN 
W(I)=WDEM(II(1)) 
C(I)=CtDEM(II(I)) 
IP(I)=WL/W(I) 

, tL=WL-IP(I)*w(I ) 
4 CC=CC+IP(I)*C(I) 

W'W=WS (1) -WL 
DO 7 I=1PN 

7 CM(I)=0 
C CHF130SE REST PATTERN 

M1=MN+1 
IT=1 

9 DO 20 I=IT. N 
IF(WW "GT"WS(I) )GOTIJ 2a 
IF(CC "LE. CM(I))G'JT"J 20 
CM(I)=CC 
lhCCC-CS(I). LF. CMA)GJTJ 213 
CMA=CC-CS( I) 
00 22 J=1 , MN 

22 IACII(J))=IP(J) 
ISL=I 

20 Ci7NTIN+1E 
24 00 6I=I 1N 

J=M1 -I 
IF(IP(J). NE. t7)G'JT+O 25 

6 CONT I NIJE 
RETURN 

25 IP(J)=IP(J)-1 
CC=CC-C(J) 
WW=WW -W (J) 
IF(J. F_7. MN)G0TiJ 9 
J1 =J+1 
00 23 IT=1, N 
IF(WW. GT"wS(IT) )G+7Tl 24 

. 
IF((WS(IT)-Wßr1)*C(JI). GT-W(J1)*(CM(IT)-CC))G, JT+] 21 

23 CONTINJE 
RETURN 

" 21 WL=WSCIT)-Ww 
DO 26 I=J1, MN 
IP(I)=WL/W(I) 
WL=; JL-IP(I)*; J(`'j ) 

26 CC=CC+IP(I)*C( I'), 
W: WS(IT)-. ýL 

C+ý]TýJ' 9 
ENO 
S! J94+Ji1TINE MKINT(Mº; "WDEM, X, ww) 
DIMENSION 
COMMON* /BL1/IA(? 0,21 ) 
D0' 9 I=1, M 

9 DCI)=p' - 
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DO 1 I=1, ßi1 
R=X(I)-AINT(X(I)) 
X( I)=AIlJT(X(I)) 

t)(J)=)(J)+IA(I, J)*R 
0J 10 I=1, y 
ý)(I)=ANINT(s)(I)) 10 
DJ 2 1=1M 
: =1 0 000ý0 
GO 3 J=1 M 
IF( IA( IsJ))GOT'7 3 
IF(D(J)/IA(I, J). LT. )R=G(J)/IA(I, J) 

3 CONTINUE 
IF(R-. LT"1)GJTJ 2 
R=AINT(R) 
X(I)=X(I)+R 
DO 4 J=1, M 

4 0(J)=0(J)-R*IA(I, J) 
2C OANT I N'J E 

ST=O 
55=0 
CALL C JTP'JT(MsMiM'XiWDE'1, 'W'WsST, SS) 

8 CALL DEMP4T(0iW0FM, MiWW IP) 
R=100000 
00 5 I=1sM 
IF(IP(I)"EC. O)GGOT1J 5 
IF(D(I)/IP(I). LT-. R)R=0(I)/IP(I) 

5 CONTINUE 
R=AINT(R) 
WRITE(2,103)R 
A-0 
T =ß'4W 
DO 7 1=1.. -M 
0(I)=+)(I)-IP(I)*ý 
A=A+O(I) 
T=T-IP(I)*JDF_M(I) 

7 IF(IP(I). N7 . 0): JRITE(2,1114)IP( 1), ', )1); ', 14( I 
IF(T: 3 . 61))Ot'] 11 
WRIT; -7(2,101 

)T 
GOTO-12 

11 S=AINT(T/6)*6 
T=T-S 
WRITE(2,102)T"S 
SS=SS+S*R 

12 ST=ST+T*R 
IF (A . GE " 1) G t3TJ 6 
WRITE(2,105)SToSS 
RET+JRN, 

101 Ft7R`1AT(3OX, 'TRIM 00F', FS "0 ) 
102 FORMAT(30X, 'TRIM +JF',? S. 0, 'SEND', F9.0, ' T) ST'ICK' 
103 FORMAT (/' CUT' .F1 i0 "4, ' OR THE FýILL-JWING PATTERN' ) 
104 FOr2MAT(I4, ' OF WIOTd', M 5.1 ) 
105 FORMAT(' TOTAL TRIM=' , F24.3/' TJTAL TJ ST, JCCK=' , F23 .3) 

E y') 
SJ3RDlJT I NF' JIJTPtJT (`9, N, NP, X WOEM, . JW, ST, SS ) 
DIMF. iNSION X(N), WDFM(ýM) 
COMMON /3LI/IA(20,21) 
00 1 , I=1ýNP 
Ir'. (X(I ). LE" IE-4)GJTO 1 
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WRITE (?, 101 )X(I ) 
T=W'? J 
D0 2 JIM 
T=T-IA(I, J)*; 1DF. M(J) 

2 IF(IA(I, J). NE. 0): JRITE(2,1i)2)IA(I, J), WDh «J) 
IF(T"GE"60)G-JT, J 3 
WRITE(2'103)T 
GOTD 1 

3 S=AINT(T/6)*6 
T=T-S 
WRIT---C2,104)T, S 
SS=SS+S*X(I) 

I ST=ST+T*X(I) 
RETURN 

101 FfJRMAT(/' C'JT', F1 0 "4, ' OF THE FOLLiJwING PATTERN' ) 
10p- FORMAT(14, ' 13F WIDTH', F6.1 ) 
103 FORMAT(30X, 'TRIM J ', N8.0) 
104 FORMAT(30X, 'TRIM k7F'', F8.0, SEND', F9.0, ' TO STOCK' ) 

END 
SIJ3 ROUT I NE 0EMPAT (OO J W, M, WST, IPl 
DIMENSION DD(M), W(M), IP(M) 
COMMON /3LR/D(20), WDEM(20)/9LI/IA(7,20), IS(20), II(? 0) 
WW=WST 
WM=WW 
N=0 
00 4 1=1. M 
IFCDQ(I ). LE. 1). S)G7Tl3 4 
N=N+1 
II(N)=I 
IS(N)=0 

4 IP(I)=0 
IF(N. EQ. 0)RETURN 
IF(N. F.; ). 1 )GJT0 10 
NN=N-1 

8 K=0 
00 6 I=1, NN 
IF(W(II(I)). GM . W(II(1+1 )))GJT+J 6 
K=II(I) 
II(1)=11(1+1) 
11(1+1)=K 
K=I. 

6 CONTINUE 
NN=K-1 
IF(, (. GT"1 )GOTJ 8 

10 DO 9 I=1N 
D(I)=DD(II(I)) 

9 WDEM(I)=W(II(I)) 
JP=O 

1 JP=JP+1 
IS(JP)=MINI (D(JP), W'w/WDEM(JN)) 
W: d=WW-IS(JP)*WDEM(JP) 
IF(JP"LT"N)GOTO I 
IF(WW. GE. WM)G0TJ 2 
WM=WW 
DO 5 1=1, N 

5 IP(II(I))=IS(I) 
IFCWM. LE. 'I 0 )RETURN 

2 IF'(IS(JP). GT"0)GJT'J 3 
JP=JP-1 
IF(JP. LE. O)RETURN 
GOTJ 2 
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3 IF(JP. F_(-. N)G! JTll 7 
IS(J? )=IS(JP)-1 

GOT J1 
7 W. JW=WW+IS(N)*WI)F_M(N) 

IS(N)=0 
GOT'J 2 
ENG 

INISH 

Input data: - 1. C and cg (real) from input 2. 

2. The number of sizes demanded (integer) from input 1. 

3. The demand list, each length (real) being followed 

by the number of bars required (real) from input 1. 

4. The parent length (integer) frcm input 1. 

Program 9: - Program to schedule the bar cutting problem by the 

pattern enumeration method with demand sorted "at each 

stage by size x demand. 
MASTER 
COMMON IST, ISS, I5N, IUJ, M, ID(50), IL(50), Ip(51)), IT 
READ(1P101)NO 
DI) 2 K=1, N0 
READ(1,101)ND, im 
READ(1,1UI)CIL(1), I0(1), 1=1, M), I41 
WRITE(2,103)1WJ, CI, IL(I), ID(I), I=1, M) 
IST=0 
ISS=O 
ISN=0 

1 CALL SORT 
CALL PATTERN 
IF(IT. GT. 10)GOTt0 3 
CALL OUTPUT 
IF(M. GT. O)GOTO I 
GOTQ 2 

4 CALL SORT 
3 CALL L1FFCUTS 

IT =IT+72 
CALL OUTPUT 
IF(M. GT. O)GOTO 4 

2 WRITE(2,102)ND, IST, ISS, ISN 
STOP 

101 FORMAT(210) 
1 02 FORMAT(14, /' TOTAL TRIM=', I24/' TOTAL NJ STOCK=' , I20 , o6 1' TOTAL LENGTHS TO STOCK=', IIP) 
1 03 FORMAT(' STOCK LENGTH=' , I4/6X, ' ORDEN LEND TH' , KX, ' INUrýBEK' 

1/(I7, I6, I14)) 
END 
SUBROUTINE PATTERN 
COMMON IS"I', ISS, ISN, Iý; 1S, M, 1ý(50 ), IL(5i1), IP<50 , IT 
COMMON /RLI/IS(51)) 
IW=IWS 
IT=IW*2 
IMAX=MAX0(0,9-M/2) 
JP=O 
JP=JP+1 
IS(JP)=MIN0(ID(JP), IW/1 L(JP)) 
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W- IS (JP) *I L(. JP) 
IFCJP. Lr. M)GOTO I 
IF(IWv. GE"IT)G'IF, l 2 
I T=I w 
DO 5 I=1, M 

'5 IP(I)=1S(I) 
IF( IT. LE"IMAX)t'<ETUt1N 

2 IF(IS(Jp). Gf-0)G+1Tr) 3 
JP=JP-1 
IF(JP. GT. 0)G0T[3 2 
NETUKN 

3 IF(JP. EQ. M)GOTO 4 
IS(JP)=IS(JP)-1 
IW=IW+IL(JP) 
GOTO 1 

4 IW=IW'+IS(M) *I L(PG) 
IS(M)=0 
GOTO 2 
END 
SUBROUTINE OUTPUT 
COMMON IST, ISS, ISN, IW, M, ID(50), IL(50), IP(50), IT 
IS=0 
IR=100000 
DO 1 I=1, M 
IF(-IPC I) "EU. 0 )GOFO 1 
IFCID(I)/IP(I). LT. IF )Its=IDcI)/IPCI) 

1 CONTINUE 
IF(I'T. LT. 72)GnTO 4 
IS=6*(IT/6) 
IT=1T-IS 
ISS=ISS+IS*IR 
ISN=ISN+IR 

4 WRITE(2,101)IK, IT, IS 
IST=1S1`+Iti*IT 
1=0 

2 IF(I"GE"M)»ETURN 
1=I+1 
ID(I)=ID(I)-Ik+IPCI) 
IF(IP(I). NE. 0)WRITE(2,103)IP(I), IL(I) 
IF( ID(I). NE"0)GOTO 2 
M=M-1 
IF(I. GT. M)RETURN 
DO 3 J=IM 
J1=J+1 
ID(J)=ID(JI) 
IL(J)=IL(J1) 

3 IP(J)=IP(JI) 
1=1-1 
G0TO 2 

101 FORMAT(- CUT', I4, ', WITH 1 IM OF', 14, ' AND STOCK OF', I4) 
103 FORMAT(I4, ' OF WIt3Fri', IS) 

END 
SUBROUTINE kOFFCUTS 
COMMON IST, I:; S, ISkV, I415, ý, It7C50), IL(SE)), IP. (50), I r 
COMMON /BLI /I S (50 ) 
IW=IkWS-72 
ITT=6 
JP=O 

1 JP =JP +1 
IS(JP)=MI NO (ID(JP), IW/I L(JP) ) 
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I4)=IW-IS(JP)*IL(JP) 
IF(JP"LT. M)GurO I 
IWT=IW-6*(IW/6) 
IF(I4. IT. GE"ITT)Gt1TO 2 
ITT=IwT 
IT=IW 
DO 5 I=1, M 

5 IPCI)=I5(I) 
IF( ITT. LE"O)RETURN 

2 IF(IS(JP). GT. O)GOTO 3 
JP=JP-I 
IF(JP. GT"0)GOTO 2 
RETURN 

3 IF(JP"EG. M)Gi1TO 4 
IS(JP)=IS(JP)-I 
IW=IW+IL(JP) 
GOTO 1 

4 IW=IW+IS(M)*IL(M) 
IS(M)=0 
GOTO 2 
END 
SUBROUTINE SORT 
COMMON IST, ISS, ISN, IWS, M, ID(50), IL(50), IP(50), IT 
COMMON /BLI /R(, 50 ) 
IF(M. LE. I)KETJRN 
DO I I=I, M 

,I R(I)=IL(I)*ID(I)**0.5 
MM=M-1 

12 K=0 
DO 3 I=1, MM 
IFCR(I). GE. i(I+1))G0TO 3 
S=R(I) 
R(I)=R(I+1) 
R(I+1)=S 
K=ID(I) 
ID(I)=ID(I+1) 
ID(I+I)=K 
K=IL(I) 
IL(I)=IL(I+1) 
IL(I+1)=K 
K=I 

3 CONTINUE. 
MM=K-1 
IF(K. Gr. 1 )GOT0 2 
RETURN 
END 
FINISH 

Input data: - 1. Data description number (intecer). 

2. The number of sizes demanded (integer). 

3. The demand list, each length (integer) being 

followed by the number of bars required (integer). 

4. The parent length 
. 
(integer). 
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Program 10: - The completed program for the bar cutting problem 

by pattern enumeration. 

MASTER 
COMMON IST, ISS, ISN, IW, M, IO(50), IL(50), IP(50), IT 
READ(1P101)NO 
DO 2 K=1, N0 
1EAD(1,101)ND, M 
NERD(1,101)CILCI), IDCI), I=1, M), IW 
WRITE(2,103)IW, CI, IL( I), ID(I), I=1, M) 
IST=O 
ISS=O 
I SN=O 
CALL SORT 

1 CALL PATTERN 
IF(IT. GT. 10)GOTO 3 
CALL OUTPUT 
IF(M. GT"0)GOTO I 
GOTO 2 

3 CALL OFFCUTS 
IT=IT+72 
CALL OUTPUT 
IF(M. LE"0 )GOTO 2 
IF(IT)1,3,3 

2 WRITE(2,102)ND, IST, ISS, ISN 
STOP 

101 FORMAT(210) 
102 FORMAT(I4, /' TOTAL TRIM=', I24/1 TOTAL TO STOCK=', I20/ 

I' TOTAL LENGTHS TO STOCK=', I12) 
103 FORMAT(' STOCK LENGTH=', I4/6X, 'OHDER LENGTH', 8X, 'NUMBER' 

1/(I7,16,114)) 
END 
SUBROUTINE PATTERN 
COMMON IST, ISS, ISN, IWS, M, ID(50), IL(50), IP(50), IT 
COMMON /BLI /I5(50 ) 
IW=IWS 
IT=IW*2 

. JP=0 
JP=JP+1 
IS(JP)=MINO(ID(JP), IW)/IL(JP)) 
IW=IW-IS(JP)*IL(JP) 
IF(JP. LT. M)GOTO I 
IF(IW. GE. IT)GOTI) 2 
IT=IW 
DO 5" I=1 M 

5 IP(I)=IS(I) 
IF(IT. LE. 0)RETURN 

2 IF(IS(JP). GT. O)GOTO 3 
JP=JP-1. 
IF(JP"GT"0)GOT0 2 
RETURN 

3 IF(JP. EQ. 1 . AND. IS(1) . EC1.1 )RETUr2N 
IF(JP"EO. M)GOTO 4 
IS(JP)=IS(JP)-1 
Ih1=IW+IL(JP) 
GOTO 1 

4 IW=lJ+IS(M)*IL(M) 
IS(M)=0 
GOTO 2 
END 
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SUBROUTINE OUTPUT 
COMMON IST, ISS, IS, \+, IW, M, ID(50). IL(50), IP(50), IT 
IS=O 
IR=100000 
DO I I=1 M 
IF(IP(I) . E@. [l )G+OTO 1 
IF(ID(I)/IP(I) "LT. Iri)ItR=ID(I)/IP(I) 
CONTINUE 
IF(IT. LT. 72)G+: J'TO 4 
IS=6*(IT/6) 
IT=IT-IS 
ISS=ISS+IS*IR 
ISN=ISN+IR 

4 WRITE(2p101)IR, IT, IS 
IST=IST+IR*IT 
IF(ID(1). LE"IP(I)*IR)IT=-1 
I =O 

2 IF(I"GE. M)RETURN 
I=I+1 
ID(I)=ID(I)-IR*IP(I) 
IF(IP(I). NE"0)t,; RITE(2,103)IP(I), IL(I 
IF(ID(I). NE"0 )GOTO 2 
M=M-1 
IF(I"GT"M)RETURN 
DO 3 J=I, M 
JI =J+1 
ID(J)=ID(J1) 
IL(J)=IL(J1) 

3 IP(J)=IP(J1) 
I=I-1 
GOTO 2 

101 FORMAT(' CUT', I4, ' WITH TRIM OF', I4, ' AND STOCK f)F', I4) 
103 FORMAT(I4, ' QF WIDTH', I5) 

END 
SUBROUTINE OFFCUTS 
COMMON IST, ISS, ISN, IWS, M, ID(50), IL(50), IP(5n), IT 
COMMON /BLI/IS(50) 
IW=IWS-72 
ITT=6 
JP=O 
JP =JP+ 1 
ISCJP)=MIiNO (ID(JP), IW/IL(JP) ) 
IW=IW-IS(JP)*IL(JP) 
IF(JP. LT. M)GOTQ I 
IWT=IW-6*(IW/6) 

i IF(IWT. GE"ITT)GOTD 2 
ITT=I WT 
IT=IW 
DO 5. I=1, M 

5 IP(I)=IS(I) 
IF( ITT. LE"0)RETURN 

2 IF(IS(JP). GT. O)GOTO 3 
JP=JP-1 
IF(JP"GT. O)G(7T0 2 
RETURN 

3 IF(JP. E 0.1 . AND. IS(1) . EU. 1 )RETURN 
IF(JP. E(]. M)GOTD 4 

, IS(JP)=IS(JP)-1 
IW=IW+IL(JP) 
GOTO 1 

... 4 IW=IW+IS(M)*IL(M) 
IS(M)=0 
GOTO 2 
END 
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SUBROUTINE SORT 
COMMON IST, ISS. ISN, I'WS, M, ID(50), IL(50), IP(50), IT 
COMMON /BLI/R(5fl) 
IF(M. LE"1)RETURN 
DO I I=1, M 
R(I)=IL(I)*ID(I)**0.5 

1 IF(IWS"EO. IL(I)*(IWS/ILCI)))rRCI)=RCI)-10fl000 
MM=M-1 

2 K=O 
DO 3 I=1, MM 
IF(R(I). GE"R(I+1))GOTO 3 
S=R(I) 

. 
R(I)=R(I+1) 
R(I+1)=S 
K=ID(I) 
ID(I)=ID(I+1) 
ID(I+1)=K 
K=IL(I) 
IL(I)=IL(I+1) 
IL(I+1)=K " 
K=I 

3 CONTINUE 
MM=K-1 
IF(K. GT. 1)GOTO 2 
RETURN 
END 

, 
NLSH.. Fl 

Input data as above for program 9. 

Program 11: - Program used for the bar cutting problem with non- 

zero initial stock position. This program uses several 
of the methods described in'#4.5 in order to cut down 

solution time. In particular the methods (b), (c) and 
(f) ofj4.5 are used. 

MASTER 
COMMON /BLA/JS(30,60)oIM(30), IS<(30), ITCN, IST, ISS, KT 
READ(1,101)JS 
READ(1,101)IM, ISK 
READ(4,101)NS, ITCH 
WRITE(5)JS 
DO I I=1, NS 
IF(I, "EU. 20*(I /20) )wRI FE(5)JS 
CALL SCHED 
WRITE(5)JS 
STOP 

101 FORMAT(10I0) 
END 
SUBROUTINE SCHEID 
COMMON /BLA"/JS(30,60), IM(30), ISý<(30), ITCH, IST, ISS, 4T 
C01,0MON /BLB/^, ID(40O), IL(400), ICD(40i)), LSIZF' 
COMMON /RLC/fBL(400 ) 
READ(3)KT, M 
KT=KT-1n 
IF(, KT. GT. 20)KT=KT-1R 
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READ(3) ( IL(11 -I ), I=1, ý), (Iýý(`"1 
LSIZE=I LC ) 
ISS=O 
IST=O 
SC=O 
KB=IL(M) 
DO 5 I=1, NA 
J=M1 -I 
K=KB 
KB= IL (J) 

7 KR=KB-K*(KB/K) 
KB=K 
K=KR 
IF(K. NE. O)G'JTO 7 
ICD(J)=KB 

"5 SC=SC+IL(I)*ID(I) 
ICD(MI)=1 

'. C PATTERNS FROM SCRAP 
K=(LSIZE-1 )/200 

3 K=K+1 
IF(K "GT "60)G(JT0 10 
IFCJS(KT, K). E0. f )G0TO 3 
CALL 0PW(K*200, JS(KT, K) ) 
IF(M)20,20,3 

C PATTERNS FROM PARE'JT SIZE 

"10 K=ISK(KT) 
IF(M"LE"1 ) GOTO I1 
I=0 
I=I+1 
IF(I. GT. M)GEM] 6 
RBL(I)=IL(I)*ID(I)**0.5 
IF(K. E(J. IL(I)*(K/IL(I)))FAL(I)=RBL(I)-1c10000 
GOTD 1 

6 mm=m- l 
4 K=0 

DO 2 I=1, MM 
IF(RBL(I) "GE"RE3L(I+1) )G0r0 2 
K=ILCI) 
IL(I)=IL(I+1) 
ILCI+1)=K 
K=ID(I ) 
ID(I)=ID(I+1) 
IDCI+1)=K 
R=RBL(I) 
RBL(I)=RBL(I+1) 
RBL(I+l )"=R 
K=I 

2 CONTINUE 
MM=K-1 
IF(K. GT. I ) GOTO 4 

11 KB=IL(M) 
M1=%+1 
DO I=1, M 
J=M1 -I 
K=Ka 
KB=IL(J) 

9 SCR=KB-K*CK13A< 
KB: FK 
K =KR 
IF (K. NE0)G10T0 9 

ý3 ICD(J)=KB 
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CALL TW 

20 WRITE(2,10R)KT, SC, IST, ISS 
RETURN 

1 09 FORMAT(I12, F20.0,2I12) 
END 
SUBROUTINE DPW( I : "JS, I NS ) 
Ct7MM! ýN /BLB/M, I0(400), IL(400), ICD(4+00), LSIZE 
COON /8LC/Iý+, IS(40ý0), IPC40(1), JP 

9 IW=I'r4S 
DO 12 I=1, r 

12 IS(I)=0 
IMIN=9 
IT=I6J*2 
J? =l 

10 K=ICD(JP) 
IF(IW-K*(IW/K). GE. IT)Gº-]T0 2 
IS(JP)=M^INO (ID(JP), I':! /IL(J? ) ) 
IW=IW-IS(JP)*IL(JP) 

1 JP=JP+1 
IF(IW. LT. LSIZE)GOTO 11 
IF(JP-M)10,10,11 

11 IF(IW. GE"IT)GrITO 2 
IF( IW. GT"IMIN)GOT0 4 
CALL RED(INS) 
IF(M*INS"E0.0 )RETURN 
GOT[] 1 

4 IT=IW 
DO 5 I=1, +M^ 

5 IP(I)=IS(I) 
2 JP=JP-1 

IF(JP. EU. O)GOTO 6 
IF(IS(JP))2,2,3 

3 IF(JP. EQ. M)GOT0 7 
IS(JP)=IS(JP)-I 
I W=1W+I LC JP) 
JP=JP+1 
GOT(] 10 

7 IW=I've+IS(M)*IL(M) 
IS(M)=0 
GOTt 2 

6 IW=IWS 
IF(IT. GT. 50)RETUHN 
DO 8 I=1, M 
IS(I)=IP(I) 
IF(IP(I). GT"ID(I))GOT! 7 9 

8 IW=IW-IP(I)*IL(I) 
IF(IW. NE. IT)GOTQ 9 
IMIN=IW 

, 
CALL RED(INS) 
IF(M*INS. EO. 0)RETURN 
GOTO 9 
END 
SUBROUTINE 1W 
COMMON /BLA/JS(30,60), Im(30), ISK(30), ITCH, IST, ISS, KT 
COMMON /BLB/M!, ID(400), IL(400), ICD(400), LSIZE 
COMMON /BLC/Itt, IS(40p), IP(400), JP 

9 IW=ISK(KT) 
DO 13 I=1, M 

13 IS(I)=0 
IMIN=4 
I T=I2 
JP=I 

1 K=ICD(JP) 
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IFCI!. -K*CIýý /C). GE. IT) ý1JTr 3 
ISCJP)=` 1Ný7CI')(JP), I; '; /IL(jP)) 
I W= -I S(JP) *I L(JP) 

5 JP=JP+1 
IF(IW. LT"LSIZE), 3'1TP? 7 
IF(JP-^^)1,1,7 

7, IF(IW. GE. IT)GflTO 3 
IF(I"GT. IMIN)G! IT1J R 
CALL RED(100n00r1) 
IF("'-E0.0 )RETUri\ 
IF(JP. F0.0) IMI N=4 
GOTO 5 

8 IT=1We1 
DO 2 I=I, M 

2 IP(I)=IS(I) 
3 JP=JP-1 

IF(IS(JP))3,3,4 
4 IF(JP. LE. I. AND. IS(1). LE. 1)GOTfl 11 

IF(JP"EO. M)GOTO 6 
IS(JP)=IS(JP)-1 
IW=IW+IL(JP) 
JP=JP+1 
G ß. 1T D1 

6 IW=IW+IL(M)*IS(M) 
IS(M)=0 
IF(M. GT. 1 )GOTO 3 

11 IISK(KT) 
IF(IT. GT "ITCH. AND. IL(1) "LT. ISX('KT)-IM('K. T)) GnTi-I 1? 
DO 10 I=1, M 
IS(I)=IP(I) 
IF(IP(I) . GT. ID(I) )GOTO 9 

10 IW=IW-IPC I)*IL(I ) 
IF(IW"NE. ITlGOT' 9 
IfrIN=IW 
CALL RED(1000000) 
IF(JP. EO. 0)IMIN=4 
IF(M. EC. O)RETURN 
GOTO 9 

12 CALL LEFTS(ISK(KT), IM(KT)) 
IMIN=4 
IF(M"GT. 0)GDTO 9 
RETURN 
END 
SUBROUTINE LEFTS(IWS, IMIN) 
COMMON /SLB/M, IO(400), IL(400), ICD(400), LSIZE 
COMMON /BLC/I'W 1, IS(400 ), IP( 400 ), JP 

, IN=4 
9 IW'=IWS-IMIN 

DO 8 I=1, M 
IS(I)=ID(I) 
IW=IW-IL(I)*ID(I ) 
IF(I'W. LT"0)Gý7Tn 15 

8 CONTINUE 
GOTO 11 

15 KB=200 
M1 =', A+ 1 

DO 14 I=1, M 
J=M1-I 
K=KB 
KB=ICD(J) 

10 KR=ý(6-*(KH/K)' 
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KB=K 
K=KR 
IF(<"NE"0)G}lT0 19 
ICD(J)=KB 

14 IS(I)=0 
IW=IWS-IMIN 
IR=500 
JP=l 

5 K=ICO(JP) 
IF(IW-K*(I4! /X) . GE. Ir<)3f'1T] 3 
IS(JF)=MINOC I0CJP), I:, /IL(JP) ) 
IW=I'4-IS(JP)*IL(JP) 

1 JP=JP+1 
IF(IW. LT. LSIZE)GOT7 7 
IF(JP-M)5,5,7 

7 IRN=IVJ-200*(IW/200 ) 
IF(IRN. GE"IR)GO7TO 3 
IF(IRN. LE. MIN)GOTO 11 
IT=IW 
DO 2 I=1, M 

2 IP(I)=IS(I) 
IR=IRN 

3 JP=JP-1 
IF(IS(JP))3,3,4 

4 IF(JP "EG. 1 . AND. IS(1) . EG. I )GfTO 12 
IF(JP "EC "ý')GOTO 6 
IS(JP)=IS(JP)-l 
IW=IW+IL(JP) 
JP=JP+1 
GDTO 5 

6" ISCM)=IS(M)-1 
IW=IW+IL(m) 
JP=JP+1 
GOTO 7 

12 I'., 1=IT 
DO 13 I=1, M 

13 IS(I)=IP(I) 
MIN=IR 

11 IWW=IW+IMIN 
CALL RED(1000000) 
IFCJP. EO. 0)RETURN 
GOTO 9 
END 
SUBROUTINE REJ(INS) 
COMMON /BLA/JS(30,60), I"4(30), ISK(30), ITCN, ISTsISS, KT 
COMMON /BLB/', ID(400), IL(400), ICD(400), LSIZE 
COMMON /BLC/IW, IS(400 ), IP(400 ), JP 
IR=INS 
I=M 

2 K=I S(I ) 
IF(K)3,4,3 

3 IRR=10(I)/K. 
IF(IR-IKr04,4,5 

5 Iii=IRR 
4 I=1-1 

IF(1)9,9,2 
9 INS=INS-IR 

IF(I: WW. LT. IM(KT) )GOT'J I 
K=It; /200 
KS=K*200 
JS(KT, K)=JS(KT, K)+IK 
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5. For each schedule the following information 

is required in free integer format on the magnetic 
tape CARD 5 (input 3). 

(a) Material code. 
(b) Number of items in the demand list. 

(c) The demand list, each length (in m. m. ) 

being followed by the number of bars required. 

Note: - In the seventeen sets of data all measurements are in imperial 

units however the data for the week's test run is metric. Hence 

multiples of .2m. are sent to stock instead of multiples of 6". 
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I : w1= I 4", -KS" 
ISS=ISS+uS*IR 

1 IST=IST+Ik*I 
JP=%l 
I =n 

12 1=1+1 
IF(I "GT. M)RETj i: N 
ID(I)=ID(I)-IS(I)*I; 2 
IFC ID (I) "GE. IS(I) )GJTCi 12 
JP=I-1 
D0 10 J=I, M 

10 IW=I4; +IS(J)*IL(J) 
IF(ID(I) "GT. 0 )GOTO 11 

8 M=M-1 
IF(I -GE-`1+1 )Gl')T0 6 
DO 13 J=I, M 
J1 =J+1 
ID(J)=ID(J1) 
IL(J)=IL(J1) 

13 IS(J)=IS(Jl) 
I=I-1 

11 I =I+1 
IF(I. GT. M)GOT0 6 
ID(I)=ID(I)-IS(I)*IR 
IS(I)=0 
IF(10(I))u, ý?, 11 

6 LSIZE=12000 
KB=IL(M) 
M1=m+1 
DO 7 J=1, M 
I=M1-J 
IF( IL( I)"LT"LSI7_E)LSIZE=IL(I) 
K=KB 
KB=IL(I) 

14 KR=KB-K*(KB/K) 
KH=K 
K=KR 
IF(K. NE"0)GIMD tai 

7 ICD(I)=KB 
RETURN 
END 
FINISH 

Input data: - 1. The initial stock position in an array (integer) 

giving the number of offcuts in sizes 0- 12 m. 
in steps of 0.2 m. for 30 material codes from 

input 1. 

2. The minimum length to be sent to stock for each 
type (integer) "from input 1. 

3. The total number of schedules (integer) from 
input 4. 

4. The acceptable trim in m. m. (integer) from 
input 4. 
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3.3 Results 

Key to tables - 

A- Stainton's method. 

'B - Pattern enumeration method sorting at each stage by size. 

C_ ºr ,º rr +, ,º r, +º ºº '+ with regard 
to off-cuts. 

D- 'º º, n �� n ++ n demand, nnnn 

E- 'ý r' " º+ " "" size & demand, " 

F- rr rº rr ºº " º+ " size & demand 

G- ºr ,r r, r, onc e by ºº it ºº tr n rr 

H- ,r rr rr r, n n ,rn tt n tr rr 

divisors of the p arent length being 

kept at t he foot of the demand list. 

Table 29 Total trim incurred by different methods of scheduling 
the bar cutting problem (in. ) 

lethod jt 
. Data ABtC DE FG t H 

22 480 426 150 246 162 162 156 156 
23 866 740 146 146 146 146 146 146 
24 258 258 252 252 252 252 0 0 

25 870 3.780 - 612 492 570 630 132 132 
26 2 407 1 501 1 327 847 631 601 43 43 

27 826 268 76 ie6 88 58 70 70 
28 18 516 96 24 96 84 36 6 
29 1 575 483 99 483 357 69 309 375 
30 51 63 15 27 27 27 15 15 
31 294 186 24 66 18 48 6 6 
32 276 66 0 0 0 0 0 0 

33 1 144 442 178 286 622 232 64 64 
34 0 186 0 0 0 0 0 0 
35 1 372 784 706 886 832 748 604 604 
36 664 1 924 526 526 526 526 262 262 
37 416 4 364 272 272 2? 2 272 272 272 
38 28 28 28 28 28 28 28 28 

Total 11 545 16 015 4 507 4 687 4 627 3 883 2 143 2 1? 9 
Time to 

run - 16 16 28 24 "28 21 20 
(secs. ). 
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Table 30 Total amount sent to stock by different methods of scheduling 

the bar cutting problem-(in. ) ýýY 

Method' 
S 

Data AB C D E FGH 

22 12108 2562 3318 6582 4746 4746 - 4752 4752 
23 
24 

870 
006 

276 
61 

3750 3750 3750 1 3750 1 3750 j 3750 
64 8 641 8 3 300 3012 3012 3012 3012 o 0 

25 41676 366 1 28974 30534 30936 3C876 15534 15534; 
26 174 72 966 366 222 2412 81o 810 
27 2316 114 858 828 1950 1428 1416 1416 
28 3666 288 1428 2220 708 1440 3288 3678 
29 1608 180 1644 36540 8946 954 4674 2088 
30 3294 3282 3810 3798 3798 3798 3330 3330 
31 162 270 912 390 438 4o8 450 450 
32 4o8 618 1236 1236 1236 1236 1236 1236 
33 5628 210 1914 9366 1110 420 1308 588 
34 546 0 546 546 546 

546 
546 546 

35 24096 12444 12882 2.2062 20676 13200 12264 12264 
36 36324 11544 32622 32622 32622 32622 22326 22326 

37 53040 18372 37824 37824 37824 37824 17664 17664 
38 3108 3108 3108 3108 3108 3108 3108 3108 

Total 192030 56712 138804 194784 155628, 141780 104520 11016C)4 
Average 

length of 182 150 164 156 165 172 119 119 
off-cut 

Table 3l Total number of lengths sent to stock by different methods'of 
scheduling the bar cutting problem. 

Method 
Datä A B C D E FG H 

22 54 30 35 43 39 1 39 39 39 
23 12 1 50 co 50 50 50 50 
24 33 33 33 33 33 33 64 64 
25 162 1 109 122 116 114 112 112 
26 1 1 12 3 1 " 20 5 5 

27 15 1 7 5 13 68 8 
2-8- 31 1 11 12 4 11 26 29 
29 12 1 20 301 77 6 35 17 
30 33 31 34 34 34 33 3 33 
31 1 1 5 2 2 1 

32 2 4 8 8 8 88 8 
33 40 1 22 71 8 2 14 5 34 7 0 7 7 7 77 7 35 218 122 125 189 184 126 128 128 
36 174 52 174 173 173 173 195 195 
37 248 84 178 178 178 178 136 136 38 14 14 14 14 14 14 14 14 

Total 1057 378 844 1245 941 822 876 852 
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Table 32 Comparison of the pattern enumeration method for the 

bar cutting problem on grouped and ungrouped data. 

Material and t 

Diameter 
Total 

cut 
amount! Trim (m) 
(m) ; Grouped Üngrouped 

Amount to 

. grouped 
stock (cn) 

ungrouped 

Mild steel 6mm 24 139 10 124 49 9 517 

8mm 20 718 1 86 31 3 353 
10mm 70 792 6 237 17 17 560 

ºi 'ý 12mm 38 334+ 3 99 19 3 562 
High Tensile 6mm 71 158 268 511 1 385 i 13 952 

it it 8mm (1 654 5 19 1 81? 
it º' 10mm 1 73 861 224 650 207 1 11 465 

Total 300 656 517 1,726 11 671 60 226 

In the table above, a comparison can be made-between the trim 

figures for grouped and ungrouped data. A similar comparison of the 

amount sent to stock would be misleading, as in the ungrouped data 
the lengths sent to stock after cutting one customer's order could be 
taken out of stock again to cut another's. The comparison of the 
final stock position produced did, however, show that the 'grouped 
data' had, when cut, given rise to far lower stocks. 
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Appendix 4. The Seauential Bar Cutting Problem. 

4.1 Data 

The twenty data sets below are those used by British Steel in 

developing their heuristic method ( (7) and (8) ). Each set of data 

shows the orders for rollings of a particular section and tauge. 

DATA 39 
_ ORDER -` " 

1 7 OF 16.77 7 (IF 1R. 30 
2 26 OF . 17.00 10 HOF 16.10 6 (IF 15 . 00 12 OF 13.75 

17 OF 12.90 
3 5 OF- 19-27 1 OF 18 . 27 1 OF 10 -41 
4 14 OF 12.90 4 OF 18.25 
5 4 OF 9.80 5 OF 11000 7 OF 12.80 
6 4 OF 15.60 4 OF 15.30 
7 10 OF 12.00 7 OF 14.00 7 QF 15.00 
8 30 OF 18 "28 
9 10 OF 15.24 

FIRST SET OF PARENT LENGTHS 
70 . 31 72.74 64.66 67-30 72.85 67.37 70-55 69-97 64. ßc7 6A. 43 
72.74 64.55 72.59 63.60 63.2/4 76.03 73.05 73.97 75.35 69.39 
71.09 73.09 76.72 62.48 66.37 71.94 71.27 74.14 71.37 72.9+ 
64.27 61.14 69.37 71.95 50.28 69.18 62.47 73.25 70.19 6o. gR 
61-58 60.57 653.17 , 73-R3 76.43 72.19 73.74 73.55 61'-53 72.42 
SECOND SET OF PARENT LENGTHS 
73.36 72.31 70.60 72.78 71.24 63.45 72.52 67.05 64.57 51.95 
72.51 77.51 70.44 73.05 67.31 60.41 68.64 66.16 51.15 72.43 
50.21 75.35 61.22 72.15 76.87 70.84 75.19 75.56 74.59 50.51 
73.69 71.55 71.05 68.38 75.81 70.41 61.14 70.15 76.63 70.35 
78.48 63.67 50.67 77.00 67.90 64.43 63.46 61.85 70.96 71.10 

DATA 4C 

ORDER 
7 OF 21 "80 22 OF 18.3 0 37 OF 15-25 11 HOF 12.80 

26 OF 12.25 
FIRST SET O F PARENT LENGTHS 
69.27 87.22 65.90 89.35 63.04 61.04 83.34 85.6% 36.51 91.95 
85. D8 62.90 87.67 48.92 64.49 66.64 77.40 69-63 91" 12 6R . tl 1 
65.02 89.97 68.64 90.06 63.71 85.56 65.90 95.39 69.10 86.23 
SECOND SET OF PARENT LENGTHS 
61.27 65.93 63.12 48.36 64.04 62.99 39.57 69.45 64.56 36.31 
68.76 63.76 69.75 61.62 69.94 96.06 47.83 67.75 60.60 62.79 

"63.34 84.88 35.21 66.38 63.37 86.72 37.99 65.45 67.32 65.84 

DATA 41 

ORDER 

2 
3 
4 
5 
6 

8 

10 0F 11 . Sn 
9 OF 13.71 
1 0F 14.02 

2_4 OF 7.? _2 
2 0F 14.02 
3 OF 17.72 
2 0F 18.50 
2 0F 12.73 
1 0F 4.30 

II OF 15 . 42 

5 OF 12.05 1 !F lu"Q5 3 IF 1? "50 
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9 2 HOF 15.25 3 OF 18.31) 

10 3 rF 10 "013 3 OF 15 -00 
11 7 OF 12.10 
12 10 0F 12.20 
13 9 OF 7.65 
14 3 HOF 1 5.3 0 2- r 1.0 0 
15 4 OF 10 -07 2 IF 8.1 02 OF 7.51 1 1W 7. n5 

16 6 'IF 12 "97 
17 7 OF 6.55 
19 7 IF 11.00 7 OF 13.00 6 OF 15"n0 
19 6 1-3 F 1 2.0 0 7 HOF 1 5.9 0 
20 3 OF 12.00 9 'IF 16.00 
21 3 OF 15 - 3,? 4 1711F 9.8)3 OF 1 1" gn 3 HOF 12.2 n 

3 OF 14.10 
22 1 OF 11 . 75 1 OF 8 "00 1 0F 7 "95 1 OF "1l`? 

2 OF 7.85 
23 4 OF 14.00 4 OF 13.33 
24 13 OF 15.30 
25 1 OF 14.05 1 OF 13-40 2 OF 11 "62 1 OF 7-77 
26 1 OF 5.90 
27 1 0F 13.71 
28 1 OF 8.47 1 0F 9.00 1 OF 10.71 
29 1 0F 13-55 1 t=OF 9 . 47 2 nF 8.0 0 3 OF 5-35 
30 1 QF 9.00 
31 15 OF 13.50 13 OF 13.25 12 OF 12.05 4 OF 12"05 
32 3 OF 12.55 2 OF 11.65 1 OF 7.05 1 OF 8.05 

3 OF 6.75 
33 3 OF 11.76 
34 1 OF 8.40 
35 1 OF 4.05 
36 4 OF 18 "30 
37 9 OF 8.41 10 AlF 8.42 
38 8 OF 15.24 15 OF 19.28 
39 20 OF 18.28 
40 13 OF 12.19 9 OF 18.24 
41 5 OF 18.24 5 OF 16.76 
42 1 OF 8.05 1 OF 7.77 
43 1 OF 10 "70 
44 3 OF 10.43 8 OF 10.2_1 2 OF 10.10 3 OF 9.95 

1 (JF 6.90 6 OF 10 "43 5 OF 10"21 3 i7F 1 0.1 3 
45 4 CIF 9.80 2 0F 9-62 3 OF 9-44 1 OF R . 6R 

1 OF 9.90 1 OF 0.30 1 OF 6.65 
FIRST SET OF PARENT LENGTHS 
79 "97 87o83 84 . 22 83.93 75o97 40 "33 85.22 74.33 79 .96 84 . 80 
82.14 85.58 96.21 77.05 85.34 82.81 93.39 83.10 59.01 91.20 
54.09 83.68 75.26 93.43 92.28 77.75 44.99 77.13 84.86 52.00 
85.24 86.39 81.14 77.33 85.70 45.28 94.31 75.33 79.22 p2.33 
76.99 81.86 82.30 77.07 90.68 84.46 77.60 52.45 76.33 76.90 
78-42 76.42 91-75 83.67 77o25 45.40 84o19 74.49 80 . 20 52o77 
77 . 79 87-78 79.57 85.37 86.09 84.1 9 81-29 87 . 02 74.55 85.07 
86.45 81.02 87.04 85.03 44.82 81.61 83.31 74.35 86.29 48.52 
SECOND SET OF PARENT LENGTHS 
86.73 45.49 90.34 64.54 83.24 94.51 49.47 %4.65 u5.04 u5.42 
8 3.1 1 78-87 85-22 83.45 48 *71 75.17 93.63 %ý4.1 7 RP-35 k5 "6n 
77.39 45.96 86.25 83.78 74.43 71.59 943.64 64.45 59.95 45.65 
80.30 82.94 81.92 82.06 96.14 95.67 85.61 78.62 84.20 44.65 
85.05 86.43 87.15 74.99 85.5E 81 . 44 84.78 42.34 R102(- 77.06 
81.03 77.64 85.52 82.34 41.36 47.13 76.51 77.81 47.27 42.36 
7 5.67 86'. 41 69 -7-53 45.34 87.25 75.03 65.95 78.38 76.74 83.00 
78.36 

. 
83.11 76.43 76.59 86.63 74.44 77.91 72.52 85.92 85.81 
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DATA 42 

ORDER 
1 5 OF 11 "00 6 OF 12.50 6 OF 13.50 
2 5 OF 9.00 5 OF 10.00 4 AlF 11 "00 u OF 12.00 

3, OF 16 . 1) 0 
3 5 ß'7F 9-0 4 nF 11.00 4 '_1F 12 .20 3 OF I1 0 

3 OF 15.30 
4 3 OF 14.60 
5 4 OF 11 . 65 4 OF 17 . 51 6 OF 1s .15 
6 7 0F 12 .0 fl 2 OF 6-69 2_ OF .55 
7 3 OF 12.20 
F 1 OF 11 . 05 
9 2 1F 9-50 1 OF 4.30 2 OF 8 "F5 

10 1 OF 15.24 
11 1 QF 10.47 º 
12 2 OF 12.05 2 OF 1A. 37 1 OF 9.35 4 OF 19 "25 

FIRST SET OF PARENT LENGTHS 
92.45 75.56 85.31 89.77 78.81 78. 89 95. 04 76.21 816.86 94.29 
77 . 99 67-32 72.94 79-78 77.20 96- 20 81. 34 89-22 83.28 94-6q- 
SECOND SET OF PARENT LENGTHS 
82.86 77.58 76.70 77.97 75.48 85.. 19 552. 79 97.110 86.83 87.99 
7 5.41 75.61 52.91 92.96 80.58 84. 87 87. 94 82.83 67.44 533.19 

DATA 43 

ORDER 

2 
3 
A 
5 
6 
7 
8 
9 

10 

2 OF" 10-61 
4 OF 10.61 
4 OF 14.40 
1 OF 11 . 10 
3 OF 11.5 
1 OF 8.85 
3 OF 10 . 67 
1 OF 12.45 
6 OF 10.97 
I OF 12.00 
3 OF 12.00 
8 OF 19.20 
1 OF 5.05 
8 OF 9 . 80 

I8 OF 10 "87 
2 OF 5.60 
2 OF 16.80 
2 OF 10.80 
2 OF 15-77 

10 OF 13.28 
1 OF 11 "85 
1 OF 11 . 55 
1 OF 19.14 
8 QF 10.54 
2 OF 15.25 
2 OF 12.19 
5 OF 14.63 
4 OF 8-95 
7 OF 9-00 
I OF " 8.31 
5 OF 7.49 
S OF 15-25 

4 OF 1 4.4 0 
4 OF_ 14.40 
4 OF 14.58 
1 OF R. 30 
2 13F 11.29 

1 of 3.00 
1 OF 1 -1 . 07 
g OF 2.82 

4 OF 14.58 

4 QF 14.553 
2 OF 10.61 

12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29, 
30 
31 
32 

4 OF' 18.9 0 

I (7., F 11.28 

I (i 7.50 
30F1.19 

16 OF 2-72 13 OF 3-00 
1 OF 5.60 1 iF 5.60 

1 0F 11" $35 
1 OF 1 0. 55 
1 OF 18. 27 
4 f? F 8. 33 
2 RIF 13" 72 
2 HOF 1 5. 24 

I nF 7.55 
P OF 14 . 57 

2F1. RQý',; 

I JIF 1 1.7 5 

I OF q. ý? 0 

2 OF 7.99 
3 OF 7-87 
S OF 17.07 

I flF 7. ; 39 

4O 1R"3O 
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FI.. ST ET OF PAt<ENc LE\`G1^ýS 
5F. 27 54.77 56.1 7 55.1 1 60 . Q)6 57 "/4t! 57 "x; 1 56 . 2A 60 "29 61 . 32 

60.34 54.11 59.5=+ 53.45 56. /7 55.76 5 "23 55.79 5F. 24 56.31 

57.67 62 . 21 55.25 59. S 5? "24 55.19 56.94 55.9f) 56.95 56.57 

59.93 6+: 1.2 60 "44 58.30 59.74 57. F 6 55.3`2 60 " 1k 61 "1 5 60 "3', 
54.39 59.63 61-27 59-R9 56.91 61 "44 56e43 6? "6 1 55,, P, 4 56.47 

SECOND SET "7F PAi E. T 
61 "90 54.67 55.93 57 . 51 59.69 61 . 55 61 "06 59-42 56.92 t, 1 . 73 

59.11 61 "06 61-34 55.4 52.7 46"83 59.17 61.4Y 57.36 59.1 

47.61 55.30 56.33 57.22 62.32 57.94 62.73 52.92 61.93 S. s"2R 

57.24 59.96 54.55 5.62 6+0.76 60.02 55.23 57.16 57"91 5R"95 

60-52 56.53 60-51 60 "25 61 "92 60-23 46.12 60-5; 3 56-41 S3-20 

DATA 44 

ORDER n--.. ..... __ ._ ._ 
1 --7 QF 10 .977 OF 12.19 6 OF 1 3.7 1 
2.22 OF 18-50 35 OF 1K. 00 12 OF 15-011 

21 OF 12-00 
3 4 OF 15.25 
4 5 OF 13.50 7 OF 12.25 
5 10 OF 13.90 1 OF 1,1.52 

6 nF 16 "27 1 67, F 12 . 67 
6 1 0F 7 . %i0 5 OF 13-50 

4 0F 15.00 5 OF 8.75 
7 3 OF 15.25 7 OF 7.20 

10 OF 12.10 3 OF 12.20 
8 4 OF 9.80 7 OF 17.45 

4 OF 11.00 
9 6 OF 14.90 3 OF ? 2.20 

2 GF 6.10 1 OF 8.7 0 
4 0F 17.25 4 ! -IF 17-75 
2 OF 1 4.9 0 3 +Ih 1 1. %41) 
8 OF 12.90 9 OF 12.40 
1 OF 12.55 4 OF 16.30) 

10 7 'IF 11-00 7 OF 12.00 
11 2 OF 8.00 5 OF 9.20 

43 OF 12.20 6 nF 13.10 
7 OF 8.00 7 OF 8.15 

12 11 OF 12-00 7 OF 1 4.0 0 
13 7 OF 12.20 6 OF 14.00 

5 OF 18 "30 
14 4 OF 15.00 8 OF 13.50 

2 OF 10.10 
15 9 OF 9.14 7 OF 10 "97 
16 4 OF 15.30 6 OF 13.70 

, 30 OF 15.00 
17 9 OF 19.28 
18 1s CIF 11.10 6 OF 6.80 
19 18 0F 15-00 R 0F 1 3.0 0 
20 20 OF 15.24 
21 1 OF 18.00 8 47F 15 "30 

2 OF 11 "00 
22 1 lF 14.25 1 OF 10.30 

7 OF 12.25 
23 40 OF 15.10 26 '7F 14.65 
24 11 OF 12.20, 11 OF 15. K5 

.z 
20 OF 13.35 

25 
, 1: 32 OF 12.3 5 12 OF 12.4 5 

26 ' 51 
, 

OF 6.60 11 OF 8.02 
17 OF 12.10 3 OF 13.50 

4r ,r 15.42 
1 I-IF 17.11 

I i1F 14x$; 111 

2 Or 12.00 

IA OF X5. 00 

4 nF 10. 115 
I cri 1 1. 10 
3 "1 F 12- 115 
1 r1 F" 14. 50 
2 (-iF 13- 55 

8 OF 14"Q11 
?_ 17F 1o. l l 
4 flF 14.10 

Fs IT 16.00 
5 OF, 1 5.2 5 

5 of 15"i10 
5F r7F 13.50 

6 OF 16.67 

6 OF 11.00 

14 I-IF 15.40 

4 OF 12.50 

2 OF 14.55 
4 D' 1 6.7 5 

OF 15.1n 
1 ß"1F 1 '1 . P'1 
2 OF 13"iJfl 

IT1 15. nq 
P_3 OF 11 "n0 

20F15 . 3f! 

2 ii F1 '1 .0 fl 
5 OF 1e . 50 

4 OF. 1 0.0 020 Qr 13 .25 

25 OF 12.19 20 fF 15.24 
10 1W 12.2f1 4 OF 1,1.70 

2 flF 12.: 3') 
14 OF 12.50 

A OF 13-35 
22 rlF 9.? n 

R OF 1' . ilO 

1 {1F 9.? _4 

10 fF 14.20 
4 Or 13.71 

1 ii PF 12 . %ßn 

OF 13.15 

7 nF 10 .9 f1 
1 LD 14.63 

10 OF P685 17 OF 11.30 
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27 50 OF 18 "2% 
28 75 OF 14 .2% 
29 7 OF 1 6.7 6 1O F 9-1 4 
30 1 OF 13.72 29 O F 12.0 41 OF 12 . 20 1 OF 10.52 

5 OF 13.41 
31 1 OF 6.55 
32 4 0F 9"15 
33 28 0F 16.76 5 08 17.52 
34 10 QF 15 . 24 1011 813 .7 1 
35 59 OF 15.24 49 O F l4"2 8 

FIRST SET OF r'At<EN T LENG THS 
87 "03 91 . 06 76.11 76.06 71-33 76.47 83.83 82.71 77 "79 97 "35 
74.96 83.60 u6.97 47.40 83.62 77.09 X7.92 77.74 6x"14 76.16 
86-64 82.39 97.5$3 8s l-953 82.60 77.77 75-21 75.3A 8R. 24 83.20 
91 .01 98-27 83.48 75.43 79-21 77-35 81 . 21 74.1 CI 78.71 87 . 36 
91 "76 70-25 77-68 68.76 65-46 90-85 H6-97 90 "14 82.09 R3-25' 
90 "67 83-75 97-42 83.73 91-59 77.00 91-65 R7.94 87.74 R6995 

9 2.00 84.48 82.86 83.82 92.12 82.33 53.92 83.49 83.64 78.39 
84.59 87.00 92.66 71.95 80.77 40.03 91.25 76.22 86.07 88.43 
78.94 90.80 91.32 82.69 82.25 91.22 91.09 95.49 76.14 81.41 
82.13 76.13 95.57 74.18 71.95 82.09 88.93 90.78 81.25 82.49 
92 . 62 88.35 78-46 87.61 97.49 81 "44 74.22 93.39 s17-34 97-50 
77 . 90 77.94 B7-47 82.39 83-99 90.99 8R "14 87.89 83.0% 91 . 47 
91 "06 79.16 81.40 92.92 65.94 80.29 87.29 71 . 09 86.93 87.76 
90 . 20 53.33 86.16 65.97 67-32 68 "19 91 . 24 71.71 80-04 78986 
8 3.74 44: 69 95.48 84.67 90-68 84.02 66-97 75.64 86.108 80 " 72 
84.56 74.91 87.41 90.20 70.53 98.32 R1.11 811.82 90.86 87.41 
8 4.1 0 76.28 81-77 83.03 82-26 7R-25 87 .1% 92.76 83.93 84.77 
87.23 83.42 76.44 77.80 91.80 65.63 75.57 83.69 91.97 83.64 
91.08 75.71 92.54 70.44 83.19 78.54 80.53 91.31 88.09 83.75 
82.68 83.26 98.46 84.35 86.95 83.58 91.91 87.20 91.02 83.29 

; 77.55 95.62 65.79 82.09 75.45 71.82 81.87 90.82 92.14 83.39 
88.09 81 099 77.13 77.86 75.00 91-24 95.39 87.16 91 "39 83.9(1 
95.88 76.11 78.74 87.44 90.99 77.95 82.75 87.9% 91.11 83.8? 
82.46 74.31 75.10 87.27 68.71 82"96 78.76 82.75 53 2.67 77.24 
84-39 48 "14 83.32 88.69 83.24 91"1R 76 "97 91 "12 92 . 03 87 . 07 
84.12 83.10 87.47 81"%7 92.04 %7.35 91.70 77.94 82"17 91.24 
53.87 65.09 66.69 53.30 90.57 91.70 883.00 90.74 78.37 84.60 
92-22 80.88 75.31 84.92 97.67 67.74 80.40 81.67 83.42 78.48 
7 5.1 0 76.27 9R. 72 90-90 88-R6 83.06 77-58 84.98 851.60 92.76 
82.20 91.34 76.18 83.03 p2.51 83.77 75.9% 87.92 75.66 86.71 
98.30 87.36 80.51 86.75 53.92 75.74 91.14 82.15 %2.61 94.31 
80.36 91-31 77.59 93.76 48.19 91-30 91 "06 87.65 91-37 91-33 
77.67 82.98 77.86 75.30 72.05 78.64 83.33 47.22 87.31 83.92 
SECOND SET OF PARENT LENGTHS 
82.68 83.26 98.46 84.35 86.95 83.59 91.91 87.20 91.02 43.29 
77.55 95.62 65.79 82.09 75.45 71-R2 R1987 90 "82 82.14 83.39 
88.09 81.99 77.13 77.86 75.00 91.24 95.39 87.16 91.39 83.90 
95.88 76.11 78.74 47.44 90.99 77.95 82.75 47.94 91.11 83.32 
82.86 74.81 75.1 0 87.27 6S-71 82.46 7R-76 82.75 89-A7 77 . 24 
84.39 88.14 93.32 88.69 83.24 91 "1% 76.97 91.12 92.03 87.017 
8 4.12 83 "10 87 "47 80 . 87 92 "04 87 "35 91 "7 0 77 "118 82.1 7 91 . 24 
53.87 65.09 66.69 53.30 90.57 91.70 83.09 90.74 78.37 84"611 
92.22 80 "88 75.31 84.92 97.67 67.7/i 80.411 81 "67 83.42 74.48 
7 5.10 76.27, 98.72 90.90 853.46 83.06 77.59 88.94 a%. 61) 92.76 
82.20 91.34 76.18 93.03 p2.51 83.77 75.94 47.92 75.66 86.71 
98.30 87.36 80.51 86.75 53.92 75.74 91.14 82.15 ? "61 94.31 
80.36 81-31 77.59 83.76 48.19 91-30 91-06 87.65 91-37 91-33 
77-67 82.98 77.86 75.30 72.05 78.64 83.33 87.22 87.31 83.92 
81 "96 77-93 91 . 88 91.94 94.66 91-52 93.1 6 84.28 91.2n /48"6/4 
92.03 83.39 81.02 78.59 82-37 '91.91 80.07 88.25 94.85 91.533 
81.35 53.60 66.41 86.01 84.4(3 90.23 91.78 91.63 40.75 83.79 72.98 59P72 82,51 91 "56 87-78 8 . 64 86 . 74 97.. 619 47 . 24 80.63 7 5.23 95.74 81.31 94.23 95.53 77 . l4 81 "02 77 74 85 84 90 82 

, - . . . 
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76.32 83.24 48.5u 83.27 7,;? . 40 92.00 72.34 k1'. )5 1ii. 25 81 . r, 5 

84.99 82.51 p4.13 553.17 71 "i47 R6 97. +17 14 3.511 3.35 90.61 
82.40 80.99 74.33 92_. 04 87.22 u7.96 77.74 9.1.77 X1.93 77.57 
87.05 77.19 77.67 84.30 84.74 77.77 75.90 701 *56 91 . k5 47.5v< 

8 4.86 91 "86 67-42 92 "81 920114 84 "90 77 . 06 77 "91 %7 . 14 R4.51 
71 "37 77-64 87.53 78.38 60-51 86.56 92.77 %ý3.6R 78.65 60 . 50 
90.09 88.06 78.52 84.60 83.90 76.00 77. <5 811.10 83.91 7h. 53 
77.93 47.43 86.59 75.07 98 -05 87.70 uß'). 71 94.90 X1 . 06 40.23 
77 . 79 97-66 81 "83 94 "112 Q5.67 94.40 75.75 92.2 47.95 47.1 3 

K 3.25 82.30 65.51 2 "32 77 . 31 . 92.97 94.02 91 . 35 =ý 1 . 91 87 . 2% 
82.43 92.08 40.5v 77.79 95.46 59.6k 86. ý8 97.18 77.13 40.18 
82.89 91.71 96.22 43.96 84.73 87-74 9,1.8? _ 

75.24 83.1)6 22.2? 
80.76 83.57 99.55 90.19 77. "19 95.36 91.42 82.31 75.1)2 43.35 
75-91 92.25 74.45 95-15 43.40 87 . 45 R7,46 77 . 68 77-00 43.24 

DATA 45 
x 

ORDER 
1 24 OF 11.10 32 OF 13.25 32 nF 12.64 32 'OF I 

1 OF 12 .95 1 OF 12 .95 
2 11 OF 12-F40 1 OF 12.35 1 OF 6.40 
3 9 OF 15.25 8 HOF 16.77 8 OF 16.30 
4 55 GF 18.30 27 LF 17.00 25 OF 14.00 14 OF 15.30 

17 OF 12.20 
5 1 OF 14.05 3 OF 15.25 3 OF 18.30 5 OF 11.00 

11 OF 12.82_ 
6 39 OF 13.65 
7 10 OF 10 . 70 3 OF 12.291 7 F 

-IF 11 . 00 
%3 9 OF 14.00 13 OF 1 5.0 02 OF 1 8.41 
9 7 OF 10 . 97 6- 10F 12-19 9 OF 15 . 24 

1 10 7 OF 12.00 3 OF 14.00 4 OF 16.00 2 OF 9.00 
3 OF 10.00 7 OF 11.00 2 OF 13.00 

11 5 OF 14.00 5 OF 13.01) 5 OF 12.09 4 fF 11 on 
4 0F 10 .00 4 OF 9. O F) 4 OF 4.1) 0 

12 1 OF 18.00 6 CIF 15-30 6 OF 1 4.00 6 nr 12 "20 7 OF 11 "0 0 
13 16 OF 1 0.9 7 1 P. OF 12.19 10 OF 1 3.7 1 9 OAF 1 5.2 4 

9 OF 16.76 4 OF 14.28 
14 3 OF 7.7 0 2 OF 9-30 1 tOF 9.711 2% CAF 1 5.3 5 

6 OF 15-60 
15 5 OF 8.55 3 'IF 11 . 20 4 OF I iS . 45 2 OF 12.80 

I OF 12-50 1 OF 16. )t) 
16 1 OF 12.30 3 OF 11.880 1 OF 6.00 3 0F 12.30 

8 QF 17-25 3 OF 11 . 35 3 OF 7-99 1 FIR, 6.20 17 2 OF' 15.25 
18 26 OF 15.24 22 OF 14.29 
19 10 0F 19.2% 10 OF 13.71 
20 3 OF 7.59 
21 6 OF 16 . 76 10 OF 1 7.52 1 OOF 9.1 4 10 "IF VP . 24 22 23 OF 18.28 
23 60 OF 18.28 
24 23 OF 15.24 19 CIF 18.28 
25 10 OF 18 -29 1 tl OF 16 . 76 10 OF 1 5.24 FIRST SET OF PARENT LENGTH 

68.27 92.47 63.75 64.67 84.29 91.67 68.40 87.3% 69.66 'R 3"52 80.22 72.59 68.56 69.97 71.82 64.15 65.46" 68.44 73.44 79.67 92-90 65.50 69.90 72.89 68 "1971.10 R7,96 75090 60.18 69. R5 76.44 63.01 77.06 68.23 64.83 92.92 77.02 76.47 42. (10 (19.14 72.0% 69.79 69.02 68.00 75.78 68.66 68.8, % 73.32 72.99 87.112 71'-22 69 .11 
" 

84.59 76-59 72-13 47.59 68-28 71.40 69.46 76-51 88.31 
72 74 

80 . 22 64.57 85.39 85.20 84.65 73.11 71.7E 75.55 71.1)5 . 
77.62 

68.40 
84 92 

72.73 72.75 92.911 72.64 64.68 87.35 69.95 75.53 
. 92.92 72.18 92.83 64.2% 75.25 72.95 76.36 72.65 
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9 3.59 92.69 72.85 63.85 71 . 4F 72.06 72.211 81) . A5 6 . 09 69.7(1 
69.37 75.91 93.12 68.53 69.12 81.90 76.35 71.99 81.75 76.54 
69.53 77.28 85.96 69.64 69.06 65.61 72.10 75.12 73.76 89.47 
89-92 71.33 64.64 71.85 68.31 75.24 87.61 92.51 69.55 69.71 
83.27 92.23 75.98 73.74 1 "63 6 . 07 72.73 65.74 %7. ßs X4.57 
93.48 72.74 92.13 87.06 72.20 71. A7 Q7. )5 X5.93 7". 50 
79.16 76.65 52.47 83.95 69.51 76.47 69.19 72.87 72.52 RR-24 
63-76 76.33 93-15 87.87 68. RA 69.46 64.78 80.52 76.07 92.7: 
73-98 92.87 45.38 47.44 6q-23 76.38 75 .15 76.51 76.69 R9.51 
85,79 84.18 60 "94 67.99 R1049 R0 . 02 F, 0 . 71 6P. 07 93.99 92.27 
93.70 71 "77 77.32 69.02 84.22 64.10 87.58 6'5.55 0.4.16 %4.37 
85-65 76.50 68-15 72.39 7.95 93.1-) 20 . 35 92.73 84.21 (-5 . 6% 
SECOND SET +flF PARE NT LENGTHS 
93.70 71.77 77.32 69.02 94.22 64.10 87.58 68.55 68.06 84.37 
85.65 76.50 68.15 72.39 37.95 93.15 80.35 92.73 84.21 65.6% 
89.72 64.12 92.24 92.32 71,70 65.32 89.59 69.61 88.34 72.47 
72.77 76.40 85.44 94.02 81.17 92.84 88.53 85.55 76.51 73.12 
64.09 89.49 87.09 93.10 89.81 85.89 69.03 73.19 93.81 88.14 
72.55 93.98 72.93 85.77 92.16 53.08 72.97 72.12 53.99 84.81 
80.91 84.20 84.97 85.99 73.21 8? "33 88.11 75.67 83.00 69.97 
84.77 84.89 72.40 75.41 77.86 93.41 85.71 80.59 58.13 75.4=4 
69.69 72.77 89.42 68.60 68.79 72.34 75.88 84.23 76.44 +-44.54 
80.25 85.59 77.26 76.24 64.09 77.36 89.31 69.64 87.04 73.46 
72.37 72.07 61.07 83.81 61.16 85.71 73.74 76.04 72.63 83.31 
63.40 53.30 83.14 93.14 85.53 83.93 77.79 72.34 59.90 k . 29 
84-62 73.09 63.87 84.46 87.88 71.09 72.64 85.00 71.24 75.45 
87.46 72.71 71.13 87.35 84.93 89.38 77.89 76.87 79.23 68.52 
69.07 81.66 91-35 85.15 8%. 6 73.75 69.39 64.49 534.44 %%. 2M 
72.72 61.76 73.01 76.25 71 . 36 48.92 83.2_6 8%. 25 69.11 92.42 
63-51 77-25 63.86 69.93 76.79 81.32 69.84 69.1 1 68.06 72.41 
73 "94 73.34 93.53 72.04 87.4R 73.52 58.80 76.12 76.47 61<05 
93-23 72.66 52-84 69.12 858.1 1 84.53 R9.21 72-47 73-9P 61 . 21 
7 5.01 61 " 12 68.61 69.55 % . 76 72.61 73.84 73.48 75.39 F7. ß, 9 
68.20 71"81 93.06 69.00 71 . 50 72.97 93.28 85.92 63.00 64.73 

DATA 46 

ORDER 
1 5 OF 15-25 5 OF 16. 77 5 OF 1 . 30 
2 22 OF 18.50 12 OF 15. 35 2 6 OF 1 4.00 
3 2 OF 12.04 6 OF 12. 04 3 OF 1 2.04 4 OF 12.04 

1 OF 6.00 
-4 

2 OF 8.00 3 OF 9- 20 5 IMF 1 0.10 4 OF 1 1" 0n 
9 OF 7.50 5 OF 12, 20 2 OF 1 3.10 4 OF 1 4.1 0 
6 OF 15.30 

5 9 OF 14.00 13 OF 15. 00 
6 7 OF I8.28 
7 2 OF 9.20 4 OF 15. 30 6 OF 1 3.70 R OF 12.20 

5 OF 
_10.70 8 21 OF 
. 9.14 29 OF 15 - ?4 

9 24 OF 9.2 0 14 OF 1 5. 60 3 Or 1 2.7 5 2 OR 12.2 0 
2 OF 11.50 

10 1 OF 9.17 
It I OF 7.31 
12 2 OF 7.62 
13 10 OF 19-29 19 OF 1 3.71 
14 35 OF 18.28 
15 14 OF 18 . 29 
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FI RST SET OF PARENT LENGTHS 

80.31 53.15 63.12 75.33 80.91 77.47 6R. 57 ('4.19 7R . 9R 7 1.16 

78.15 77.43 77.21 65.36 82.24 77. 
_21 

67.04 'R0 934 7R. 71 1 . Q+6 

83.11 66.05 71 . 33 77.61 ; 11.79 p2.59 74.42 B1 "25 77.65 70.69 
71 "24 83.20 79.02 82.28 80 . 50 u1 . 49 79 . 40 6' "91 *40 . 91 74.20 
7 3.03 81 . 32 82. (-1 74"P2 65.38 72.6 7/1 . 75 A . 7z: 61 . h2 67 . 09 
80 "92 77.74 64-15 79 .1k 82.69 65.56 ;0.. 0p .R14 'n2 "1 .1 79 

'8 0 "76 66.00 R1 .15 7/4.94 82.22 11 "9 65.32 50.94 70.74 7P. 9 
83-05 68-64 64.32 p2.20 73.26 X2 . 75 7x "lh psi) . 22 75.82 6 . 93 
SECOND SET OF PA., -, 'E. '\I-f LENGTHS 
71 "83 82.94 62.52 61 "52 79-42 69.83 64 "2zi P11-93 P1 . 41 7ý . 113 

81 "73 M-66 67.33 69.09 81-50 65.21 77-75 81.59 66.76 P2.23 
81 "57 69.31 79.67 79.22 57.29 79.70 77.61 82.2% 80 "21 65-71 
82.39 82.87 67.73 79.51 64.53 68.56 65.56 5X "2A 67.53 6%. H 1 

'65-00 79.85 81 . 05 78.61 82.19 76.66 73.23 82.40 540.32 ßc1-31 

, 
67.91. 66.69 78.93 76-39 61-87 66.84 77.12 82.21 72-12 79.82 

79.84 68.62 67.09 13.00 72.10 81.65 58.94 83.79 74.25 79.34 
81-77 67.53 57.21 64.46 76.89 77.12 79.73 76.27 69.04 79.84 

DATA 47 

ORDER 
1 20 OF 18.30 

5 OF 12.60 
21 0' OF 1 0" 75 
3 5 OF 9.15 

9 OF 13.71 
4 1 OF 7.55 

1 OF 9.30 
I OF 13.82 
1 OF 12.914 

5 12 iOF 10 -70 
6 1 QF 20.73 
7 3 OF p. 45 
8 7 OF 11 . 70 
9 6 0F 7.37 

10 3 OF 15.25 
11 2 OF 13.80 
12 9 OF 12.0 0 

I OF 13.22 
13 3 OF 10.00 
14 3 OF 15.30 

3 OF 14.10 
15 6 OF 15.30 
16 8 OF 13.80 
17 2 QF 22.25 
18 8 OF 11.00 
19 4 OF 14.00 
20 1 OF 12.39 
21 7 OF 15.24 
22 1 OF 11.12 

1 OF 13.60 
23 1 OF 16.55 

1 CF 6.10 
24 ?. 0F 9.50 
25 3 OF 12.25 

1 OF 8.85 
26 1 OF 11.62 
27 2 OF 11.70 
28 4 OF 6.57 
29 10 OF 15.24 
30 36 OF 9.61 

5 nr 16.110 
5 OF 12.00 

5 f] F 9.75 
6 1F 15-00 
2 0F F. 05 
1 0-F 10.30 
1 OF 12.54 
1 OF 10.12 
1 OF 7.40 
1 OF 20.73 
6 QF 12 . 20 
7 OF 9.70 

5 0F 16-47 
1 CAF 6.10 
6 CAF 16.110 
2 OF 11.52 
4 OF 15.00 
5 DF 9 . sc0 

7 OF 13 *00 
2 OF 11.00 
2 OF 11 u3 
6 OF 18029 
2 OF 10.85 
2 OF R. 17 
I OF 9.961 

7 OF 10.00 
3 Or 9-25 

1 0F 11.20 
6 LF 9.47 

12 OF 18-28 
1 OF 11.6(1 

10 OF 15.30 

P OF 10.97 

1 OF I2.05 
1 OF 12.00 
1 OF 12.56. 

16 flF 13.21) 

3 OF 1R. 30 
10 1-3 F 14.10 

4 "7F 9.45 
4 -F 1 1.5 5 

4 rl F 11 . 00 

7 I-IF 15.00 
1 CIF 8.55 
1 nF 11.37 

1 flF 10.10 
2'iF x. 10 
1]F13. u) 

4 OF 10 "45 

7 'IF 14.00 

7 'IF 12.19 

1 OF 12.10 
1 1-]F 9.20 
1 7F 12.58 

5 OF 14 . 85 

12 i)F 1:?. 0+) 

4 ý7F 12.?! ' 

7 OF 1ýi. a0 

11-1 F 9. i5 
1 1F 12.17 

ý. 1 IF 

I IF 14"75 
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31 5 OF 16 "76 
32 15 OF 12.19 10 DF 19.2% 
33 2 OF 14.92 ' OF °"69 1 OF 9 . 64 14 OF 9.36 

12 OF 9.32 
34 1 0F X9.47 
35 30 OF P-68 1 ilF 8 . 58 F. 9 1-1F 8 . 70 8 OF 8 . 3% 

89 OF 8-33 7 OF % . 2% 9 i-, FR .10 1 iPF 9.44 

36 10 rF %. 4 u 7 OF n" 40 3 OF 9 "30 3OF 6.65 

FIRST SET OF PARENT LENGFNS 
92.78 73.62 80.72 79.71 u7.75 gP"0 3 98.44 6.15 93.16 7.7c4 

89.19 94.12 93.98 81-72 B4.52 81). 61, ' 84.92 }95.04 %7.97 p5.46 
78.99 80.76 90.64 89"96 98.99 90.26 %3.64 77.46 92.99 'Al. 76 

87.62 89.91 94-84 515. %1 93.27 42.36 90.67 83.82 86.90 76.44 

87.41 86.53 83.45 78.99 79.25 87.55 91.99 82.02 71.17 76. u`l 

83.24 84.27 89.42 93.06 85.54 89.65 65.06 85.46 93.24 90-2(1 

'81 . 39 79.97 83.26 92-81 90.53 538.89 83.52 '35.09 74.86 9n "3% 
77 . 48 84.48 F7-55 87,93 96.65 X95.49 44.03 97.90 q9 "1)4 74 
80 . 55 94.95 85.71 89-67 X86.61 97.63 86 . 25 76.80 96 . 51 6 .81 
85.29 85.40 85.80 90.20 83.96 90.92 86.86 92.87 72.45 94.90 
86.31 98.71 87.48 90.49 91.56 94.9 R 89.79 80.91 84.33 p6.77 
86.65 89.99 82.07 79.51 84.37 91.65 92.56 86.48 86.79 92.41 
83-34 86.31 96.78 89 . 87 79 . 22 87.46 79-73 76.24 81 . 82. %6 . 74 
SECOND SET OF PARENT LENGTHS 
93.98 79.29 83.97 R4 "16 86.19 92.70 87.44 85.32 85.91 90.60 
87.37 81 986 84.80 82.03 84.91 86.23 91.17 84.87 996.69 92.31 
90.65 80 "09 86.56 85.69 90.02 81 "93 83.3% 89.89 84.89 92.311 

. 77 . 73 89.68 79.50 89-86 80 . 66 78.24 87 . L2 79-39 889.. 49 86.47 
91 . 37 87-97 76.49 84.23 99 89 02.28 96.69 65-56 82.1 5 95.83 
79.58 83.99 90.69 83.19 78.91 80.72 92.13 85.27 64.39 86.92 
82.98 81.55 91.49 83.95 64.33 82.35 87.13 93.64 96.65 90.01, 
83-51 80-52 97-51 79.39 83.77 84.04 91-35 86-66 87.8 1 79 .91 

, 89.20 80.97 93.00 91.25 96.49 97.54 75.97 93.91 84.68 92.91 
8 5.30 80 "66 86 "1R 84.17 87-34 84.50 79 "97 90 "26 83.88 96.89 
8 0.37 86.22 77.99 85.96 88.93 94.37 94.69 86.82 85.67 R5.64 
95-76 94.7 8 85.91 86.79 72. z 5 71.60 90.51 `= 4.64 80 . 25 '0-73 
80.16 64.34 86.62 94.60 85.01 90.65 90.77 80.92 85.91 x1-4.11 

DATA 48 

ORDER - 
1 200 OF 14.60 
2 4 OF 7.46 
3 1 OF 1 8.0 5 2 OF 12-05 
4 1 OF 9.20 
5 4 OF 8.27 
6 1 OF 8000 
7 1 OF 16.00 
8 7 OF 10.10 
9 6 OF 11.00 6 OF 13.00 6 OF 15 . 01) 6 Q1F 19.1111 

10 12 OF 14.00 
11 1 OF 11.97 
12 3 OF 14.95 
13 1 OF 13.35 
14 2 OF 14.60 
15 2 OF 13.52 1 OF 8.57 1 AlF 13.30 1 OOF 12.01 
16 1 OF 13.50 1 'iF 6.02 
17 2 OF 12. " 10 
18 1 OF 13.50 
19 4 OF 15.24 6 QF 18.29 
20 56 OF 9.85 5 OF 9.80 1 OF %x. 68 
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FIRST SET OF PARENT LENGTHS 
72.31 65.93 76.76 70.14 66.01 75.76 66.50 75.11 66.17 74.99 
65.44 73.70 74.17 74.76 78.99 59.10 73.64 71.90 74.66 72. ü6 
72.15 63.20 66.82 78.07 76.05 76.66 79.44 64.69 76.1A 67.72 
79.87 62.72 74.51 74.53 66.55 74.52 69.15 76.19 7A. 79 74.00 
77.84 77.02 68.52 76.92 76.84 73.7E 76.99 77.1' 65.63 73. R 
73.61 74.79 67.69 76.81) 75.61 65.46 7(1 . 21 7'3.13 71.86 70.91 
70.9O 79.95 72.55 65.78 75.6k 65.02 76.03 77.95 77.45 75.0 
68.46 77.01 75. F6 73.016 75.65 65.32 75.03 64.3/, 76.74 66.33 
SECOND SET OF PARENT LENGTHS 
73.85 75.21 66.61 65.74 77.95 77.01 69.52 73.97 76.12 65.113 
62.07 74.13 64.12 61.52 64.04 71.54 64.95 75.21 66.60 66.71 
78-87 63.78 76.83 75.90 72.91 59.41 75.21 75.5/4 76.35 76.22 
76-14 73.83 70 . 72 70.81 64.41 64.16 75.20 76.75 77.74 68 "64, 
69.14 75.09 77.2,3 64.61 65.55 65.91 69.90 76.12 74.51) 77.41 
76.17 74.44 65.05 73.30 76.38 65.56 77.92 75.43 74.26 74.70 
75-83 76.66 73.45 71-78 64.56 75.34 75.01 74.94 63.54 71 .f 
7 4.88 78.05 75.38 77.82 68.43 59.20 77.33 73.15 69.92 76.19 

DATA 49 

ORDER 
1 4 OF 14.00 
2 1 OF 17.21 1 CIF 17.22 f OF 17. 22 
3 8 OF 13.15 
4 2 ý0F 14.05 
5 1 OF 8.00 
6 6 OF 9.15 7 OF 1 1.0 0 5 OF 1 3. 002 OF 14-00 
7 2 OF 9-05 1 OF 1 3.42 1 OF 1 1. 32 1 OF 9.52 
8 1 OF 1 4.9 0 1 OF l 3e42 2f lF 8. 02 
9 2 OF 12.73 

10 2 t! F 13.50 3 OF 13.20 1 nF 11. 67 
FIRST SET nF PARENT LENGTHS 
66 *Y4 66 "I161.1675.1667.13 67 -2.6 70 .41 59.12 h7.9q f7.4 
71.14 58.30 70.54 54.51 67.16 70.35 67.71) 65.97 69.55 14.53 
SECOND SET OF PARENT LENGTHS 
65-05 67-28 66.23 70-93 66.87 66.73 58.52 69-87 669111 66.1 6 
54.85 70.69 58.45 71.48 65.83 55.64 65.29 67.02 59.44 69.4' 

DATA 50 

ORDER 
1 9 OF 12-50 3 [', F 13 . 50 2 '! F 16 . 27 6 OF . !1 fl 

6 OF 9.00 6 OF 10.00 6 OF 11.00 
2 1 OF 9.05 2 OF 12.35 
3 1 OF 13-30 
4 1 OF 5.92 
5 1 OF 10.90 
6 7 OF 8-85 6 OF 9.50 1 OF S, 0() 
7 2 OF 11 "02 
8 1 OF 14.05 1 OF 12.30 
9 2 OF 17 . 62 2 OF 17-52 2 IF 9-311 2 `7F "? 2 17 

2 OF 13.94 2 OF 17.32 
to 2 OF 1 1.0 0 3 OF 1 3.0 0 16 OF (, -75 14 OF 6.6, ý 

4 IF 6.90 3 GF 9.90 
11 1 OF 9.00 
12 1 OF 12, -00 13 1 OF 12.62 

; 14 6 OF 9.00 6 OF 10.00 In JF 11.00 9 OF 12"9 ýý 
9 OF 14.00 7 OF 16.00 



- 168 - 15 6 OF 7-95 
16 3 OF 1'I "411 
17 1 0F 12 . 20 1 OF 16.77 
18 1 OF 7.90 
19 14 7F 8 "97 2 0F 11 . 92 17 ý17F 10 . 25 7 OF 11 . 20 

4 OF 9.55 10 OF 9.42 
20 92 OF 6.47 66 0F 9.22 90 O 12 . 65 24 'OF 13.17 

1 CIF 1 1.6 5 6 Dr 9.30 
21 1 OF 7.15 2 HOF 10 . 57 4 OF 12 .87 2 OF 9.75 

1 OF 10.15 2: iF 7.15 
22 4 OF 6.77 
23 1 OF 6.35 
24 6 OF 18.2p 
25 8 OF 12.00 23 QF 6.10 1 OF 7 . 05 
26 1 OF 10.07 
27 1 OF 4.90 
28 3 OF 10.72 
29 5 OF 13.71 3 OF 12.19 4 OF 9 . 14 4 f1F 7.62 

3 OF 13.72 4 OF 15.25 
FIR ST SET OF PARENT LENGTHS 
86. 11 83.46 92-78 91-46 89-79 90 "46 91 "76 98-42 R8 . 66 94910 
88. 69 89.20 82.95 83.07 80.59 87.90 83.09 90.42 76.63 74.03 
82. 48 84.57 95.11 92.45 85.74 Fi2.35 89.42 93.40 90.59 90.91 
92. 12 89.50 92.90 96-83 86 . 537 : 34.75 80.63 97.02 85.46 84.50 
88. 89 76030 79.79 77.51 86 . 90 88-84 83.92 97.88 87.02 92.20 
86. 99 82.11 92.73 95.31 82.31 76.04 92.61 86.97 83.29 86.01 
85. 41 90.36 89.46 85.53 94.97 91.04 86.50 91.63 87.27 84.93 
86. 18 86.67 81.40 86.35 97.43 77.41 84.61 85.96 89.27 80.95 
81- 23 86.83 86.89 83.79 94.75 82.39 <2.55 92.79 85(). 77 85.44 
80. 69 76-21 85-01 88-15 85.84 85-65 88.32. 80 . 09 84.66 83.1 0 
SEC OND SET OF PARENT LENGTHS 
87. 10 89.38 86.34 88.58 %50.44 87.39 81.36 88.67 86.70 88.16 
83. 67 79.60 91.49 87.53 95.79 56.93 86.49 82.53 83.78 90.91 
90. 43 85.37 86.30 56.45 87.13 87.45 90.56 97.25 52.43 97.37 
859 32 82.53 76-28 83.91 83.92 80.32 90-65 95.01 89.24 74.30 
86. 59 88.85 82.76 %9. %4 97.23 86.76 74.4% 82.01 76.73 83.26 
83. 99 R0 "55 89.34 83.08 86.444 83.8% 79.35 86.11 08.52 9P. 14 
93. 12 89.44 36.52 87.13 94.09 89.35 99.26 82.35 80.75 88.31 
80. 14 86-. 98 90.63 85.97 98.11 92.89 95.36 95.16 79.69 87.64 
74- 62 91-92 97-97 77-4R 86.13 89.46 85.59 R1 *34 9R. 71 u0 .19 89. 76 83.84 82.20 99.68 89.24 93.28 97.55 77.72 9ß. 37 97.68 

DATA 51 

ORDER 
1 2 OF 10.05 

1 OF 9.10 
2 28 OF 10.15 
3 9 OF 14.00 
4 20 QF 21.95 

5 0F 12.05 
5 2 17F 9.20 

2 (IF 13.10 
12 OF 9.30 

6 14 '3F 1R. 10 
7 2 OF 9.14 

6 0F 8.3R 
8 22 OF 15.25 
9 5 OF 12.00 

10 5 OF 10.97 
11 8 OF 21 . 75 
12 10 JJF 14.00 
13 12 OF 18.20 

22 OF 13.60 

7 OF 13.75 

I OF 9.05 
2 OF 8.90 
2 OF 1 2.20 
2 flF 14.10 
6 FIF 10.15 

14 +lF 9. x)0 
24 OF 14.59 

I nF 12.20 
S CF 14.00 
5 0F 12.19 
2 OF 21 . 90 
9 OF 13.40 

16 OF 17 .10 

4 OF 14 .7 

7 (I 15.60 

I OF 20.19 
2 flF 9.00 
2 nr 15.30 
I PPF 12 . 2'J 

12 ]F 11.64 

7 'IF 16.90 
u DF 1 A. ±"2 

10 or 12.2Q 
16 OF 10.10 

I OF 10.95 

7 Or 1 R. 3Q 

1 )F 17.77 

2 OF. 11. r)1l 
6 IF 1I. 1n 

12 f; F l1.9II 

?rF15 . 2I: 

R OF 9.70 
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14 1 I-IF 6.25 2 OF 13.75 

30 OF 1 1.1`1 
15 52 1W 20.15 
16 8 OR 1 3.4 0 10 OOF 1 5.2 4 
17 2 1-1 F 20 -75 
1R 5 OF 15.00 6 1W 9.15 

5 nF 1/4. nn 
19 1 , IF 11 "50 - 20 7 IV 16.75 
21 2 (IF 12.8 0 3 '! F 1 9. pQ 

3 rF 14.70 ? AlF 13.40 
22 7 OF 18.25 6 OF 18"/45 
23 3 OOF 8.60 12 OR 9.20 
24 6 OF 10 "25 3 OF 9.05 
25 11 0F 12.04 1 OF 10.52 
26 1 OF 8-70 2 Cdr 1 1.1 0 

2 1-3 F 7-55 2 OF 7.99 
27 4 OF 13.12 3 OF 14.35 

1 OF 11.00 2 OF 1 5.9 5 
28 2 OF 10 "67 3 OF 6-10 
29 1 OF 16.76 
30 50 OF 18.28 
31 33 OF 15.24 29 QF 18.28 
32 15 OF 18.29 
33' 24 OF 15.24 
34 11 OF 9-37 4 OF 8.97 
35 1 OF 8.26 2 OF 7.97 

1 OF 7.65 1 OF 7.49 
36 1 OF 15.25 4 OF 17.07 
37 44 Or 12.81 

, 
FIRST SET OF PARENT LENGTHS 

'61 "99 81.96 84.94 91 -38 87.73 6f 

, 
90-94 79.18 85.62 80 "09 97 . 99 55 
86-74 81 . 97 80 -11 u5-96 81 . 72 6. 
75 "76 79-39 86-51 87.54 ; 87-57 9 
89.35 72.56 84.13 83.77 86.39 4: 
83.88 96.49 90.07 84.95 81.06 7 
8 4.04 84.36 84.79 46.47 82.75 f, 
83.27 79.43 74.13 82.89 68.144 :4 
60 . 49 90-45 533-32 714-92 83 .058 
69.79 57.73 82.29 76.12 69.06 R 
95-63 97-63 81-09 86.859 85.50 3 
85.88 96.76 74.61 80.83 82.44 8 
83.37 82.62 81.32 57.33 83.07 7, 
80.36 80.94 85.40 83.94 81.03 8 
81 "38 79.37 85.83 84.62 81-20 8 
75-14 80003 85.94 87.32 83.41 8 
83.76 68.29 81.82 83.33 83-. 57 8 
81 -02 84.39 76.26 83-02 97-79 6 
86-90 80 "45 81-57 90-34 86-85 7 
71 -20 84.22 94.51 83.03 85.55 9 
SECOND SET OF PARENT LENGTHS 
71 "20 84.22 84.51 83-03 85.55 8 
89.00 83.03 81.15 84.61 69.26 s8 
60 "05 45.81 79.37 45.90 69.00 Q 
75-25 R3.02 X44.88 75.03 83.27 
86.23 95.60 75.48 71.46 71.42 
58.64 86.43 80.86 82.22 75.60 
82.12 72.50 60.92 80 "04 94.93 
80 095 81-63 80-21 76.52 -2 *24 
82.72 85.56 86.86 82.10 87.85 
87.51 53.54 81.67 87.17 92.94 
86.20 90.26 82.70 85.88 97.93 
75-36 74.36 83.90 76.10 75.49 

2 '-F 12.45 2fI11.9 0 

6 -jF 1i . nn 5 :, W 1'- . 29 

5 ýF 11 .'i? a cw S. 
-n 

2 'F 1 4.00 

1 IF 11 "00 1 'IF Zi. 9n 
1 nF 9.15 1 lF 6-71 
I nF 5. c 5 1 tOF A. 'R 5 

1 OF 17.70 1 f7F 16 . 47 

1 OF 1 (1 . n5 1 11F 1s. 2 
1 OF 7.6=, 1 OF 7.67 
1 OF 7.64 
3 OF 1 "30 3 OF 13.12 

3.93 89. f10 82.61 84.67 77.49 
3-10 ßi3.63 ßi7 "89 83.62 532.72 
1.65 A5. ItJ 37.59 +t0. f1 92. A2 
1 . 57 85.29 + 2.62 6 ). 07 P, 3.8 4 
3.42 X4.96 'R 1 . f10 21 "33 ßO-97 
4.21 79.26 80.22 qA "32_ '32.32 
1-26 % 01.73 `32.06 72.76 34. OO2 
2.7< 42.44 82.57 91"/42 51.38 
2089 36.28 >34.2_7 1/4.65 33,44 
A-29 ß37 . 21 71 . 62 'Q "R3 65.35 
4.00 24.45 74.73 <2.27 530.. ne, 
1 . 20 81 . 15 70-29 32. Oß %<3.95 
6.45 65.08 86.35 93--18 30.13 
2.71 96.96 87.37 76.59 536.10 
0.60 84.75 47.13 79.97 

3.60 82.83 97. %33 ß0.34 86.14 
4.46 60.59 P4.39 70.01 X1.52 
9.47 95.76 31.26 64.75 76.1'1 
6.03 22.56 76.04 69.21 940 Rss 
1.01 94.12 %2.59 95.4-9 26.55 

1.01 ßs4.12 p2.59 u5.4 uA. 55 
7.0A 54.99 'i3.3k ä'O. 32 ý5.59 
9"c9 `ý1.: 3(, 69.11 c2.37 
6.34 QA . 59 68.42 ß4.1 -; 

53.42 ý11.70 ? 3.37 911.92 11.15 
c1 . 5q Rf. e3 84.99 B3. ' 7 4 . r,? 
X7.1 j F55.73 KAA. 71 74. '7 53 ". 7 
16.74 P5.2A 82.93 $3 6.23 21.97 
X3.21 ? 2.55 ßi2.42 ßs4.57 º? 3"61 
;3.13 75.11 1.72 .34 55 1.5 
70 . 70 71 . 7q ? 7.37 i43.1 F. 6. F4 
R51-99 p1 . 54 8(. 2fß 83.72 84.94 
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7 5.1 1 75. 23 R7.2! 3 4.16 X3.55 4.79 a. 1 j6.7f1. 82.92 u2.1 5 

82.62 X3. 37 R4.67. 91.66 1.92 45.54 #. 91 75.4 ei1 . 61 4.6 
? 4.63 R4" 05 79.59 X2.05 3.96 3.2.:? 7! x. 93 71. A2. 5.41 76. ''9 
R4.61 85. 62 77.16 81 - 37 83.79 X4.39 0 "24 ; 59.6 5.12 : ý' 1- 35 
86-85 85. 96 79.05 74.68 82. 81 . 39 2.1 1 69.1 1 84.65 76.45 
81 . 23 87 . 71 83.17 p2 - 66 82.42 0 . 53 $7 .41 q1 "61 <<F. 9ý : ý3.4P 
93-98 90 " 60 86 "73 . 2.97 68-21 87.52 76.24 '-3.73 -17.25 ý6 .9 
74-09 94. 54 83.42 57 . 65 75.14 u5 . 96 P2.43 86.95 87.71 siiý .Il 

DATA 52 

ORDER 
1 12 (7F 15.60 
2 39 OF 19.30 33 OF 15.50 20 OF 13.00 
3 12 OF 15.60 
4 19 OF 12-65 8 OF 12.05 
5 1 OF 11.131 
6 1 OF 19.00 11 '? F 17.07 6 OF 15.00 7 OF 14"+00 

9 OF 12.00 
7 2 11F 16.77 1 0F 16.17 1 OF 12.50 1 '7 11 "60 
8 24 OF 14.65 50 OF 13.80 
9 7 OF 14.00 

10 20 OF 9.15 
11 5 OF 15 "0 0 3 OF 9-00 
12 2 OF 16.00 6 nF 1 2.0 05 -IF 11.00 2 +=OF 1 0.0 0 

5 1F 9.00 
13 3 OF 15.00 4 OF 12.11+'1 3 OF 9.00 
14 10 OF 17.75 2 OF 17.62 2 IF 17.52 2 JF 17.42 

2 OF 17.32 2 OF 17.22 1 OF 14.72 
15 83 OF 1 1.2 5 
16 2 OF 23.75 3 OF 15.00 2 OF 10.00 
17 1 OF 113-30 4 OF 13.002 OF 12.00 P. nF 1 1.5 0 

10 OF 11 . 25 4 OF 11 .0n 
111 I C) F 15.30 1 OF 14.70 1 AlF 14.00 2 CIF 13.411 

2 OF 12 -90 1 OR 12.20 4 IF 11.00 
19 15 OF 15.24 
20 5 OF 18-50 6 OF 15.50 
21 5 OF 14.50 10 OF 13.75 5 OF 13.10 5 OF 11.90 
22 5 OF 18 . 29 6'F 1S . 24 19 O, r 1 2.1 9 
23 2 nF 1 1.0 0 19 OF 10.60 
24 in OF 18.40 1 OF 13.550 
25 21 OF 11 . 30 
26 218 OF 7.99 
27 2 OF 12.20 2 OF 11.80 2 OF 7.05 
28 1 OF 10.97 
29 1 OF 10.10 
30 35 OF 18.28 
31 1 OF 9.91 2 0F 83.29 1 nF 8.29 9 ilF 7.89 

5 OF 7.89 
32 1 OF 7.51 1 'IF 7e50 1 IMF 8.38 1 . -F `i . 26 

1 OF 7.46 2 OF 7.46 1 OF 8.26 1 AlF P. 20 
2 OF 7.65 3 GF 7 .'9 OF 7-48 3 1l. F 7-47 
2 OF 7.50 9 OF 7.51 4 (IF 7.97 1 0_s' 7.69 

33 36 +OF 9-15 2 OF 9-15 
FIRST SE T OF PARENT LENGT HS 
71 . 87 74 . 24 72.56 69.18 7 3.02 75.42 75. 35 714.29 74.59 76.9 
71 . 98 67 . 92 69.72 75.03 7 5.66 75.73 63. 41 79.84 75.37 70@6q 
66.26 79 . 15 72.53 75.84 6 71.24 67.93 74. 3 71.49 74.41 60.11 
7 5.92 69 "5n 78.72 58-79 7 5.20 63.118 7; . 71 75.49 75.54 62 .5 
72.26 70 . 91 74.85 76.15 7 0.41 76.08 67. 114 77.26 69.00 74.63 
58.73 73 . 69 74.54 75.99 7 7.05 76.3 72. 85 fit "66 71-33 611.97 
67.88 74 . 51 71.11 66.09 7 1 . 44 72.94 75. 67 666.510 69.95 75.22 
71 . 75 75 . 49 74.18 78.67 7 4.3'1 74.02 74. 02 67.94 711.42 69 "00 

t 

4 r 
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72.22 7P -2R 75.69 7ü,. 55 '7.13 
72.79 75.36 7 03 64.96 69.45 
69.26 74.13 68.49 6 . 71 57.85 
76.90 6R"45 64.56 79.30 64.73 
74.56 72.79 65.71 72.13 75.36 
68.13 69.89 74.12 77.72 7q. 96 
7.5.07 64.07 74.79 75.10 68.52 
69.25.74.98 66.66 75.09 74.51) 
SECOND SET nF PARENT LE, GTHS 
73.1271 . 75 72.43 75 "13 171 "97 
7 3.02 76.07 75.27 69.97 68.33 
77 . 73 64-S4 72.46 69-15 75.75 
69 . 07 75-49 62.27 78 . 20 69 . 80 
72.73 74.09 70.94 68.534 74.59 
78 "26 71-30 70-45 69.00 67.95 
7 6.1 1 69-48 73.88 77.91 74.55 
7 4.24 68-50 70-81 62.32 70-65 
73-77 64.71 68-3P 58.44 76 "86 
72.20 69.64 64.96 78.04 75.54 
7 5.74 71 "86 75.50 75.28 79.14 
67.09 76.54 78.43 54.69 76.26 
70 . 43 72-20 77-28 73-R6 70 . 63 
75-86 75-11 71.87 67-27 5=(-73 
69.92 78.93 69.20 69.89 76.47 
75-74 69-11 77.33 68 . 90 70-39 

DATA 53 
ORDER 

I I OF 
2 FS OF 
3 6 OF 
4 12 OF 
5 15 OF 
6 5 0F 
7 3 OF 

3 OF 
8 1 OF 

-2 OF 
2 OF 

9 17 OF 

-10 4 OF 
Il 1 OF 
12 2 OF 

I OF 
13 7 OF 

6 (IF 
14 10 OF 
15 30 OF 
16 5 OF 
17 2 OF 
18 1 OF 

I OF 
1 OF 

FIRST SET OF 
67 . 23 X51 . 68 
85.32 91 . 69 
61 "20 81 . 07' 
90.37 88 . 34 
87.25 91 -72 
85.06 70 . 92 
86.68 93 . 52 

7'. 75 73.33 64.2'i A4.45 74.4u 
75-11 72.53 76.21 7'1 . /JR 75.93 
62.67 62.35 75"94 71-OR 75.10 
73.69 67.52 7(-. 94 72.90 73.95 
72.95 A`ß "45 75.09 69.19 76.1 0 

79. ")2 71 . 76 7 "41 7; 1.57 '73.70 
66.1 ý 72.37 74.59 72.23 75 -fl 5 
79.; 1 ha . 3p =Sil. 110 q1. /-l? 4, ̀  . S4 

69.57 797 . 6,4 69.70 71 "4+1 6011 
t-9 -2A 77.5R 64.15 6u "62 57.39 
76.16 70.16 74.51 71.52 75-RA 
77.91 64.29 69 . 51 69 " 46 79-14, 
6; 3.91 77.15 65.73 75.99 71.36 
67.61 72.14 511.33 74.66 75.02 
73.05 69.32 76.50 75.04 69.77 
71-97 69.97 70. (15 6.57 75.99 
62.24 72.66 78.74 78.54 70.51 
69-9R 72.46 67.7F 75.51 69 . 06 
78.32 78.64 69.95 74.91 69. x'9 
72.30 76.07 67-05 72 " 09 72 . nn 
73.04 74.54 69.9q 75.5 ? F c? 
70.97 74.23 62.5 71.42 72.29 
77. <2 72.63 70.40 73.76 69.9 ' 
74.19 74.61 46.99 50 . 39 80.45 

15.25 1 OF 17.07 
20-20 is OF 18-00 
10.37 2 OF 10.22 
16.47 1 OF 8.23 
13.80 
11.00 6 OF 14.09 
15.30 5 OF 9.80 
14.10 
1 0.9 0 3 HOF 1 0.3 8 
17.00 2 OF 17-10 
17.40 
12.19 
10.97 4 OF 12.19 
15.010 2 OF 14.011 
14.70 1 CIF 14.00 
12.20 1 OF 11.00 

9.15 7 OF 11.00 
15.00 

7.20 
18.2.9 
18 . 2R 

R-28 1 OF 7 . 88 
7.47 3 OF 7.46 
7.37 1 IF `"8.31) 
9-2/4 
PARENT LENGTHS 

85.96 68.59 94.95 

. 91.23 93.16 90. 
67.62 88-OR X 3-90 
93.67 28.99 R4 ., R9 
84.07 85.94 92.97 
B8-93 90-26 77.1%4 
92.97 94.12 77. n4 

1?. nF 18.3n 
11 1F 15.50 

6 ; -IF 1 5. on 

4 nr ii. nn 4QF1? -Pf 

I OF 15 -1 1 
2 OF 17 . 20 

2 OF 1 6.7 n 
2 'IF 17-In 

3 nF 14.02 6 OF 15.24 
2 OF 12-00 2 OF 1 1.0 0 
1 OF 13. /iD 1 OF 12. F ) 

7 OF 12.20 6 OF 14.1)0 

tr R8 
3 '7)F ? .? r 

-F '4.27 

1r4, J 

1 1F c<.? 5 

59.32 87.3E 91 . 31 92 - 61 6.4 " 
91). c7 PS .? 7 93. x; (1 c<7.32 ß4. 
4-4.69 -'; 099 9P. 711 67.9`ß 93.32 
61.41 70.40 539.67 '1 "IL3 97.53 
91 . 40 91 . 51 ý35.05 F8 "u'1 R8.3 
92.7: 68.01 91 . 00 83.93 PAS " 51 
R4.0 9 92.70 c) . 33 92.15 91.94 
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S ECOND SET OF PARENT LENGTHS 
55 . 23 93.46 51-70 ßs4" fl (? ? 7.69 67.04 RP -29 A-5-02 45-44 62-72 

25.95 92.33 92.17 47.03 90.66 91.42 79.40 42.19 93.87 91.51 

iß. 4.21 99.66 93.04 83-27 93.23 92.9k 1; 5.73 92. ßi' 93.98 45 "L5 
59.91 85"39 93.06 97.95 944.17 01-40 30.27 43-69 67.99 41.13 

55.82 93.74 E, 7"02 67.46 57.57 ? 2.2' 92.27 47.46 91-31 94.711 
80.40 94.11 92.9i< : 5.97 R5.9, Ql "n4 Q'1"gh 91.95 ag"('S u"? 

91 . '7 93.33 92.55 69.31 90. ' 6 =. A"2 A 01 " 39 a1 . i1F, ýj. ýS 01.57 

DATA 54 

ORDER 
1 3 OF 9.20 3 OF 11 "00 3 OF 12. P1 3 rF l'i. 1 fl 

3 OF 15.30 
2 10 OF 21.00 30 OF 18.30 23 iiF 15.30 
3 4 OF 9 . 90 2 OF 17 . 40 3 IJF 12-20 3 OF 1 4.1 f 

3 OF 15.30 
4 4 OF 9.00 3 OF 12.00 3 OF 15.00 
5 2 OF 15-00 2 OF 14-00 2 OF 12.00 2 OF 11 . 00 
6 4 OF 12.00 10 OF 14.00 
7 2 OF 12.15 
8 1 QF 12.00 
9 9 HOF 18.28 

10 11 OF 15.24 
11 14 O 12.19 
12 1 OF 9-29 
13 1 OF 7 . 531 

FIRST SET O F PARENT LENGTHS 
7 9.78 70,40 69-36 80-52 83-84 80-32 79.36 76.28 83.35 96.61 
86.49 71.39 83.94 85.12 84.27 87.50 90.51 94.60 84.94 71.25 

. 86.03 82.91 80.13 76.58 81-26 82.34 79.66 86.91 94.49 82.7; 1 
81.25 82.44 84.33 70.06 68.32 91.39 g3.43 78.09 94.69 77.23 
SECOND SET OF PARENT LENGTHS 

-87.99 85.66 79.06 81.39 84.73 90.8% =5.72 69.35 79.62 Rt1.55 
85.71 59.34 79.59 86.46 84.46 83.56 93.26 76"49 ý42.53 7F. 79 
87.95 96.55 83.72 79.36 76.65 83.64 83.99 20.15 X33.04 94.80 
87.48 76.64 75.49 80.16 71.54 84.83 96.0E 84.89 79.70 n0.31 

DATA 55 

ORDER 
1 
2 
3 

4 
5 
6 

4 OF 1 5,74 
1 OF 10.10 
2 OF 7.50 
1 OF 13-25 

17 OF 15.25 
2 OF 2.14 
2, OF 15.50 
2 OF 8.76 
2. OF 16.30 
9 OF 9.50 

12 QF 12.50 
1 OF 11.05 
1 OF 1.28 
1 OF 15 "77 

12 OF 12.25 
1 OF 10.64 
1 OF 13.55 
2 OF ' 9.05 
1 OF 10 "86 
1 OF 9.51 
2 OF 12.05 
1 OF 8.85 

4 OF 1 3.05 

I OF 7 . 05 
2 nF 12.45 

2 OF ;S. 66 

I III 1 1. F<3 2 OF 6 . hfl 

7 
s 
9 

10 
11 
12 
13 
14 
15 

16 
17 

1 OF 15.70 

12 OF 7.65 
1 fF 11- 115 

3 OF 13 4? 
3 GF S. 00 
I OF 10.94 
1O9.21 

I OF 17.70 

2 Or 9 . 06 

I +iF II. 10 

1 Ins i"rýý 

I OF 10.11 
I OF 11.19 

I qN IQ 07 

2 CW 9.22 

1 fl x"15 
2 ýý! F h,. ýln 
I -iF 9. RA 

1F 10.71 
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I 1 OF ßi " 3: 1 
19 1 OF R"3rl 
20 P OF 1 3.9 5 2 OF 1 4.5 51 ý-)F 1 4.7 0 

21 1 OF 15-2/1 1 +? F l 8i . 2% 1 (F 9.14 1 OF 1: w PR 

2+'-ýF 1 3.7 1 1 PF 12-19 1 '-IF11. F6A 1i OF 1 "2 
1 HOF 13.71 

22 1 OF 13.72 11 CIF 12.19 
23 4 OF 13-7? 14 O-, F 12-20 1 14 OF 9.1 5 11F 7.2 

24 2 OF 16.76 3 OF 1%"29 1 OF 1) "66 1 OAF 12.19 

1 +OF 13.71 2 OF 15.24 
25 20 ' 1F 1 "2u 
26 8 0F 17.06 
27 4 OF 18 . 23 4 ii-IF 15 .24 14 OF 12 . 19 
2% 1 OF 13.67 
29 1 OF 13.71 
30 5 OF 7.01 1 LF 10.71 

FIRST SET OF PARENT LENGTHS 
71 . 94 59 .71 63.76 62-16 69.1 3 63.26 69.41 70,12 69,98 60-F4 
69.14 62.30 63.54 60.51 52.16 74.35 69.70 63.97 71.55 63.53 

62.22 67.55 61-28 70.71 68.77 61 . 1% 71,17 72.41 62"F5 63.44 

67.95 69.75 75.38 63.52 65.20 63.50 67.12 69.25 67.3% 63.03 

70 "73 64.06 62-R3 72.36 62.72 60-04 54.75 91 " 12 68.99 65 "%6 
63 "23 72-56 69-33 65.87 67-23 65-5; < 68-37 A2.99 6.1-59 64.67 

SECOND SET OF PAkENT LENGTHS 
62.47 52.48 59.5% 63.17 64.7% 69.14 6%. 2 6u. 65 56.46 64.94 
65.48 64.37 68.89 52.95 66.85 63.24 63.73 67.25 6%x. 93 64.14 
65.69 65.87 60.02 71.25 64.27 68.38 52.77 60.25 653.54 70.91 
61.64 82.60 68.83 65.54 65.78 57.76 64.55 61.45 71.76 63.46 
63.89 65.23 68.34 61.94 68.60 70.09 56.1q 68.23 57.71 65.16 
66-64 69-34 69-29 60 . 69 71 "46 63-5F 69 . 25 6n . 32 63.60 59 .75 

DATA 56 

ORDER 
- 1 1 OF 1 4.50 2 OF 10. 32 3 OF in . 71 1 )F 1 ýý "Ru 

2 1 OF 12.19 2 OF 15. 24 2 OF 1d"2ß 

3, 2 OF 9.10 
4 4 OF 18 . 28 4 OF 15- 24 

FIRST SET OF PARENT LENGTHS 
53.60 46. 83 55.59 46.05 52.00 53.54 46"21 67.41 46.59 55"'1 
SECOND SE TO F PARENT LENGTHS 

1 58.37 54. 92 67.16 46.65 5 5.46 66.95 52.49 55.40 47.9 57.24 
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DATA 57 

ORDER 
1 3 OF 5-213 3 -OF 1 5.49 
2 1 CAF 12 .=2 
3 4 (1F 11.58 4 lF 11.2p 4 IF 11 .2 nll 
4 1 OF 12.49 
5 1 nF 10. Fn 
6 1 OF 16-99 1 OF 14.29 1 OF 11 "52 1 OF 13.52 
7 1 OF 13.40 
8 2 OF 18 -75 
9 7 OF 9.95 

10 1 HOF 11.41 1 OF 11.35 1 OF 11.52 1 OF 12.13 
1 OF 10.19 1 OF 1 0.16 1 '1F 1 1.64 1 OF 1 1.57 
1 OF 10.73 1 OF 10.40 1 OF 10.29 1 OF 10.26 

11 30F 12 "2 0 
12 10 0F 19.30 
13 4 0F 12.20 
14 5 !OF 19099 
15 1 01 F 13.42 
16 4 OF 19.00 2 OF 13.00 
17 1 OF 11.80 
18 1 OF 5.00 
19 4 0F 8.33 ' 
20 16 OF 13.72 2 OF 7.62 4 OF 6.10 4 flF 1u"30 
21 4 OF 12-20 2 OF 6.10 1 OF 18 . 263 3 OF IF-29 

3 OF 19.28 2 OF 13.71 1 GF 12.19 
22 1 OF 19-28 
23 4 OF is "2u 4 OF 15 . 24 

FIRST SET O F PARENT LENGTHS 
56.90 55.36 53.06 72.09 67 . 07 4691R 61,10 01 45.45 48.59 72:. 44 
47 . 31 66-83 W3.23 73-R5 62.02 47-47 72. 63 48.55 70.6,3 7'1 . 542 
47.17 52.69 47.55 47.06 51 . 410 1i9. %6 73. 56 67.59 71.49 71 "63 
61.37 60.52 74.79 72.04 66.09.62.19 67. 31 74.09 54.75 71l. 46 
SECOND SET OF PARENT LENGTHS 
57.13 47.12 61-52 70.03 68.51 70.75 53. 92 6k-73 48.1 1 61 . ý1A 
68.36 67.55 62.06 72.40 55.87 52.59 54. 68 71.77 L7.1'6 51.87 
46.03 70.32 60.61 46.92 47.39 49.87 60. 76 49.77 53.72 56.39 
49-82- 48-45 46.26 67.50 48.67 67.50 53. 92 72.1)0 71 . 67 70.98 

DATA 58 

ORDER 
1 
2 
3 

4 
5 
6 
7 
P 
9 

10 

12 

2 OF 7o 80 
1 OF 10. 08 
1 OF 17. 70 
8 OF 5. 80 3 OF 
4 OF 11. 82 4 

-OF OF 13.65 2 Qr 
4 OF 7. 97 10 Or 
2 HOF 8. 90 

6.4F5 
10 s78 
13.57 
11 . 62 

I 4JF 22.55 1 r7IF 2?. 55 
2 OF 7.02 4 CIF 6.10 
2 QF 12.30 
1 OF 1 3.42 1 OF R-70 
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13 4 OF 19 .90 2 OF 19. i004 iF 1 So 95 4 OF 1 1.511 
14 1 (JF 18.45 
15 2 OF 11 .72 2 OF 12 .051 -F 7 . 57 
16 8i QF 10 . 73 8 flF R-33 
17 2 OF 8.90 
153 47F 10 .67 
19 1 iOF 22. RF, I OF 7 . 62 1 OF 9 .1a 
20 1 OF 12-19 2 HOF 15. q4 2 1 
21 2 OF X5.95 1 CF 9.04 
22 11) ! OF 9.10 
23 1 OF 13.06 1 OF 9.09 2 iF 11 . 59 

FIRST SET O F PARENT LEN GTHS 
65975 42.1 6 47-2P 43-77 66.77 65.73 44.42 61-94 63. Rf 44.32 
64.67 46.19 65.03 60.52 52.79 59.04 65.99 42.12 42.28 44.00 
45.48 62.86 60.50 65.05 62.13 64.31 45.66 45.13 64.87 45.113 
SECOND SET OF PARENT LE NGTHS 
43.24 66.83 62.79 65.23 42.22 31.26 64.57 56.05 46.19 6/x. 62 
44.32 63.81 31-96 60.47 62.20 61.95 43.90 66.81 61.71 64-99 
63.51 46.14 53.20 43.94 47.86 44.62 63.34 63.26 44.12 63.96 

4.2 Programs 

Program 12: - Final program to solve the Sequential Bar Cropping 

Problem by a Pattern Enumeration Method. 

MASTER 
CfýMM0ý1 MDs+^stiS,. V'JsNA, ý1ý1(45)sr'Sff>), `ýAC45,22)ý14C4`ýý?? ) 

lID(50), I? C50), SL, S'f, 5S, ITI sIL(50), 
DIMENSION MAXT(7) 
DATA MAXT/0,0,5,10,15,20,25/ 

C INPUT 
READ (1,101)MO 
DO 1 I=1, x"! _1 
READ (1,101)N'1(I) 
DO 1 J=1, NO(I) 
READ (1,101) MA(I, J), Y, 

tl LA(I, J)=X*100"0+1E-3 
CALL SORT 
DO 3 I=1, Mi7 

3 WRITE(3,104)I, (MA(I, J), LA(I, J),, 1=I, \C)(I)) 
DO 2 J=1, NOC 1) 
ID(J)=MA(I, J) 

2 IL(J)=LA(1, J) 
"'S(1)=1 
'ý=NO(1 ) 
NOM=-NO(l) 
NS=1- 
N'J=1 
sr=0.0 
SS=o .0 SL=O. 0 
ITI=O 
ITA5S=400 
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CI TERAT I IN 
9 READ (2,1 fl2 )'' W 

I'>" W=! ". *10a ")+1E-3 
IF (ID(1) GT *4+vv*2 )3f1TT1 10 
IT=It": W 
CALL ? ATTERN(I:.! , IT, `1A/T(NS+1)/2) 
IFCNýI. EO. nn., 1<<. vS. GE. 6)ir T; 1 4 
IF(IT"LE. lý1+MAXTC\JS+2))'; +"1Ti 4 
IT=IWiv 
NS=NS+1 
NU=NU+1 
DO 5 I=1,10 
IF (NO(I) "LE. 0 )G10'r0 5 
Di) 6 1=1 , NO(I ) 
ID(M+J)=YA(I, J) 

6 I1. (M+. 
-1)=LA(Iv 

J) 
M=M+Nll(I) 

MS(NS)=I 
NO( I )=-Nl]( I) 
CALL PATTERRN(I'ýW": i, I T, MAXT (NS+ 1) /2 ) 
IF(IT-LE "MAxr(NS+I))GOTO 4, 
NOCI)=-NO(I) 
M=M-NC(I ) 

5 CONTINUE 
00 7 J= 1, N0(N! A ) 
ID(M+, J)=MA(NA, J) 

7 IL("1+J)=º A(NA, J) 
M M+NO(NA) 
MS(NS)=NA 
NO(NA)=-NO(NA) 
GOTO 9 

10 CALL LOTS( IT) 
GOT) 11 

C OUTPUT 
4 IF(IT"GE"ITABS)CALL LEFTi! VEHS(II,;! "i, IT) 
11 CALL OUT 'PUT (IW, - i3- i , r) 

IF(NU"LT"M0"CJR"M"GT. 0)GOT0 9 
PT=1E2*ST/SL 
PS=1E2*SS/SL 
TC=PT+0.4*PS 
WRITE(3, l03)ITI, SL, ST, PT, SS, NS, TC 
STOP 

101 FORMAT(I0, F0.0) 
102 FORMAT(F0.0) '9.2/' TOTA 
103 FORMAT(' NOS OF INGOTS=', I3/' TOTAL LENGTH OF INGnTS=', F 

1L SCRAP=', F6.2, ' 2 SCRAP=', FS. 2/' Ti-TAL TO ST'1C<=', F(-. 2, 
2, F5.2/' TOTAL 9 SCRAPPED=', F5.2) " %STr-Cu=' 

104 FORMAT(I5, B(I5, ' DF', I5)/(5X, «I5, ' ýF', 15))) 
END 
SUBRi7UTI NE SORT 
COMMON ter, , , 5, ýý11, ZA, ; ýý(ýý5), ^SCý), `rA(a5, "22), L4(a5,?.? ), IL 

lID(SO), IP(50), SL, 5T, 5S, ITI ! C5,1), 
Crý`+`ýE1N /BLS/r<C45) 
IF(NJ. LE. 1 )RETUJi; N 
DO I I=1, M! ä 
MM=NO("I ) -1 8 K=0 
DO 5 J=1, MM 
IFCLA(I, J)-LA(I, J+1))6,7,5 
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6 K=LA(I, J) 
LA(I, J)=LA(I, J+1) 
LA(I, J+1)=K 
K=MA(I, J) 
MA(I, J)=N"A(I, J+1) 
`A. (I, J+1)=K 
K =J 
G'IT1-) 5 

7 IF(LA(I, J). ED"O)GOT'i 5 
LA(I, J+I)=0 
`SACI, J)=VA(I, J)+MACI, J+1) 

ENO( I) ND( 1) -1 
5 CONTINUE 

IF(K. GT"0)GOTf7 F 
R(I)=0.0 
DO 9 J=I, tNO(I) 

9 R(I)=R(I')+MA(I, J) 
1 R(I)=RCI)/CNO CI)*Cl+LACIs 1)-LA(I, NO(I)))) 

MM=MO-1 
4 K=0 

2 1=1, MM 
IF(R(I). GT. R(I+1))GO-IT'2 
DO 3 J=1, `^AXO(NOCI), NO(I+1)) 
KEN=M^A(I, J) 
KL=LA(I, J) 
`, A(I, J)=`1A(I+1, J) 
LA(I, J)=LA(I+1, J) 
MAC I+1, J)=KEN 

3 LA(I+I, J)=KL 
A=R(I) 
R(I)=R(I+l) 
R(I+1)=A 
K=tNfl(I ) 
N-7( I)=Nt-(I+1) 
NOCI+1)=K 
K=I 

2 CONTINUE 
MN=K-1 
IF(K. GT"1)GOTO 4 
RETURN 
END 
SUBROUTINE PATTER: N(I WW, I T, I TMAX ) 
COMMON MO, M, NS, NU, NA, ENO(45), MS(6), `M4(45,22), La(45,22), IL 

1ID(50), IP(50), SL, ST, SS, ITI (50 COMMON /BLS/LSIZE(50), IS(50), ICF(50) 
IF(`1. LE"0)RETURN 
MI=M+I 
LSIZECM)=INNN 
ICF(I)=l 
IF(M. LE. 1 )GOTE) 7 
DO 6 I=2, ý. A 
J=MI -I 

b LSIZE(J)=MINi! 1(LSIZE(J+1), IL(. J+1 )) 
KB=IL(M) 
DO 53 I=1, M 
IS(I)=O 
J=MI-I 
K=KB 
KB=IL(J) 
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9 Xk=K9-'K *(XB/%C) 
X9=K 
K =Krk 
IF(K. NE. 0)G'0T0 9 
ICF(J)=KE3 

7 IW=I:: e 
JP=O 
JP=J? +1 
K=ICF(JP) 
IF( I'., ' -K*(I'4/. t) "GE. IT)GOT 13 2 
IS(JP )=MINI1(I; -: /ILCJP ), IDCJP )) 
I+: ý=IS( J? )*IL(J? ) 
IF (JP "LT. M"ANiD. I': +. GE. LSIZE(JP)) 1]T01 
IF(I'.;. GE"IT)GOT+72 
IT=I: a 
NA=MS(NS) 
DO 5 1=1, M 

5 IP(I)=IS(I) 
IF (IT"LE"ITMAX)RETURC' 

2 IF(IS(JP) "GT. 0) 3t_0Ti03 
JP=JP-I 
IF(JP"GT. 0 )GlOT02 
RETURN 

3 IF(JP. EQ. M)G'JT 14 
IS(JP)=IS(JP)-1 
IW=IW'+IL(. 

_JP) G0T01 
4 I'W=I'r. +IS(M)*IL(M) 

IS(M)=0 
GOJT02 
END 
SUBROUTINE LEr TC)VERS (I :,, IT) 
COMMON , INA, EN (45), -+S( 6)"MA5,22)LA(45,2P. ), IL 

1ID(50), IP(51? ), SL, ST, SS, ITI (5.7), 
COMMON /8LS/ITW(6), MM(6) 
N=0 
IT=0 
DO I I=1NS 
ITIJCI)=0 
? MCI)=N 

DO 4 J=1, -Ni7('1S(I) ) 
N=N+1 

4 ITW(I)=ITW(I)+IL(N)*ID(N) 
1 IT=IT+ITwC I) 

IM=9010 
IFC-IT. LE. Ib;. RND. NU"EU. ý^! 7) I`ý=0 
IT=I 
DO 3 II=I, NS 
K=1 
DO 2 i=1, NS 

2 IF(IT!,; (I) . LT. ITl,, +(K) )X=l 
ITW(K)=10010000 
DO 3 . J=ýMMc+ý)+1, ýýý(K)-ýa+ý( S L<) ) 
IP(J)=`ýIýZ'Q C IDC, J), IT/ILC, 1) ) 

3 IT=IT-IP(J)*IL(J) 
IT=IT+IM ' 
RETURN 
END 
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SUBROUTINE Lý7TSC I. !:., IT) 
Ct-]NIM+lN vf1, ýf, NS, !. J, NA, U!! (u5), `4SC6), ` 4(45, ? ý), L? (ý. 5, ýý: ), IL 

lID(50), IP(50), SL, ST, SS, ITI (50), 
'. -JRI'TE(3,201 ) 

201 FORMAT(' PACKING PATTERN') 
I : l=I ý, 1tv 
NSP=NS 
K=ID(1) 
ID(1)=0 

IW=l!: ý-ID1*ILC 1) 
8 IT=I:. +1 

CALL PA. TTEr N(I `, ý, I T, 5) 
1 IF(IT. LE. 50)G1JT'] 2 

IFCNU. EQ. ý±i7.! ýR. ý1S. GE. 6)räiýTr1 3 
IT=IW+1 
NS=NS+1 
NU=NIJ+ I 
DO 5 I=1, MQ. 
IF(NO(I). LE. 0)GFIT f7 5 
D0 6 J=1, ND(1) 
ID(M+J)=MA(I, J) 

6 IL(M+J)=LA(I, J) 

M=M+Nf1(I ) 
MS(NS)=I 
NC(I)=-NO(I) 
CALL PATTERN( I ! "� I T, 5) 
IF(IT"LE. 10)GOT! J 2 
NO(I)=-NO(I) 
M=M-NO(I) 

5 CONTINUE 
IF(IT"GE. IW)GOTQ 10 
00 7 J=1, Ntl(NA) 
ID(M+J)=tfA(NA, J) 

7 IL(M+J)=LA(NA, J) 
M=M+NOC NA ) 
MS(NS)=, NA 
NO(VA)=-NI(NA) 
(3010 1 

3 IF(NS. LE. NSP)Gi]T9 4 
NOMS(NS))=-NºJ(MS(US) ) 
M=M-NO(MS(NS)) 

10 NS=NS-1 
NU=NU-1 
GOTO 3 

4 ID1=ID1-1 
IW=I W'+IL(1 ) 
IF(ID1. GT. 0)G17TI) 
ID(1)=K 
IT=1000000 
CALL PATTERN(I4JW, IT, 100) 
IF(IT. LE. 400 )RETJRN 
IT=I WW-900 
00 9 I=1, M 
IP(I)=MINI)(IT/ILCI), ID(I)) 

9 IT=IT-IP(I)*IL(I) 
IT=IT+900 
, RETURN 
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2 IP(1)=ID1 
ID(1)=K 
RETURN 
END 
SUBROUTINE ! 1UTPUT(I': 1, IT) 
CrIY., ýION ". '+iý, M, NIS, NU, VApV: C4i)ar5(6)ý'^A(45,22), 1_? (4S, 22), IL 

1ID(5J), IP(5l), SL , ST, SS, ITI (5r>>, 
: "1RITE(3,1111)I';., Ii, ' CMS(I), T=1, \ ) 
IF(IT. LT"900)ST=ST+IT*lE-2 
IF(IT"GE. 91]O)SS=SS+IT*IE-2 
SL=SL+I'r1* 1 E-2 
ITI=ITI+1 
NR=0 
J=1 
IC=-NO(MS(1)) 
I =O 
1=I+1 
IF(I"GT"M+NR)RETURN 
IF(I"LE. IC)GOTO 3 
J=J+1 
IC=IC-NO(MS(J)) 

3 ID(I-NR)=1D(I)-IP(I) 
IL(I-NR)=IL(I) 
IF( ID(I -NR) . GT. 0 )G0T0 I 
M=M-1 
NIA=ºNR+ 1 
N0(MS(J))=NI1(MS(J))+1 
IF(NO(MS(J)) "LT. O)GOT+O I 
NS=NS-1 
IF(J"GT. NS)PETUR. N 
D0 2 K=JNS 

2 MSCK)=MS(K+1) 
IC=IC-NO(MS(J) ) 
GOTE] 1 

101 FORMAT(' LENGTH=', 15, ' TRIM=', IA, ' 'A=', I2, ' 'Jiit)EKS=', ý13) 
END 
FINISH 

Input data: - 1. The number of orders (integer) from input 1. 
2. A list of the orders; each order containing the 

following information: - 
(a) The number of lengths in the order (integer) 

from input 1. 
(b) A list of the quantities (integer) and 

lengths (real) required from input 1. 
3. A list of parent lengths (real) from input 2. 
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4.3 Results 

Table 33 Summary of the schedules obtained by manual methods to the 

initial five sets of data. 
rumber 

of % Total 
Data girders used I trim off-cut scrapped 

39 45 . 71 1.83 1.44 
40 22 1.52 3.68 2.99 

41 70 
j 1 

. 48 . 84 . 82 

42 15 . 51 1 
. 32 . 64 

43 45 . 
84 1 2.21 1.72 

Overall 197 "71 1.59 1.35 

These overall figures are not simple averages as the number of 

parent girders, average length of a parent girder and weight/m vary 

between data sets. 

Table 34 Summary of the schedules obtained by the British Steel 

heuristic to the initial five sets of data. 

Number of % Total % 
Data girders used i trim off-cut scrapped 

39 45 . 46 2.09 1.30 
40 22 1.22 3.99 2.82 

41 70 . 46 . 87 . 81 
42 16 . 37 1 7.67 3.44 
43 44 . 69 . 19 .? 7 

Overall 197 . 58 1.66 1.24 

The results shown in the tables above are taken from Table 2, 

p. 16 in ( 8). The method here called the British Steel Heuristic 

being that using the best overall parameter set (referred to as 

l(B) in (8)). This method has been used for comparison purposes as 
1(A) requires manual reallocation of stock lengths and 1(C) uses the 
best parameters for each set of data which, in practice, would not 
be known. 
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Table 35 Summary of the schedules obtained by the pattern 

enumeration method without sorting the orders. 

Data 
Number of 

girders used 

+% 

trim 
0/ 

off-cut 

Total % 

scrapped 

39 
4o 
41 
42 
43 

45 

22 
71 
15 
45 

0.54 
1.04 
0.18 
o. o6 
0.22 

2.01 
4.18 

2.64 
0.78 
2.83 

1.34 

2.71 
1.24 

0.37 
1.35 

Overall 198 0.31 2.60 1.35 

Table 36 Summary of the schedules obtained by the pattern 

enumeration method when the orders are sorted by the 

total number of pieces required. 

Number of % % Total % 
Data girders used trim off-cut scrapped 

39 45 0.26 2.29 1.17 
40 22 1.04 4.18 2.71 

41 70 0.09 1.23 0.58 
42 15 o. o6 0.77 0.37 
43 44 0.14 0.74 0.43 

Overall 1 196 0.21 1.45 0.78 

Table 37 Summary of the schedules obtained by the pattern 

enumeration method when the orders are sorted by 

Evans & Quarrington's criteria. 

Number of / % Total % 
Data girders used trim off-cut scrapped 

39 45 0.25 2.30 1.17 
40 22 i. o4 4.18 '2.71 

41 70 0.05 1.27 o. 56 
42 15 0.05 0.79 0.36 
43 44 0.19 0.69 0.47 

Overall 196 0.20 1.45 0.78 
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Table38 Summary of the schedules obtained by the British Steel 

Heuristic to the full twenty sets of data. 

Number of Total % 
Data girders used trim off-cut r scrapped 

39 45 0.67 1.88 1.42 
4o 22 1 1.22 3.99 2.82 
41 70 0.57 0.75 0.87 
42 16 0.37 7.67 3.44 
43 45 o. 69 2.35 1.63 
44 260 o. 45 o. 58 o. 68 
45 180 0.65 1.24 1.15 
46 69 0.50 3.47 1.89 
47 100 0.39 0.41 0.55 
48 67 1.10 3.59 2.54 
49 11 0.42 7.79 3.54 
50 69 0.34 0.47 0.53 
51 158 0.59 0.73 0.88 
52 147 0.72 0.32 o. 85 
53 49 0.51 1.35 1.05 
54 31 0.96 1.19 1.44 
55 48 0.99 0.90 1.35 
56 8 1.11 15.06 7.13 
57 31 0.92 1 1.10 1.36 
58 25 0.78 2.37 1.73 

Overall 1451 0.65 1.48 1.24 

Table 39 Summary of the schedules obtained by the pattern enumeration 
method with a varying acceptable trim parameter. 

Number of %% Total % 
Data girders used trim I off-cut scrapped 

39 46 0.26 4.50 2.06 40 22 1.04 ( 4.18 2.71 41 70 0.05 i 1.27 C. 56 42 15 0.05 0.79 0.36 43 -44 0.19 0.69 0.47 
44 258 0.06 0.18 0.13 45 178 0.26 0.43 0.43 46 67 0.18 0.72 0.47 47 100 0.04 0.77 0.34 48 70 0.89 8.12 4.13 
49 11 0.27 7.94 3.45 50 69 0.04 0.77 0.35 51 157 0.06 0.57 0.29 52 146 0.08 0.28 0.19 53 49 0.10 1.75 0.80 
54 31 0.23 1.91 1.00 55 1+8 0.20 1.69 0.87 56 8 0.99 15.18 7.06 57 31 0.69 1.32 1.22 

25 0.14 3.01 1.34 
Overall 1445 0.20 1.63 o. 86 
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Table 40 Summary of the schedules obtained by the pattern enumeration 
method when orders 
solution. 

for large Quantities are forced into 

Number of Total °, 'c 

Data girders used trim off-cut scrapped 

39 45 0.28 2.27 1.19 
40 22 0.98 4.23 2.68 
41 70 0.09 1.23 0.58 
42 15 0.07 0.77 0.38 
43 44 0.14 0.74 C. 44 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 

258 
178 

67 
100 

65 

11 
69 

157 
146 

49 
31 
48 

8 
31 
25 

o. o6 
0.32 
0.34 
o. 06 
0.44 
0.30 
o. oL+ 
0.09 
0.11 
0.10 

0.36 
0.20 
0.99 
0.53 
0.25 

0.17 
0.36 
0.57 
0.74 
1.40 

7.91 
0.78 
0.55 
0.25 
1.75 
1.78 
1.69 

15.18 
1.49 
2.89 

0.13 
0.47 
0.57 
O. 35 
1.00 
3.47 
0.35 
0.31 
0.21 
o. 8c 

1.08 
0.87 
7.06 
1.13 
1.41 

Overall 1 1439 1 0.20 1 1.14 1 0.65 

Table 41 Summary of the schedules obtained by the pattern enumeration 
method with a modified rule for forcing large orders into 
solution. 

Data 
Number of % 

girders used trim 
Total % 

off-cut scrapped 

39 45 o. 18 2.37 1.13 
40 22 0.98 4.23 2.68 
41 70 0.09 1.23 0.58 
42 15 0.07 0.77 1 0.38 
43 44 0.12 0.76 0.43 
44 258 0.06 0.17 0.13 
45 178 0.30 0.39 0.45 
46 68 0.24 2.23 1.13 
47 1CO 0.06 0.74 0.36 
48 65 0.44 1.40 1. C0 
49 11 0.30 7.91 3.47 
50 69 0.04 0.77 0.35 
51 157 0.07 0.56 o. 30 
52 146 0.12 0.24 0.22 
53 49 0.10 1.75 0.80 
54 31 0.23 1.91 1. C0 
55 48 0.20 1.69 0.87 
56 8 0.99 15.18 7.06 
57 31 0.37 1.65 1.03 
58 25 0.25 2.89 1.41 

Overall 1440 0.18 1.21 0.66 
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Table 42 Summary of the schedules obtained b_y_ the modified British 

Steel Heuristic. 

Number of % Total % 
Data girders used trim off-cut scrapped 

39 45 0.32 2.23 1.21 
40 22 0.52 4.70 2.40 
41 70 0.15 1.17 0.62 
42 15 C. 13 0.71 0.41 
43 44 0.25 0.63 0.50 
44 259 0.23 0.38 0.38 
45 179 0.31 0.93 c. 68 
46 69 0.36 3.60 R 1.80 
47 1CO 0.12 o. 68 C. 39 
48 65 1.05 0.79 1.37 
49 11 0.30 s 7.91 3.46 
50 69 0.11 0.7o 0.39 
51 157 0.25 0.39 0.41 
52 146 0.21 0.15 0.27 
53 49 0.22 1.64 " o. 88 
54 31 0.36 1.78 1.07 
55 48 0.24 1.65 0.90 
56 8 1.70 14.47 7.50 
57 32 0.29 4.86 2. -23 
58 25 0.24 2.90 1.40 

Overall 1444 . 30 1.36 . 84 

Table 43 Summary of the schedules obtained by the British Steel 
Heuristic using the second--set- of tarent t7irders. 

Number of /% Total % 
Data girders used `_, trim off-cut scrapped 

39 4 0.94 1.08 1.3? 
4o 25 i 1.55 5.? 3 3.84 41 69 0.58 1.17 1.05 
42 16 0.42 5.43 2.59 43 45 1.15 2.75 2.25 
44 261 0.45 C. 47 G. 64 
45 176 0.47 2.28 1.38 46 69 0.82 1.57 1.45 47 100 0.30 0.52 0.51 48 70 0090 6.65 366 
49 11 0.43 5.99 2.83 
50 70 o. 4o 0.45 0.58 
51 156 0.41 0.37 0.56 
52 149 0.66 0.64 C. 92 
53 48 0.52 1.23 1.01 
54 31 0.69 2.08 1.52 55 49 0.96 0.84 1.30 56 7 0.32 11.25 4.82 
57 
58 

32 
2 

0.86 2.20 1.74 
7 0.46 7.82 3.59 

Overall 1456 0.61 1.90 1.37 
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Table 44 Summary of the schedules obtained by the pattern 

enumeration method using the second set of parent 

girders. 
. -ý--_---------- ---r----- 

Number of °, _ % Total % 
Data girders used trim off-cut scrapped 

39 º 45 0.50 1.52 1.11 
40 26 1.33 10.44 5.51 
41 68 0.09 0.30 0.21 
42 16 0.14 5.71 2.42 
43 44 0.14 1.45 0.72 
44 259 0.06 0.14 0.12 
45 173 0.08 1.00 o. 48 
46 68 i 0.34 0.61 0.58 
47 100 0.05 1 0.76 0.36 
48 66 0.76 1.22 1.25 
49 11 0.37 6. o6 2.79 
50 70 0.05 0.81 0.37 
51 156 0.11 0.67 0.38 
52 148 0.12 0.49 0.31 
53 48 0.12 1.63 0.77 
54 31 0.11 2.66 1.18 
55 49 0.13 1.67 0.80 
56 7 1.62 9.95 5.60 
57 31 0.45 0.00 o. 45 
58 25 0.26 0.74' 0.56 

Overall 1441 0.20 1.15 o. 66 
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Table 45 Comparison of the total amount of scrap (%) by different 
scheduling methods. 

ý'Iethodj 
-Data` -ABCD'EFGNI'J`KL 

39 111.44'1.30; 1.34 1.17 1.17`1.42; 2.06 1.19 1.13: 1.21; 1.37 1.11 
4o f2.99 2.82.2.71.2.71 2.71: 2.82; 2.71 2.68 2.68; 2.40,13.84 5.51 
41 0.82.0.81; 1.24,0.58 0.560.87 0.56 0.58 0.58: 0.62! 1.05 0.21 
42 0.64,3.44j0.37: o. 37; C. 36 3.44; 0.36 0.38-0.380.41; 2.59 2.42 
43 '1.72,0.7711.35; 0.43,0.47 1.6310.47 c. 44 c. 43 0-5C, 2.25,0.72 
44 0 . 680.13_0.13,0.130.38C. 64'0.12 
45 1.15 0.43'0.47°o. 450.68'1.38'0.48 
46 : 1.89 0.47-C. 57: 1.13 1.8o 1.45: 0.58 
47 ; 0.55 0.34y0.35 0.360.39; 0.51: 0.36 
48 j. + 2.54 4.13; 1.00i1. C0 1.373.56'1.25 

ý13.47 
3.46 2.83 2.79 49 13.54 

3.1+5 3.4?! 
50 0.53 0.35 10.35 ;o. 35 0.39 ý 0.58 C -3? 51 0.88 0.29? 0.310.30; 0.41ý10.56: 0.38 
52 10.85 0.190.2110.220.27ý10.92 C"31 
53 11.05 0.80! 0.80 0.80,0.88; 1.010.77 
54 1.44 1.0011. C8; 1. C0 1.0741.52 1.18 
55 i l-35 0.87 i 0.87 -0-8? C-9011-30 0.80 
56 X7.13 7.06j7. c617. o67.50i4.82 5.60 
57 1.36 1.22i1.13; 1.032.23{1.74io. 45 
58 1.73 1-3411.41; 1.41 1.4013-591c. 56 

Initial 
five sets 1.35 1.24 1.35 0.78 0.78 1.54 0.92 0.79 0.78 0.80 1.8111.13 
of data. 

Overall 1.24 0.86 0.65 0.66 0.84 1.37 0.66 

Key to methods 

A- Manual scheduling. 

B- Initial British Steel heuristic. 

C- Pattern enumeration, without sorting orders. 
D-"" orders sorted by the total number of 

pieces in an order. 
E Evans & Quarrington first 

criteria. set of 
parent F- Intermediate British Steel heuristic. lengths 

G- Pattern enumeration with varying acceptable trim. 

H routine to force hizh demands 
into solution. 

second set of acceptable trim 
parameters. 

j- Final British Steel heuristic. 

K- Intermediate British Steel heuristic. second set of 
L- Final pattern enumeration method. parent lengths. 
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APPENDIX 5. BIBLICGRAP Y 

The bibliography has been split into two sections. Section A 

contains works which are referenced explicitly in the text 

, 
(i. e. either basic methods or background material to one of the case 

studies). Section B contains works which, while not of direct 

relevance to the development of the pattern enumeration technique, 

do show different methods for tackling the trim loss problem. 

General theory texts have also been included in this section. 

SECTICN A. 

1. A. G. Beged-Dov, 'Lower and Upper Bounds for the Number of 

Lattice Points in a Simplex', Society for Industrial and Applied 

Mathematics Journal 22(1) (1972) 106-8. 

2. R. H. Bernhard, 'Use of Inventories for Reduction of Trim 
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