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Summary 
 
Because of the COVID-19 pandemic, a new normal has taken over. It affects the higher demand 
for using video traffic. H.264/SVC is the video compression standard with several advantages 
compared with the previous standard, such as a smaller storage space and scalability of video 
quality depending on network quality. The H.264/SVC bitstream includes one base layer (BL), the 
most important layer, and one or more enhancement layers (EL) which can be leveraged to optimize 
the video scalability depending on the network condition and user preferences. The method of 
transmission is powerful as the video coding method. The transmission of the good video quality 
will not be effective without a suitable transmission method.  
 In this thesis, we study and research the H.264 scalable video coding transmission with 
IEEE 802.11ac standard MIMO wireless transmission. We focus on the suitable transmission 
method for H.264/SVC in a different environment. We divide the research focusing on two issues: 
 1. With the difference channel environment: The suitable H.264/SVC transmission 
technique in IEEE 802.11ac with the specific quantization parameter of video encoding was 
proposed. This aim is to compare three techniques in IEEE 802.11ac: STBC, SISO, and MIMO. In 
this focus, only the accuracy of the video was considered to measure the efficiency of the 
transmission technique. This part proposed to utilize STBC to improve the quality of H.264/SVC 
video transmission. We have shown the performance of H.264/SVC video transmission with three 
multiple antenna techniques. The results show that STBC is the best technique for H.264/SVC 
transmission under a low-quality channel environment. The best result shows that STBC in channel 
model D can improve the PSNR by 67 percent and 76 percent compared with SISO and MIMO, 
respectively, at low SNR of 20 dB. Due to STBC transmitting multiple copies of data, it can 
increase data reliability. We proved that STBC is the most suitable multiple antenna technique to 
improve the quality and realizability of video transmission in both PSNR and bit error rate (BER). 
 2. With the different transmission distance: H.264/SVC video transmission on MIMO with 
RSSI feedback was proposed. This aim to proposes the allocation of packetization in the 
transmission packet and the compromising of quantization parameter encoding both vary on the 
channel efficiency. This part proposed a MIMO transmission system for H.264 scalable video 
coding that does not require full CSI feedback. Instead of the CSI feedback, we have used the RSSI 
and table of encoding rules obtained via link simulation in MATLAB. The encoding rule takes the 
form of the encoding ratio between the base and enhancement layer, which was done by adjusting 
the quantization parameter. This proposed system has been shown to improve the PSNR by at least 
16 dB and increase the effective distance of 6 meters above compared with the conventional 
method. 
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Chapter 1 

Introduction 

This chapter introduces the motivations of this thesis, the objectives of the research, and the 
thesis hierarchy. 

 
1.1 Motivations 

The need for a faster wireless video transmission system has steadily increased every year. 
Due to the effects of the COVID-19 pandemic, a new normal has taken over: an average of 
4.7x more home workers than pre-pandemic was polled by Cisco as shown in Figure 1.1 
[1], affect the higher demand using video traffic. H.264 Advanced Video Coding 
(H.264/AVC) is a well-known video compression standard for high-definition digital video 
in this era. This standard’s strength requires only half of the storage space or network 
bandwidth compared  with MPEG-2 at the same video quality. 

With a tremendous increase in the popularity of networked multimedia applications, video 
data is expected to account for a large portion of the traffic on the internet and next-
generation wireless systems. Transmitting uncompressed video content is not feasible as 
the amount of data transmitted will be very high (in Gigabytes). For ease of transport over 
networks, video is encoded (i.e., compressed) to reduce the bandwidth requirements. Even 
compressed video requires large bandwidths to accommodate large data rates of hundreds 
of Kilobits per second (Kbps) or Megabits per second (Mbps). In the present day, end-
users have a wide choice of multimedia devices at their disposal, going from 
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Figure 1.1 The poll of home worker with Covid-19 pandemic by Cisco. 

high-resolution HDTVs to low-resolution mobile phones. Two significant problems need 
to be solved to satisfy a broad range of customers’ requirements. The first problem is that 
we require a scalable representation of the input video due to the diversity of end-user 
requirements arising from a wide range of mobile terminals and the variety of available 
screen resolutions. The recently developed scalable extension of the state-of-the-art 
H.264/MPEG-4 advance video coding standard, also known as H.264/SVC (Scalable Video 
Coding), solves this problem. It aims to bring varying scalability to provide a high degree 
of coding efficiency without significantly increasing the decoder complexity compared to 
their corresponding non-scalable two profiles. H.264/SVC supports various scalability 
modes such as temporal, spatial, and quality scalability. The video stream can be encoded 
into multiple layers, each with different frame rates (temporal scalability), different spatial 
resolutions (spatial scalability), or different fidelity levels (quality or SNR scalability). This 
feature is responsible for the adaptive compression that transmits high-quality video 
through the varying amounts of available bandwidth networks. The second problem is that 
wireless transmission mediums typically introduce bitstream errors due to noise, 
congestion, and fading on the channel. 

To meet the required data rate for the best video quality with the limited wireless, 
multiple input multiple output (MIMO) wireless communication systems are used. MIMO 
uses multiple antennas at both transmitter and receiver to provide diversity gain (i.e., 
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increase transmission reliability) or spectral efficiency gain by spatial multiplexing (SM) 
[2]. The multiple antennas provide multiple spatial paths to reduce fading sensitivity by 
spatial diversity. Using both H.264/SVC and MIMO has been shown to maximize the 
system throughput and guarantee the quality-of-service (QoS) with both time-varying 
channel capacity and channel state information [3][4]. For the decoded video quality at the 
receiver, the peak signal-to-noise ratio (PSNR) must be high. To improve PSNR, Yang and 
Wang proposed a cross-layer design framework for efficient broadcasting of H.264/SVC 
over the downlink MIMO orthogonal frequency division multiplexing (OFDM) systems. 
This is followed by the heterogeneity of video and the condition of the channel [5]. Finally, 
in [6], the authors proposed a method for optimizing power allocation by optimizing the 
end-user quality of experiences (QoE) by considering transmission errors in the physical 
layer and video source coding characteristics in the application layer. 

However, almost of the video transmission research works require channel state 
information (CSI). CSI refers to the channel gain or other information describing the 
channel's instantaneous characteristics or properties. If the transmitter has full CSI, it can 
significantly enhance communication efficiency because the transmitter can adjust the 
suitable transmission method with the channel and increase the transmission bit rate. It is 
almost impossible for a transceiver to accurately know CSI at high noise or low signal-to-
noise ratio (SNR). Due to the doppler phenomenon, the CSI can change quickly with or 
without relative movement between the transmitter and receiver, requiring frequent update 
intervals. An outdated CSI leads to major performance degradations such as capacity loss, 
CSI changes before transmission caused by channel variations, or CSI availability are the 
key issues that will determine the feasibility of MIMO techniques in wireless 
communication systems [7]. 

Our work focuses on how to deliver videos that are as accurate as possible because 
accuracy is essential for video decoding. Most of our work focus on considering submissions 
in the environments or a highly-noise channel without using CSI. 
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1.2 Research Objectives 

Our main objective in the thesis is to research and design the suitable H.264 scalable video 
coding transmission technique in IEEE 802.11ac under the difference environments. We 
divide the research environment into two issues: 

1. With the different of channel environment: the suitable H.264/SVC transmission 
technique in IEEE 802.11ac with the specific quantization parameter was proposed. 
We compare three basically techniques in IEEE 802.11ac: STBC, SISO, and MIMO 
with TGac channel B, C, and D. In this focus, only the accuracy of the video was 
considered to measure the efficiency of the transmission technique. 

 
2. With the different transmission distances: H.264/SVC video transmission on MIMO 

with RSSI feedback was proposed. This aim is to offer the allocation of 
packetization in the transmission packet, and the compromising quantization 
parameter encoding both varies on the channel efficiency. 

 
1.3 Thesis Hierarchy 

The structure of this thesis depicts in Figure 1.2. The first chapter describes the motivations 
and objectives of the research tasks. The remaining chapters are organized as follows. 

 

Figure 1.2 Thesis hierarchy. 
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Chapter 2. Video Transmission System Overview This chapter briefly reviews the 
related theory we use in this thesis. The overview of H.264/SVC video coding standard:  the 
scalability in scalable video coding, quality scalability, bitstream description and video 
coding layer (VCL), and IEEE 802.11ac wireless standard: orthogonal frequency division 
multiplexing (OFDM), modulation and coding scheme, data modulation and coding (FEC) 
combinations and quadrature phase shift keying (QPSK) modulation, were explained. 

Chapter 3. H.264/SVC Video Transmission by IEEE 802.11ac techniques  In this 
chapter, the suitable H.264/SVC transmission technique in IEEE 802.11ac with the specific 
quantization parameter of video encoding was proposed. We compare 3 techniques in 
IEEE 802.11ac: STBC, SISO, and MIMO for searching the most suitable technique for 
H.264/SVC video transmission. The measurement of this chapter is considered from only 
the qualities of the video received. 

Chapter 4. H.264/SVC Video Transmission on MIMO with RSSI feedback This 
chapter presents the transmission packet allocation of H.264/SVC to transmit on IEEE 
802.11ac MIMO system without beamforming. The transmission method is based on RSSI 
instead of CSI feedback. In addition, the video encoding was focused. The quantization 
parameter is considered based on the distance between the transmitter and receiver. 

Chapter 5. Conclusion and Future Work This chapter presents the summary of this 
thesis, the directions, and suggestions for future research tasks. 



9 
 

 
 
 
 
 
 
 
 
 

Chapter 2 
 

Video Transmission System Overview 

 
2.1 Introduction 

In this chapter, a brief overview of the H.264/SVC video coding standard, the IEEE 
802.11ac wireless standard, and the peak signal-to-noise ratio that used for measurement 
tool, were explained in part used in this thesis. 

 

2.2 H.264/SVC Video Coding Standard 

Currently, digital video is utilized in a very broad and increasing range of applications. 
Video compression techniques have facilitated the development of new applications, 
including digital television, versatile digital disk (DVD) players, streaming internet video, 
and video conferencing. Those devices have different capabilities and transmission 
systems, consequently. The requirements of each, concerning spatial resolution, temporal 
resolution, and quality, are also different. 

The video compression standards are used for several purposes, such as video storage, 
video streaming, or video casting. Video encoding software is required to encode the raw video 
files into the compression video standards. As well as H.264/SVC, the encoding software is 
a Joint Scalable Video Model (JSVM) reference software [8]. This software runs with two 
configuration files, the main configuration file, and the layer configuration file. The 
configuration file includes configuration parameters. The user can change the parameter in 
the file according to the requirement. 
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Figure 2.1 Scalable video coding in H.264. 
 

H.264 scalable video coding (H.264/SVC) is the current video compression standard 
developed by the Joint Video Team (JVT) of ITU-T Video Coding Experts Group (VCEG) 
and ISO/IEC Moving Pictures Experts Group (MPEG). It is an extension of the H.264 
advanced video codecs (H.264/AVC) standard, also known as H.264/AVC Annex G. The 
H.264/SVC has several advantages compared with the previous standard (i.e. H.263, 
H.262, and so on), such as a smaller storage space and scalability of video quality which 
depending on network quality. The H.264/SVC bitstream includes one base layer (BL), the 
most important layer, and one or more enhancement layers (EL) which can be leveraged to 
optimize the video scalability depending on the network condition and user preferences as 
shown in Figure 2.1. In H.264/SVC, the base layer is coded as a non-scalable profile of 
H.264/AVC and single-layer coding. On the other hand, each enhancement layer is coded 
depending on the previous lower layers (including the base layer). This is true in some 
frames of any given encoded video. In other words, the base layer is more important than 
any of the enhancement layers. The decoder can decode the video only if the BL is 
available. In this thesis, quality scalability is used to encode the video. There are three 
modes of quality scalability for the different quality levels and the complexity of encoding. 
We use the medium-grain scalability (MGS), which is the middle of quality levels and also 
the middle complex. Inside of each enhancement layer includes MGS layers as sub-layers. 

The hierarchy of H.264/SVC for this thesis use can be shown in Figure 2.2. 
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Figure 2.2 The hierarchy of H.264/SVC. 

 
2.2.1 The scalability in scalable video coding 

There are three types of scalabilities in video coding: spatial scalability, quality scalability, 
and temporal scalability. Figure 2.3 shows the differences of scalabilities among these 
three types. Spatial scalability involves the coding of a video using multiple spatial 
resolutions. As shown in Figure 2.6, the data decoded at lower resolutions can be used to 
predict the data of higher resolutions to reduce the bit rate. Quality scalability is considered 

as a special case of spatial scalability because the generated stream can be used to predict 
and decode the video with different qualities, as shown in Figure 2.7 [9]. Conversely, 
in temporal scalability coding, structures containing bidirectional (B) and prediction (P) 
pictures in the BL are decoded as B and P frames, respectively. The EL frames are predicted 
using the lower temporal layer frames as the reference frames. The frames in the BL and 
EL are used to build a group of pictures (GOP), as shown in Figure 2.5 [10]. 
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Figure 2.3 The scalability in scalable video coding. 

 
 

Figure 2.4 The improvement of scalable layers in H.264/SVC. 
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Figure 2.5 Temporal scalability. 
 
 
 
 
 

 

Figure 2.6 Spatial scalability. 
 
 

The H.264/SVC standard supports different video data processing, which can add one 
or more  layers to the bitstream. As mentioned above, three scalabilities are used in the 
different proposed, the temporal scalability changes the frame rate, while the spatial 
scalability changes the frame size. Furthermore, the quality or SNR scalability changes 
quality, as shown in Figure 2.3. Hence, the receiver can decode in parallel the desired layers 
to achieve a  high bit rate and image quality. Thus, H.264/SVC can support different 
resolutions and bit rates within only one scalable bitstream [11]. The quality of video 
frames can improve with the defined spatial resolution and frame rate for quality 
scalability. 
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Figure 2.7 Quality scalability. 
 

Scalable Video Coding (SVC) aims to encode a single high-quality video bitstream, 
adaptable to the devices of differing capabilities. From the parent, bitstream subsets may be 
derived, representing the sequence at a smaller frame size, lower frame  rate, lesser quality, 
or some combination of the above. The subsets are decoded in the same manner as the parent 
stream. For a given instance, the transmission bandwidth is reduced to that required for the 
corresponding subset bitstream only. The other objective of scalable video coding is to 
enable the generation of a unique bitstream that can adapt to various bitrate, transmission 
channels, and display capabilities without a significant loss in coding efficiency. 

A video sequence can be encoded in several layers to meet the different requirements 
in frame rate and picture quality. In each case, the base layer provides basic performance: 
lower frame rate, frame resolution, or quality. The increased performance is obtained by 
decoding the base layer and the enhancement layer, as shown in Figure 2.4. 

 

2.2.2 Quality scalability 

Quality scalability is considered a special case of spatial scalability with identical picture 
sizes for the base and enhancement layer. The inter-layer prediction tools are also employed 
in quality scalability. For quality scalability, the subset bitstream in the enhancement layer 
provides the same spatial-temporal resolution as the base layer but a lower SNR compared to 
the base layer. The H.264/SVC supports three quality scalability modes as coarse-grain 
scalability (CGS), fine-grain scalability (FGS), and medium-grain scalability (MGS) [12]. 
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(A) Coarse-grain scalability (CGS) 

This type of scalability may be considered a special case of spatial scalability where the 
enhancement and the base layer will have the same picture size. So, the same inter-layer 
prediction method for spatial scalable is used, but without up-sampling operations, and the 
inter-layer residual and intra prediction are achieved in the transform domain. For CGS 
mode, the residual texture signal is re-quantized using a quantization step smaller than the 
quantization step of the preceding layer [13]. 

 
(B) Medium-grain scalability (MGS) 

This mode uses similar techniques to CGS. However, MGS tries to solve several problems 
encountered by CGS, such as the lack of flexibility for bitstream adaptation and the limited 
number of rate points. So, the flexibility is improved by allowing the removal of these 
quality levels at any point in the bitstream. MGS can be used to allow up to 128 quality 
extraction points [12]. 

 
(C) Fine-grain scalability (FGS) 

To support the FGS, the progressive refinement (PR) slices have been inserted. Each PR 
slice represents a refinement of the residual signal that corresponds to a bisection of the 
quantization step size (QP increase of 6) [13]. These signals are represented so that only a 
single inverse transform has to be performed for each transform block at the decoder side. 
The ordering of transform coefficient levels in PR slices allows the corresponding PR 
Network abstraction layer (NAL) units to be truncated at any arbitrary byte-aligned point 
so that the quality of the SNR base layer can be refined in a fine-granular way. The FGS in 
MPEG-4 presents a low performance because the motion compensated prediction (MCP) 
always uses the SNR base layer. As detailed in Figure 2.8, the MCP uses the highest quality 
reference of temporal refinement pictures for the H.264/SVC design. This difference 
improves the coding efficiency without increasing the complexity when hierarchical 
prediction structures are used. 
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Figure 2.8 Motion-compensated prediction for FGS scalability. 
 

2.2.3 Bitstream description 

The H.264/SVC is an extension of the H.264/AVC. It uses the H264/AVC basics. While 
describing the bitstream, we will depict the H.264/AVC features for understanding the 
concepts of extending H.264/AVC towards SVC. The H264/AVC design covers two 
additional layers compared with previous standards, a video coding layer (VCL) and a 
network abstraction layer (NAL), as mentioned in the next section [11][14][15]. The VCL 
guarantees a good efficiency in compression through coding the source content. The NAL 
arranges these data and offers header information to enable simple and effective 
customization of the use of VCL data for a broad variety of systems. 

 
(A) Network abstraction layer (NAL) 

The coded video data are NAL units, as depicted in Figure 2.9. Each one contains an integer 
number of bytes. The first byte of each NAL unit is the header, which indicates the NAL 
unit type. Then, the next 3 bytes, as an amendment of the H.264/SVC, presents the header 
extension. The remaining bytes represent the payload data [16]. 

 
(B) NAL unit header 

The syntax of the NAL unit header with H.264/SVC extension is depicted in Figure 2.9. The 
one-byte header unit and three bytes header extensions are organized as follows: 

• Forbidden zero bit (F), the first bit: is set when the Raw Byte Sequence Payload 
(RBSP) contains an error. Then, the NAL unit will be discarded by the decoder. 
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Figure 2.9 NAL unit format of H.264/SVC video. 
 

Figure 2.10 NALU header of H.264/SVC extension. 

 
• Nal ref idc (NRI) two bits indicate that the picture is stored in the Decoded Picture 

Buffer (DPB) to be used as a reference. 

• The five remaining bits indicate the Nal unit Type (type). According to this flag, 
NAL units are organized into two principal types: VCL NAL units containing coded 
slices and non-VCL NAL units, including additional information. 

• Reserved one bit (R) is the first bit and must be equal to 1. 
 

• Idr flag (I); this one bit indicates whether the picture is instances data refresh (IDR) 
or not. 

• Priority id (PRID) is represented by six bits representing a combination of the three 
types of scalabilities, and each one is represented by two bits. 

• No inter layer pred flag (N) indicates whether the inter-layer prediction is used or 
not. 

• Dependency id (DID) corresponds to three bits; specify the layer which can attempt 
seven layers. 

• Quality id (QID) denotes quality refinement, written in four bits.
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• Temporal id (TID), which indicates the temporal resolution. 
 

• Use base prediction flag (U); this flag indicates whether the base representation is 
used as reference pictures for motion compensation or not. 

• Discardable flag (D) is significant because the NAL unit is not required to 
decode higher layers. 

• Output flag denotes whether the decoded picture is output. 
 

• Two reserved bits have a fixed value of 11. 

 
(C) Raw byte sequence payload (RBSP) 

A bitstream format is a sequence of NAL units, as shown in Figure 2.11. The most 
significant non-VCL NAL units are sequence parameter sets (SPS), picture parameter sets 
(PPS), and supplemental enhancement information (SEI). SPS contains all parameters 
related to a picture sequence, and PPS contains all parameters related to all the slices 
belonging to a single picture. SPS and PPS include information that is in frequently changed 
for a video sequence. The SEI messages offer additional information for the decoding 
process. They are not necessary for decoding video sequence samples. According to the 
NAL unit header, H.264/SVC or AVC NAL unit is coded. A succession of AVC and 
H.264/SVC NAL units form the bitstream, corresponding to the base layer coded picture 
following the enhancement layer coded picture. We note that additional flags are 
incorporated in RBSP to specify the type of NAL unit, which means H.264/SVC NAL unit or 
AVC one. In this thesis, we focus on the additional flags for the H.264/SVC NAL unit, and 
we note the most significant one: 

• Base mode flag specifies that the macroblock prediction mode and the corresponding 
motion data are inferred from the base layer. 

• Motion prediction flag indicates whether inter-layer motion prediction is used or not. 
 

• T coeff level prediction flag specifies whether inter-layer intra prediction is used or 
not. 

• Residual prediction flag specifies whether the residual signal of the current 
macroblock  is predicted using the base layer or not. 

 



19 
 

 

 
 

Figure 2.11 A structure of video data to H.264/SVC NALU. 
 

(D) Video coding layer (VCL) 

The VCL details a well-organized representation of the coded video data [14]. The H.264/ 
AVC VCL design is similar to that of proceeding video coding standards such as H.261 and 
H.263. However, H264/AVC contains new features that enable it to improve compression 
efficiency relative to any prior video coding. According to the video coding strategy, the 
picture is partitioned into macroblocks and slices. For the H.264/AVC, the macroblock 
size is smaller than the previous standard such as H.263, H.262, and so on. It can achieve 
a 4x4 block size. To remove the redundancy of data samples, two types of prediction are 
used such as temporal and spatial. The resulting prediction signal is represented using 
transform coding. The macroblocks of a picture are then arranged into slices that can be 
parsed independently of other slices. The H.264/AVC supports three slice coding types I-
slice, P-slice, and B-slice. The major feature of the H.264/AVC is the entropy coding using 
two methods context-based adaptive variable length coding (CAVLC) and context-based 
adaptive binary arithmetic coding (CABAC). 

 
2.2.4 Quantization parameter  

Most current multimedia codecs, both encoder and decoder, employ the transform 
quantization pair. Transform coding is the basis of lossy compression. A basic transform 
coder segments the image into smaller square blocks. Each block undergoes a 2-D 
orthogonal transformation. The transform coefficients are individually quantized and 
coded. The coefficients with higher energy are finely quantized. The encoder treats the 
quantized coefficients as symbols which are then entropy encoded. Low-frequency 
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components in an image correspond to important image features whereas the high-
frequency components correspond to the details of the image which are less important. The 
transform isolates various image frequencies. Thus, the pixels that correspond to high 
frequencies are quantized heavily. Conversely, the pixels that correspond to lower 
frequencies are quantized lightly or not quantized at all. 

A block of video samples is transformed using a 4x4 or 8x8 integer transform. It is an 
approximate form of the Discrete Cosine Transform (DCT). The transform outputs a set of 
coefficients, each of which is a weighting value for a standard basis pattern. When 
combined, the weighted basis patterns re-create the block of residual samples. The 
transformation outputs or a block of transform coefficients is quantized. Each coefficient is 
divided by an integer value. Quantization reduces the precision of the transform coefficients 
according to a quantization parameter (QP). Typically, the result is a block in which most 
or all of the coefficients are zero, with a few non-zero coefficients. Setting QP to a high 
value means that more coefficients are set to zero, resulting in high compression at the 
expense of poor decoded image quality. Setting QP to a low value means that more non-
zero coefficients remain after quantization, resulting in better-decoded image quality but 
lower compression. Figure 2.12 shows how the inverse DCT creates an image block by 
weighting each basis pattern according to a coefficient value and combining the weighted 
basis patterns. 

The video encoding process creates a number of values that must be encoded to create 
a compressed bitstream. These values are the quantized transform coefficients, information 
to enable the decoder to re-create the prediction, information about the structure of the 
compressed data and the compression tools used during encoding, and information about 
the complete video sequence. These values and parameters or syntax elements are 
converted into binary codes using VLC and/or arithmetic coding. Each of these encoding 
methods produces an efficient, compact binary representation of the information. Then, the 
encoded bitstream can then be stored and/or transmitted [38]. 

In the H.264 codec, the quantization step (Qstep) has a total of 52 values and the 
quantization parameter (QP) is the sequence number of Qstep, with a value ranging from 
0 to 51. When QP takes the minimum value of 0, it means the quantization is the finest; on 
the contrary, when the QP takes the maximum value of 51, it means that the quantization 
is the roughest. The relationship between QP and Qstep for the 8 bits source and output is 
shown in Table 2.1. QP and Qstep have a linear correlation. Whenever the QP value 
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increases by 6, Qstep doubles. 

 

Figure 2.12 Transformation and quantization process. 

 

Table 2.1: Quantization values: QP vs Qstep. 
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To easily understand using in this research, we can be briefly concluded that QP controls 
the amount of compression for every macroblock in a frame. It is possible to calculate the 
equivalent quantizer step size for each value of QP. The range of QP is from 0 to 51 in 
H.264. QP is the step size (Qstep). Quantizers with higher QP values have lower scale of 
the output, which can reduce the size of data in the cost of lower video quality. Figure 2.13 
a), b), and c) are compressed from the same frame in Foreman sequence but quantized by 
different QP value. 

 

 
a)  QP = 0, PSNR = 69.8 dB, Compression ratio = 2:1 

b)  QP = 25, PSNR = 39.2 dB, Compression ratio = 50:1 

 
c)  QP = 50, PSNR = 23.95 dB, Compression ratio = 825:1 

 
Figure 2.13 A frame in Foreman video with different QP. 
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2.3 IEEE 802.11ac Wireless Standard 

The IEEE 802.11 standards have wide spread specifications, different operating modes, 
and optional functions. The absence of an IEEE compatibility testing facility made it 
difficult for manufacturers to produce interoperable WLAN devices.  The Wi-Fi Alliance 
was created to certify products that obey certain interoperability standards. It is a trade 
association created in 1999 by a group of pioneer companies, including 3Com, Cisco, 
Motorola, and Nokia, and now it consists of more than 350 companies worldwide. They 
own and control the Wi-Fi CERTIFIED logo printed on equipment that passes their test. 
The main aim of the certification process is to ensure interoperability, quality control, 
backward compatibility with previous Wi-Fi products, and innovation by introducing 
certification programs for the latest technologies available in the market. 

The 802.11ac standard reuses much of the previous legacy IEEE 802.11n and IEEE 
802.11a standards. It uses the same sub-carriers structure in the 20 and 40 MHz bandwidth, 
and an extension of these is used for the higher channel bandwidths. A legacy preamble is 
transmitted every 20 MHz of the bandwidth so that all IEEE 802.11 devices can 
synchronize the packets. 

Under the IEEE 802.11ac standard, there are four different transmission techniques 
with four different PHY implementations: direct sequence spread spectrum (DSSS), 
orthogonal frequency-division multiplexing (OFDM), and frequency-hopping spread 
spectrum (FHSS), and infra-red (IR). Note that diffuse infra-red and FHSS have received 
little attention in the market. For this reason, we will focus on the more popular 
technique, OFDM. 

 

2.3.1 Orthogonal frequency division multiplexing (OFDM) 

Orthogonal frequency-division multiplexing (OFDM) is a method of digital encoding data 
on multiple sub-carrier frequencies. OFDM enables the transmission of broadband, high 
data rate information by dividing the data into several interleaved, parallel bit streams 
modulated on a separate sub-carrier. This modulation technique is a robust solution to 
counter the adverse effects of multipath propagation and inter-symbol interference (ISI). It 
can easily adapt to improve the channel quality with the ability to offer several modulations 
and coding alternatives. The multitude of choices allows the system to adapt the optimum 
data rate for the current signal conditions. 

In the past, the spacing between channels was often more significant than the symbol 
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rate to avoid overlapping the spectrums. However, in OFDM systems, the sub-carriers 
overlap, which conserves bandwidth. Keeping the sub-carriers orthogonal to each other 
controls sub-carrier interference. Orthogonality means there is a mathematical relationship 
between  the sub-carriers. 

With OFDM, the high-rate data signal is divided equally across the sub-carriers. This 
reduces the data rate and increases the symbol duration for the sub-carriers, thus reducing 
the relative amount of dispersion in time caused by multipath delay spread. Phase noise 
and non-linear distortion contribute the most to the loss of orthogonality, which results in 
inter-carrier interference (ICI). A guard interval is added to help prevent ICI and ISI. A 
signal with a slower data rate is more resistant to multipath fading and interference 

The primary advantage of OFDM over single-carrier schemes is its ability to cope with 
severe channel conditions (for example, frequency-selective fading due to multipath) 
without complex equalization filters. Channel equalization is simplified because OFDM 
may be viewed as using many slowly modulated narrowband signals rather than one rapidly 
modulated wideband signal. The low symbol rate makes a guard interval between symbols 
affordable, making it possible to eliminate inter-symbol interference (ISI) and utilize 
echoes and time-spreading to achieve a diversity gain, i.e., a signal-to-noise ratio 
improvement. 

The multi-carrier concept with a time-limited multi-carrier technique has been proposed 
in [17] by Weinstein and Ebert: it was the birth of OFDM. Because of its high efficiency, 
this technique has been heavily used in the expanse of applications. For instance, European 
digital audio broadcasting (DAB) and digital video broadcasting (DVB) are the first 
technologies using OFDM. 

OFDM is one of the multiplexing techniques that permits a high data rate transmission 
while ensuring better channel exploitation compared to conventional frequency division 
multiplexing (FDM) [18]. It overcomes the multipath problem by dividing the channel 
bandwidth into a number of orthogonal sub-bands that carry one modulation symbol each. 
It was presented as a new way to transmit signals without intercarrier interference (ICI) or 
inter-symbol interference (ISI). Because of its high efficiency, which improves data rates, 
OFDM has been considered a key improvement when introduced within IEEE 802.11 
specifications with IEEE 802.11a. Several works expose the use of OFDM while showing 
its performance within wireless networks [19][20].
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OFDM splits a large amount of data over available subcarriers that are then multiplexed to 
be simultaneously transmitted over the channel. Each sub-band is orthogonal to all other  
subbands to null out ICI. Users can occupy the channel during an OFDM symbol duration 
and transmit within the corresponding frequency bandwidth. Combined with error 
correction coding, it allows time and frequency diversity. The subcarriers are spaced by a 
frequency interval denoted by △ f. To prevent ISI, a guard interval (GI) is added between two 
successive OFDM symbols. Practical implementation of OFDM uses inverse fast Fourier 
transform (IFFT) and FFT at transmitter and receiver, respectively. The IFFT/FFT size 
equals the number of subcarriers. Table 2.2 presents different parameters involved in the 
OFDM technique for the Wi-Fi norm up to IEEE 802.11ac. 

Table 2.2: IEEE 802.11ac OFDM parameter values in 20 MHz bandwidth. 
 

FFT size 64 points 
Subcarrier Frequency spacing (△ f ) 312.5 kHz (20 MHz/64) 

OFDM symbol time 3.2 us 
Guard Interval (GI) 0.8/0.4 us 

Inactive/unused subcarriers 12 
Total number of subcarriers 56 
Number of data subcarriers 52 
Number of pilot subcarriers 4 

 
Under IEEE 802.11 specifications (up to IEEE 802.11ac), an OFDM symbol is 

transmitted within a 20 MHz band, divided into 64 sub-bands of 312.5 kHz each. Each 
OFDM  symbol corresponds to a duration of 3.2 µs involving three types of subcarriers: 
pilot, data, and inactive (that includes center and guard subcarriers). An illustration of an 
IEEE 802.11 OFDM symbol is presented in Figure 2.14. 

 

 

Figure 2.14 IEEE 802.11ac OFDM symbol. 
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Otherwise, depending on standard specifications, particularly PHY layer features, the 
coding of OFDM symbols could include different modulation and coding schemes (MCS). 
Different supported MCSs are exposed in section 2.3.3. 

 
2.3.2 Channel state information (CSI) 
 
In wireless communication, channel state information (CSI) simply represents the 

properties of a communication link between the transmitter and receiver. The CSI describes 

how a signal propagates from the transmitter to the receiver and represents the combined 

effect of, for example, scattering, fading, and power decay with distance. The CSI makes 

it possible to adapt transmissions to current channel conditions, which is crucial for 

achieving reliable communication with high data rates in multi antenna systems.  CSI at 

the transmitter is vital in MIMO systems in order to increase the transmission rate, to 

enhance coverage, to improve spectral efficiency and to reduce receiver complexity. 

 The CSI is usually estimated at the receiving end and then quantized and fed back to the 

transmitting side. Basically, there are two ways that the transmitter can obtain CSI from 

the receiving end. The transmitter and receiver can have different CSI. There are basically 

two levels of CSI, namely instantaneous CSI and statistical CSI. The following section 

describes both, the instantaneous and statistical CSI. 

• Instantaneous CSI is also known as short-term CSI. Instantaneous CSI means that 

the response of a digital filter. This gives an opportunity to adapt the transmitted 

signal to the impulse response and thereby optimize the received signal for spatial 

multiplexing or to achieve low bit error rates. 

• Statistical CSI is also known as long-term CSI. Statistical CSI means that a 

statistical characterization of the channel is known. This description can include the 

type of fading distribution, the average channel gain, the line-of-sight component, 

and the spatial correlation. As with instantaneous CSI, this information can be used 

for transmission optimization. 
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2.3.3 Modulation and coding set (MCS) 

Selecting a modulation and coding set (MCS) is simpler in IEEE 802.11ac than in IEEE 
802.11n. Rather than the 70-plus options offered by IEEE 802.11n, the IEEE 802.11ac 
specification has only 10, as shown in Figure 2.15. The first seven are mandatory, and most 
vendors will support 256-QAM, all nine MCS options in all products they bring to market. 
Modulation describes how many bits are contained within one transmission time increment. 
Higher modulations pack more data into the transmission, requiring much higher signal-to-
noise ratios. Like its predecessors, IEEE 802.11ac uses an error-correcting code. One of the 
fundamental attributes of an error-correcting code is that it adds redundant information  in a 
proportion described by the code rate. A code at rate R=1/2 transmits one user data bit (the 
numerator) for every two bits (the denominator) on the channel. Higher code rates have more 
data and less redundancy at the cost of not being able to recover from as many errors. In 
IEEE 802.11ac, modulation and coding are coupled together into a single number, the MCS 
index. Each of the MCS values can lead to a wide range of speeds depending on the channel 
width, the number of spatial streams, and the guard interval. IEEE 802.11ac also does away 
with unequal modulation, a protocol feature from IEEE 802.11n that was not widely 
implemented. One of the ways that IEEE 802.11ac simplifies the selection of modulation 
and coding is that the modulation and coding are no longer tied to the number of spatial 
streams, as they were in IEEE 802.11n. To determine the link speed, knowledge of the MCS 
must be combined with the number of streams to produce an overall data rate. 

 
2.3.4 Data modulation and coding (FEC) combinations 

Forward Error Correction (FEC) or channel coding is a technique used to control data 
transmission errors over unreliable or noisy communication channels. The central idea is 
the sender redundantly encodes their message by using an error-correcting code (ECC). 
The redundancy allows the receiver to detect a limited number of errors that may 
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Figure 2.15 Modulation and coding set (MCS). 

 
occur anywhere in the message, and often correct these errors without re-transmission. FEC 
allows the receiver to correct errors without needing a reverse channel to request re-
transmission of data, but at the cost of a fixed, higher forward channel bandwidth. 

 
2.3.5 TGac Channel model 
 
In this part, we provide a brief environment use of the channel model for indoor propagation 
as specified in the 802.11 TGac channel model [22]. A set of WLAN channel models was 
define at the different environments (Models A-E): 

• Model A for a typical office environment, non-line-of-sight (NLOS) conditions. 
• Model B for a typical large open space and office environments, NLOS conditions. 
• Model C for a large open space (indoor and outdoor), NLOS conditions. 
• Model D, same as model C, line-of-sight (LOS) conditions. 
• Model E for a typical large open space (indoor and outdoor), NLOS conditions. 
 

2.3.6 Quadrature phase shift keying (QPSK) modulation 

Quadrature phase shift keying (QPSK) is one of the modulation techniques. It’s a 
particularly interesting and the most commonly used modulation scheme for wireless and 
cellular systems. That is because it transmits two bits per symbol, and it does not suffer 
from BER degradation while the bandwidth efficiency is increased [21]. In other words, a 
QPSK  symbol does not represent 0 or 1—it represents 00, 01, 10, or 11. This two-bits-per-
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symbol  performance is possible because the carrier variations are not limited to two states. 
In QPSK, the carrier varies in phase, not frequency, and there are four possible phase shifts. 

QPSK can be stated as a method for transmitting digital information across an analog 
channel. Data bits are grouped into pairs, and a particular waveform represents each pair, 
called a symbol, to be sent across the channel after modulating the carrier. The QPSK 
signals are mathematically defined as [23]: 

 
𝑆𝑖(𝑡) = 𝐴𝑔(𝑡)cos(2𝜋𝑓𝑐𝑡 +  𝜃𝑖) (2.1) 

where the rectangular pulse shape 𝑔(𝑡) = √
2

𝑇
 , the symbol time as 0 ≤ 𝑡 ≤ 𝑇, 

                                                           𝜃𝑖 =
(2𝑖−1)𝜋

4
     (2.2) 

and 𝐴 is a typically function of the signal energy. 
 
The carrier frequency is chosen as an integer multiple of the symbol rate. Therefore, 

in any symbol interval, the initial signal phase is also one of the four phases (𝜋

4
,
3𝜋

4
,
5𝜋

4
,
7𝜋

4
). 

The above expression can be written as:
 
 
                  𝑆𝑖(𝑡) = 𝐴𝑔(𝑡)cos𝜃𝑖cos2𝜋𝑓𝑐𝑡 − 𝐴𝑔(𝑡)sin𝜃𝑖sin2𝜋𝑓𝑐𝑡  (2.3) 
 
     𝑆𝑖(𝑡) =  𝑆𝑖1∅(𝑡) + 𝑆𝑖2∅(𝑡)    (2.4) 
 

where the constellation points or symbols  (𝑆𝑖1, 𝑆𝑖2) are 
 
     𝑆𝑖1 = √𝐸cos𝜃𝑖     (2.5) 
 
                𝑆𝑖2 = √𝐸sin𝜃𝑖     (2.6) 
 
the transmitted signals have equal energy: 𝐸 = ∫ 𝑆𝑖

2(𝑡)𝑑𝑡 = 𝐴2𝑇

0
  and 

 

     ∅1 = √
2

𝑇
cos2𝜋𝑓𝑐𝑡,       0 ≤ 𝑡 ≤ 𝑇   (2.7) 

 
 

     ∅2 = √
2

𝑇
sin2𝜋𝑓𝑐𝑡,       0 ≤ 𝑡 ≤ 𝑇   (2.8) 
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     𝜃𝑖 = tan−1 𝑆𝑖2

𝑆𝑖1
      (2.9) 

 
 
Therefore, the QPSK transmission signal can be entirely written as: 
 
 
  𝑆𝑖(𝑡) =  

𝐴

√2
[𝐼(𝑡)cos2𝜋𝑓𝑐𝑡 − 𝑄(𝑡)sin2𝜋𝑓𝑐𝑡] ,    − ∞ < 𝑡 < ∞  (2.10) 

 
where 𝐼(𝑡) = 𝑆𝑖1 and 𝑄(𝑡) = 𝑆𝑖2 are QPSK symbol over I-channel and Q-channel of IQ-
modulator, respectively. 

 

2.4 Additive White Gaussian Noise 
A basic and generally accepted model for the thermal noise in communication channels. It is 
the set of assumptions that 

• the noise is additive: the received signal equals the transmit signal plus some noise, 
where the noise is statistically independent of the signal. 

• the noise is white: the power spectral density is flat, so the auto correlation of the noise 
in time domain is zero for any non-zero time offset. 

• the noise samples have a Gaussian distribution. 

Mostly it is also assumed that the channel is linear and time invariant. The most basic 
results further assume that it is also frequency non-selective. 

Additive White Gaussian Noise (AWGN) is the statistically random radio noise 
characterized by a wide frequency range with regards to a signal in a communications channel. 

 

2.5 Peak Signal-to-Noise Ratio 
To quantify the video quality of our proposed transmission system, the peak signal-to-noise 

ratio (PSNR) was used. The PSNR measures the similarity between the original raw video 

and the reconstructed video. 
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Figure 2.16 The raw video and the reconstructed video. 
 

The formula of the PSNR can be expressed as (2.11) 

     𝑃𝑆𝑁𝑅 = 10 log10
𝑝2

𝑀𝑆𝐸
             (2.11) 

where 𝑝 is 255 for an 8-bits video image, and MSE is the mean-square-error. The MSE 
can be  calculated by (2.12) 

     𝑀𝑆𝐸 =
1

𝑋𝑌
∑ ∑ 𝐸(𝑦, 𝑥)2𝑋−1

𝑥=0
𝑌−1
𝑦=0            (2.12) 

 

where 𝑋  and 𝑌  are the numbers of rows and columns of pixels of the video image, 
respectively. Also, 𝐸(𝑦, 𝑥)  represents the difference between the raw video with the 
reconstructed video as shown in Figure 2.16. 
 
 In addition to PSNR, we also use human-eye perception to verify video quality and 
clarity.
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Chapter 3 

 
H.264/SVC Video Transmission by IEEE 
802.11ac Techniques 

 
3.1 Introduction 

There are many techniques to improve the efficiency and speed of wireless transmission. 
Single input single output (SISO) is the basic and simple technique. Space-time block code  
(STBC) is a transmission technique to increase reliability. And multiple input multiple 
output (MIMO) is the most popular used for the current standard [24][25]. 

In 802.11ac, most research has focused on beamforming techniques because it’s high 
theoretical performance. This technique needs to use channel state information (CSI), 
which is difficult to obtain when the channel qualities is not good such as high noise, long 
distance, and so on. Thus, in this chapter, we focus on the suitable transmission technique 
for H.264/SVC under the environment conditions. We prove that STBC is improve the 
reliability of H.264/SVC transmission. 

 
 

3.2 Transmission Techniques 

3.2.1 Space-time block coding (STBC) 

Space-Time Block Coding is a technique used in wireless communications to transmit 
multiple copies of a data stream across a number of antennas and to use the various 
received versions of the data to improve the reliability of data transfer. The transmitted 
signal usually travels through a complex environment with scattering, reflection, and  
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other types of distortion. Then it may also be further corrupted by interferences or thermal 
noise in the receiver. This means that some of the received copies of the data will be less 
distorted than others. This redundancy results in a higher chance of being able to use one 
or more of the received copies to correctly decode the received signal. STBC combines all 
the copies of the received signal in an optimal way to extract as much information from each 
of them as possible. 

In 802.11ac, STBC can be used to expand the spatial streams to double their number of 
space-time streams. So, it can only be used to expand 1, 2, 3, and 4 spatial streams into 2, 
4, 6, and 8 space-time streams, respectively, unlike 802.11n, where all combinations of 
STBC  expansions are possible. Alamouti’s scheme is used because it is the only scheme 
that provides full transmit diversity gain with low complexity for a system with two 
antennas. When applied to a system with 1 to 4 spatial streams, each spatial stream is 
expanded separately using Alamouti’s code [26]. 

Alamouti shows that 𝑠1 and 𝑠2 will be transmitted during the first time slot, and the 
conjugates −𝑠2

∗  and 𝑠1
∗   will be transmitted in the second time slot. Then the encoding 

matrix containing the above formulation can be described as (3.1). 
 

 

     𝑆 =  [
𝑠1 −𝑠2

∗

𝑠2 𝑠1
∗ ]     (3.1) 

 
 

 If signal energy on each antenna branch is normalized to unity, then the matrix 𝑠 is 
an orthogonal matrix. Since there are 𝑁𝑇 transmitting elements, then each of the codes 
(and their respective conjugates) will be characterized as 𝑠1, 𝑠2  ∈ 𝐶(𝑁 𝑁𝑇)×𝑁𝑅⁄  , where 𝑁𝑅  is the 
number of received elements. For simplicity, 𝑁𝑅  is limited to 1. The construction above 
permits that the system attains full transmission rate and full diversity. For instance, there 
are two-time slots, and there exist two antenna spaces over which the transmissions would 
take place. A system with 𝑇 time slots and 𝐾 antenna spaces attain full transmission rate if 
𝑇 𝐾⁄ = 1. In the code structure shown in Equation (3.1), a full transmission rate exists. 

 Now, the 𝑠 is the orthogonal STBC from Equation (3.1) and will be transmitted over 
two antenna spaces. In that case, the channel over which the signals are transmitted will be 
ℎ =  [ℎ1 ℎ2]

𝑇 where [. ]𝑇 is the Hermitian transpose. In this case, there are a maximum 
of 2 transmit branches (i.e., 𝑁𝑇 = 2) as shown in Figure 3.1. 
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Figure 3.1 STBC transmission system.  

 
 In the receiver, the decoding can proceed. Meanwhile, for 2-antenna branches, 𝑁𝑇 = 2, 
Let us denote the transmit sequence from antennas one and two by 𝑠1 and 𝑠2, respectively. 

𝑠1 = [𝑠1,  −𝑠2
∗]  

      𝑠2 = [𝑠2,     𝑠1
∗]     (3.2) 

The key feature of the Alamouti scheme is that the transmit sequences from the two 
transmit antennas are orthogonal, since the inner product of the sequences 𝑠1 and 𝑠2 is 
zero, i.e. 

 
     𝑠1. 𝑠2 = 𝑠1𝑠2

∗ − 𝑠2
∗𝑠1 = 0    (3.3) 

 
The code matrix has the following property 

 

     𝑆. 𝑆𝐻 = [
|𝑠1|

2 + |𝑠2|
2 0

0 |𝑠1|
2 + |𝑠2|

2]  

 
              = (|𝑠1|

2 + |𝑠2|
2)𝐈2    (3.4) 

 
where 𝐈2 is a 2 × 2 identity matrix. 
 

At the receive antenna, the received signals over two consecutive symbol periods, denoted 
by 𝑦1and 𝑦2 can be expressed as  

      

     
𝑦1 = ℎ1𝑠1 + ℎ2𝑠2 + 𝑧1

𝑦2 = −ℎ1𝑠2
∗ + ℎ2𝑠1

∗ + 𝑧2
    (3.5) 

 
where 𝑧1 and 𝑧2 are an additive white Gaussian noise at time 𝑡 and 𝑡 + 1, respectively. 
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3.2.2 Single input single output (SISO) 
 

SISO is the simplest wireless technology in which one antenna is used at the transmitter 
and  one antenna is used at the receiver, as shown in Figure 3.2. This technique is easy to get 
the problem as scattering, multipath, or fading because there is one transmission beam. 
These problems make a loss, attenuation, reduce data speed, and increase packet loss and 
errors. 

 

 

Figure 3.2 SISO transmission system.

 
In Figure 3.2, S is the input, Y is the output, Tx is the transmitting antenna, and Rx is 

the receiving antenna. The system introduces noise when the signal is processing from Tx 
to Rx. The signal fads in this region while it is processed. The channel capacity of the SISO 
system is given as 

 
    𝐶𝑆𝐼𝑆𝑂 = 𝐵 log2(1 +

𝑆

𝑁
)              (3.7) 

 

where 𝐶 is the capacity, 𝐵 is the bandwidth of the signal and 𝑆

𝑁
 is the signal- to- noise 

ratio. 
The channel bandwidth of SISO is limited by Shannon’s law which states the theoretical 

maximum rate at which error-free digits can be transmitted over a bandwidth-limited 
channel in the presence of noise. The advantage of SISO is only simple in design and cheap  
for the system cost. 
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3.2.3 Multiple input multiple output (MIMO) 

MIMO has become an advanced technology in the communication system. A radio antenna 
technology that uses multiple antennas at the transmitter and receiver enables to send many 
signal paths as antennas carry the data. MIMO increases the channel bandwidth without 
additional spectrum by using the advantage of spatial multiplexing. It takes advantage of 
multipath propagation and channel characteristics to send additional information. The more 
multipath is better throughput for MIMO. The system and signal processing for MIMO is 
quite complex. For easy understanding, we have shown a simplified model of a 2×2 MIMO 
system, as shown in Figure 3.3. 

 

 

Figure 3.3 MIMO transmission system. 
 

The different data is fed to the multiple antennas and sends the information parallel. At 
the receiver, it can separate these data and combine them back together. The transmit 
streams go through a matrix channel which consists of all 𝑁𝑡𝑁𝑟 path between the   𝑁𝑡 
transmit antennas at the transmitter and 𝑁𝑟  receive antennas at the receiver. Then, the 
receiver gets the receive signal vectors from the multiple receive antennas and decodes the 
receive signal vectors into the original information. MIMO system can be modeled as 

 
𝑌 = 𝐻𝑠 + 𝑧 (3.8) 

 
which s is the transmitted symbol from each antenna and Y is the received signal at the 
receiver. H is the channel matrix for multiple antennas. H channel can be expressed by 
matrix according to the number of transmitting and receiving antennas and z where the 
channel noise, AWGN channel is 𝐻 channel indicates the number of transmitting and 
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    𝐻 =

[
 
 
 

ℎ11    ℎ12   …    ℎ1𝑁𝑡

ℎ21    ℎ22   …    ℎ2𝑁𝑡

⋮       ⋮       …        ⋮
 ℎ𝑁𝑟1    ℎ𝑁𝑟2   …    ℎ𝑁𝑟𝑁𝑡]

 
 
 

    (3.9) 

receiving antennas; as the number of antennas increases for transmit and receive antenna, 
increases the transmit stream of the MIMO channel. For example, from Figure 3.3, the data 𝑆 
is separated to 𝑠1 and 𝑠2. s1 is transmitted through  Tx1 and 𝑠2 is transmitted through Tx2. 
Both data signal is sent through the channel 𝐻 = [ℎ11  ℎ12;  ℎ21  ℎ22]. 

IEEE 802.11ac operates in 5 GHz. It uses a wide selection of channels at 20, 40, 80, and 
160  MHz, and it has multiple input and multiple output (MIMO). The digital multi-carrier 
modulation method uses orthogonal frequency-division multiplexing (OFDM) [27]. 

In this thesis, we use 4×4 transmitter/receiver streams because it is the most popular 
used in MIMO transmission technique. 

 

3.3 Simulation System 
 
In this chapter, we study the quality improvement effects of STBC by comparing it with 
SISO and MIMO. The simulation system is shown in Figure 3.4. For the fairness comparison, 
we have to define the environment for the codec video as in Table 3.1 and the transmission 
as in Table 3.2. 

 
3.3.1 Video encode and packetization 

The raw video (.yuv) is encoded by JSVM 9.19.7 reference software to get the H.264/SVC 
bitstream (.264). The fixed quantization parameter (QP) is used for this chapter. QP is 32 
in both of the base and enhancement layer. The bitstream is transmitted on the system by 
transmission packet. In this thesis, we defined that each packet size is 1,000 bytes.  For this 
chapter, each video bitstream will be separated to packet sort by order from the first byte 
of bitstream until the last byte.  
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3.3.2 Transmission system 
 

After finish the packetization process, each transmission packet will be sent to the transmission 
channel (H) by the transmission (Tx) processing. In Tx processing block contain the process 
of each transmission technique, that is SISO, MIMO, and STBC. For the channel model (H), 
we simulate the system under channel B, C, and D in this chapter. 

 
Figure 3.4 Overview of the simulation system. 
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Table 3.1: H.264/SVC coding parameters. 

 
Parameter Value 
Software JSVM 9.19.7 

Raw video YUV video 
Encoding type Quality scalability 

Video size 352×288 
Video length 100 frames 
Frame rate 30 fps 
GOP size 16 

QP  32 
Number of Layer one BL and 3 EL 

 

Table 3.2: Transmission system parameters. 
 

Parameter Value 
Standard IEEE 802.11ac 
Software MATLAB 2018a 
Coding QPSK 
MCS 2 

Frequency 5.25 GHz 
Bandwidth 20 MHz 

Channel model B, C, D 
Noise AWGN 

 

3.4 Simulation Results 

The results are as follows. Figure 3.5 shows the PSNR of the video separated by the channel 
environment and transmission techniques. Look at SNR 15-20 dB, we can see that STBC 
is the highest PSNR for channels C and D. For channel B, the result is not clearly different 
between STBC and SISO. Figure 3.6 shows the BER of the transmission bitstream, 
including the base and enhancement layers. STBC has the lowest BER for all of channels B, 
C, and D though it does not look exactly different for channel B. The example video frame 
for the result is shown in Figure 3.7, which shows that STBC provides the best perceptual 
comparison with another two techniques. 
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Figure 3.5 PSNR of 3 techniques with TGac channels B, C, and D. 
 

3.5 Summary 

We have shown the performance of H.264/SVC video transmission with three techniques. 
The results show that STBC is the best technique for H.264/SVC transmission under a low-
quality channel environment. The best result shows that STBC in channel model D can 
improve the PSNR by 67 percent and 76 percent compared with SISO and MIMO, 
respectively, at low SNR of 20 dB. Due to STBC transmitting multiple copies of data, it can 
increase data reliability. We proved that STBC is the most suitable numerous antenna 
technique to improve video transmission quality and realizability in both PSNR and bit error 
rate (BER) cases. This chapter prove that STBC can improve the reliability of H.264/SVC 
transmission because this technique provides the best quality of video compare with the other 
two techniques.  
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Figure 3.6 BER of 3 techniques with TGac channels B, C, and D. 
 

 
 

Figure 3.7 The snapshot video frame at SNR 20 dB.
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Chapter 4 
 

H.264/SVC Video Transmission on 
MIMO with RSSI Feedback 

 
4.1 Introduction 

Most of the research works on H.264/SVC wireless video transmission have focused on 
transmitting H.264/SVC compressed video to the specifications of the receiver’s 
requirements only. The compression does not take into account the quality of the 
transmission channel. As a result, the delivered video often does not have the expected 
quality. The light of a video compression transmitted in a low-capacity channel may lead 
to network congestion and video data loss for wireless network transmission. On the other 
hand, too much compression of the video output bitstream may degrade unnecessary 
quality reconstructed video and reduce network performance. 

In this chapter, we proposed the transmission of H.264/SVC through MIMO wireless 
system without using CSI. Our proposed method will solve the lack of CSI by using the 
received signal strength indicator (RSSI) and a table of encoding ratios obtained via link 
simulations in MATLAB. The CSI described the instantaneous channel condition when the 
receiver received the sounding packet. On the other hand, the RSSI refers to the power or 
energy level measurement at the specific time and location that the receiver receives any 
packet. The CSI is a much more precise measurement of the channel condition that the 
transmitter can use to ensure the high reliability of wireless transmission using beamforming 
– hence better received video quality. Since the transmitter cannot use RSSI alone to substitute CSI 



43 
 

to perform beamforming. We use a link simulator in MATLAB to find the best set of encoding 
parameters and the transmission packet allocation for non-beamformed signals that will 
improve the PSNR. The selection of the appropriate encoding parameters and packet 
allocation based on the RSSI level improves the transmission efficiency in both PSNR and 
farther effective ranges. 

 
4.2 System Overview 

4.2.1 H.264/SVC coding technique 

The H.264/SVC standard supports different video data processing, which can add one or 
more layers to the bitstream. The temporal scalability changes the frame rate, while the 
spatial scalability changes the frame size. Furthermore, the quality or SNR scalability 
changes quality, as shown in Figure 2.2. Hence, the receiver can decode in parallel the desired 
layers to achieve a high bit rate and image quality. Thus, H.264/SVC can support different 
resolutions and  bit rates within only one scalable bitstream [11]. The quality of video 
frames can improve with the defined spatial resolution and frame rate for quality scalability. 
To provide the highest video quality in a wireless video transmission system, one needs an 
error-free BL and a high amount of information from the ELs. Error-free  BL reception can 
be achieved by transmitting BL in a robust MIMO channel eigen vector when CSI is 
available or choosing a robust (i.e., low rate) modulation and coding rate scheme. The 
video quality contributed by the enhancement layers, on the other hand, is directly 
correlated with the quantization parameters (QP). There are 52 quantization step sizes, 
referred to as QP numbers 0 to 51. The QP number used for encoding affects the total 
amount of bits in the bitstream, i.e., the amount of bits in the encoded bitstream with higher QP 
is smaller than encoding with lower QP. This makes choosing the right QP an essential part 
of the encoding process. In [28], and H.264/SVC parameter optimization based on 
quantization parameter and user bandwidth distribution was proposed using the bandwidth 
range and probability density distribution. In [29], on the other hand, the authors proposed 
an effective algorithm to calculate the suitable QP value with low complexity. In [30], the 
authors described the relationship between the total amount of bits and the quantization 
parameter. Finally, Miao et al. proposed a rate-control algorithm that shows the solution  
to compute the bit target with a group of pictures and QP [31]. 
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Figure 4.1 Conventional system. 
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Figure 4.2 Flowchart of encryption and packetization for the conventional system. 

 
Similar to the research works above, in our system, we adapt the BL and EL 

compression ratio for the highest video reception quality by choosing an appropriate QP. 
However, this is done based on the transmitter/receiver separation related to the RSSI. For 
example, the size of the BL must be smaller than the size of the EL if devices are close to 
each other, while the size of the BL must be larger than the size of the EL if the devices are 
farther. Consequently, lower QP must be used for the closer distances, while higher QP  
must be used with farther distances. Table 4.1 shows an example of the relationship 
between QP and the ratio of BL and EL sizes for the cif Bus.yuv video test sequence 
encoding with PSNR. In this table, the QP for BL is a constant number equal to 32. 
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Table 4.1: The relationship of QP encoding and the ratio of BL: EL for Bus.yuv video test 
sequence with PSNR. 

 
EL QP BL size:EL size PSNR 

12 10:90 47.48 
20 20:80 41.01 
23 30:70 38.86 
25 40:60 37.51 
27 50:50 36.28 
28 60:40 35.66 
30 70:30 34.37 

 
At the same time, the QP for EL is varied from 12 to 30. Although the lower QP encoding 
provides higher video qualities, it would be useless if the receiver cannot detect the correct 
data. Besides choosing BL and EL encoding ratio by defining QP, we also increase the 
reliability of BL by duplication of the BL data for transmission in case of the distance 
between devices is too far for the chosen MCS. 

 

4.2.2 Conventional CSI-aided video transmission on MIMO system 

In [32], a MIMO video transmission system developed by some of the co-authors of this 
thesis was shown to enable high-quality wireless video. The evaluation platform based on 
joint source-channel coding (JSCC) was proposed to improve the received video quality by 
combining source coding and precoding. As shown in Figure 4.1, the process begins by 
encoding the video, as detailed in Figure 4.2. For the conventional video encoding, the user 
first defines the video quality requirements and uses some approximate method to assign a 
QP number associated with the chosen video quality. The raw video (.yuv) will then be 
encoded by the chosen QP, followed by the generation of the encoded video bitstream 
(.264). The transmission packet is generated where half of the packet is allotted to BL while 
the other half is EL. After packet generation, the packet is sent to the Tx processing block. 
Processing blocks inside the Tx include scrambling, error correction, modulation, 
multiplexing, inverse fast Fourier transform (IFFT), and guard interval (GI) insertion. 
Before transmitting each packet, the transmitter will solicit the CSI from the receiver by 
sending a sounding packet. After receiving the sounding packet from the transmitter, the 
receiver will send the channel state information (CSI) back to the transmitter. The CSI 
contains various information regarding the communication link, including signal 
propagation scattering, fading, and power decay with distance. After checking the available 
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channel status, the processed data are transmitted from the transmitter to the receiver. The 
received packets will then be recombined to form the bitstream (.264). Finally, the 
bitstream is decoded to the raw video (.yuv) and compared the PSNR with the reconstructed 
video (.yuv). 

While the conventional wireless video transmission described above is effective, severe 
quality degradation will occur when the CSI is outdated or unavailable to the transmitter. 
Since the CSI feedback results in a significant wireless communication overhead, its 
availability is never guaranteed. The next sections explain how a simple path-loss model 
and RSSI can be substituted for a full CSI. 

 
 
 
 

 

 

Figure 4.3 Path loss model with receiver sensitivity. 
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4.3 Link Layer Model 

4.3.1 Path loss model 

The path loss model can explain how the power of a radio signal propagates away from a 
transmitter [33]. Path Loss in wireless communications is the signal strength attenuation 
affected by the environment and channel components as shown in Figure 4.3. The systems’ 
link budget must be considered [34]. The link budget is used to predict and optimize the 
coverage areas. 

For the free-space path loss model, the path loss is the power loss from the transmitter 
to the receiver and addition with an antenna gain of both transmitter and receiver as given 
by the formula (4.3) 

Table 4.2: System’s link budget. 
 

Transmitter power 23 dBm 
Transmitter antenna gain 0 dBi 

Receiver antenna gain 0 dBi 
Noise Figure 10 dB 
Noise Floor -94 dBm 
Frequency 5,200 MHz 
Bandwidth 80 MHz 

 

   𝑃𝐿 =  𝑃𝑇𝑋 − 𝑃𝑅𝑋 + 𝐺𝑇𝑋 + 𝐺𝑅𝑋      (4.3) 

where 𝑃𝑇𝑋  is transmission power, 𝑃𝑅𝑋  is received power, 𝐺𝑇𝑋  and 𝐺𝑅𝑋  is transmitter 
antenna gain and receiver antenna gain, respectively. However, the completion of 
transmission data of the system should be given the greatest attention. Thus, the packet 
error rate (PER) is considered. The receiver sensitivity is the lowest received signal power, 
affecting less than 1 percent of the packet error rate. The basic formula of receiver 
sensitivity is shown in Equation (4.4) 

 
𝑅𝑆 = 𝑃𝑁 + 𝑁𝐹 (4.4) 

where 𝑅𝑆 is receiver sensitivity, 𝑃𝑁 is noise floor, and 𝑁𝐹 is noise figure or circuit noise. 

 
𝑃𝑅𝑋 > 𝑃𝑁 + 𝑁𝐹 + 𝑆𝑁𝑅 (4.5) 

However, the minimum requirement of received power that can make communication 
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links work well is above the received sensitivity (4.5). 
This thesis uses the ITU-R P.1238 indoor radio path loss model to determine the link 

budget between the transmitter and receiver [35]. The appropriate path loss (PL) formula 
for this model is given by 

 

𝑃𝐿 = 31 log10(𝑑) + 20 log10(𝑓𝑐) − 28 (4.6) 

where 𝑑 is the distance between the transmitter and receiver (m) and 𝑓𝑐 is the frequency 
(MHz). In addition, the link budget parameters are summarized in Table 4.2. 

With the 𝑃𝐿 model above, we can write the receive signal equation of an 𝑁𝑅𝑥 × 𝑁𝑇𝑥   
MIMO system as 

𝑦 = 𝐻𝑥 + 𝑧 (4.7) 

where 𝑦 is 𝑁𝑅𝑥 × 1 complex received signal vector, 𝑥 is 𝑁𝑇𝑥 × 1 complex transmitted symbol 
vector, 𝑧 is the 𝑁𝑅𝑥 × 1 identically distributed (i.i.d) complex Gaussian noise vector, and 𝐻 

is the channel matrix. Note that for each element ℎ𝑖.𝑗  of 𝐻, the power |ℎ𝑖.𝑗|
2  will be described 

by 𝑃𝐿 such that 
 

|ℎ𝑖.𝑗|
2

∝ 𝑃𝐿 (4.8) 

 
 

4.3.2 MIMO-SVD beamforming 
 
 

Figure 4.4 Relative output SNR for 4 × 4 MIMO-SVD. 
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The singular value decomposition (SVD) is widely used for the MIMO beamforming 
algorithm. From MIMO equation (4.7), the channel matrix 𝐻 for SVD can be expressed 
by 

𝐻 = 𝑈 ∧ 𝑉∗ (4.9) 

which 𝑈 and 𝑉 are unitary matrices, ∧ is a diagonal matrix whose diagonal element, jth, 
can be denoted by the singular value 𝜎𝑗 , and 𝑉∗ is the Hermitian complex conjugate transpose 
of 𝑉. 

We assume the channel matrix 𝐻 is the full CSI in the 4 × 4 MIMO system. The knowledge 
of channel matrix 𝐻  can be used to calculate the matrix 𝑉 . Based on the maximum 
likelihood principle, the matrix 𝑉 is used as a transmit weight for beamforming. The result 
of such beamforming can be shown to result in the sorting of the singular values for each 
subcarrier, such that 𝜎1 > 𝜎2 > 𝜎3 > 𝜎4. The largest singular value 𝜎1 is preferred for the 
first spatial stream, the second-largest singular value σ2 is preferred for the second spatial 
stream, and until the smallest singular value 𝜎4 being preferred for the last spatial stream. 
For example, the relative output SNR of the 4 × 4 MIMO-SVD beamforming transmissions 
using MCS 2 and SNR 30 dB is shown in Figure 4.4. 

 

4.3.3 Look-up table based transmission 

Without a channel matrix 𝐻 in the transmitter, we rely solely on the RSSI to adapt the 
wireless video parameters. The RSSI refers to the power (energy) level measurement at a 
specific time and location that a receiver is detecting from the transmitter [36]. The RSSI 
value represents the received signal’s relative quality on the device. It indicates the received 
power level from 0 to -120 dBm. The RSSI can be computed by 

 
𝑅𝑆𝑆𝐼 = 𝑃𝑇𝑥 − 𝑃𝐿 (4.10) 

where 𝑃𝑇𝑥  is the transmission power in dBm. 
Figure 4.5 shows the RSSI values and their relative acceptance level concerning the 

quality of the video. An RSSI value of -30 dBm being a perfect value indicates that it is 
the maximum signal strength achieved, and a station can be within a few feet of the AP to 
achieve this signal level target. -50 dBm, on the other hand, being an excellent level indicates 
that with this RSSI value, the internet connection is at its best and without any interference. 
-60 dBm is still good, reliable signal strength. -67 dBm is the minimum value for all 
services that require smooth and reliable data traffic. This RSSI level is required for 
VoIP/VoWi-Fi video streaming/streaming (not the highest quality). An RSSI value of -70 
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dBm is not very strong signal, but mostly sufficient. It still can use for the web browsing 
and an email. From -80 dBm, the minimum value required to make a connection. It cannot 
be counted as a reliable connection or sufficient signal strength to use services at this level. 
The RSSI -90 dBm is very unlikely that can be able to connect or make use of any services 
with this signal strength. 

 

 

Figure 4.5 An acceptance of RSSI levels. 
 
 

 

Figure 4.6 BER with RSSI levels of the Bus and Foreman videos with BL: EL ratio = 10: 
90.
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Figure 4.7 PSNR with RSSI levels of the Bus and Foreman videos with BL: EL ratio = 10: 
90. 

 
The RSSI level directly determines the bit error rate (BER) for video transmission. Higher 
RSSI results in lower BER regardless of the video being transmitted. As shown in Figure 
4.6, for different video sources, the RSSI vs. BER is virtually identical. In contrast, the RSSI 
vs. PSNR varies depending on the video source due to the qualities of the video encryption. 
Figure 4.7 shows the PSNR of the Bus and Foreman video test sequences with the different 
RSSI levels. 

By pre-computing the RSSI vs. PSNR given a specific video source, one can create a 
figure such as Figure 4.7 can be used as a look-up table to predict the PSNR given a specific 
RSSI. Note that since RSSI can also be calculated from the power’s relationship at 
transmitter and receiver and the power lost during the transmission process, it does not 
need to be feedback regularly like the CSI and hence has almost no overhead when 
averaged over a long time. 
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4.4 Proposed System 

Figure 4.8 describes the proposed H.264 scalable video coding MIMO transmission system 
block diagram that does not utilize CSI feedback. As mentioned, the system uses a look-up 
table to instruct the transmitter on how to encode the video. As shown in Figure 4.8, the 
look-up table consists of BL: EL ratio and duplication parameters used by the Encoder and 
Packet Generator in the transmitter. The contents of this look-up table were generated by 
simulations through all possible parameters and recording the parameter that results in the 
best PSNR per video. 

As mentioned above, the higher the EL information (i.e., lower BL: EL ratio), the higher 
PSNR of the received video. Hence, when the Tx-Rx separation is near, resulting in a high 
RSSI, the look-up table will return lower BL: EL ratio values. On the other hand, when the 
Tx-Rx separation is far, resulting in a low RSSI, the look-up table will return higher BL: 
EL ratio values. 

We next describe the video encryption and packetization method, as illustrated in 
Figure 4.9, followed by the discussion of the transmission system. 

 
4.4.1 Video encryption and packetization 

The video encryption and video compression scheme can be designed to the user's 
requirements. We focused on the amount of bit ratio between the base layer and 
enhancement layers for this research. The raw video is encrypted by changing the 
quantization parameter until the fixed BL and EL ratio is attained. 

In the proposed method, we focus on the scalability feature of H.264. This scalability 
feature is carried out by using the enhancement layer. The QP of the base layer is set 
constant equal to 32 while the QP of the enhancement layer is adjusted from 0 up to 51. 

After the encoder finishes the encryption process, the bitstream file (.264) is created. 
The bitstream will be separated into BL, EL1, EL2, and EL3 based on the H.264 
recommendation [37]. This thesis assumes that the transmission packet length is equal to 
1000 bytes, where each substream contains 250 bytes of data. The system chooses the 
allocation of BL duplication based on the RSSI value. Three allocation methods in this 
research are the no BL duplication (250 bytes of BL per packet), 2 times BL duplication (500 
bytes of BL per packet), and the 4 times BL duplication (1000 bytes of BL per packet). 
This process will generate the transmission packets from the bitstream groups based on the 
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chosen allocation method. 

 
Figure 4.8 Proposed system. 
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Figure 4.9 Flowchart of encryption and packetization for the proposed system. 
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4.4.2 Transmission system 

The RSSI (or equivalently, the distance) between the transmitter and receiver is first identified 
to design the transmission system. This can be done offline or online by having the receiver 
feedback its RSSI to the transmitter using the 4 × 4 MIMO system. If the distance between the 
transmitter and receiver is changed, the receiver will send the RSSI feedback to re-calculate 
the encoding parameters and packet ratio. Then, we will get the raw received data packet of 
each stream which is combined to become the H.264 bitstream file again and be decoded 
to get the reconstructed video (.yuv). 

The adaptation of video encoding and BL duplication transmission is another important 
aspect of the proposed algorithm. When even the lowest BL: EL ratio is not enough to 
obtain good PSNR values, the system will use duplication of the BL information, as seen in 
Table 4.3. In this thesis, there are 3 levels of duplication of packet transmission. The first 
one, without duplication, is shown in Figure 4.8. The BL is sent on substream 1; EL1 on 
substream 2; EL2 on substream 3; and EL3 on substream 4. With the second technique, BL 
and EL1 are both duplicated. The BL is duplicated and sent on substreams 1 and 2, while 
EL1 is sent on substreams 3 and 4. For the last technique, duplication is done only for BL. 
Each of the four substreams sends the same BL packet for each transmission time. When 
the transmitter uses duplication, the BL or EL1 are sent multiple times on distinct spatial 
streams to artificially increase the RSSI of the said streams. Assuming that the receiver uses 
maximum ratio combining. The effective SNR of the BL stream can be increased by 3 dB 
for 2 duplicate BL (2BL) or 6 dB for 4 duplicate BL (4BL). 

 
Table 4.3: The BL: EL ratio and duplication allocation. 

 
RSSI Distance BL: EL Allocation 

-55 dBm 5 m 10: 90 BL: EL1: EL2: EL3 
-64 dBm 10 m 10: 90 BL: BL: EL1: EL1 
-70 dBm 15 m 70: 30 BL: BL: BL: BL 
-74 dBm 20 m 30: 70 BL: BL: BL: BL 
-77 dBm 25 m 70: 30 BL: BL: BL: BL 
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4.5 Simulation Results 

We simulate the proposed method to compare with other approaches regarding duplications 
and BL: EL ratios. As mentioned in the previous section, the duplication of BL increases 
the reliability of data correction and decreases the error of BL. The increase of the 
enhancement layer bits encoding, on the other hand, increases the video quality and PSNR. 
In this section, we present the simulation environments and the simulation results to 
demonstrate the performance of the proposed system. 

 
4.5.1 Simulation environments 

We now detail the simulations performed to evaluate the proposed method. This research 
is simulated by using MATLAB R2018a for the transmission part. The JSVM 9.19.7 
reference software of H.264/SVC is used [8]. We use the CIF video test sequence source 

as Akiyo.yuv, Bus.yuv, and Foreman.yuv. Each video test sequence length is set to 100 
frames to decrease the coding complexity and time. Every video is encoded with quality 
scalability with the same encoding parameter such as GOP, frame rate, MGS mode, and the 
number of layers, as shown in Table 4.4. Only the quantization parameter is varied to 
change the number of bits in each video bitstream's base layer and enhancement layer. 

Table 4.4: Coding parameters. 
 

Parameter Value 
Software JSVM 9.19.7 

Raw video YUV video 
Encoding type Quality scalability 

Video size 352×288 
Video length 100 frames 
Frame rate 30 fps 
GOP size 16 

Number of Layers one BL and 3 EL 
QP length 0-51 
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Table 4.5: Transmission system parameters. 

 
Parameter Value 
Standard IEEE 802.11ac 
Software MATLAB2018a 
Coding QPSK 
MCS 2 

FEC encoding BCC 
FEC decoding Viterbi 

FEC coding rate 1/2 
Frequency 5200 MHz 
Bandwidth 80 MHz 

Transmission power 23 dBm 
TGac Channel model B 

Payload length 1000 symbols 
Distance 5-46 meters 

Noise AWGN 

 
The coded video is then transmitted through the MIMO system under  the IEEE 802.11ac 
standard. The parameters in the MIMO system are shown in Table 4.5. To correct data 
errors, forward error correction (FEC) is used. Binary convolutional code (BCC) with the 
1/2 coding rate is used for encoding, and the Viterbi algorithm is used for decoding. Three 
kinds of data duplication simulations are shown in Table 4.6. 

The decoded video quality depends on the completeness of the received bitstream. If 
the bitstream is heavily damaged or lost (especially in the base layer), the decoded video   

 

Table 4.6: The kinds of data duplication. 
 

Duplicate no 2BL 4BL 
stream 1 BL BL BL 
stream 2 EL1 BL BL 
stream 3 EL2 EL1 BL 
stream 4 EL3 EL1 BL 
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Figure 4.10 The video perceptual with PSNR 14, 15, and 16 dB. 
 
may not be visually acceptable as perceived by humans. We thus define a reference PSNR 
threshold to compare the performance of different algorithms. This threshold is defined as 
the minimum PSNR value where the video remains visually pleasing to a human being. Using 
the standard videos used in this thesis at different PSNR levels, we have decided that this 
reference PSNR be equal to 16 dB. For example, Figure 4.10 shows the PSNR values of 
14, 15, and 16 dB showing the very clear quality degradations when the PSNR is 14 and 
15 dB. 

 
4.5.2 Simulation results 

We simulate three video test sequences for this study, i.e., Akiyo, Bus, and Foreman. Each 
video has 7 ratios of BL and EL to transmit on the MIMO simulation system. The results 
of the Bus video show the difference in PSNR with each ratio and distance shown in 
Figure 4.11, 4.12, and 4.13 for the no BL duplicate, 2BL duplicate, and 4BL duplicate, 
respectively. 

The highest PSNR, 47.50 dB, can be seen in Figure 4.11 at 5 meters with the 10: 90 
ratio. This figure shows the transmission without a duplicate of the packet. This technique 
provides the best PSNR, but the available distance is the shortest among the three 
techniques. Figure 4.12, the 2BL duplicate, provides the available distance longer than the 
first technique of about 5 meters with good PSNR. In contrast, the longest available 
distance is shown in Figure 4.13, the 4BL duplicate technique. Although this technique 
provides the longest available distance, the lowest achieved PSNR. Hence, our proposed 
algorithm combines the advantages of these three techniques to make the allocation look-
up table, as shown in Table 4.3. 
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Figure 4.11 PSNR results of Bus without duplicate. 
 
 

Figure 4.12 PSNR results of Bus with 2 times BL duplicate. 
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Figure 4.13 PSNR results of Bus with 4 times BL duplicate. 

 
 The PSNR simulation results of our proposed method compared with the 4BL duplicate 
and the highest amount of EL bits encoding are shown in Figure 4.14, 4.15, and 4.16. For 
the 4BL duplicated, we use the 70: 30 BL: EL encoding ratio because this ratio results in 
the highest PSNR, whereas the 10: 90 BL: EL encoding ratio is used for the highest amount 
of EL bits encoding. The BL: EL encoding ratio and the transmission method will be 
chosen based on the transmitter and receiver distance for our proposed algorithm. We 
compare the proposed method with the highest EL encoding method because the highest 
EL encoding provides the best video qualities. In contrast, the 4BL duplicate provides 
robustness, but the video quality is the lowest. The PSNR improvement is measured at a 
distance where the highest EL encoding method crosses the reference PSNR threshold of 
16 dB (about 15 meters). On the other hand, the distance improvement is computed by 
comparing the distance where the proposed method and the highest EL encoding method 
achieve a PSNR equal to 16 dB. For Figure 4.14, which shows the PSNR results of the 
Akiyo video, the improved PSNR is 25 dB, while the effective distance improvement is 17 
meters. For Figure 4.15, which shows the PSNR results of the Bus video, the improved 
PSNR is 16 dB, while the effective distance improvement is 6 meters. 
 Furthermore, Figure 4.16, which shows the PSNR results of the Foreman video, has an 
improved PSNR of 20 dB and an improved effective distance of 14 meters. These 
simulation results show that our proposed method yields higher PSNR and improved 
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effective distances based on the defined PSNR threshold. The comparative video snapshot 
is shown in Figures 4.17, 4.18, and 4.19 for the Akiyo, Bus, and Foreman videos. These video 
shots are taken at 5, 10, and 20 meters. We can see the contrast of video quality among the 
highest EL encoding, the 4BL duplicate, and our proposed method from a distance of 10 
meters and up. 

 

4.6 Summary 

We have proposed a MIMO transmission system for H.264 scalable video coding that does 
not require full CSI feedback. Instead of the CSI feedback, we have used the RSSI and 
table of encoding rules obtained via link simulation in MATLAB. The encoding rule takes 
the form of the encoding ratio between the base and enhancement layer, which was done by 
adjusting the quantization parameter. As a result, all videos sent via the proposed system 
have good qualities under a distance of 10 meters for the no duplicate transmission method 
because there is no error on the base layer transmission. In addition, the effective range is 
much improved when the duplication of BL is used. Our proposed system has been shown 
to improve the PSNR by at least 16 dB and increase the effective distance of 6 meters above 
the conventional method. 

 

 
 

Figure 4.14 Comparison of PSNR with 4 times BL duplicate, the highest EL, and our 
proposed Akiyo. 
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Figure 4.15 Comparison of PSNR with 4 times BL duplicate, the highest EL, and our 
proposed Bus. 

 

 
 

Figure 4.16 Comparison of PSNR with 4 times BL duplicate, the highest EL, and our 
proposed Foreman. 
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Figure 4.17 Akiyo: the highest amount of EL bits encoding (BL: EL = 10: 90), the 4 times 
BL duplicate (BL: EL = 70: 30), and our proposed for the distances 5, 10, and 20 meters. 
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Figure 4.18 Bus: the highest amount of EL bits encoding (BL: EL = 10: 90), the 4 times 
BL duplicate (BL: EL = 70: 30), and our proposed for the distances 5, 10, and 20 meters
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Figure 4.19 Foreman: the highest amount of EL bits encoding (BL: EL = 10: 90), the 4 
times BL duplicate (BL: EL = 70: 30), and our proposed for the distances 5, 10, and 20 
meters. 
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Chapter 5 
 

Conclusion and Future Work 

 
5.1 Conclusion 

The main objective of this thesis is to research and design the suitable H.264/SVC 
transmission technique in IEEE 802.11ac under the difference environments. The first one 
is the difference channel environment and the second is the difference distances. 

The difference channel environment was proposed in chapter 3. H.264/SVC video 
transmission by IEEE 802.11ac technique, we proposed to utilize STBC to improve the 
quality of H.264/SVC video transmission. We have shown the performance of H.264/SVC 
video transmission with three multiple antenna techniques. The results show that STBC is 
the best technique for H.264/SVC transmission under a low-quality, SNR 15-25 dB, of 
three-difference TGac channel model. The best result shows that STBC in channel model 
D can improve the PSNR by 67 percent and 76 percent compared with SISO and MIMO, 
respectively, at low SNR of 20 dB. Due to STBC transmitting multiple copies of data, it 
can increase data reliability. We proved that STBC is the most suitable multiple antenna 
techniques to improve video transmission quality and realizability in both PSNR and bit 
error rate (BER) cases. These 3 techniques: STBC, SISO, and MIMO, should not be 
compared because of the behavior, efficiency, and complexity. In theory, it is unfair to 
compare these three techniques together. However, in our thesis, we are focusing on the 
accuracy of H.264/SVC video decoding. Thus, STBC is the most suitable for this comparison 
due to the qualities of video decoding. 
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In chapter 3, we proved that STBC is the best technique for H.264/SVC transmission 
because STBC uses the data duplication technique to increase data reliability. But STBC 
is the old technique in wireless transmission and the transmission rate is slow. While 
MIMO is a widely used technique today. It is very popular in wireless communication. The 
nature of MIMO is to add more antennas to wireless devices to get better signals even at a 
far distance or with a lot of noise. MIMO allows the router to increase its range by receiving 
signals from multiple antennas. 

Therefore, we have improved the wireless video transmission of the MIMO technique 
by applying the data duplication technique in STBC to improve the reliability of the data 
in MIMO transmission in chapter 4.  

While most of the research on H.264/SVC video encoding has focused on transmitting 
H.264/SVC compressed video to the specifications of the receiver’s requirements only, we 
have focused on the video’s quality based on the transmission channel’s quality. And while 
most of the research on MIMO transmission has focused on the beamforming that has to use 
the CSI feedback, we have focused on using RSSI instead of CSI. 

The difference transmission distance was proposed in chapter 4. H.264/SVC video 
transmission on MIMO with RSSI feedback, we solve  the lack of CSI feedback with RSSI 
and the table of encoding rules obtained via link simulation in MATLAB. The encoding 
rule takes the form of the encoding ratio between the base and enhancement layer, which 
was done by adjusting the quantization parameter. This proposed method provides good 
quality and improves the effective range compared with the conventional method. Our 
proposed system has been shown to improve the PSNR by at least 16 dB and increase the 
effective distance of 6 meters above compared with the non-beamforming MIMO 
conventional method. 

All research works and simulations in this thesis can prove that our thesis works 
improved the efficiency of H.264/SVC video transmission. 

In practical, when the transmission environment is not good, low-SNR or channel 
qualities, to use the present popular use transmission technique as the MIMO beamforming, 
the technique uses CSI for the transmission information. Our method will be advantageous. 
Even the transmission system cannot obtain the CSI but the RSSI is the basic use for any 
radio antenna. So, our proposed can obtain the system under this environment condition 
better than another technique. 
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Figure 5.1 The relationship of the application of STBC to MIMO in the research. 
 
 

 
5.2 Future Work 

In the future, we will continue the research on our proposed algorithm with more different 
environments and test the video transmission accuracy in other transmission techniques 
under different environmental conditions such as a high noise channel (SNR 10-25 dB), 
the obstacle channel (multipath, propagation, fading, reflection). In addition, the 
implementation of a field-programmable gate array also is in the plan. 
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