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Abstract: This work evaluates the impact of the input voltage noise on a Hardware-In-the-Loop
(HIL) system used in the emulation of power converters. A poor signal-to-noise ratio (SNR) can
compromise the accuracy and precision of the model, and even make certain techniques for building
mathematical models unfeasible. The case study presents the noise effects on a digitally controlled
totem-pole converter emulated with a low-cost HIL system using an FPGA. The effects on the model
outputs, and the cost and influence of different hardware implementations, are evaluated. The noise
of the input signals may limit the benefits of increasing the resolution of the model.
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1. Introduction

Hardware-in-the-Loop (HIL) is used to emulate physical systems with programmable/
reconfigurable digital devices in real time. This allows testing diverse operational condi-
tions, allowing the verification of the controllers and any further analysis before interacting
with the real system [1].

In the context of power converters, a HIL uses mathematical models to emulate the
behavior of the real power converter stimulated with control and power signals, so that
the controller measures a set of HIL variables and, from that, obtains the required control
signals. During the HIL-based test, the controller receives measurements of the observable
variables from the HIL and sends the required control signals to operate the HIL in real
time. This technique is often used to validate controllers for power converters quickly,
repetitively, flexibly, cheaply, and safely [2]. In addition, it provides information for the
optimization of the real hardware after testing the behavior of the converter in a wide
range of input and output conditions, including faults, such as power outages or drive
component failures.

Due to the potential of HIL, many studies have been presented proposing to test
the behavior of control algorithms [3]; distributed energy systems such as microgrids [4]
and solar energy systems [5]; high energy efficiency, low-voltage power systems, such as
LED power supplies [6]; and battery storage [7]; etc. Studies of available technology have
detected associated problems and sources of errors with the development of models in
emerging applications, and they have been delved into.For example, different mathematical
methods have been proposed for modeling power converters, such as the Euler method,
which is popular for its simplicity and reduction of latencies, and more advanced ones,
such as Runge-Kutta, which under the conditions in [8] results in the most accurate model.
Some HIL converter topologies connected to the grid present errors in the zero crossings
of the emulated signals, with two main proposals to solve this problem: (i) forcing the
mathematical model through code so that the signal takes the appropriate values, or
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(ii) performing a subdivision of integration steps from linear approximations around the
operating point [9]. This last proposal is not accidental. The choice of the integration step
has a significant impact on the accuracy and error of the HIL [10]. Another widely studied
parameter is the data-type format of the system variables [11]. This becomes especially
relevant when modeling the system losses, since they increase the complexity of the system
and are not essential in all models [12]. Also, the resolution of the duty cycle may be
limited by the clock frequency of the HIL and other application-related limitations [10].
The sources of error are very diverse, such as failures in reading the input data to the
system [13], inaccuracy of the model due to the chosen mathematical model [8], or poor
choice of the integration step [14]. However, their influence varies according to the type of
system to be modeled and the objective for which it is modeled.

It has been observed that recent publications on HIL in power electronics often assume
that power converters work with an ideal signal to emulate the input voltage, without
considering the input signal noise effects on the HIL and how it may deteriorate the system
emulation. Recent literature neglects the noise effects on input signals. To address this gap
in knowledge, this manuscript proposes to thoroughly evaluate the impact of emulated grid
voltage on the HIL, explicitly focusing on the noise that enters through the analog-to-digital
converter (ADC). To meet this objective, the first section of this work reviews the main
sources of error that can affect HIL results, and introduce the noise-related problems, the
techniques available to mitigate them, and how to measure them. Section 3 presents a
case study to illustrate the effect of noise on the input signals in a totem-pole converter.
The case study will include the design and implementation of a low-cost HIL using two
Field-Programmable Gate Arrays (FPGAs) to emulate the behavior of a digitally controlled
totem-pole converter. Finally, the conclusions are presented.

2. Error Source Affecting a HIL

A source of error refers to any factor, controlled or not, that can contribute to imprecise
or inaccurate results of a measurement or experiment [15,16]. Its importance and impact
on the system depend on the power converter, mathematical model, and implementation
method. The knowledge of sources of errors [17,18] enables the developer to take preventive
measures that minimize or eliminate the effects of such errors, making the emulation more
accurate and verifying that the results match the specifications.

The sources of error in a model of a power converter used in HIL can be summarized
as follows:

• Errors in the implementation of the model [19,20], such as the omission of specific
physical effects in the model, such as losses, or the oversimplification of some aspects
of the system [21], errors in the mathematical formulation of the model, or errors
due to the chosen numerical format. Omitting certain physical effects can also affect
accuracy. For example, if the model does not account for electrical resistance in a
circuit, it can produce inaccurate results for the voltage drop in the circuit. On the
other hand, errors in the mathematical formulation of the model may include errors in
the definition of the equations or constants, which are used to describe the behavior of
the system or mistakes in the implementation of these equations in the code.

• Errors measuring the input and output signals of the model [22], such as calibration,
data acquisition, or sampling errors. If a poorly calibrated sensor is used to measure
an input signal, it can produce an inaccurate input signal that affects model accuracy.
Whereas, in the case of data acquisition, if a low sampling rate is used to capture all
the variations in a signal, it can result in an inaccurate input or output signal affecting
the accuracy of the model [23].

• Errors in the execution time [24,25]. These errors refer to the difference between the
expected time to execute a task and the actual time expected to complete that task due
to processing speed or workload issues.

• Synchronization errors [26]. The latency between the model and the hardware can
cause timing, communication, and test accuracy errors.
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• Uncontrolled external conditions [27,28]. The model may not account for all external
variables, such as electromagnetic interferences [29], that can affect the behavior of the
actual system, which can introduce errors in the predictions of the model.

• Inaccurate or noisy input data [30]. Noise in an electrical signal is defined as an
unwanted disturbance deviating from the signal, typically random. Its origins are
diverse, but can be classified into noise inherent to the system and external noise,
in this case, AC-input noise. The total inherent noise in an ADC is mainly due to
uncorrelated quantization and thermal noises. Quantization noise is due to mapping
the input signal to a finite set of digital codes, and oscillates at a known threshold,
depending on two fundamental factors: the number of bits in the ADC and the input
signal range. On the other hand, thermal noise is inherent in all electrical components
because of the temperature effects on the physical movement of electrical charges. It
is dependent on the ADC design and manufacturing processes. It typically exhibits
a Gaussian distribution in the time domain, and it is broadband. The user cannot
modify the ADC thermal noise. Furthermore, the predominance of one type of noise
or another in the ADC depends on its resolution; thus, in a low-resolution ADC,
quantization errors will predominate, while in a high-resolution ADC, thermal noise
will predominate. In this sense, the ADC is not trivial [31,32]. Different types of ADC
can be used in building a HIL. Although all of them can be affected by noise due to
random jitter in the signal during digital conversion, each is affected by other types of
noise based on its characteristics. So, for example, successive approximation register
(SAR) ADCs tend to be more prone to sampling noise, and counter ADCs tend to be
more prone to counter noise, while sigma-delta ADCs avoid these errors by using a
modulation technique that allows high-frequency noise to be removed.

In general, it is important to be aware of these sources of error and try to minimize
them to obtain accurate results.

2.1. Noise in the Input Data Effects

If noise is present in the external signals of a model, a HIL-emulated power converter
can exhibit different issues depending on its severity, such as:

• Signal distortion: Including noise in the signal can distort the latter, making it deviate
from the ideal signal.

• Difficulty in interpreting the signal: The level of noise present can make it challeng-
ing to analyze the signal and obtain information from it, especially around zero values
or in quasi-stationary conditions.

• Reduction of the signal to noise: If the noise signal is excessively high, the signal can
be reduced to noise only, and practically useless for the system.

• Loss of information: Noise can hide valuable information in the signal. This un-
wanted phenomenon can negatively affect the precision, stability, and even processing
time of the model used.

Signal-to-noise ratio (SNR) of the signals input to the HIL is combined with the
SNR of their digital conversion. A noisy input signal reduces the equivalent number
of bits (ENOB). This can harm the model, making it less stable and even more prone to
unpredictable behavior and/or crashes. A simple example of this phenomenon can occur in
systems with negative feedback [33]. If the model overresponds to minor variations in the
input data, the model outputs are erroneous. If, in turn, these are used to provide feedback
on the model, they can cause the result to change again and enter a lousy data loop. In this
situation, the model can become unstable and lose its ability to predict accurately.

In the implemented model, noise can affect the processing time and the consumption
of necessary hardware resources due to the need to filter the noise to mitigate or eliminate
it and/or use other strategies that achieve the same result [34], such as oversampling the
input data. Implementing these strategies can slow down the system’s performance and/or
increase operating costs.
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On the other hand, this abnormal behavior can affect the digital controls to be tested
with the HIL technique, which will not receive the expected information [35]. Conse-
quently, its real behavior cannot be guaranteed. Such is the case of digital controls based
on predictive models or machine learning [36]. In these, the model is trained with the
input and output data from the HIL to improve accuracy, and may be compromised by
signal noise.

Given the above, the minimization of noise in the input signals can be guaranteed
by the precision and accuracy of the mathematical model. However, noise can be used
to evaluate the emulated system. It is possible to add a noise signal to the input of
the converter to assess how the HIL system responds to such noise and whether it can
distinguish between valid input signals and the noise. In these cases, it is considered that
the noise indirectly affects the mathematical model of the converter because it is used as a
stimulus of the devised HIL system.

2.2. Measurement of the Noise Introduced in the Input Signals

Just as designers and engineers use different devices to build their HIL models, depend-
ing on the application and system needs, there are different methodologies for measuring
the noise of HIL input signals:

• Noise sensors and/or meters [37]: These components or pieces of equipment measure
the noise in the input signal of the HIL system.

• Signal processing techniques: These techniques are a set of algorithms and methods
used to improve the quality and accuracy of input signals by removing unwanted
noise or interference. Examples of these techniques are Fourier analysis [38] and
wavelet transform [39].

• Sinewave-input and DC-input tests: The sinewave-input test assesses the perfor-
mance of the ADC when faced with a known sinusoidal signal of a certain amplitude
and frequency, in order to evaluate the manner in which the ADC converts the signal.
The DC-input test measures the DC noise of the signal by using histograms [40,41],
which are graphs that show the probability density function (PDF). Noise level mea-
surements are acquired over a specific period. They are grouped in intervals and
displayed in a bar graph to show the number of measurements falling within a specific
range of noise levels, and to detect abnormal noise levels or patterns in the noise
distribution. The histogram shows whether most of the noise is allocated in a specific
frequency range, or distributed more uniformly throughout the intervals.

The key noise sources in the ADC are quantization, wideband noise (generally referred
to as input-referred noise), and noise. Wideband ADC noise produces a certain amount of
RMS noise, which is characterized by examining the histogram generated after applying a
large number of samples [40]. In wideband SAR or sigma-delta ADCs, this parameter is
critical. The noise is characterized by the Signal-to-Noise Ratio and Distortion (SINAD).
The SINAD computes the ratio of the RMS level of the input signal to the RMS value of
the root-sum-square of all noise, distortion, and harmonics components in a fast Fourier
Transform (FFT) analysis (excluding the DC components). From the SINAD the Effective
Number of Bits (ENOB) within the frequency band is derived assuming constant noise
energy distribution over frequency,.

Factors to consider when choosing the appropriate measurement systems are the
purpose of the measurement, the type of noise to be measured, its time dependence, the
cost and complexity of the measurement, and how it interferes with the system. Otherwise,
models and operation scenarios defined in simulation tools, such as Matlab, LabView [42],
LTSpice [43], or PLECS [44], are used to predict the noise level in the input signal of
the HIL.

2.3. Noise Mitigation Techniques

Various techniques can be used to remove or mitigate noise in an input signal, de-
pending on the type of noise, its measured level, and the application. In general, these
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techniques can be classified into analog and digital, depending on the type of signals on
which they act (Figure 1).
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• Filters [45]: Filters are circuits or algorithms that allow noise to be removed or attenu-
ated from an input signal. The type of filter, moving average [46], interpolation [47],
or downsampling, is selected upon the characteristics of the noise, the frequency of
the input signal, and the disturbance.

• Choice of model data-type format [13]: Data-type format refers to how numbers are
represented in a system. Although its design affects accuracy and therefore noise,
it does not necessarily reduce it. However, it enables the definition of the system’s
precision and simultaneously sets a range of allowed values. A good design reduces
the rounding and truncation effects.

• Active dimming [48,49]: This technique uses active components, such as op-amps
or specific integrated circuits, to perform dimming. This achieves higher flexibility
and precision in the attenuation of the signal since the parameters can be
adjusted dynamically.

• Gain reduction [50]: The gain reduction technique decreases the amplification of the
input signal to reduce signal noise.

• Sensor fusion [51]: This process combines data from several sensors to obtain a more
accurate and complete representation of a specific variable or condition. The sensors
do not need to be the same.

• Signal isolation: Signal isolation consists of isolating the input signal from external
noise using techniques such as galvanic isolation or electrical isolation.

The analog-to-digital, digital-to-analog, and digital-to-digital interfaces used with
power-hardware-in-the-loop (PHIL) are also prone to suffer issues related to noise. In
PHIL, the performance of the equipment under test (EUT) is evaluated with very different
operation conditions, at both the input and the output sides, emulated through dedicated
power interfaces. PHIL tests benefit from the noise-control techniques shown in Figure 1
used with signals from/to the controller and power interfaces. In [52], multirate discrete
modeling is proposed and compared with other traditional techniques, while in [53], a
new interface of an advanced ideal transformer model, which improves the stability of the
system, is proposed.

3. Case Study of Noise Implications

A totem-pole converter with linear control of current and voltage described in [54] is
implemented in a Field Programmable Gate Array (FPGA) type device to be tested. Figure 2
shows the schematic diagram of the tested system, which is synthesized with two Xilinx®
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7 series FPGA (XC7A100T-1CSG324C) platforms operating at 100 MHz, which include
SoC XADC with on-chip sensor (dual 12-bit (N), 1 MSPS, 1 V Full Scale (VFS), SAR-type),
240 DSP slices and 4.3 Mb RAM. The data exchange is carried out in two ways: through an
analog interface based on ADC and DAC that generates signals corresponding to simulated
voltages, and with a direct digital interface. Additional ADCs are used to input external
emulated signals such as the grid voltage.
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3.1. Characterization of the ADC Noise

In this case study, the noise of the SoC XADC using experimental measures including
external noises is characterized.

N-bit ADC with an analog full-scale input range, VFS, presents a corresponding least
significant bit (LSB) step size or resolution, i.e., bin, of

VLSB =
VFS

2N − 1
. (1)

Applying this equation to the XADC, VFS = 1 V, N = 12 bits, so its resolution is
VLSB = 244.2 µV. The ideal quantization error is uniformly distributed [55] and the standard
distribution, σQ, is given by

σQ =
VLSB√

12
. (2)

In this case, σQ = 70.5 µV.
Figure 3 shows the results obtained by applying 218 samples to the XADC of the

FPGA using a DC-input of 0.5 V. Since the noise histogram has a Gaussian distribution,
the definition of noise performance is typically one standard deviation. Therefore, as
highlighted in Figure 3, the wideband noise for this XADC is σWB = 1.05 bits (256.4 µV).

Figure 4 shows the FFT of the XADC’s output noise measured for an input sine wave
with an amplitude of 0.45 V and 50 Hz frequency. This plot highlights the fundamental
component, harmonics components, and background noise. The experimental value of the
SINAD for this XADC is 60.17 dB.

In this XADC, the ENOB is given by

ENOB =
SINAD− 1.76 + 20 · log10

(
VFS
2VI

)
6.02

= 9.85 bits, (3)
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where the input amplitude of the signal, VI, is 0.45 V. The ENOB is derived from SINAD
and is not meant to convey wideband performance. In this case, the noise is
σD = N − ENOB = 2.15 bits (525 µV), which is more restrictive than the wideband noise.
However, some authors recommend using the wideband noise for ADC noise analysis [32].

Therefore, the total noise presents a standard deviation, σT, given by

σT =
√

σ2
Q + σ2

D = 529.7 µV. (4)
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Considering σT, an equivalent statistical representation in Figure 5 models the XADC.
Here, the input signal, x(t), is sampled at a frequency, fs (1 MHz) and the noise, e(n),
is an uncorrelated random Gaussian distribution variable with a standard deviation
σT = 529.7 µV. Indeed, the amplitude of the emulated grid voltage including the noise can
be expressed as Vg = 230

√
2 ± 0.38 V.
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Assuming a sinusoidal input signal, the SNR

SNR = 20 · log10

(
xrms

σT

)
(5)

depends on its amplitude. To reach the maximum SNR, the amplitude should be VFS/2,
which is unfeasible due to clipping effects. In this example, the sine wave of 0.45 V ampli-
tude is applied to the input of this XADC, and then the SNR = 55.57 dB
(xrms = 0.45/

√
2 V).

In linear shift-invariant systems, the response to x(n) and e(n) are separately computed,
and the variance of the output noise, σO, is expressed as

σ2
o = σ2

T

∞

∑
n=−∞

|h(n)|2, (6)

where h(n) is the impulse response of the ideal converter, and no other noises were
considered [55].

3.2. Relevance of the Model Data-Type Format

The arithmetic used in the realization of the FPGA-based systems introduces additional
noise and its effects superimposed to the noise of the signal [56]. The fixed-point arithmetic
presents truncation and round-off error which is modeled as a Gaussian noise with a
variance of

σ2
f ix =

2−2F

12
, (7)

where F is the number of bits of the fractional part. In contrast, floating-point arithmetic
involves relative errors with a theoretical variance of

σ2
f loat =

2−2B

6
' (0.167) · 2−2B, (8)

according to [57], where B is the number of bits of mantissa.
The comparison of both standard deviations proves that floating-point has roughly

3000 times less dynamic quantization noise than fixed-point [57]. However, the floating
point presents a higher static range of noise, which is dominant in some applications.
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Analytical calculation of the effect of these noises at the output uses Equation (6).
Floating-point arithmetic introduces less noise, and it allows translating equations from the
mathematical model to code in a more straightforward way. Moreover, the programmers
do not generally need to handle overflow, underflow, and round-off errors [58]. However,
with limited resources in FGPA-based implementations, special attention must be paid
to the occupied area, the speed and the integration step [42]. Therefore, the fixed-point
arithmetic allows higher switching frequency with a lower occupied area when a tiny
integration step is sought. Different approaches, like [56,59,60], have been proposed to find
a good trade-off between accuracy and resources by using methods that reduce this effort
design to a minimum.

3.3. Effects of Noise on the Mathematical Model and the Hardware Implementation

In this practical case, the simulation of the HIL was performed by the Xilinx Vitis
High-Level Synthesis (HLS) platform, which allows creating of complex FPGA-based
algorithms using C/C++ code. It supports fixed-point numbers with different word lengths
and floating-point numbers with the IEEE-754 32-bit single precision format consisting of
a 1-bit sign, 8-bit exponent, and 23-bit mantissa. The integration time step is set to 50 ns.
Figure 4 shows the waveform of the input and output signals of the model. The summary
of simulation and synthesis results using different data types and word length is shown in
Table 1.

Table 1. Summary of simulation results and synthesis of the totem-pole converter.

Data Type
Standard Deviation (σ) FPGA Implementation

iL (mA) v0 (mV) DSP FF LUT Latency

Float (32-bits) 28.2 194.1 10 851 1313 3

Fixed point (32-bits) 8.0 106.9 8 214 5552 1

Fixed point (28-bits) 8.3 106.9 7 190 6292 1

Fixed point (24-bits) 50.5 189.9 4 205 5917 1
DSP, FF and LUT are digital signal processing logic, flip-flops and look up table elements, respectively.

The simulation of the totem-pole converter in a double-precision floating-point data
type to only analyze the effect of the ADC noise in the input to the HIL signal that represents
the grid voltage (Figure 6a) provides a standard deviation of 7.9 mA for the inductor current,
iL, and 106.3 mV for the output voltage, v0, (Figure 6b,c). The 32-bit fixed-point arithmetic
provides fewer σ (8 mA for iL, 106.9 mV for v0) than the floating-point one (28.2 mA, for
iL, 194.1 mV). In order to reduce the round-off error in the fixed-point multiplications, a
rounding approach, instead of truncation, has been used. The round-off error is sensitive
to the specific value of the multiplier coefficient, the dynamic range of the signal, and the
bandwidth of the signal [61].

According to the simulation results, the major noise source is obtained in the
32-bit fixed-point data type comes from ADC. With 28 bits, a similar standard deviation is
attained with a minor reduction in hardware resources. However, the 24-bit implementa-
tion significantly reduces hardware resources by increasing the deviation of iL. This allows
some leeway for the designer to adjust the word length of the fixed-point arithmetic and
maintain noise levels low. In the hardware implementation of the totem pole, floating-point
consumes more resources (in terms of DSP, FF, and LUT) with a latency of 2 more cycles
compared to the fixed-point implementations.
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4. Discussion

The effects of the input signal noise limit the accuracy of the model of a converter used
in HIL. From the case study presented, it can be seen that this noise can lead to a standard
deviation of the error that is tens of milliamps in the output current (in an ideal 8 A signal)
and tenths of a volt in the case of the output voltage signals of the converter (when the
maximum values are around 360 V). The designer defines a precision of the model signals
that results in a theoretical SNR 10 dB higher than the SNR of the input signal, to not reduce
the SNR.

On the other hand, the study of the model behavior under different data-type formats
has shown that the proper choice of the resolution bin diminishes the effects of input noise
and simultaneously optimizing the hardware resources used. In addition, these results are
consistent with those obtained in other works, such as in [62].

Although it is applied in a low-cost system, the methodology described in this case
study can be used to evaluate the ADCs of any device used to configure a HIL system. In
the case of commercial hardware, such as OPAL-RT products, it is necessary to analyze
case-by-case. Thus, the low-cost, powerful entry-level simulator OP4512 includes 16 ADCs
(16-bits, 1 MSPS, and±20 V). While the OP5707XG model (more powerful than the previous
one) also includes 16 ADCs, but its characteristics are 16-bit, 2 MSPS, and ±20 V. With these
characteristics, it is expected that the dominant ADC inherent noise is due to the thermal
noise, and noise due to quantization is lower than that obtained in this case study due to
the higher number of bits and the full-scale input voltage available. Regarding external
noise, the OPAL-RT products allow configuring the model to include a grid emulator with
the desired characteristics together with the mathematical model of the converter, thus
eliminating the appearance of unwanted external noise in the input signal and testing on
ideal conditions.

5. Conclusions

The objective of HIL circuits is to evaluate the performance and reliability of power
electronic converter controllers under realistic operating conditions without building a
complete prototype. The precision and reliability of the results are affected by the input
signals’ noise. In this manuscript, an in-depth review of the main sources of error has been
made. The knowledge of these enables the designer to implement measures to minimize
their impact, optimizing the design in terms of resolution and computational cost.

A common source of error in this system is noise in the input signals of the HIL
systems used for emulation of power converters. To minimize the noise, designers have at
their disposal diverse filter tools. Later, analysis and simulation tools based on the noise
characteristics tools help to define the requirements of their system. These techniques, and
how to measure the noise in the input, have been reviewed in this manuscript.

To illustrate the influence of input noise in a HIL system, a case study of the effect of
noise in a totem-pole converter, digitally controlled by a linear voltage and current control
in low-cost HIL, using low-cost FPGAs, is presented. The results show that fixed-point
arithmetic in FPGA-based HILs is the best option for optimizing the required hardware
resources according to the error in the input signals.

Overall, this manuscript has emphasized the need for further research of noise effects
in HIL systems to improve the accuracy and effectiveness of the emulated power converters.
The study presented in this manuscript serves as an example of how to evaluate the impact
of noise on input signals in a HIL system, and provides insights for designers to optimize
the design and mitigate the effects of noise to achieve the desired benefits of a HIL system.
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