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Abstract 

Concerning about the increases of energy demand and environmental issue have let to the 

development of renewable energy with low greenhouse gas emissions. To produce the industrial 

compounds without fossil fuel consumption, the themes of research on renewable energy have been 

focused towards to the method to produce the chemical materials by using earth-abundant resources 

such as plants, wind, and solar energy.  However, the low efficiency, high initial cost of installation, 

and discontinuity of source acquirement of renewable energy are still slowing down its application. To 

overcome these challenges, renewable energy technologies still need to be improved. 

Effective and technological developments to the practical application of renewable energy are 

derived from in-depth understanding of reactions related to renewable energy and environment. 

Furthermore, novel materials and strategies can be established by combining theoretical approaches and 

knowledge of reactions. In this context, Molecular modeling and simulation are the appropriate method 

to investigate the reaction mechanism for desired substances or to identify the cause of a phenomenon 

at the atomic level. In this thesis, we described the theoretical research on the reaction mechanism 

related with renewable energy system.  

In Chapter 1, we introduce shortly the renewable energy systems and the mechanistic studies for 

in-depth understanding of chemical engineering. Also, we described the previous and ongoing research 

about the renewable technologies and applications using  molecular simulation methods.  Finally, we 

explained the multi-scale molecular simulation method and its theoretical meanings used in this thesis, 

including the density functional theory (DFT) calculation, molecular dynamics (MD), and Monte Carlo 

(MC) simulation.   

In Chapter 2, we suggested the new strategy for formation of desired organic materials from 

biomass (renewable energy source) with highly effective catalysts. First, it was found that solvent effect 

of 1-butanol and the catalytic performance of hydrotalcite in glucose isomerization mechanism using 

DFT calculation. Furthermore, the reaction mechanistic pathways for the fructose hydrogenation to 

mannitol and sorbitol which is used as the biomass, were investigated by DFT calculation. The catalytic 

effect of the Cu metal catalyst favorably induced the formation of mannitol than the formation of 

sorbitol during the fructose adsorption step.  

In Chapter 3, we theoretically demonstrated that the formic acid and supercritical ethanol mixture 

solvents expedited the solvothermal liquefaction reaction of biomass lignin constituents. Using the 

reactive molecular dynamics simulation and density functional theory calculation, the mechanisms by 
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which solvents break C−O bond and C−C bond in each Dilignol molecule were observed over time. In 

this liquefaction reaction, the hydrogen detached from the formic acid directly participates in 

dissociation of  C−O bond and C−C bond, and the supercritical ethanol transfers the radical hydrogen 

from formic acid to dilignol. This mechanism study suggested the biomass utilization method that can 

produce a lot of hydrogen without a metal catalyst. 

In Chapter 4, we theoretically proposed the feasibility of universal synthesis of the metal sulfide 

electrolyte that can improve the performance of all solid-state battery developed for effective storage 

of renewable energy and reduced carbon footprint. Using an alkahest solvent system composed of EDA-

EDT mixture solvents, not only conventional sulfide SE precursors of  Li2S, P2S5, and Na2S, but also 

metal sulfides, such as GeS2 were fully dissolved by nucleophilic attack of thiolate. It was elucidated 

that EDT molecules have strong dissolving power by proton transfer to EDA and that the dissolution of 

sulfide precursors is feasible through the investigation of reaction mechanism.     

In Chapter 5, we provided the insight of mineral carbonation reaction for carbon dioxide storage 

and utilization using DFT calculation and MD simulation. Calcium hydroxide has been mainly studied 

as a medium for mineral carbonation, but its efficiency was not good. In this study, we revealed that 

water molecules are intercalated in interlayer of calcium hydroxide and the interlayer distance between 

the calcium hydroxide increases. Remarkably, the water molecules near the surface of the calcium 

hydroxide accelerated the carbonation phenomenon of CO2 through the studies. 
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Figure 1.2 Flow diagram of the 100% renewable energy system. Reproduced from ref. 6 with 

permission from Copyright © 2008 Elsevier Ltd.  
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represented. Reproduced with permission from ref. 22, Copyright 2012 Royal Society 

of Chemistry. 

Figure 1.7 Calculated results of computational studies. (a, b) Calculated energy profiles of C–O 

bond cleavage of C4H9OH and C6H5OH, respectively. Black and red lines indicate 

NbOPO4(100) and Re2O7(010), respectively. The structures of the initial and final 

states on NbOPO4(100) are shown, whereas the transition states involving C–O bond 

cleavage of C4H9OH and C6H5OH are depicted in TS1, TS10 ,TS2 and TS20 , with 

the elongated C–O bond lengths shown. Emerald balls represent Nb atoms, dark blue 

for Re, white for H, grey for C and red for O. (c) The iso-surfaces of charge density 

difference for O and OH adsorption on NbOPO4(100) and Re2O7(010) surfaces. For 

clarity, only the local active sites are shown. The regions depicted in yellow indicate 

charge accumulation and light blue for charge depletion. Emerald balls represent Nb 

atoms, dark blue for Re, white for H and red for O. (d) The d-orbital projected density 

of states for the surface Nb5c and Re5c atoms, demonstrating their relative energies, in 

which the energy is aligned to the Fermi level (EF). Reproduced from ref. 24 with 

permission from Copyright 2016 Springer Nature. 

Figure 1.8 Schematic representation of the relationship between lithium-ion battery and 

renewable energy. Reproduced from ref. 25 with permission from Copyright © 2018 

Elsevier Ltd. 

Figure 1.9 (a) The change in total energy when Li diffuses from the center tetrahedral site of a 

22 Å diameter Si210 H136 nanocrystal toward the surface. T0−T4 label the different 

tetrahedral positions. The black dots in the left figure indicate the hexagonal sites, 
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which are saddle points of the diffusion pathway from T0 to T4. Reproduced from 

ref. 30 with permission from Copyright © 2010 American Chemical Society. (b) Li 

transport path through Si (100) thin film and corresponding energy profile. Li 

transport in 3×3×3 Si supercell (216 Si atoms) and corresponding transport barrier. 

Reproduced from ref. 31 with permission from Copyright © 2010 American Institute 

of Physics. 

Figure 1.10 (a) Schematic comparison of ion transport phenomena in various ion conductors: 

traditional conductors versus an ideal conductor. (b) Theoretically simulated 

chemical structure of the single-strand Li+-centered G-quadruplex and its self-

assembly procedure. The dotted line represents the ion-dipole interaction between Li+ 

and G-quartet. The close stacking of the G-quartets in the vertical direction leads to 

the formation of 1D central channels allowing straightforward Li+ conduction 

pathways in the Li+-centered G-quadruplex. To represent the Li+-centered G-

quadruplex clearly, its hydrocarbons and bithiophenes are blurred. Reproduced from 

ref. 36 with permission from Copyright © 2022 American Association for the 

Advancement of Science. 

Figure 1.11 Schematic of process of mineral trapping of CO2 on the ocean floor. 

Figure 1.12 Schematic of the multi-scale molecular simulation for different length scale. 
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Chapter 2 

Figure 2.1.1 Schematic mechanism of isomerization from glucose to fructose on hydrotalcite layer. 

Figure 2.1.2 DFT-optimized structures of hydrotalcite and adsorbed glucose molecule. (a) Top 

view (top) and front view (bottom) of Mg-Al hydrotalcite system having basic sites 

at both faces. (b) Top view (top) and front view (bottom) of Mg-Al hydrotalcite 

system having basic sites only at bottom face. (c) Top view (top) and front view 

(bottom) of the optimized configuration of glucose-adsorbed hydrotalcite at basic site. 

(d) Top view (top) and front view (bottom) of the optimized configuration of glucose-

adsorbed hydrotalcite at non-basic site. For clear view, hydrotalcite is shown in stick 

model, whereas 3-O sites and glucose molecule are shown in ball-and-stick model. 

Color scheme is as follows; carbon (dark gray), hydrogen (white), 3-oxygen 

(orange), the other oxygen (red), magnesium (green), and aluminum (pink). 

Figure 2.1.3 DFT calculations of the solvation energy of glucose, bond dissociation energy of OH, 

and the binding energy of glucose on hydrotalcite with respect to the solvents. (a) 

Solvation (black dashed line) and bond dissociation energy (red dashed line) of 

glucose at each solvent and (b) binding energies of the glucose molecule on the 

hydrotalcite surface with respect to solvents. 

Figure 2.1.4  Reaction mechanism of glucose ring opening on each solvent. (a) Energy profile and 

(b) configurations of ring opening mechanism. ‘IS’, ‘TS’, and ‘FS’ are abbreviations 

of ‘Initial State’, ‘Transition State’, and ‘Final State’. Black dotted lines in (b) 

represent closely interacting atoms in the reaction. Glucose and solvent molecules are 

shown by ball-and-stick and stick models, respectively. Color scheme is as follows; 

carbon (gray), hydrogen (white), oxygen (red), and nitrogen (blue). 

Figure 2.1.5 Reaction mechanism of the isomerization of ring-opened glucose on basic 

hydrotalcite. (a) Energy profile and (b) configurations of ring opening mechanism. 

‘IS’, ‘TS’, and ‘FS’ are abbreviations of ‘Initial State’, ‘Transition State’, and ‘Final 

State’. Small letters in (b) represents the distance (in Å unit) between reacting atoms. 

For clear view, hydrotalcite is shown in stick model, whereas µ3-O sites and glucose 

molecule are shown in ball-and-stick model. Color scheme is as follows; carbon (dark 

gray), hydrogen (white), µ3-oxygen (orange), the other oxygen (red), magnesium 

(green), and aluminum (pink). 

Figure 2.2.1 Schematic images for source and application of mannitol. 

Figure 2.2.2 A reaction scheme of fructose hydrogenation to mannitol over Cu SiO2 
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nanocomposite in 1-butanol. 

Figure 2.2.3 Catalytic activity of fructose hydrogenation in different solvents. Reaction conditions: 

Cu(50)-SiO2, 1.0 g; fructose, 5 g; solvent, 45 g; temperature, 120°C; H2 pressure, 25 

bar; reaction time, 6 and 10 h. C = conversion, Y = yield. 

Figure 2.2.4 Schematic (a) DFT calculation model for Cu slab with (111) surface. (b) Optimized 

configuration of hydrogen atoms on the Cu surface. For the clear view, Cu atoms on 

top layer and the other atoms are colored in orange and reddish brown, respectively. 

Adsorbed hydrogen atoms are colored in sky blue. 

Figure 2.2.5 Orientation dependency of the hydrogenation reaction of adsorbed fructose on the 

Cu-SiO2 surface. 

Figure 2.2.6 Optimized configurations of fructose at the (a) ISad,m, and (b) ISad,s states. Cu slab and 

adsorbed hydrogen atoms are shown by space-filling model, while the fructose and 

1- butanol molecules are shown by ball-and-stick model. Green dotted line represents 

hydrogen bonding between butanol and carbonyl group of fructose. In the color 

scheme, Cu atoms in top layer, the other Cu atoms in bottom three layers, and 

adsorbed hydrogens are colored in orange, reddish brown, and sky blue, respectively. 

In the fructose and 1-butanol molecules, carbon, hydrogen, and oxygen atoms are 

colored in gray, white, red, respectively. At the top view, bottom three Cu layers are 

omitted. 

Figure 2.2.7 Magnified view of the optimized configurations of fructose at the (a) ISad,m, and (b) 

ISad,s states. In (a) and (b), closely interacting atom pairs and their interaction types 

are indicated by dashed lines with red for Cu···HO-C, black for Cu···H-C, and blue 

for Cu-H···O=C interactions, respectively. For the clear view, top layer of Cu surface 

and adsorbed hydrogen are shown by space-filling model, while the fructose 

molecule is shown by ball-and-stick model. Cu and adsorbed H atoms are colored in 

orange and sky blue, respectively. For fructose molecules, carbon, hydrogen, and 

oxygen atoms are colored in gray, white, and red, respectively. 

Figure 2.2.8 Reaction energy profiles of two fructose hydrogenation reaction. 

Figure 2.2.9 Front and top views of the configurations of the reaction states of (a) mannitol, and 

(b) sorbitol formation. For the clear view, top layer of Cu surface and adsorbed 

hydrogen are shown by space-filling model, while the fructose molecule are shown 

by ball-and-stick model. Copper and adsorbed hydrogen are colored in orange and 

sky blue, respectively. For fructose molecule, carbon, hydrogen, and oxygen atoms 

are colored in gray, white, red, respectively. 1-butanol molecule and bottom Cu layers 
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in each reaction step are omitted. 

Figure 2.2.10 Binding energies of fructose (∆𝐸𝐵.𝐸. ) and mannitol selectivity (∆∆𝐸𝐵.𝐸. ) in each 

solvent. 
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Chapter 3 

Figure 3.1 Molecular models of (a) 4-O-5, (b) -1, (c) -O-4, (d) -, and (e) -O-4 dilignol, 

respectively. For the clear view, the atoms comprising lignin linkage of the dilignol 

molecule is colored in green with the notes to indicate the connecting atoms. Carbon, 

hydrogen, and oxygen atoms are colored in gray, white, and red, respectively, except 

the linkage atoms. 

Figure 3.2 Schematic illustration of simulation models by reax-MD simulation procedure. The 

lattice parameters were taken from the -1 dilignol system, and there were less than 

1 Å differences between systems. From the initial to NPT relaxation using reax FF, 

simulation system was composed of three species, i.e., dilignol molecule, ethanol, 

and formic acid (FA). For the clear view, ethanol and FA were presented by orange 

and blue stick, respectively. Dilignol molecules were shown by CPK style with each 

atomic color (i.e., gray, red, and white for carbon, oxygen, and hydrogen, 

respectively). After the thermal decomposition, final system was composed of 

unreacted reactants, lignin monomers, and byproducts. Except dilignol molecules, 

lignin monomers and remaining byproducts including unreacted solvent are shown 

by ivory CPK molecule, and light gray stick, respectively. 

Figure 3.3 Thermal decomposition results of: (a) 4-O-5, (b) β-1, (c) α-O-4. (d) β–β, and (e) β-

O-4 dilignol molecules in the ethanol–FA mixture. From left to right, reacting dilignol 

molecule and scaled number of reactants versus reax-MD simulation time at 

temperatures of 1800 K, 1900 K, and 2000 K are presented. Number of molecules of 

each species is scaled by the initial number of each species, i.e., N0 = 20, 600, and 

120 for dilignol, ethanol, and FA, respectively. Color scheme of dilignol molecule is 

same as Figure 3.1 

Figure 3.4 Depolymerization mechanisms of the dilignol molecules observed in the reax-MD 

simulation. The numbers below each figure represent the corresponding time in the 

decomposition simulation at 1800 K. For a clear view of the reaction mechanism, the 

reacting molecules in each snaps hot are presented using a ball-and-stick model, 

whereas the others are shown by a stick model. Empty arrows indicate consecutive 

procedures, and filled arrows indicate the reactant and product of the reaction. 

Decomposition intermediates of the dilignol molecules are indicated by ‘Frag.1’ and 

‘Frag.2’, respectively. The atoms comprising lignin linkage of the dilignol molecule 

are colored in green and transferring H atoms (or OH groups) are colored in blue. 

Except these atoms, carbon, hydrogen, and oxygen atoms are colored in gray, white, 



xi 

 

and red, respectively. 

Figure 3.5 DFT calculations of the depolymerization mechanism of: (a) 4-O-5 dilignol and (b) 

β-1 dilignol molecules without solvent (blue line), with ethanol only (red line), and 

with the ethanol–FA mixture (black line). Expected mechanism after the dissociation 

of lignin linkage in the ethanol–FA mixture is shown by the gray line. 
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Chapter 4 

Figure 4.1 Schematic image of three synthetic protocols for sulfide solid electrolytes. 

Figure 4.2 Results of the dissolution of sulfide SE precursors in EDA–EDT cosolvents. a) 

Raman spectra of EDA−EDT cosolvents with varying volume ratio. The insets show 

enlarged views of the C−S–H bending peaks (highlighted in yellow) and NH2 

stretching peaks (highlighted in pink). b) Photograph of SE precursors, Li2S, P2S5, 

Na2S, LiCl, in EDA−EDT. c) Photograph of GeS2 in EDA and EDA−EDT. d) 

Photograph of SnS2 in EDA−EDT. e) Raman spectra for the solution of GeS2 

dissolved in the EDA−EDT cosolvent, showing the signals of Ge−S− and Ge−S−Ge 

(inset), in comparison with that for the EDA−EDT cosolvent. The inset in the right 

shows an enlarged view of the C–S stretching peaks and unknown peak (denoted as 

“*”). 

Figure 4.3 The EDA−EDT (10:1 vol.) mixture solvent modeled using molecular dynamics 

simulation. Molecules within 3 Å around the EDT in the relaxed structure were 

selected. DFT optimized structure of EDA−EDT mixture (a), first proton transferred 

EDA−EDT mixture (b). For the clear view, proton transferred EDT and EDA 

molecules are depicted using the ball-and-stick model, and other molecules are 

depicted using the stick model. In the color scheme, C, S, N, and H atoms are colored 

grey, yellow, blue, and white, respectively. 

Figure 4.4 (a) DFT calculation model for the GeS2 slab with (001) surface. (b) Optimized 

configuration of protonated EDA and deprotonated EDT on the GeS2 surface. For the 

clear view, Ge, C, S, N, and H atoms are colored green, grey, yellow, blue, and white, 

respectively. 

Figure 4.5 DFT optimized structure and molecular electrostatic potential (MEP) map of 

EDA−EDT mixture (a), and proton transferred EDA−EDT mixture (b). The MEP 

map indicates the reactive site in molecules, where the electron distribution effect is 

significant. Blue represents the negative regions while red represents the positive 

regions of MEP. For the clear view, C, S, N, and H atoms are colored grey, yellow, 

blue, and white, respectively. 

Figure 4.6 Dissolution mechanism of sulfide SE precursors in EDA−EDT cosolvents. (a) 

Reaction coordinates of dissolution mechanism of the GeS2 surface. (b) Magnified 

view of the optimized configurations of each state. In (b), IS, IM, TS, and FS in each 

reaction mechanism represent initial state, intermediate, transition state, and final 

state, respectively. For the clear view, the dissolved Ge atoms and surface atoms near 
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the Ge atoms are depicted using the ball-and-stick model, and the deprotonated EDT 

molecules are depicted using the stick model. The remaining atoms are indicated as 

lines. The dissolved three Ge atoms are colored pink, and the remaining Ge, C, S, N, 

and H atoms are colored green, gray, yellow, blue, and white, respectively 

Figure 4.7 Front view of configurations of the reaction state of the dissolution mechanism of 

GeS2 surface. IS, IM, TS, and FS in each reaction mechanism represent Initial State, 

Intermediate, Transition State, and Final State, respectively. For the clear view, 

dissolved three Ge atoms are colored pink and the remaining Ge, C, S, N, and H 

atoms are colored green, grey, yellow, blue, and white, respectively. 

Figure 4.8 Dissolution mechanism of P4S10 sulfide cluster in EDA−EDT cosolvents. (a) 

Reaction coordinates of dissolution mechanism of the P4S10 sulfide cluster. (b) the 

optimized configurations of each state. In (b), IS, IM, TS, and FS in each reaction 

mechanism represent Initial State, Intermediate, Transition State, and Final State, 

respectively. For the clear view, thiolate molecules are depicted using the stick model, 

and P4S10 cluster are shown by the ball-and-stick model. The P, C, S, and H atoms are 

colored in sky blue, grey, yellow, and white, respectively. 

Figure 4.9 Dissolution mechanism of Li2S sulfide surface in EDA−EDT cosolvents. (a) Reaction 

coordinates of dissolution mechanism of the Li2S surface. (b) the optimized 

configurations of each state. In (b), IS, IM, TS, and FS in each reaction mechanism 

represent Initial State, Intermediate, Transition State, and Final State, respectively. 

For the clear view, thiolate molecules and dissolved Li atom are depicted using the 

ball-and-stick model, and atoms in the Li2S surface are shown by the stick model. 

The dissolved Li atom is colored in blue, remaining Li, C, S, and H atoms are colored 

in red, grey, yellow, and white, respectively. 

Figure 4.10 Dissolution mechanism of Na2S sulfide surface in EDA−EDT cosolvents. (a) 

Reaction coordinates of dissolution mechanism of the Na2S surface. (b) the optimized 

configurations of each state. In (b), IS, IM, TS, and FS in each reaction mechanism 

represent Initial State, Intermediate, Transition State, and Final State, respectively. 

For the clear view, thiolate molecules and dissolved Na atom are depicted using the 

ball-and-stick model, and the atoms in the Na2S surface are shown by the stick model. 

The dissolved Na atom is colored in blue, remaining Na, C, S, and H atoms are 

colored in purple, grey, yellow, and white, respectively. 
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Chapter 5 

Figure 5.1 Schematic illustration of swelling process by water intercalation which affects 

carbonation reaction. Water molecules, Ca, O, C, and H are colored as light blue, 

green, red, gray, and white, respectively. 

Figure 5.2 XRD analysis of pristine and hydrated Ca(OH)2 with (001) Bragg peak positions. The 

sample of hydrated Ca(OH)2 was prepared via mixing with water for an hour at 

ambient condition. The vertical bars were indicated as the peak position of (001) facet 

and the pristine and hydrated Ca(OH)2 samples were represented by blue and red, 

respectively. 

Figure 5.3 1H MAS NMR spectra of (a) pristine Ca(OH)2, (b) hydrated Ca(OH)2, and (c) 

Ca(OH)2 reacted with 13CO2 dissolved in D2O. All sample were analyzed 1 h after 

D2O addition. In the case of (b), the weight of Ca(OH)2 and D2O were 49.46 and 

12.77 mg, respectively. For clarity, intensity of the peak at 0.9 ppm was magnified 8-

fold. The inset figure represents the schematic diagram of the experimental products 

including pristine Ca(OH)2 (white), bulk water (pink), and water intercalated into 

Ca(OH)2 (pale blue). 

Figure 5.4 (a) Optimized structures of pristine and intercalated Ca(OH)2 systems with various 

intercalated species. Ca, O, C, and H are colored green, red, gray, and white, 

respectively. (b) Interlayer distances (left axis) and formation energies (right axis) of 

intercalated Ca(OH)2 systems as a function of intercalated species. 

Figure 5.5 Optimized Ca(OH)2 slab models. (a) Pristine Ca(OH)2, (b) H2O intercalated, (c) CO2 

intercalated, (d) Ca2+ intercalated, (e) CO3
2− intercalated, and (f) HCO3

− intercalated 

systems. Distances between Ca(OH)2 interlayers are represented below in blue. Ca, 

O, C, and H are colored green, red, grey, and white, respectively. 

Figure 5.6 (a) BFDH morphology of Ca(OH)2, (b) Optimized structures of (001) and (100) 

surfaces of Ca(OH)2 with respective surface energies. Bottom yellow regions are 

fixed to represent the bulk crystal phase. Ca, O, and H are colored green, red, and 

white, respectively. 

Figure 5.7 Number of (a) dissolved Ca2+, (b) dissolved OH−, and (c) intercalated H2O molecules 

in the interface system between water and (001) surface. (d) Number of dissolved 

Ca2+, (e) dissolved OH−, and (f) intercalated H2O molecules in the interface system 

between water and (100) surface. 

Figure 5.8 (a) Snapshot of interface system between water and Ca(OH)2 (001) surface and (b) 
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concentration profiles along the [001] direction. (c) Snapshot of interface system 

between water and Ca(OH)2 (100) surface, and (d) concentration profiles along the 

[100] direction. Water, Ca, O, and H are colored light blue, green, red, and white, 

respectively. Dissolved Ca2+, OH− and free water molecules which were not bonded 

to Ca(OH)2 were omitted for the clarity. 

Figure 5.10 Carbonation reaction mechanisms of pristine Ca(OH)2 and hydrated Ca(OH)2 on 

(001)surface. Optimized configurations of each reaction state with energy values are 

represented below. Unit of energy is kJ/mol. Bottom yellow regions are fixed to 

represent the bulk crystal phase. Water molecules, Ca, O, C, and H are colored light 

blue, green, red, gray, and white, respectively. 

Figure 5.11 Carbonation reaction mechanisms of pristine Ca(OH)2 and hydrated Ca(OH)2 on 

(100)surface. Optimized configurations of each reaction state with energy values are 

represented below. Unit of energy is kJ/mol. Bottom yellow regions are fixed to 

represent the bulk crystal phase. Water molecules, Ca, O, C, and H are colored light 

blue, green, red, gray, and white, respectively. 

 

 

 

Chapter 6 

Figure 6.1 Schematic to design optimal catalyst for target reaction. 

Figure 6.2 Schematic of tandem catalyst for conversion of carbon dioxide to high-value 

chemicals. 
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Chapter 1. Introduction 

1.1 General introduction to renewable energy and the environment 

Currently, many of the world’s economies are facing increasing energy demand and environmental 

pollution. Figure 1.1 depicts the current global energy consumption, which indicates that more than 80% 

of the world’s energy originates from fossil fuels, such as coal, oil, and natural gas.1 The excessive 

consumption of these resources is not only rapidly depleting fossil fuel reserves, but it is also causing a 

detrimental effect on the environment owing to the release of large amounts of greenhouse gases such 

as carbon dioxide (CO2).2−4 Renewable and environmentally friendly energy sources, such as biofuel, 

biomass, and sustainable solar energy, are required to meet the current energy demand and address 

environmental issues, and they are garnering increasing interest. Renewable energy sources have 

considerable potential to provide energy with almost zero greenhouse gas emissions, diversify the 

energy supply, and reduce dependence on fossil fuels (Figure 1.2).5,6 However, many problems, such 

as high financial risks, legal regulation, low availability of renewable resources, and low power quality, 

remain even though significant research is being conducted to develop renewable technologies, such as 

technologies for producing desired products while reducing carbon footprints, methods for synthesizing 

industrial chemicals while minimizing CO2 formation using biomass, and technologies for carbon 

capture and utilization (Figure 1.3).7−10 To overcome these challenges, in-depth knowledge of 

environmental and renewable energy-related reactions is required, and novel materials or strategies for 

increasing efficiency must be designed based on this knowledge. 

Figure 1.1. Global primary energy consumption until 2021. Obtained from Energy Transitions: Global 

and National Perspectives in ref. 1. 
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Figure 1.2. Flow diagram of a 100% renewable energy system. Reproduced with permission from ref. 

6. Copyright 2008 Elsevier Ltd. 

 

 

1.2 Mechanistic study: an in-depth understanding of chemical reactions 

Most engineering-related industries, such as industries that produce energy and organic materials 

by refining petrochemical raw materials, industries that produce batteries for automobiles and electric 

devices, food and pharmaceutical industries, and technology industries that produce clean energy and 

pollutant treatment for environmental preservation, are closely related to chemical reactions.11−14 

However, each application has numerous issues, such as low catalyst performance and uneconomical 

synthesis methods, because it is challenging to precisely monitor chemical reaction processes (Figure 

1.3), but these issues can be solved by theoretically studying reaction mechanisms. 
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Figure 1.3. Schematic of the reaction mechanism for solving issues in chemical engineering. 

A reaction mechanism or reaction pathway describes the successive steps that occur at the 

molecular level in a chemical reaction. Chemical reactions are quite complex and involve many factors. 

In particular, even a simple reaction has various possible pathways, depending on external conditions. 

As shown in Figure 1.4, there are many different pathways composed of elementary reactions that 

depend on molecules in the intermediate steps in an overall reaction where one A2 molecule reacts with 

two B2 molecules to form two AB2 molecules. The fundamental and theoretical knowledge underlying 

molecular reactions must be understood because of their complexity and diversity, and the reaction 

mechanisms should be investigated to validate and comprehend how reactions proceed. 

 

Figure 1.4. Schematic of the overall reaction and elementary reactions. 
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To thoroughly understand chemical reactions, it is necessary to analyze the activation energy and 

heat of reaction for each reaction mechanism step and to identify the rate-determining step (RDS) with 

the highest activation energy among all reaction steps. A transition state is a state that has the highest 

potential energy in the reaction coordinate (Figure 1.5). The activation energy is calculated as the 

difference between the transition state energy and the reactant energy. The following Arrhenius equation 

demonstrates that a reaction with high activation energy has a low reaction rate constant, resulting in 

extremely sluggish reactions:15 

𝑘(𝑇) = 𝐴𝑒𝑥𝑝(
−𝐸𝑎

𝑘𝑇⁄ ), 

where Ea is the activation energy, k(T) is the rate constant, and A is the pre-exponential factor, which is 

related to the number of atomic collisions per unit time. Menzinger and Wolfgang15 stated that the pre-

exponential factor is expressed as an excitation function (𝜎(𝐸) 𝑜𝑟 𝜎(𝑉)), which is an energy-dependent 

or velocity-dependent cross-section. Since the activation step of chemical reactions always includes a 

collisional process, the probability of collisional reactions can be expressed using the 𝜎(𝑉)  cross-

section, which is defined for collisions at the relative velocity as follows:  

𝑅𝑎𝑡𝑒 = − (
𝑑𝑛𝐴

𝑑𝑡
)

𝑣
= 𝜎(𝑣)𝑣𝑛𝐴𝑛𝐵, 

where 𝑛𝐴 and 𝑛𝐵 are the A and B reactant concentrations, respectively. Assuming that 𝐹(𝑇, 𝑣) is the 

velocity distribution of reactant molecules produced by the Maxwell–Boltzmann distribution at thermal 

equilibrium, the normal relationship between the temperature-dependent rate constant and the energy 

cross-section can be calculated as 

𝑘(𝑇) = [(
2

𝑘𝑇
)

3 2⁄
(

1

𝜇𝜋
)

1 2⁄

∫
𝐸𝜎(𝐸) exp(𝐸0−𝐸)

𝑘𝑇
𝑑𝐸

∞

0
] exp (−

𝐸0

𝑘𝑇
). 

This equation can be easily obtained by calculating the activation energy and frequency factor. 

The determination of the reaction rate and activation energy through this theoretical approach is 

supported by the molecular simulation method, which can also identify the precise reaction pathway 

and feasibility through this knowledge. Furthermore, it can reveal the driving force of the chemical 

phenomena. Numerous previous studies have attempted to use molecular simulations to comprehend 

the chemical reaction and improve the performance of catalysts or materials in many renewable energy-

related and environmental research fields.16−21 
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Figure 1.5. Schematic of the reaction coordinate diagram. 

 

1.2.1 Mechanistic study on effective biomass conversion 

Biomass produced from plants is a renewable hydrocarbon energy source. Lignocellulose is the 

most abundant biomass resource and is composed of cellulose, hemicellulose, and lignin (Figure 

1.6).22−24 However, lignocellulose is extremely challenging to use because of its complexity and a lack 

of efficient technologies. Recently, molecular simulations have been used to investigate the reaction 

mechanisms for converting lignocellulose to high-value chemicals such as aromatic compounds, 

bioplastic precursors, and liquid fuels using heterogeneous catalysts (Figure 1.7). 

Figure 1.6. Structure of lignocellulosic biomass comprising cellulose, hemicellulose, and lignin. 

Reproduced with permission from ref. 22. Copyright 2012 Royal Society of Chemistry.  
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In these studies, many heterogeneous catalysts were used to improve the biomass conversion process 

by reducing the activation energy. It was easy to use molecular simulations to identify the RDS and to 

evaluate the performance of the heterogeneous catalysts. Additionally, the potential for advances in 

catalysts has been demonstrated by explaining the relationship between the performance and electronic 

properties of catalysts. 

 

 

Figure 1.7. Calculated results of computational studies. Calculated energy profiles of the C–O bond 

cleavage of (a) C4H9OH and (b) C6H5OH. The black and red lines indicate NbOPO4(100) and 

Re2O7(010), respectively. The structures of the initial and final states on NbOPO4(100) are shown, 

whereas the transition states involving the C–O bond cleavage of C4H9OH and C6H5OH are represented 

as TS1, TS10, TS2, and TS20, with the elongated C–O bond lengths shown. The emerald, dark blue, 

white, gray, and red balls represent the Nb, Re, H, C, and O atoms, respectively. (c) Iso-surfaces of the 

charge density difference for O and OH adsorption on the NbOPO4(100) and Re2O7(010) surfaces. For 

clarity, only the local active sites are shown. The yellow regions indicate charge accumulation, and the 

light blue regions indicate charge depletion. The emerald, dark blue, white, and red balls represent the 

Nb, Re, H, and O atoms, respectively. (d) The d-orbital projected density of states for the surface Nb5c 

and Re5c atoms, demonstrating their relative energies, which are aligned to the Fermi level (EF). 

Reproduced with permission from ref. 24. Copyright 2016 Springer Nature. 
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1.2.2 Mechanistic study on effective rechargeable lithium-ion batteries 

Renewable energy sources such as solar and wind energies are receiving significant attention 

because they can help prevent the emission of CO2 and air pollutants in the atmosphere, but their 

inconsistent and discontinuous energy availability makes it difficult for them to compete with fossil 

fuels. Therefore, the use of renewable energy sources requires an efficient energy storage method. The 

lithium-ion battery (LIB) industry is currently making efforts to develop sustainable energy storage 

systems (Figure 1.8).25−27 LIBs are a type of rechargeable battery that uses the reversible reduction of 

lithium ions to store energy as a key component of its electrochemistry. 

 

Figure 1.8. Schematic representation of the relationship between LIBs and renewable energy. 

Reproduced with permission from ref. 25. Copyright 2018 Elsevier Ltd. 

 

However, LIBs have scientific issues, such as battery performance degradation and safety concerns.28,29 

To solve these issues, many previous studies have been recently conducted to explore new materials to 

use as electrodes or electrolytes for LIBs in order to maintain performance while increasing energy 

density. In particular, molecular simulations have been used to easily propose new high-performance 

battery materials based on theoretical knowledge (Figures 1.9 and 1.10).30−36 These theoretical 
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principles and reaction mechanisms in LIB systems may provide insights into the future development 

of advanced renewable energy storage technologies for batteries. 

 

Figure 1.9. (a) Changes in the total energy when Li diffuses from the center tetrahedral site of a 

Si210 H136 nanocrystal with a diameter of 22 Å to the surface. T0–T4 indicate the different tetrahedral 

positions. The black dots in the left figure indicate the hexagonal sites, which are saddle points of the 

diffusion pathway from T0 to T4. Reproduced with permission from ref. 30. Copyright 2010 American 

Chemical Society. (b) Li transport path through the Si(100) thin film and the corresponding energy 

profile. Li transport in a 3 × 3 × 3 Si supercell (216 Si atoms) and the corresponding transport barrier. 

Reproduced with permission from ref. 31. Copyright 2010 American Institute of Physics. 

  

a

b
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Figure 1.10 (a) Schematic comparison of ion transport phenomena in various ion conductors: traditional 

conductors versus ideal conductors. (b) Theoretically simulated chemical structure of a single-strand 

Li+-centered G-quadruplex and its self-assembly procedure. The dotted line represents the ion–dipole 

interaction between Li+ and the G-quartet. The close stacking of the G-quartets in the vertical direction 

results in the formation of one-dimensional central channels that allow straightforward Li+ conduction 

pathways in the Li+-centered G-quadruplex. To represent the Li+-centered G-quadruplex clearly, its 

hydrocarbons and bithiophenes are blurred. Reproduced with permission from ref. 36. Copyright 2022 

American Association for the Advancement of Science. 

 

 

1.2.3 Mechanistic study on the effective mineral trapping of CO2 

The mineral trapping of CO2 (or mineral carbonation) is an effective method for capturing and 

storing CO2 (Figure 1.11). It is advantageous for immobilizing CO2 because it stably prevents CO2 from 

leaking into the atmosphere for a long period, making it possible to recycle stored CO2 as a renewable 

energy source. The in situ mineral carbonation method involves the direct injection of CO2 into geologic 

reservoirs without transporting or further processing the host rocks.37 Under the injection condition, 

CO2 is in a supercritical state (scCO2) that contains some portion of dissolved water, and it finally reacts 

a

b
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with divalent metal cations to form insoluble carbonate minerals, such as calcite (CaCO3), magnesite 

(MgCO3), dolomite (Ca0.5Mg0.5CO3), and siderite (FeCO3). In this context, obtaining sufficient divalent 

metal cations from an appropriate source is essential for facilitating the increase in carbonate minerals. 

Figure 1.11. Schematic illustration of the mineral trapping of CO2 on the ocean floor. 

 

Although there is currently limited availability of such a carbon storage method due to the lack of 

efficient technologies, several molecular simulation studies have partially provided insights into the 

mineral carbonation reaction and used theoretical approaches to explore solutions to expedite the 

reaction. Considering that the dissolution of metal cations from the surface of silicate minerals has been 

found to be the rate-limiting step in the mineralization reaction with wet scCO2,38 the adsorption 

characteristics of water and CO2 molecules on the mineral surface have been addressed.39 An in-depth 

understanding of the mineral carbonation reaction mechanism will provide a renewable energy source 

and a solution to the air pollution problem because it will result in the rapid disposal of CO2. 
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Chapter 2. Highly Effective and Selective Catalytic System for the Biomass 

Production  

2.1 Highly Efficient Hydrotalcite/1-Butanol Catalytic System for the 

Production of the High-Yield Fructose Crystal from Glucose 

This chapter includes the following contents: 

Upare, P. P.; Chamas, A.; Lee, J. H.; Kim, J. C.; Kwak, S. K.;* Hwang, Y. K.;* Hwang, D. W.* ACS 

Catalysis 2020, 10(2), 1388–1396. Reproduced from ref. 1 with permission from the © 2020 American 

Chemical Society Publications.  

 

2.1.1 Introduction 

Glucose is the most abundant and cheapest hexose sugar available in nature and is also readily 

available from polysaccharides such as nonedible cellulosic biomass following pretreatment and 

hydrolysis.2,3 Recently, the chemical conversion of glucose into high-value chemicals such as 

furandicarboxylic acid,4−6 a key monomer for poly(ethylene furanoate), has been extensively studied. 

2,5-Dimethylfuran is a promising biofuel because its properties, including the boiling point, high energy 

density, high research octane number, and immiscibility with water, compare favorably to those of 

gasoline.7−9 5-Hydroxymethylfurfural (HMF) is a key platform chemical for the formation of these 

important compounds.10−12  

However, the direct use of glucose as a raw material for HMF is very difficult because glucose is 

easily transformed into many byproducts, such as anhydroglucose, humin, and levulinic acid, following 

dehydration, which is favored by its strong cyclic structure.13−17 In this regard, isomerization of glucose 

to fructose is a key step for the synthesis of bioplastics and biofuels from glucose, as the synthesis of 

HMF from fructose is facilitated compared with that from glucose.9,18−21 Industrially, fructose is 

produced using immobilized glucose isomerase, which converts extremely concentrated glucose 

solution to a mixture of about 42% fructose and 50% glucose with some other sugars.22 However, the 

operation cost of this current enzymatic process is high as glucose isomerase is expensive, the operation 

is carried out in buffered solution to maintain pH, and the enzyme is easily deactivated by feed 

impurities.23 Therefore, suitable catalytic processes to replace this costly enzymatic process are highly 

desirable. A number of acidic and basic heterogeneous catalysts, such as zeolites24−31 and hydrotalcite,32

−36 have been reported to be active for the catalytic conversion of glucose to fructose.  
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Among these materials, basic hydrotalcite is the most promising catalyst for industrial application 

owing to its easy preparation by simple precipitation and its high fructose yield. Hydrotalcite is a layered 

double hydroxide of general formula [Mg1−xAlx(OH)2]x+ (Ax/n
n−)·mH2O, where Mg2+ ions are partially 

substituted by Al3+ in the brucite-type layers and An− is an interlayer anion.37 The catalytic activity of 

hydrotalcite depends highly on its pretreatment, the initial glucose concentration, and the solvent. 

Rehydrated hydrotalcite retains abundant weak basic sites through exfoliation of layers, leading to 

enhanced catalytic performance.32 As glucose isomerization is an equilibrium reaction that gives a 

mixture of glucose and fructose, the separation of fructose from glucose is also very important. 

Commercially, chromatography is widely used for this purpose, but this technique requires expensive 

equipment and has low productivity and yields.23,38−40 Alternative processes have been proposed to 

achieve sugar separation, such as zeolite adsorption,41 ion exchange membranes,42,43 and liquid 

membranes,44 but these techniques are complex and the associated equipment and operation costs are 

high. Hence, the development of a more efficient and cost-effective separation process for glucose/ 

fructose mixtures is also highly desired for commercialization of the catalytic isomerization of glucose 

into fructose.  

Herein, we propose a novel protocol for high-yield production of fructose from a highly 

concentrated glucose solution (10 wt %) using hydrotalcite as the catalyst in 1- butanol, which is a 

sustainable solvent than can be produced from a variety of waste biomass sources. We investigated the 

solvation effect in catalytic isomerization of glucose to fructose and the reaction mechanism of glucose 

isomerization into fructose on hydrotalcite through density functional theory (DFT) calculation. (Figure 

2.1.1)Theoretical calculation suggested that the isomerization of glucose was preferred to be bound on 

the hydrotalcite surface in 1-butanol solvent. 

 

Figure 2.1.1 Schematic mechanism of isomerization from glucose to fructose on hydrotalcite layer. 

Glucose Isomerization

Deprotonation
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2.1.2 Computational Models and Methods 

All DFT calculations were performed with Dmol3 program.45,46 We used Perdew-Burke-Ernzerhof 

(PBE) exchange correlation functional47 and DNP 4.4 basis set with the DFT semi-core pseudopotential 

(DSPP) core treatment was employed to this study. For the dispersion-correction effect, the Tkatchenko-

Scheffler scheme48 was used. The convergence criteria for energy, force, and displacement were set to 

1×10-5 Ha, 0.002 Ha/Å, and 0.005 Å, respectively. The electrostatic contribution of implicit solvent 

was considered by employing the Conductor-like Screening Model (COSMO) method.49 The dielectric 

constants of solvent are water (ε = 78.54), DMF (ε = 36.7), GVL (ε = 36.47), and 1-butanol (ε = 17.7). 

The solvation energy (∆Esolv) of glucose was calculated as follows, 

∆𝐸𝑠𝑜𝑙𝑣 = 𝐸𝑠𝑜𝑙,0 − 𝐸𝑣𝑎𝑐,0 

where Esol,0 and Evac,0 are the total energy of the geometry-optimized glucose molecule in each 

solvent environment and in vacuum, respectively. Note that ‘0’ represents the energy-optimized state. 

The bond dissociation energy (∆Ebond) was calculated as follows, 

∆𝐸𝑏𝑜𝑛𝑑 = −(𝐸𝑠𝑜𝑙,𝑒𝑙𝑜𝑛𝑔 − 𝐸𝑠𝑜𝑙,0) 

where Esol,elong is the total energy of glucose molecule when the bond (O…H) in hydroxyl group 

connected to anomeric carbon of glucose is elongated to 2.5 Å, which can be considered long enough 

to regard the O-H bond as dissociated. For the catalyst, Mg-Al hydrotalcite (Mg:Al = 2:1) was used 

with basic 3-O sites. For the model system, first, we constructed a 3×4×1 supercell of the 3R structure 

as introduced in Radha et al’s work,50 and randomly selected 4 Mg atoms from each layer were 

substituted to Al atoms. To consider the charge balance and basic sites made from experimental 

procedure,51 hydrogen atoms were removed to make 3-O sites from single hydrotalcite layer (herein 8 

H atoms). For the slab model, vacuum region (~15 Å) along the (001) direction was introduced. Note 

that in order to avoid the self-interaction of the adsorbed glucose, the slab system was extended twice 

in the direction of (100). To account for the random distribution of basic sites on the surface and binding 

effect with and without basic site, we constructed two surface models, i.e., one is the model, where each 

4 H atoms were removed from both faces, and the other is the model, where all H atoms were removed 

from downward face. (Figure 2.1.2) 

The binding energy between glucose and hydrotalcite (∆EB.E.) was calculated as follows, 

∆𝐸𝐵.𝐸. = 𝐸𝑔𝑙𝑢−𝑠𝑢𝑟𝑓𝑎𝑐𝑒 − 𝐸𝑠𝑢𝑟𝑓𝑎𝑐𝑒 − 𝐸𝑔𝑙𝑢 

where Eglu-surface is the total energy of glucose-adsorbed hydrotalcite system, and Esurface, Eglu are the 
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energies of the hydrotalcite system and glucose molecule, respectively. Note that the solvent effect was 

treated by the COSMO method. 

 

Figure 2.1.2 DFT-optimized structures of hydrotalcite and adsorbed glucose molecule. (a) Top view 

(top) and front view (bottom) of Mg-Al hydrotalcite system having basic sites at both faces. (b) Top 

view (top) and front view (bottom) of Mg-Al hydrotalcite system having basic sites only at bottom face. 

(c) Top view (top) and front view (bottom) of the optimized configuration of glucose-adsorbed 

hydrotalcite at basic site. (d) Top view (top) and front view (bottom) of the optimized configuration of 

glucose-adsorbed hydrotalcite at non-basic site. For clear view, hydrotalcite is shown in stick model, 

whereas 3-O sites and glucose molecule are shown in ball-and-stick model. Color scheme is as follows; 

carbon (dark gray), hydrogen (white), 3-oxygen (orange), the other oxygen (red), magnesium (green), 

and aluminum (pink). 
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2.1.3 Results and Discussion 

To theoretically predict the characteristic trends of this base-catalyzed glucose conversion and 

fructose formation depending on the solvents, we conducted density functional theory (DFT) 

calculations considering the effect of solvents implicitly around the glucose and hydrotalcite. 

Considering that proton transfer for the ring opening of glucose was an initiation of the isomerization, 

to compare the reactivity (or conversion) of glucose with respect to the solvents, we measured solvation 

energies of the glucose molecule and bond dissociation energy in its hydroxyl group while varying the 

solvent environment. As shown in Figure 2.1.3, as the dielectric constant of the solvent increased (i.e., 

in the order of 1- butanol, GVL, DMF, water), higher solvation energy (∆𝐸𝑠𝑜𝑙𝑣 ) and lower bond 

dissociation energy (∆𝐸𝑏𝑜𝑛𝑑) were measured. In this regard, a certain preference in the conversion of 

glucose was expected to be correlated to the solvated state of glucose by each solvent. Subsequently, 

the proton transfer to open the ring structure occurred accordingly. Based on the results, water was the 

best environment for glucose conversion. For glucose to react to form fructose, we anticipated that the 

adsorption of glucose to the hydrotalcite surface should be facilitated for better base-catalyzed 

dehydrogenation. Among probable configurations searched, the most stable configuration was found 

through DFT calculation under each solvent environment. To account for the random distribution of 

basic sites on the surface and binding effect with and without basic sites, average binding energies for 

these sites were calculated (Figure 2.1.2). 

 

Figure 2.1.3 DFT calculations of the solvation energy of glucose, bond dissociation energy of OH, and 

the binding energy of glucose on hydrotalcite with respect to the solvents. (a) Solvation (black dashed 

line) and bond dissociation energy (red dashed line) of glucose at each solvent and (b) binding energies 

of the glucose molecule on the hydrotalcite surface with respect to solvents. 
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Regardless of solvents, adsorbed configurations of glucose were similar to each other. When 

interacting with a basic site, five OH groups of glucose formed hydrogen bonds with hydrotalcite, 

whereas four OH groups interacted with the surface without basic sites. Here, the binding energy (∆𝐸𝐵.𝐸.) 

of the glucose molecule on the hydrotalcite surface in 1-butanol (−34.7 kcal/mol) was larger than other 

solvents (−33.3 to −33.6 kcal/mol) (Figure 2.1.3B), which implied that glucose was 

thermodynamically favored to be bound on the surface.  

The initiation of base-catalyzed isomerization reaction is known to be abstraction of H atom from 

C2 carbon. However, we noted that ring opening in the solvent phase should be preceded for the 

deprotonation reaction of C2 carbon over the basic hydrotalcite surface. That is reason why we 

mentioned as quoted “Considering that proton transfer in glucose was an initiation of the isomerization” 

in the main text. To validate our assumption, reaction mechanisms of ring opening depending on the 

solvent were calculated (Figure 2.1.4) and compared with following deprotonation reaction (Figure 

2.1.5). 

 

Figure 2.1.4 Reaction mechanism of glucose ring opening on each solvent. (a) Energy profile and (b) 

configurations of ring opening mechanism. ‘IS’, ‘TS’, and ‘FS’ are abbreviations of ‘Initial State’, 

‘Transition State’, and ‘Final State’. Black dotted lines in (b) represent closely interacting atoms in the 

reaction. Glucose and solvent molecules are shown by ball-and-stick and stick models, respectively. 

Color scheme is as follows; carbon (gray), hydrogen (white), oxygen (red), and nitrogen (blue). 

 

In the ring opening mechanism, one additional explicit solvent was added near the glucose 

molecule as well as applying COSMO (i.e., implicit solvent) method. As similar to the bond dissociation 

energy result (Figure 2.1.3A) in the manuscript, the ring opening under water solvent showed the lowest 

activation energy (41.098 kcal/mol), and higher activation energies were required in the order of GVL 

(43.753 kcal/mol), DMF (43.937 kcal/mol) and butanol (47.778 kcal/mol) solvent. Further, the 

0

10

20

30

40

50

R
e
la

ti
v
e
 e

n
e
rg

y
 (

k
c
a
l/
m

o
l)

Reaction coordinate

 Water

 DMF

 GVL

 ButOH

A B

IS

TS

FS

IS

TS

FS

Water DMF GVL Butanol



19 

 

isomerization reaction mechanism as well as H abstraction from C2 carbon was studied over the basic 

hydrotalcite surface depending on the solvent (Figure 2.1.5). 

 

Figure 2.1.5 Reaction mechanism of the isomerization of ring-opened glucose on basic hydrotalcite. (a) 

Energy profile and (b) configurations of ring opening mechanism. ‘IS’, ‘TS’, and ‘FS’ are abbreviations 

of ‘Initial State’, ‘Transition State’, and ‘Final State’. Small letters in (b) represents the distance (in Å 

unit) between reacting atoms. For clear view, hydrotalcite is shown in stick model, whereas µ3-O sites 

and glucose molecule are shown in ball-and-stick model. Color scheme is as follows; carbon (dark gray), 

hydrogen (white), µ3-oxygen (orange), the other oxygen (red), magnesium (green), and aluminum 

(pink). 
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From IS to IM1, H atom was almost spontaneously detached from C2 carbon of ring-opened 

glucose, accompanying marginal amount of activation energy (Ea = 0.03 to 1.33 kcal/mol) and large 

heat of reaction (∆E = -22.25 to -22.72 kcal/mol), due to the strong basicity of hydrotalcite surface. In 

this respect, the ring opening reaction should occur for the isomerization reaction to proceed, resulting 

in a consistent trend with experimental conversion. Also, following reactions were regarded as hydride 

shift from IM1 to IM2 and protonation reactions from IM2 to FS. In the hydride shift reaction, it 

required relatively low Ea (6.17 to 6.67 kcal/mol) and ∆E (-3.13 to -3.19 kcal/mol) for all solvents. The 

rate-determining step was the final protonation reaction from hydrotalcite surface to glucose molecule. 

In this reaction, butanol environment made the lowest Ea (36.61 kcal/mol). For the other solvents, higher 

Ea’s were required in the order of water (37.57 kcal/mol), DMF (38.45 kcal/mol), and GVL (38.49 

kcal/mol). Thus, we conclude that solvent conditions affected on the Ea of RDS, which contributed to 

the largest fructose yield under butanol solvent in experiment. 

 

2.1.4 Conclusion 

In this work, we developed a promising protocol for the production of fructose crystal from 

glucose-containing biomass using only heterogeneous catalysis for the first time. Through the solvation 

energy and the initial bond dissociation energy of glucose with each solvent using DFT calculation, we 

identified that the effect of 1-butanol solvent served as an important factor in the glucose isomerization 

reaction. Furthermore, we investigated the reaction mechanism of glucose isomerization on the 

hydrotalcite, and the low activation energy of this reaction showed that isomerization from fructose to 

glucose is possible. By this protocol, this process for fructose production is simple, inexpensive, and 

green when compared with current industrial procedures that rely on enzymatic isomerization reactions. 
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2.2 A Robust and Highly Selective Catalytic System of Copper–Silica 

Nanocomposite and 1-Butanol in Fructose Hydrogenation to Mannitol 

This chapter includes the following contents: 

Upare, P. P.; Hwang, Y. K.; Kim, J. C.; Lee, J. H.; Kwak, S. K.;* Hwang, D. W.* ChemSusChem 2020, 

13, 5050–5057. Reproduced from ref. 1 with permission from the © 2020 Wiley‐VCH GmbH 

Publications.  

 

2.2.1 Introduction 

Biomass, a renewable carbon source, offers great potential among the available alternative 

resources for the production of valuable chemicals and liquid fuels. In particular, carbohydrates are the 

most abundant biomass and great attention has been paid to chemical conversion into valuable 

chemicals and fuels.2 Mannitol is a kind of polyol which is mostly used as low calorie sweetener in 

diabetic food and in chewing gums as it is poorly absorbed from the intestines.3 It is also widely used 

in pharmaceutical, cosmetic, surfactants and coating industries.4 The global mannitol market size was 

valued at USD 209 million in 2015 and it is expected to reach USD 418 million by 2024.[5] 

Mannitol is naturally occurring sugar and it can be extracted form vegetables, fruits, manna, 

seaweed, and algae. However, the extraction of mannitol from these plants is not economical.6 Currently, 

most of mannitol (around 50000 tons per year) are produced by the catalytic hydrogenation of fructose, 

which is more abundant hexose in nature.7 Nickel-based catalysts such as Raney Ni are one of the most 

common catalysts used for the aqueous phase hydrogenation of fructose.8 However, nickel-based 

catalysts gives mannitol yield of around 50% with a significant amount of sorbitol, an isomer of 

mannitol. Some noble metal catalysts such as Ru and Pt were reported to be more active than nickel-

based catalysts, but these catalysts are expensive and the selectivity to mannitol is still limited to around 

50%.[9] In terms of mannitol selectivity, Cu-based catalysts are more desirable than the noble and 

nickel-based catalysts, although the catalytic activities were a little lower.10 Recently, Zelin et al. 

investigated various types of Cu-based catalysts for fructose hydrogenation in ethanol/water (70:30) 

mixture as solvent.10b They found that the metallic Cu nanoparticles dispersed on the surface of SiO2 

as a neutral support was the most active and selective catalyst, which gave fructose conversion of 98% 

with mannitol selectivity of 78% after 6 h at 100°C and 40 bar from the initial fructose concentration 

of 1 wt%. However, the catalyst stability such as Cu leaching during the liquid-phase reaction is of 

concern. 
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Recently, we have developed a copper-silica nanocomposite catalyst, which were very active, 

selective, and robust for hydrogenation of biomass derived carboxylic acid (C4–C6) and their esters 

into desired products in vapor phase conditions.11 We have also found that 1-butanol was very effective 

solvent in terms of product selectivity as well as catalyst stability in liquidphase dehydration of fructose 

over Amberlyst-15 catalyst and hydrogenation of 5-hydroxymethyl furfural (HMF) over coppersilica 

nanocomposite and ruthenium-tin/zinc oxide catalyst.12 1-butanol is also a sustainable solvent that can 

be produced from a variety of waste biomass sources and it is widely used in production of cosmetics 

and pharmaceuticals.13 (Figure 2.2.1) 

 

Figure 2.2.1 Schematic images for source and application of mannitol. 

 

To overcome the limitations of the prior art, we herein propose a new process protocol for mannitol 

production from fructose based on copper-silica nanocomposite catalyst and 1-butanol solvent (Figure 

2.2.2). This protocol gave an unprecedented mannitol yield of 83% from high fructose concentration of 

10 wt% and interestingly, the highly pure mannitol could be recovered from the sorbitol-containing 1-

butanol solution by simple filtration from experimental results. (Figure 2.2.3) So, we investigated the 

reaction mechanism of the fructose hydrogenation for understanding high selectivity of mannitol in 

copper catalyst using the DFT calculation.  
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Figure 2.2.2 A reaction scheme of fructose hydrogenation to mannitol over Cu SiO2 nanocomposite in 

1-butanol. 

 

 

 

Figure 2.2.3 Catalytic activity of fructose hydrogenation in different solvents. Reaction conditions: 

Cu(50)-SiO2, 1.0 g; fructose, 5 g; solvent, 45 g; temperature, 120°C; H2 pressure, 25 bar; reaction time, 

6 and 10 h. C = conversion, Y = yield. 
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2.2.2 Computational Models and Methods 

To carry out theoretical DFT calculations on the Cu SiO2 catalyst, we employed a slab model 

consisting of four atomic layers of Cu with (111) surface of the crystal structure (Figure 2.2.4). Top 

two layers of the model system were relaxed while bottom two layers were fixed to represent the bulk 

phase during the optimization calculation. The vacuum region of slab model was set to about 18 Å for 

all slab models to avoid self-interaction error. By checking the distances between adsorbed hydrogens, 

the most stable configuration of adsorbed hydrogen atoms on the surface of copper slab model was 

found (Figure 2.2.4b).  

DFT calculations were conducted with Dmol3 program.14 We used Perdew-Burke-Ernzerhof (PBE) 

exchange-correlation functional15 and DNP 4.4 basis set with the DFT semi-core pseudopotential (DSPP) 

core treatment. For the correction of dispersion force, the Tkatchenko–Scheffler scheme was used.16 

The convergence criteria for energy, force, and displacement were set to 1×10 5 Ha, 0.02 Ha nm-1 , and 

0.0005 nm, respectively. The electrostatic contribution of solvent was described implicitly by 

employing the conductor-like screening model (COSMO) method17 with the dielectric constant of 1-

butanol (ɛ=17.7). As well as implicit solvation effect, a butanol molecule was added around the 

adsorbed fructose molecule for the consideration of explicit interaction with solvent. To calculate 

transition states in the mechanism of fructose hydrogenation, we employed complete single linear 

synchronous transit (LST) and quadratic synchronous transit (QST) methods,18 and the convergence 

criteria of the root mean square force was set to be 0.02 Ha nm-1. 
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Figure 2.2.4 (a) DFT calculation model for Cu slab with (111) surface. (b) Optimized configuration of 

hydrogen atoms on the Cu surface. For the clear view, Cu atoms on top layer and the other atoms are 

colored in orange and reddish brown, respectively. Adsorbed hydrogen atoms are colored in sky blue. 
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2.2.3 Result and Discussion 

To investigate the selective formation of mannitol by hydrogenation of fructose using Cu-SiO2 

catalyst, we compared the formation mechanism of mannitol to that of sorbitol under 1-butanol solvent 

via density functional theory (DFT) calculations. We considered dissociative adsorption of hydrogen 

molecule on the Cu (111) surface and sought the configuration of adsorbed fructose on the surface. 

When an adsorbed hydrogen atom is detached and bound to the C=O bond of fructose, the product 

becomes mannitol or sorbitol by the difference of relative position of hydrogen atoms (Figure 2.2.5). 

Thus, it is important to check the chirality of hydrogenated product, which could be changed depending 

on the adsorbed orientation of fructose.  

 

Figure 2.2.5 Orientation dependency of the hydrogenation reaction of adsorbed fructose on the Cu-

SiO2 surface.  

First, solvent molecule (i. e., 1-butanol) stably interacted through hydrogen bonding with carbonyl 

group of adsorbed fructose, where the hydrogenation by the adsorbed hydrogen took place (Figure 

2.2.6). Next, between the copper surface and fructose, three types of interactions were mainly observed, 

that is, interactions between Cu···HO-C, Cu···H-C, and Cu-H···O=C. For the comparison of the 

adsorbed configurations, we identified which and how many interactions were included for the atom 

pairs that closely interacted within 3 Å (Figure 2.2.7).  
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Figure 2.2.6 Optimized configurations of fructose at the (a) ISad,m, and (b) ISad,s states. Cu slab and 

adsorbed hydrogen atoms are shown by space-filling model, while the fructose and 1- butanol molecules 

are shown by ball-and-stick model. Green dotted line represents hydrogen bonding between butanol 

and carbonyl group of fructose. In the color scheme, Cu atoms in top layer, the other Cu atoms in bottom 

three layers, and adsorbed hydrogens are colored in orange, reddish brown, and sky blue, respectively. 

In the fructose and 1-butanol molecules, carbon, hydrogen, and oxygen atoms are colored in gray, white, 

red, respectively. At the top view, bottom three Cu layers are omitted. 

 

At the adsorbed configuration where the formation of mannitol was preferred (ISad,m), there were 

four Cu···HO-C, two Cu···H-C, and one Cu-H···O=C interactions, while at the fructose configuration 

of forming sorbitol (ISad,s), there were one Cu···HO-C, two Cu···H-C, and one Cu-H···O=C interactions. 

Due to large coulombic interaction energies in Cu···HO C interaction compared to that in Cu···H C 

interaction, configuration of ISad,m was thermodynamically favored. Also, in terms of the binding energy 

(∆𝐸𝐵.𝐸.), ∆𝐸𝐵.𝐸. of ISad,m was 44.18 kcal/mol, whereas ∆𝐸𝐵.𝐸. of ISad,s was 34.19 kcal/mol. From this 

result, selective formation of mannitol was expected to be done by the preferred orientation of adsorbed 
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fructose on the copper surface. 

 

 

Figure 2.2.7 Magnified view of the optimized configurations of fructose at the (a) ISad,m, and (b) ISad,s 

states. In (a) and (b), closely interacting atom pairs and their interaction types are indicated by dashed 

lines with red for Cu···HO-C, black for Cu···H-C, and blue for Cu-H···O=C interactions, respectively. 

For the clear view, top layer of Cu surface and adsorbed hydrogen are shown by space-filling model, 

while the fructose molecule is shown by ball-and-stick model. Cu and adsorbed H atoms are colored in 

orange and sky blue, respectively. For fructose molecules, carbon, hydrogen, and oxygen atoms are 

colored in gray, white, and red, respectively. 

 

We further investigated the selective formation by tracking hydrogenation mechanisms for the 

formations of mannitol and sorbitol on Cu surface, respectively (Figures 2.2.8 and 2.2.9). By 

considering the previous mechanistic study on the hydrogenation of fructose,19 a hydrogen atom 

adsorbed on the copper surface was transferred to the carbon of the C=O bond in fructose at the first 

step (i. e., from IS to IM). The activation energy (Ea) and heat of reaction (ΔE) for the first hydrogen 

transfer in mannitol formation were estimated to be 7.89 and 6.36 kcal/mol, respectively, while in the 

sorbitol formation reaction, the energies of 10.39 and 7.20 kcal/mol were required for Ea and ΔE, 

respectively. After the hydrogen transfer step, at the IM to FS step, another hydrogen atom was attached 

to the oxygen in C(H)-O- of intermediate structure. In this reaction step, each reaction route for mannitol 

and sorbitol formation required marginal amount of Ea and exhibited large exothermic heat of ΔE (i. e., 

Ea and ΔE for mannitol pathway were 5.47 and 30.29 kcal/mol, respectively, and 3.24 and 25.97 

kcal/mol for sorbitol pathway, respectively). Thus, comparing the ∆𝐸𝐵.𝐸., Ea and ΔE obtained from 

theoretical calculations, in addition to the stable initial structure of adsorbed fructose at ISad,m, mannitol 

pathway was more thermodynamically favorable than sorbitol pathway. Theoretically, mannitol was 

expected to be formed selectively on the Cu-SiO2 catalyst, which was consistent with experimental 

observation. 
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Figure 2.2.8 Reaction energy profiles of two fructose hydrogenation reaction. 

 

 

Figure 2.2.9 Front and top views of the configurations of the reaction states of (a) mannitol, and (b) 

sorbitol formation. For the clear view, top layer of Cu surface and adsorbed hydrogen are shown by 

space-filling model, while the fructose molecule are shown by ball-and-stick model. Copper and 

adsorbed hydrogen are colored in orange and sky blue, respectively. For fructose molecule, carbon, 

hydrogen, and oxygen atoms are colored in gray, white, red, respectively. 1-butanol molecule and 

bottom Cu layers in each reaction step are omitted. 

We conducted further calculations under the other solvent conditions. In this calculation, we 

considered the implicit solvent condition (i. e., COSMO) for estimating the difference between binding 
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energies (∆∆𝐸𝐵.𝐸.) of ISad,m and ISad,s under each solvent (Figure 2.2.10). Here, ΔΔEB.E. represents the 

selective formation of mannitol over sorbitol. The binding energies of ISad,m under water and ethanol 

solvent conditions were slightly smaller than that estimated in 1-butanol (i. e., −∆𝐸𝐵.𝐸.’ s of 37.87, 

38.56, and 38.85 kcal/mol for water, ethanol, and 1-butanol conditions, respectively). On the contrary, 

the binding energies of ISad,s under water and ethanol were larger than that estimated in 1-butanol (i. e., 

−∆𝐸𝐵.𝐸. ’ s of 32.51, 30.63, and 29.38 kcal/mol for water, ethanol, and 1-butanol conditions, 

respectively). Thus, the differences of binding energies between ISad,m and ISad,s under water and ethanol 

solvents were smaller than that of 1-butanol solvent (i. e., ∆∆𝐸𝐵.𝐸.’ s of 5.36, 7.93, and 9.47 kcal/mol 

for water, ethanol, and butanol conditions, respectively), indicating the reduced selectivity on mannitol 

formation at water and ethanol as shown in the experimental observation. 

 

 

Figure 2.2.10 Binding energies of fructose (∆𝐸𝐵.𝐸.) and mannitol selectivity (∆∆𝐸𝐵.𝐸.) in each solvent. 

 

2.2.4 Conclusion 

We developed a promising protocol for the production of mannitol crystals from fructose using 

Cu(80)-SiO2 nanocomposite as catalyst and 1-butanol as solvent for the first time. Using the DFT 

calculation, we identified that the stable initial structure of adsorbed fructose at ISad,m, mannitol pathway 

was more thermodynamically favorable than sorbitol pathway, and the mannitol formation reaction has 

the lower activation energy than that of sorbitol. Therefore, the present protocol is a novel and effective 

method to produce a pure mannitol from fructose in both an environmental and an industrial context. 
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Chapter 3. Solvothermal liquefaction of alkali lignin to obtain a high yield of 

aromatic monomers while suppressing solvent consumption 

This chapter includes the following contents: 

Riaz, A.; Verma, D.; Zeb, H.; Lee, J. H.; Kim, J. C.; Kwak, S. K.;* Kim, J.* Green Chemistry 2018, 20, 

4957–4974. Reproduced from ref. 1 with permission from the Royal Society of Chemistry Publications.  

 

3.1 Introduction 

Lignin, which is 15–30 wt% lignocellulosic biomass, is the largest renewable source of naturally 

obtainable aromatic hydrocarbons. The efficient utilization of lignin has been acknowledged as the most 

logical alternative to the depleting fossil fuels for providing carbon-based sustainable chemicals and 

high-value polymeric materials, and for meeting growing energy demand.2,3 Despite its outstanding 

potential as a renewable source of aromatic compounds, the recalcitrant nature of technical lignin 

(which is separated from lignocellulosic biomass) makes it extremely difficult to depolymerize.4,5 

Because of the lack of efficient and economically viable techniques for lignin depolymerization, most 

of the technical lignins, which are separated from wood using various methods (e.g., kraft pulping, 

sulfite pulping, soda pulping, organosolv pulping, concentrated strong acid hydrolysis, stream explosion, 

and ammonia fiber explosion), are currently burned as a low energy boiler fuel or used in low-value 

materials.6  

To date, various types of thermochemical approaches with or without using molecular hydrogen 

and catalysts have been developed for lignin valorization.2,3,7–9 For example, hot-water based hydrolysis 

in the presence of base catalysts10–13 and hydrogenolysis in the presence of heterogeneous catalysts and 

hydrogen14,15 have been investigated to produce phenol derived monomeric species under mild 

conditions. However, hot-water hydrolysis is unable to suppress the recombination reaction of highly 

reactive intermediates species, resulting in a high amount of char formation. Recently, considering the 

high solubility of the feedstock and their active hydrogen donation ability, the use of short-chain mono-

alcohols (e.g., methanol, ethanol, and isopropanol) in the presence of nonnoble metal (e.g., Ni, Cu)-

based or noble metal (e.g., Pd and Ru)-based catalysts have shown promising results in the fractionation 

of lignocellulosic biomass;16–22 the reductive catalytic hydrogenolysis of intact lignin (which is not 

separated from the wood) could produce 20–50 wt% aromatic monomers under mild conditions. These 

short-chain alcohols, however, are far less efficient in producing aromatic monomers when applied in 

the depolymerization of the technical lignins even under harsh reaction conditions.23,24 
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The severity of technical lignin depolymerization is governed by the structural stability of the 

lignin. For example, the native lignin in the wood, which is enriched with thermally labile β-aryl ether 

groups (45–84% occurrence) with low bond dissociation energies (BDE: 54–72 kcal/mol ), can be easily 

depolymerized under mild conditions, whereas it is difficult to depolymerize the technical lignin, which 

is enriched with a highly stable C–C (~ 90% occurrence) crosslinked structure having a high BDE (86–

118 kcal/mol ).3,4 This is because, during the lignin separation from lignocellulosic biomass, ether 

linkages in the intact lignin are cleaved and new stable C–C linkages are formed, making technical 

lignin highly thermochemically resistant.5,25,26 For example, methanol, an effective solvent for the 

depolymerization of the intact lignin under mild reaction conditions (200–250 °C),16–19 is not very 

capable of liquefying technical lignin even above its critical point (280–340 °C).27–29 Not only does the 

formation of condensed linkages during the lignin separation, but also the choice of liquefaction 

medium has a significant effect on the lignin depolymerization. It has been suggested that methanol 

under high-pressure and high-temperature conditions (e.g., supercritical methanol, scMeOH) 

dehydrogenates to produce formaldehyde, which reacts with active intermediate species to enhance the 

char formation.27 On the other hand, when supercritical ethanol (scEtOH) was subjected to the 

depolymerization of alkali and Kraft lignin at 340 °C for 4 h and 280 °C for 6 h over Cu- and Mo-based 

catalysts, high monomeric yields of 36.0 wt% and 33.3 wt%, respectively, were obtained.28–30 This is 

attributed to the ability of scEtOH as a capping agent by alkylating the lignin-derived reactive 

intermediates to suppress repolymerization and as a formaldehyde (which is formed during lignin 

decomposition) scavenger to terminate the phenol-formaldehyde step-growth polymerization reaction; 

hence decreasing char formation.31 These findings indicate that scMeOH and scEtOH not only act as a 

liquefaction solvent, but also as a reactant under high-pressure and high temperature conditions. 

Therefore, depending on their physiochemical properties and their reactivity with lignin-derived 

intermediate species, the short-chain alcohols play a vital role in determining the course of the 

depolymerization reaction. Even though encouraging results for lignin hydrogenolysis have been 

obtained through the combined use of alcohols (especially ethanol) and heterogeneous catalysts, 

alcohols could be more actively decomposed over the catalysts to produce various types of solvent-

derived liquid products (SDLPs), including higher alcohols, esters, acetals, ethers, and aldehydes;27–31 

the presence of SDLPs in the bio-oil has definitively proven the high self-reactivity of alcohols. For 

instance, Ma et al. observed some ethanol-derived liquid products (EDLPs; 3.42 wt% based on ethanol) 

in molybdenum-based catalytic reactions at 280 °C for 6 h The choice of reaction conditions 

(temperature and pressure) and catalysts to control the lignin depolymerization also influences the self-

reactivity of ethanol; for example, Huang et al. reported that EDLPs (e.g., higher alcohols and esters, 

ethers, aldehydes, and hydrocarbons) with different compositions and yields were produced depending 

on the reaction conditions.29 The content of EDLPs (only C4+ species were quantified in their study) 

was up to 15.1 wt% based on ethanol during lignin depolymerization at 340 °C for 4 h in the presence 



37 

 

of CuMgAlx mixed oxide catalysts. These studies explained well the catalytic decomposition of ethanol 

to produce EDLPs; however, the non-catalytic decomposition behavior of ethanol is still unclear. 

Moreover, it is also imperative to understand the extent of solvent consumption in catalytic and non-

catalytic reaction systems and other factors affecting its decomposition and reactivity in order to 

estimate the economic viability of the liquefaction process. Alcohols are much more expensive solvents 

than water, and thus their high consumption during lignin depolymerization is a primary concern for 

developing an economically viable liquefaction process. In addition to the economical aspect, the 

SDLPs formed at the expense of alcohols may complicate the characteristics of bio-oil by changing its 

physical (e.g., calorific value, molecular weight, viscosity, density) and chemical properties (e.g., 

chemical composition, stability, shelf life).32 Therefore, it is highly desired to develop a reasonable 

approach for the use of alcoholic solvents in the depolymerization of technical lignin, and where a 

logically ideal approach should provide the complete conversion of technical lignin into a bio-oil phase 

and the production of a high yield of aromatic monomers, while at the same time suppressing the huge 

consumption of alcohols used as the solvent.  

In this study, Jaehoon Kim’s group is first aimed to understand the role of sub and supercritical 

alcohols (methanol, ethanol, and isopropanol) as a hydrogen donor, their self-reactivity, and degree of 

consumption in the absence of commonly used hydrodeoxygenation and hydrogenation catalysts 

(CoMo/Al2O3 and Ru/Al2O3) in blank experiments (in the absence of lignin). They explored the potency 

of an ethanol–formic acid mixture for depolymerizing technical lignin in the absence of expensive 

molecular hydrogen. Formic acid (FA) has successfully been employed for the depolymerization of 

oxidized intact lignin (which is enriched in facile β-aryl ether bonds) via redox neutral reactions to 

produce high monomeric yields under mild reaction conditions.33 Therefore, we focused on the 

conversion of one of the technical lignins, namely alkali lignin, into a high yield of aromatic monomers 

with a detailed understanding of the role of alcohol and FA, not only as a hydrogen source, but also as 

a media to suppress the solvent consumption. The effects of reaction time and the FA-to-lignin ratio on 

the lignin-derived monomers and EDLPs were investigated to find the optimum condition for alkali 

lignin depolymerization. (Table 3.1) To understand the beneficial features of the ethanol–FA mixture 

and to explore the effect of formic acid in lignin depolymerization, we employed the reactive molecular 

dynamics (reax-MD) simulation for the solvothermal liquefaction mechanism of the dilignol molecules.  
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Table 3.1 Comparison of product yields and byproducts at 350 °C in the experiment. 

 

3.2 Computational Models and Methods 

To predict the depolymerization mechanism of lignin, we employed molecular simulation methods. 

Since lignin is composed of several representative linkages in its structure,34 we modeled five dilignol 

molecules, where two coniferyl alcohol units were connected by a C–O or C–C linkage, to easily 

identify the bond dissociation mechanisms of each linkage.35–37 Each dilignol was named by the location 

of the connecting atoms: 4-O-5, β-1, α-O-4, β–β, and β-O-4 (Figure 3.1). Figure 3.2 presents the 

simulation procedures. Using these dilignol models, reactive molecular dynamics (reax-MD) 

simulations were conducted to observe the dissociation process of the dilignol molecules in the ethanol–

FA mixture. In addition, the thermodynamic preference of the observed mechanisms in the ethanol–FA 

mixture was compared with those in different solvent conditions (i.e., the reaction with ethanol or 

without any solvent) using density functional theory (DFT) calculations. 

All the reax-MD simulations were performed by following a reactive forcefield (reaxFF) 

developed by Chenoweth et al.38 using the LAMMPS package.39,40 Considering the weight ratio of 

ethanol and FA used in the experiment, each system for the reax-MD calculation was constructed with 

600 ethanol and 120 FA molecules. To investigate the diverse depolymerization mechanisms of the 

lignin molecules, we considered 20 molecules, which corresponded to twice the experimental 

composition. To prevent undesired decompositions possibly caused by instability of the initial model 

system, the system was subjected to NPT (i.e., an isothermal–isobaric ensemble) MD simulation for 

200 ps with a 1 fs timestep using the COMPASS II forcefield;41 then an additional NPT MD simulation 

using reaxFF with a 0.1 fs timestep was run for 50 ps at room temperature. For the data production, 

NVT (i.e., an isothermal ensemble) MD simulation was performed for 100 ps at three temperatures (i.e., 

1800 K, 1900 K, 2000 K). The elevated temperature allowed the decomposition reactions to be 

completed promptly in a practical manner and was applied to previous studies that investigated the 
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decomposition mechanisms.35–37,42 The species and simulation trajectory recognized through the bond 

order were analyzed for every 1000 simulation steps. 

DFT calculations were carried out for the identification and energy analysis of the lignin 

depolymerization mechanism with and without the ethanol–FA mixture. The Dmol3 program43,44 was 

used for the calculation with the Perdew– Burke–Ernzerhof (PBE) functional45 with the Double 

Numerical basis with Polarization (DNP) 4.4 basis set. Mechanisms for the C–O and C–C linkage 

decomposition reaction were obtained considering the conformations of the molecules from the reax-

MD simulation result. The conductor-like screening model (COSMO) method46 was applied to include 

the effect of the surrounding solvent (i.e., use of the dielectric constant of ethanol) besides the actual 

ethanol molecules involved in the reaction calculation. The Tkatchenko–Scheffler scheme47 was applied 

to account for the van der Waals correction. The convergence criteria for the energy, force, and 

displacement were set as 1.0 × 10
−5 Ha, 0.002 Ha/Å, and 0.005 Å, respectively. The complete linear 

synchronous transit/Quadric synchronous transit (LST/QST) method48,49 was applied to obtain the 

transition state at the kinetic barrier of the decomposition reaction, and the convergence criteria for the 

root mean square (RMS) force was set to be 0.003 Ha/Å. 

 

 

Figure 3.1 Molecular models of (a) 4-O-5, (b) -1, (c) -O-4, (d) -, and (e) -O-4 dilignol, 

respectively. For the clear view, the atoms comprising lignin linkage of the dilignol molecule is colored 

in green with the notes to indicate the connecting atoms. Carbon, hydrogen, and oxygen atoms are 

colored in gray, white, and red, respectively, except the linkage atoms.  
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Figure 3.2 Schematic illustration of simulation models by reax-MD simulation procedure. The lattice 

parameters were taken from the -1 dilignol system, and there were less than 1 Å differences between 

systems. From the initial to NPT relaxation using reax FF, simulation system was composed of three 

species, i.e., dilignol molecule, ethanol, and formic acid (FA). For the clear view, ethanol and FA were 

presented by orange and blue stick, respectively. Dilignol molecules were shown by CPK style with 

each atomic color (i.e., gray, red, and white for carbon, oxygen, and hydrogen, respectively). After the 

thermal decomposition, final system was composed of unreacted reactants, lignin monomers, and 

byproducts. Except dilignol molecules, lignin monomers and remaining byproducts including unreacted 

solvent are shown by ivory CPK molecule, and light gray stick, respectively.  

 

3.3 Result and Discussion 

To understand the reason behind the increasing efficiency of lignin depolymerization in the 

ethanol–FA mixture, the lignin depolymerization mechanisms were investigated by employing 

molecular simulation. The five representative linkages of the lignin, namely C–O (4-O-5, α-O-4, β-O-

4), and C–C (β-1, β–β) bonds, were chosen in the dilignol molecules (Figure 3.1). As shown in Figure 

3.3, both the C–O and C–C bonds in the dilignol molecules were broken in the ethanol– FA mixture; 

and at the three different temperatures of 1800, 1900, and 2000 K considered during the simulation time 

of 100 ps, more than 60% dilignols were decomposed. The increase in temperature resulted in an 

enhanced decomposition rate of each dilignol molecule. The decomposition rate of FA was more than 

double that of ethanol, which indicated that the depolymerization of lignin was more closely related to 
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the decomposition of FA rather than ethanol. 

 

Figure 3.3 Thermal decomposition results of: (a) 4-O-5, (b) β-1, (c) α-O-4. (d) β–β, and (e) β-O-4 

dilignol molecules in the ethanol–FA mixture. From left to right, reacting dilignol molecule and scaled 

number of reactants versus reax-MD simulation time at temperatures of 1800 K, 1900 K, and 2000 K 

are presented. Number of molecules of each species is scaled by the initial number of each species, i.e., 

N0 = 20, 600, and 120 for dilignol, ethanol, and FA, respectively. Color scheme of dilignol molecule is 

same as Figure 3.1 
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To verify this, the step-by-step mechanisms of dilignol depolymerization were investigated under 

the ethanol–FA mixture environment at each simulation temperature with respect to the simulation time. 

Figure 3.4 shows the depolymerization process and corresponding simulation time of each dilignol 

during the reax-MD simulation at 1800 K. Regardless of the simulation temperatures, the overall 

dissociation pathway of each linkage was similar except for the time of occurrence. The C–O or C–C 

bonds were either broken by hydrogen generated from the degraded solvent or by thermal energy. A 

detailed step-by-step description of the decomposition mechanisms is presented. Briefly, when the 

radical fragment is formed by the thermal breakage of the bonds, the reaction intermediate became a 

stable monomer by receiving hydrogen from the solvent around the radical fragment. It was noted herein 

that the solvent that provided the hydrogen for lignin depolymerization was mainly FA, as predicted 

from the decomposition rate of the reax-MD simulation.  

 

Figure 3.4 Depolymerization mechanisms of the dilignol molecules observed in the reax-MD 

simulation. The numbers below each figure represent the corresponding time in the decomposition 

simulation at 1800 K. For a clear view of the reaction mechanism, the reacting molecules in each snaps 

hot are presented using a ball-and-stick model, whereas the others are shown by a stick model. Empty 

arrows indicate consecutive procedures, and filled arrows indicate the reactant and product of the 

reaction. Decomposition intermediates of the dilignol molecules are indicated by ‘Frag.1’ and ‘Frag.2’, 

respectively. The atoms comprising lignin linkage of the dilignol molecule are colored in green and 

transferring H atoms (or OH groups) are colored in blue. Except these atoms, carbon, hydrogen, and 

oxygen atoms are colored in gray, white, and red, respectively. 

a

40.0 ps (IS) 40.2 ps (IM2-a) 65.6 ps(IM2-b) 65.9 ps (FS) 67.2 ps 67.4 ps
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b
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d
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Frag.1 Frag.2
Frag.1 Frag.1
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e

44.4 ps

89.3 ps



43 

 

On the other hand, it was also observed that ethanol was decomposed to provide hydrogen as a 

radical fragment. In this case, the ethanol was regenerated after the FA was decomposed and the 

generated hydrogen then migrated to the previously decomposed ethanol (e.g., 67.4 ps in Figure 3.4a; 

89.4 ps in Figure 3.4e). This phenomenon agrees well with the experimental result; whereby when the 

ethanol–FA mixture was used, the amount of decomposed ethanol was smaller compared to when 

ethanol alone was used. In the ethanol–FA mixture, the decomposition of FA was more facilitated than 

that of ethanol. To compare the effects of ethanol and FA on lignin depolymerization, DFT calculations 

were employed to predict the mechanisms by which the typical C–O or C–C linkages of dilignols (i.e., 

4-O-5 and β-1 cases) break under various reaction conditions. The dissociation mechanisms of the initial 

lignin linkages were calculated for three different cases, as shown in Figure 3.5: thermal dissociation 

(i.e., without solvent), dissociation in ethanol only, and dissociation in the ethanol– FA mixture. When 

the C–O bond of 4-O-5 dilignol was thermally broken (IM2′), the required energy was 68.76 kcal/mol. 

On the other hand, a much lower energy was required when hydrogen was supplied from the solvent 

and the bond was broken; in particular, the heat of reaction (ΔE) and the activation energy (Ea) of 44.96 

kcal/mol and 51.72 kcal/mol, respectively, in the step of transferring hydrogen to 4-O-5 dilignol from 

the decomposed FA. These values were lower than those when ethanol only participated in the reaction 

(ΔE = 55.64 kcal/mol, Ea = 63.69 kcal/mol). In addition, only 2.68 kcal/mol was required from the 

transition of IM1 (40.0 ps in Figure. 3.4) to IM2 stage (40.2 ps in Figure 3.4), where the C–O bond in 

the hydrogenated structure was broken and thus the dilignol was decomposed into two molecules. From 

IM2 (65.6 ps in Figure 3.4) to the FS stage (65.9 ps in Figure 3.4), in which the separated radical 

fragments abstract hydrogen from ethanol, a low activation energy of 0.72 kcal/mol and a large heat of 

reaction of −22.19 kcal/mol resulted. Therefore, based on the DFT calculations, it was predicted that 

lignin could be more efficiently decomposed in the ethanol–FA mixture, which agrees well with the 

experimental results. 



44 

 

 

Figure 3.5 DFT calculations of the depolymerization mechanism of: (a) 4-O-5 dilignol and (b) β-1 

dilignol molecules without solvent (blue line), with ethanol only (red line), and with the ethanol–FA 

mixture (black line). Expected mechanism after the dissociation of lignin linkage in the ethanol–FA 

mixture is shown by the gray line. 

As shown in Figure 3.5, similar solvent effects were observed in the decomposition of the C–C 

bonded, β-1 dilignol molecule. The thermal dissociation reaction led to dissociation of the C–C bond 

and required a high energy of 61.07 kcal/mol (IM2′). The first step of the C–C bond cleavage of β-1 

dilignol using a solvent was considered to be the formation of protonated hydroxyl by bonding of the 

hydroxyl group centered in β-1 dilignol and transfer of hydrogen from the neighboring solvent (from 

40.3 ps to 40.4 ps of Figure 3.4). As expected, FA required less heat of reaction and activation energy 

to react with β-1 dilignol than those of ethanol only (i.e., ΔE = 10.95 kcal/mol and Ea = 22.10 kcal/mol 

in the presence of FA, while ΔE = 37.88 kcal/mol and Ea = 42.31 kcal/mol in the presence of ethanol). 

The reaction from IM1 (40.4 ps in Figure 3.4) to IM2 (42.0 ps in Figure 3.4) involved breakage of the 

C– C bond after forming a vinyl group by separating the water from the hydrogenated dilignol radical 

structure. This reaction required a ΔE of −7.76 kcal/mol and Ea of 31.46 kcal/mol, respectively. This 

depolymerization step could efficiently proceed as compared to IM2′ (without solvent). After this step, 

a large exothermic reaction occurred at the regeneration of FA, where the separated radical lignin 

molecule (from 58.4 ps to 58.6 ps in Figure 3.4) transported hydrogen to the radical FA (ΔE = −24.88 

kcal/mol and Ea = 5.03 kcal/mol). In short, the decompositions of C–C and C–O linkages of lignin under 

the ethanol–FA mixture environment (e.g., a large amount of FA was decomposed, while the 

decomposition of ethanol was suppressed) were more advantageous than those of the thermal- and 

ethanol-assisted decomposition reactions. 
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3.4 Conclusion 

Although the presence of commonly used molybdenum- or metal-based catalysts increases the 

hydrogen-donation ability of the alcohols, these catalysts also have enhanced their self-reactivity, which 

in turn results in a huge solvent consumption. Due to its ability to scavenge lignin-derived active radicals, 

supercritical ethanol (scEtOH) was selected as a liquefaction solvent. The combined use of scEtOH and 

formic acid (FA) not only produced high lignin derived monomers (LDMs) from the recalcitrant alkali 

lignin without using external catalysts and molecular hydrogen, but also suppressed the solvent 

consumption by retarding the solvent decomposition reactions. According to the lignin solvothermal 

liquefaction mechanism using the reax-MD simulation and DFT calculation, the scEtOH–FA mixture 

was efficient enough to dissociate C–C bonds in the alkali lignin along with the labile β-O-4 ether bonds. 

Furthermore, it was confirmed that formic acid acts as hydrogen supply and scEtOH serves as hydrogen 

delivery, and the depolymerization of lignin under the scEtOH-formic acid mixture solvent were more 

advantageous than those of thermal energy or scEtOH solvent. Therefore, although scEtOH is a 

promising solvent for the liquefaction of technical lignin, the extended reaction times and the use of 

highly active heterogeneous catalysts can lead to an excess consumption of ethanol. 
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Chapter 4. Universal Solution Synthesis of Sulfide Solid Electrolytes Using 

Alkahest for All-Solid-State Batteries 

This chapter includes the following contents: 

Lee, J. E.;† Park, K.-H.;† Kim, J. C.;† Wi, T.-U.; Ha, A. R.; Song, Y. B.; Oh, D. Y.; Woo, J.; Kweon, S. 

H.; Yeom, S. J.; Cho, W.; Kim, K. S.; Lee, H.-W.;* Kwak, S. K.;* Jung, Y. S.* Advanced Materials 

2022, 34, 2200083. Reproduced from ref. 1 with permission from the © 2022 Wiley-VCH GmbH 

Publications. († : equally contributed) 

 

4.1 Introduction  

The solution processing of metal chalcogenides is key to various electronic- and energy-related 

devices. All-solid-state batteries (ASSBs) modified to achieve better safety and higher energy density 

have been emerging for application in battery driven electric vehicles.2 In addition, a recent article in 

transport and environment reported that solid-state-battery, which stores more energy with the less 

materials, can reduce the carbon footprint of electric car battery.3 Owing to their high ionic 

conductivities that reach a maximum of ≈10
−2 S/cm at room temperature (e.g., Li10GeP2S12 (LGPS):4 

12 mS/cm and Li5.5PS4.5Cl1.5:5 9.4 mS/cm) and mechanical deformability that eases the integration to 

devices, sulfide superionic conductors hold great promise for practical ASSB technologies.2a,c,j,4−5 

Notably, several sulfide solid electrolyte (SE) materials can be synthesized or processed via soft 

chemistry using liquid solvents, which has become a popular topic in ASSB research.6  

The “wet” preparation for sulfide SEs is classified into three categories (Figure 4.1) i) suspension 

synthesis, ii) solution process, and iii) solution synthesis. In suspension synthesis, SE precursors are 

partly dissolved in organic solvents (e.g., tetrahydrofuran and acetonitrile) and the reaction proceeds 

via a suspension state, with organic solvents serving as a medium for soft chemistry.7 Compared to 

conventional solid-state synthesis, the suspension synthesis of sulfide SEs has multiple advantages, 

such as a reduced reaction time and scalable production of SEs or electrodes.6b,8 In the solution process, 

the sulfide SEs, not precursors, are dissolved in specific polar solvents, forming a homogeneous solution. 

Original SEs can be precipitated via the removal of solvents and subsequent heat treatment (HT). The 

liquefied sulfide SEs for the solution process can be utilized for coating on active materials9 and the 

infiltration of porous composite electrodes or separators.9a,10 In addition, in situ formation of 

nanocomposite electrodes via solution processing has been reported.8b,11 All these methods have 

demonstrated exceptional advantages in forming intimate ionic contacts and alternative production 
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capability of ASSBs. Solution synthesis, in which SE precursors are fully dissolved in solvents and SEs 

are formed via the removal of solvents, could be ideal because it combines the advantages of both the 

solution process (i.e., forming a homogeneous solution) and suspension synthesis (i.e., using SE 

precursors). However, solvents that are known to form homogeneous SE solutions (e.g., ethanol (EtOH) 

and water) are highly polar and protic, and they readily hydrolyze P2S5 and/or Li2S precursors. This 

explains the limited types of solution-processable SEs, such as (LiI−) Li4SnS4 using methanol (MeOH) 

or water, Li6PS5Cl (LPSCl) using EtOH, and Na3SbS4 using MeOH or water.9b To date, only a few 

solution syntheses for sulfide SEs have been identified.12 Notably, all suspension and solution syntheses 

of SEs thus far have covered only restricted compositions, those based on binary (Li2S−P2S5) or ternary 

systems (Li2S−P2S5−LiX), and excluded metal sulfides such as GeS2. This is attributed to the limited 

dissolving power of the solvents used for the suspension synthesis. Thus, the counteracting requirement 

of solvents for solution synthesis, i.e., high dissolving power for homogeneous solutions but inertness 

toward vulnerable sulfide precursors, has been a formidable challenge. Here, we demonstrate the first 

universal solution synthesis of sulfide SEs using an alkahest solvent system. Binary mixtures of 1,2-

ethylenediamine (EDA)−1,2-ethanedithiol (EDT) and EDA−ethanethiol (ET), which show strong 

dissolving power for metal chalcogenides, fully dissolved not only conventional sulfide SE precursors 

of Li2S, P2S5, and Na2S, but also metal sulfides, such as GeS2 by the Raman spectroscopy. (Figure 4.2) 

To identify the effect of EDT in dissolution of germanium disulfide precursor, the dissolution 

mechanism of GeS2 in EDA−EDT solvents was revealed using density functional theory (DFT) 

calculations.  

Figure 4.1 Schematic image of three synthetic protocols for sulfide solid electrolytes.  
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Figure 4.2 Results of the dissolution of sulfide SE precursors in EDA–EDT cosolvents. a) Raman 

spectra of EDA−EDT cosolvents with varying volume ratio. The insets show enlarged views of the 

C−S–H bending peaks (highlighted in yellow) and NH2 stretching peaks (highlighted in pink). b) 

Photograph of SE precursors, Li2S, P2S5, Na2S, LiCl, in EDA−EDT. c) Photograph of GeS2 in EDA and 

EDA−EDT. d) Photograph of SnS2 in EDA−EDT. e) Raman spectra for the solution of GeS2 dissolved 

in the EDA−EDT cosolvent, showing the signals of Ge−S− and Ge−S−Ge (inset), in comparison with 

that for the EDA−EDT cosolvent. The inset in the right shows an enlarged view of the C–S stretching 

peaks and unknown peak (denoted as “*”). 
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4.2 Computational Models and Methods  

All DFT calculations were performed using DMol3 program.13 The electron exchange-correlation 

energy was calculated with the generalized gradient approximation and the Perdew−Burke−Ernzerhof 

functional.14 The effective core potential was used for core treatment with a basis set of DNP 4.4 level. 

The convergence criteria for energy, force, and displacement were set as 1.0×10
−5 Ha, 0.002 Ha/Å, and 

0.005 Å, respectively. The Conductor−like Screening Model solvation model was applied using the 

dielectric constant of EDA–EDT (10:1 vol) solvent mixture (ε 15.83).15 To include the dispersion 

correction of the van der Waals effect, the DFT empirical dispersion correction (DFT-D3) was used. 

The Brillouin-zone was sampled by a Monkhorst−Pack as a single k-point (Γ-point) for surface model 

systems. The dipole slab correction was also employed for all slab calculations. To examine the reaction 

paths, the linear synchronous transit and quadratic synchronous transit methods were used to satisfy the 

convergence criteria of the RMS force, which was set as 0.003 Ha/Å.16 To observe the proton transfer 

reaction in the EDA−EDT mixture solvent, a DFT model with the explicit solvents was sampled using 

molecular dynamics (MD) simulation. MD simulation was performed using COMPASS forcefield 

under the isothermal-isobaric (i.e., NPT) ensemble, where N is the number of atoms, P is the pressure, 

and T is the temperature.17 The temperature and pressure were maintained at 298 K and atmospheric 

pressure using a Berendsen thermostat and barostat.18 The cutoff distance of the van der Waals 

interaction was set to 12.5 Å, and the electrostatic interactions were calculated using the Ewald 

summation method with an accuracy of 10−5  kcal/mol. The time step was set to 1 fs, and the total 

simulation time was 2 ns. The EDA–EDT mixture solvent was considered to contain 60 EDA molecules 

and 6 EDT molecules (i.e., 10:1 vol) in a 20 Å cubic box, and the equilibrated density was 0.92 g/cc. 

From the last configuration of MD simulation, one EDT molecule and surrounding molecules within 3 

Å around the EDT were selected for calculating the energy of proton transfer as EDA−EDT cluster, 

which contained the 8 EDA molecules and 2 EDT molecules (Figure 4.3).  

To carry out theoretical DFT calculations of the dissolution mechanism on GeS2, a slab model 

consisting of two atomic layers of GeS2 with the (001) surface of the experimental structure determined 

by the XRD measurement (Figure 4.4a) was employed. The top layer of the model system was relaxed, 

while the bottom layer was fixed to represent the bulk phase during the optimization calculation. The 

vacuum region of the slab model was set to ≈30 Å for all slab models to avoid self-interaction errors. 

When a deprotonated EDT molecule was added near the GeS2 slab region, protonated EDA was also 

added to the vacuum region for charge balance (Figure 4.4b). Note that when two or more protonated 

EDAs were in the vacuum area, the distances between protonated EDAs were maximized to prevent 

them from reacting.  
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Figure 4.3 The EDA−EDT (10:1 vol.) mixture solvent modeled using molecular dynamics simulation. 

Molecules within 3 Å around the EDT in the relaxed structure were selected. DFT optimized structure 

of EDA−EDT mixture (a), first proton transferred EDA−EDT mixture (b). For the clear view, proton 

transferred EDT and EDA molecules are depicted using the ball-and-stick model, and other molecules 

are depicted using the stick model. In the color scheme, C, S, N, and H atoms are colored grey, yellow, 

blue, and white, respectively. 

 

Figure 4.4 (a) DFT calculation model for the GeS2 slab with (001) surface. (b) Optimized configuration 

of protonated EDA and deprotonated EDT on the GeS2 surface. For the clear view, Ge, C, S, N, and H 

atoms are colored green, grey, yellow, blue, and white, respectively.  
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4.3 Result and Discussion 

To identify the dissolving ability of EDA−EDT binary solvent mixtures, we examined the proton 

transfer in the EDA−EDT mixture solution and the dissolution mechanism of GeS2 in EDA−EDT using 

theoretical calculations. The EDA−EDT (10:1 vol) mixture solvent modeled using molecular dynamics 

simulation was used to check the probability of proton transfer in the mixture solution. The proton 

transfer energy from EDT to EDA in molecules within 3 Å around the EDT in the relaxed solvent 

structure was calculated to be −0.61 eV through DFT calculations. From these results, we revealed that 

the thiolate anion could be readily formed via proton transfer from EDT to EDA. In addition, the 

molecular electrostatic potential map reveals that the deprotonated EDT has the point of nucleophilic 

attack, which is the deprotonated thiolate anion.19 (Figure 4.5)  

 

Figure 4.5 DFT optimized structure and molecular electrostatic potential (MEP) map of EDA−EDT 

mixture (a), and proton transferred EDA−EDT mixture (b). The MEP map indicates the reactive site in 

molecules, where the electron distribution effect is significant. Blue represents the negative regions 

while red represents the positive regions of MEP. For the clear view, C, S, N, and H atoms are colored 

grey, yellow, blue, and white, respectively. 

 

Furthermore, to elucidate the mechanism of the dissolution reaction of the GeS2 crystal, we traced 

the step-by-step pathway in dissociating the Ge−S bond in the GeS2 surface caused by thiolate anions. 

(Figures 4.6, and 4.7) The pathway of GeS2 dissolution was assumed to gradually dissociate the Ge−S 

bond in GeS2 via the nucleophilic attack of thiolate anions. It should be noted that in the first step, the 

thiolate anion was adsorbed on the uncoordinated Ge site on the GeS2 surface, and the Ge−S bond on 

the GeS2 surface was dissociated with no activation energy (Ea). In the subsequent reaction, the 

additional deprotonated EDT was continuously attached to the Ge site exposed on the surface, 

a b

-0.24e
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dissociating the bond between Ge and sulfur on the surface. To describe the reaction mechanism in more 

detail, In the first step, when the thiolate anion was adsorbed on an uncoordinated Ge site (G1 site) on 

the GeS2 surface, one Ge−S bond between G1 and surface sulfur connected with G1 atom and another 

Ge atom (G2 site) and placed on opposite with EDT anion was dissociated with no activation energy 

(Ea), indicating that the thiolate anion is a strong nucleophilic attacker (i.e., from IS to ISad). The heat 

of reaction (∆E) for the adsorption of the EDT anion and dissociation of the Ge−S bond was −1.28 eV. 

At the first intermediate step (IM1), after new EDT anion was added near the surface, the thiolate anion 

was adsorbed at the G1 site and dissociated the second Ge−S bond between G1 and surface sulfur 

connected with G1 atom and other Ge atom (not G2 site), with an activation energy of 0.10 eV and heat 

of reaction of −0.74 eV. Subsequently, the third Ge−S bond between G1 and surface sulfur atom 

connected between G1 and other Ge (not G2 site) was detached from the G1 atom and reconnected the 

initially dissociated Ge−S bond, forming the structure G1−S2−G2 (i.e., from IM1 to IM2) with an 

activation energy of 0.49 eV and heat of reaction of 0.28 eV. The subsequent reaction step proceeded in 

the same manner as in the previous steps. At the IM3 step, the added thiolate anion was adsorbed on the 

uncoordinated Ge site (G3 site) near the G2 site and broke down the G3−S bond. However, unlike the 

previous thiolate adsorption step, this reaction had a low activation energy of 0.08 eV due to the change 

in the surface structure, and the heat of reaction was −0.89 eV. The fourth thiolate anion was then 

introduced and adsorbed onto the G3 site, and the Ge−S bond between G3 and S on the surface was 

dissociated with an activation energy of 0.48 eV and heat of reaction of 0.19 eV from IM3 to IM4. And 

lastly, the structure in the final state was formed via surface reconstruction in the same manner as the 

process from IM1 to IM2. Among the Ge atoms connected to G3 through Ge–S bonds, Ge atoms (i.e., 

not from G2) were separated from the sulfur bonded between G3 and the Ge atom, and the sulfur atom 

was attached to G2, forming the G3−S2−G2 structure. In this reaction, the activation energy was 0.58 eV, 

and heat of reaction was 0.14 eV (i.e., from IM4 to FS). Finally, the product was a 

(thiolate)2−G1−S2−G2−S2−G3−(thiolate)2 structure and completely dissolved from the GeS2 surface. 

Importantly, the total GeS2 dissolution mechanism via the nucleophilic attack of the thiolate anion 

requires a low activation energy, indicating that the Ge−S cluster could be easily formed. This 

mechanistic calculation suggested a plausible formation of polyanionic Ge−S clusters through a 

continuous dissolution reaction.  
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Figure 4.6 Dissolution mechanism of sulfide SE precursors in EDA−EDT cosolvents. (a) Reaction 

coordinates of dissolution mechanism of the GeS2 surface. (b) Magnified view of the optimized 

configurations of each state. In (b), IS, IM, TS, and FS in each reaction mechanism represent initial 

state, intermediate, transition state, and final state, respectively. For the clear view, the dissolved Ge 

atoms and surface atoms near the Ge atoms are depicted using the ball-and-stick model, and the 

deprotonated EDT molecules are depicted using the stick model. The remaining atoms are indicated as 

lines. The dissolved three Ge atoms are colored pink, and the remaining Ge, C, S, N, and H atoms are 

colored green, gray, yellow, blue, and white, respectively  
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Figure 4.7 Front view of configurations of the reaction state of the dissolution mechanism of GeS2 

surface. IS, IM, TS, and FS in each reaction mechanism represent Initial State, Intermediate, Transition 

State, and Final State, respectively. For the clear view, dissolved three Ge atoms are colored pink and 

the remaining Ge, C, S, N, and H atoms are colored green, grey, yellow, blue, and white, respectively.  

 

Likewise, the dissociation of P2S5, Li2S, and Na2S by EDT− were also favorable according to the 

dissolution reaction mechanism. From the structural results observed in the experiment, the P2S5, 

modeled a P4S10 cluster, and the Li2S and Na2S used the (100) slab model of cubic structure. In the 

results, note that the thiolate was attached to the other sulfides without activation energy in the initial 

reaction, indicating that the dissolution could be facilitated by the nucleophilic attack. As shown Figure 

4.8, in the case of the dissolution mechanism of the P4S10 cluster, when the first thiolate was attached to 

the P atom of the P4S10 cluster, the P−S bond of the cluster was dissociated with a heat of reaction (∆E) 

of −0.61 eV. In subsequent step, as the second thiolate was also attached to the same P atom, the P−S 

bond of P4S10 cluster was broken again. The activation energy (Ea) and ∆E corresponding to the reaction 
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from IM1 to IM2 were 0.24 and −1.81 eV. After then, the added third thiolate was reacted in the same 

pathway to form P−S(thiolate)3 product with the Ea of 0.15 eV and ∆E of −1.08 eV. For the Li2S, and 

Na2S (100) surface, the dissolution mechanisms in the two sulfide layers were calculated until the stage 

where the cation was detached from the each surface. In the first step of dissolution mechanism of Li2S 

surfaces, firstly and secondly added thiolates were adsorbed continuously around one Li+ in the surface 

without activation energy. (Figure 4.9) The adsorption energies of first and second thiolate were −0.53 

and −0.41 eV. Subsequently, after third thiolate was added on the surface, the Li+ which connected with 

two thiolates was lifted slightly from surface, forming the Li−S bond between Li+ and third thiolate 

with the Ea of 0.58 eV and ∆E of −0.32 eV. Finally, the Li-thiolate complex with the tetrahedral form 

was produced when Li+ was completely desorbed on the surface by the fourth added thiolate. The Ea 

and ∆E corresponding to the reaction were 0.60 and 0.29 eV. The dissolution mechanism of Na2S 

surface had the same route with that of the Li2S surface. (Figure 4.10) The adsorption energies of first 

and second thiolate around the one Na+ in the Na2S surface were −0.43 and −0.62 eV, respectively. In 

subsequent step, thirdly added thiolate was adsorbed at the Na+ in the surface with the Ea of 0.22 eV 

and ∆E of −0.10 eV. Finally, the Na+ was dissolved from the Na2S surface by the additional thiolate, 

forming the Na-thiolate complex as the product with the Ea of 0.51 eV and ∆E of −0.14 eV. In 

conclusion, the low activation energies of each dissolution mechanism of sulfides SE precursors such 

as the Na2S, Li2S, and P2S5 as well as GeS2 suggest that they could be dissolved by the nucleophilic 

attack of the EDT anions.    
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Figure 4.8 Dissolution mechanism of P4S10 sulfide cluster in EDA−EDT cosolvents. (a) Reaction 

coordinates of dissolution mechanism of the P4S10 sulfide cluster. (b) the optimized configurations of 

each state. In (b), IS, IM, TS, and FS in each reaction mechanism represent Initial State, Intermediate, 

Transition State, and Final State, respectively. For the clear view, thiolate molecules are depicted using 

the stick model, and P4S10 cluster are shown by the ball-and-stick model. The P, C, S, and H atoms are 

colored in sky blue, grey, yellow, and white, respectively. 
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Figure 4.9 Dissolution mechanism of Li2S sulfide surface in EDA−EDT cosolvents. (a) Reaction 

coordinates of dissolution mechanism of the Li2S surface. (b) the optimized configurations of each state. 

In (b), IS, IM, TS, and FS in each reaction mechanism represent Initial State, Intermediate, Transition 

State, and Final State, respectively. For the clear view, thiolate molecules and dissolved Li atom are 

depicted using the ball-and-stick model, and atoms in the Li2S surface are shown by the stick model. 

The dissolved Li atom is colored in blue, remaining Li, C, S, and H atoms are colored in red, grey, 

yellow, and white, respectively. 
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Figure 4.10 Dissolution mechanism of Na2S sulfide surface in EDA−EDT cosolvents. (a) Reaction 

coordinates of dissolution mechanism of the Na2S surface. (b) the optimized configurations of each 

state. In (b), IS, IM, TS, and FS in each reaction mechanism represent Initial State, Intermediate, 

Transition State, and Final State, respectively. For the clear view, thiolate molecules and dissolved Na 

atom are depicted using the ball-and-stick model, and the atoms in the Na2S surface are shown by the 

stick model. The dissolved Na atom is colored in blue, remaining Na, C, S, and H atoms are colored in 

purple, grey, yellow, and white, respectively. 
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4.4 Conclusion 

In summary, we demonstrated the first universal solution synthesis for sulfide SEs using 

EDA−EDT and EDA−EDT alkahests. The exceptional dissolving power of EDA−EDT for not only 

conventional precursors (Li2S, P2S5, LiX, and Na2S) but also metal sulfides, such as GeS2, and its ability 

to form homogeneous solutions allowed for the facile synthesis of various classes of sulfide SEs. The 

dissolution mechanism of GeS2 in EDA−EDT was revealed using DFT calculation. Specifically, the 

thiolate anions formed in the EDA−EDT solvent system dissociated metal sulfides via nucleophilic 

attack, forming polyanionic solutes. We expect that our results will open new opportunities for the 

scalable synthesis and discovery of new soft-chemistry-guided superionic conductors for ASSBs. 
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Chapter 5. Universal Solution Synthesis of Sulfide Solid Electrolytes Using 

Alkahest for All-Solid-State Batteries 

This chapter includes the following contents: 

Park, J. H.; Kim, S. H.; Kim, J. C.; Choi, B.-Y. Kwak, S. K.; Han, O. H.*; Kim, Y.-I.*; Lee, S. W.* 

Chemical Engineering Journal 2021, 420, 130422. Reproduced from ref. 1 with permission from the © 

2021 The Authors. Published by Elsevier B.V. Publications.  

 

5.1 Introduction  

Calcium hydroxide (Ca(OH)2) reacts with CO2 and SO2 due to its strong basic nature.2 The basicity 

and poor solubility of Ca(OH)2 are effectively attributes for the development of applications in various 

fields, such as medical, chemical, environmental, and architectural industries. These applications of 

Ca(OH)2 include the uses in antibacterial agents, sewage treatment, capture and storage of greenhouse 

gases, and cement.3−6 The carbonation process of Ca(OH)2 is essential for controlling the extent of 

increase in the hardness and expansion of cement, for stable storage of CO2 and radioactive waste, and 

is used in the paper and paint industries for the synthesis of calcium carbonate by precipitation.7−13 

However, because the carbonation reaction can only occur in aqueous solutions, in-depth understanding 

of the Ca(OH)2 carbonation reaction mechanism under aqueous conditions is essential.  

 Previous studies on the carbonation of Ca(OH)2 pursued kinetic approaches to the problem.14−16 

Van Balen et al. reported that the dissolution of Ca(OH)2 and the adsorption of water on its surface are 

important factors in the carbonation reaction of Ca(OH)2.14 Bausach et al. revealed that the exposure of 

a single crystal-phase of Ca(OH)2 to water vapor results in the acceleration of the reaction between 

Ca(OH)2 and SO2 due to its dissolution.2 In addition, Nikulshina et al. reported a kinetic model for the 

Ca(OH)2 carbonation reaction rate by considering the reaction at the interface with water molecules or 

OH−, and found that the reaction took place only on the Ca(OH)2 surface which was not covered by 

calcium carbonate.15 Recently, density functional theory (DFT) calculations showed that the adsorbed 

water molecules can significantly lower reaction barriers and partially stabilize the products of the 

carbonation reaction.16 The aforementioned studies conducted kinetic treatments of the Ca(OH)2 and 

CO2 carbonation reaction through the dissolution of Ca(OH)2. In addition, the effect of water on the 

carbonation reaction was interpreted by the interaction between water and calcium carbonate.17,18 To 

date, the initial reaction due to the interaction between Ca(OH)2 and water and its effect on the 

carbonation reaction have not been studied in detail. Considering that the strong basic properties of 
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Ca(OH)2 can be expressed through contact with water, the prerequisite for clearly understanding the 

carbonation reaction of Ca(OH)2 is to obtain information on the initial interaction between Ca(OH)2 

and water. However, observation of the Ca(OH)2 and water interactions in the initial stages of the widely 

known calcium carbonate synthesis via supercritical CO2−mediated precipitation by the rapid reaction 

of CO2 and water, is highly challenging.19,20 Thus, to fully understand the carbonation reaction 

mechanism in aqueous solutions, an experimental design that slowly induces the carbonation reaction 

is necessary to observe the changes due to the interaction between Ca(OH)2 and water.  

In this study, a slow carbonation reaction between CO2 dissolved in water and Ca(OH)2 was 

induced under ambient conditions. (Figure 5.1) In the experimental data, X-ray diffraction (XRD) was 

observed changes in the Ca(OH)2 crystal lattice during the Ca(OH)2 and water mixing, and the 

intercalation of the water molecules in the Ca(OH)2 interlayers (Figures 5.2 and 5.3) was further 

confirmed by the nuclear magnetic resonance (NMR) results. Therefore, we performed theoretical 

calculations at the atomistic level, which revealed that water can form the most stable intercalated 

system among the other chemical species that may appear in the carbonation process and that the water 

molecules can intercalate into the (100) surface to increase the [001] interlayer distance of Ca(OH)2. In 

addition, DFT calculations clearly demonstrated the difference in the carbonation reaction mechanism 

of Ca(OH)2 due to the interaction between Ca(OH)2 and water. To the best of our knowledge, this is the 

first study which reveals the water-intercalated Ca(OH)2 structure through a combination of 

experiments and theoretical calculations at the atomistic level. The learnings from this study of the 

initial reaction due to the interaction between Ca(OH)2 and water, are expected to advance CO2 

conversion technologies and the building materials industry. 

Figure 5.1 Schematic illustration of swelling process by water intercalation which affects carbonation 

reaction. Water molecules, Ca, O, C, and H are colored as light blue, green, red, gray, and white, 

respectively. 
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Figure 5.2 XRD analysis of pristine and hydrated Ca(OH)2 with (001) Bragg peak positions. The 

sample of hydrated Ca(OH)2 was prepared via mixing with water for an hour at ambient condition. The 

vertical bars were indicated as the peak position of (001) facet and the pristine and hydrated Ca(OH)2 

samples were represented by blue and red, respectively.  

 

 

Figure 5.3 1H MAS NMR spectra of (a) pristine Ca(OH)2, (b) hydrated Ca(OH)2, and (c) Ca(OH)2 

reacted with 13CO2 dissolved in D2O. All sample were analyzed 1 h after D2O addition. In the case of 

(b), the weight of Ca(OH)2 and D2O were 49.46 and 12.77 mg, respectively. For clarity, intensity of the 

peak at 0.9 ppm was magnified 8-fold. The inset figure represents the schematic diagram of the 

experimental products including pristine Ca(OH)2 (white), bulk water (pink), and water intercalated 

into Ca(OH)2 (pale blue). 
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5.2 Computational Models and Methods  

All DFT calculations were performed using the Dmol3 program.21,22 For the exchange-correlation 

energy, we used the generalized gradient approximation with the Perdew−Burke−Ernzerhof 

functional,23 and applied the semi-empirical Tkatchenko−Scheffler (TS) method for dispersion 

correction.24 All electron relativistic method was employed for core treatment. The spin-polarized 

calculations were conducted using the DNP 4.4 basis set. The Brillouin zone was integrated using a 

single k-point (−point) grid with the Monkhorst−Pack scheme for (100) and (001) surface systems.25 

The convergence criteria for the geometry optimization were 1.0 × 10−5 Ha, 0.002 Ha/Å, and 0.005 Å 

for energy, force, and displacement, respectively. The self-consistent field convergence was less than 

1.0 × 10−6 Ha, and the electron smearing value was set to 0.005 Ha. All DFT calculations were 

performed using the dielectric constant of water (i.e., 78.54).26 To determine the carbonation mechanism, 

we used the linear synchronous transit (LST) and quadratic synchronous transit (QST) methods until 

the convergence criterion of the root mean square (RMS) force was satisfied, which was set to 0.002 

Ha/Å.27,28  

To describe the interaction between the Ca(OH)2 surface and water, all MD simulations were 

performed using ClayFF under the isothermal-isobaric (i.e., NPT) ensemble, where N is the number of 

atoms, P is the pressure, and T is the temperature.29 The pressure and temperature were controlled at 

0.0001 GPa and 298 K using the Parrinello−barostat and the Nosé−Hoover−Langevin (NHL) thermostat, 

respectively.30,31 The cutoff distance of the van der Waals interaction was set to 12.5 Å, and the 

electrostatic interactions were calculated by the Ewald summation method with an accuracy of 10−5 

kcal/mol. The time step was set to 1 fs, and the total simulation time length of the bulk and interface 

systems were 20 and 100 ns, respectively. 

 

5.3 Result and Discussion 

We performed DFT calculations to compare the stabilities of the intercalated systems as a function 

of the intercalated species. For the intercalated species, we considered the reactants or intermediates of 

carbonation reaction (i.e., H2O, CO2, Ca2+, CO3
2−, and HCO3

−).32 Because Ca(OH)2 is periodically 

bonded along [100], [010], and [110] and forms a layered structure,33 it is expected that the intercalated 

species can enter the space between the Ca(OH)2 interlayers in the [001] direction rather than being 

inserted by breaking the bonds between Ca and O in the Ca(OH)2 crystal structure. We calculated the 

formation energies depending on the intercalated species, as shown in Figures 5.4 and 5.5. Generally, 

the formation energies of the charged ions were higher than those of the neutral molecules, and the 
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larger was the size of the intercalated species, the higher was its formation energy. In addition, the 

interlayer distance tended to increase as the size of the intercalated species increased. Interestingly, for 

the water molecule, not only was the formation energy the lowest, but the interlayer distance was also 

the shortest even when the size of the water molecule was larger than that of Ca2+. Due to hydrogen 

bonding interactions between water molecules and the OH groups in the Ca(OH)2 interlayer, proton 

transfer occurred from water to Ca(OH)2. Therefore, the water-intercalated system was optimized as 

H2O bonded to Ca. This reaction is consistent with the proton-deuteron exchange reaction in the NMR 

results analyzed above. In addition, owing to the water intercalation, a slight increase in interlayer 

distance of hydrated Ca(OH)2 (i.e., less than 1%) was observed compared to that of pristine Ca(OH)2, 

which is consistent with the XRD peak shift analysis.  

Figure 5.4 (a) Optimized structures of pristine and intercalated Ca(OH)2 systems with various 

intercalated species. Ca, O, C, and H are colored green, red, gray, and white, respectively. (b) Interlayer 

distances (left axis) and formation energies (right axis) of intercalated Ca(OH)2 systems as a function 

of intercalated species.  
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Figure 5.5 Optimized Ca(OH)2 slab models. (a) Pristine Ca(OH)2, (b) H2O intercalated, (c) CO2 

intercalated, (d) Ca2+ intercalated, (e) CO3
2− intercalated, and (f) HCO3

− intercalated systems. Distances 

between Ca(OH)2 interlayers are represented below in blue. Ca, O, C, and H are colored green, red, 

grey, and white, respectively. 

 

To investigate the intercalation mechanism of water molecules, MD simulations were performed 

using the interface systems between water and the exposed (100) and (001) surfaces of Ca(OH)2 (Figure 

5.6). Over time, OH− dissolved from both the (100) and (001) interfaces (Figure 5.7), and Ca2+ was 

also dissolved in the case of the relatively unstable (100) surface. To check whether water intercalated 

into the interior of the Ca(OH)2 crystal lattice, the number of water molecules in the Ca(OH)2 crystal 

slab between the outermost Ca layers in contact with water was determined from the concentration 

profile. For the stable (001) surface, no water molecules were intercalated between the Ca(OH)2 crystal, 

and it was observed that water molecules were adsorbed at the OH- vacancy (Figure 5.8a and b). In 

contrast, for the (100) surface exposed by uncoordinated Ca2+ and OH−, the intercalated water in the 

Ca(OH)2 crystal existed with a much larger amount of dissolved Ca2+ and OH− (Figure 5.8c and d). 

This means that during the dissolution of Ca2+ and OH- at the interface between water and the Ca(OH)2 

(100) surface, some water molecules were adsorbed on the surface, and other water molecules 

intercalated into the Ca(OH)2 interlayer. To prove the lattice expansion from these conditions, the 

average distance between Ca(OH)2 interlayers was measured by the radial distribution function (RDF) 

between alternating Ca−Ca layers (Figure 5.9). The average Ca−Ca distance of the interface system 

between the Ca(OH)2 (100) surface and water was approximately 0.04 Å longer than those of the bulk 

system and the interface system between the Ca(OH)2 (001) surface and water. From these results, we 

confirmed that the water molecules intercalated into the Ca(OH)2 interlayers through the (100) surface 

and caused Ca(OH)2 lattice expansion. 
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Figure 5.6 (a) BFDH morphology of Ca(OH)2, (b) Optimized structures of (001) and (100) surfaces of 

Ca(OH)2 with respective surface energies. Bottom yellow regions are fixed to represent the bulk crystal 

phase. Ca, O, and H are colored green, red, and white, respectively. 

 

Figure 5.7 Number of (a) dissolved Ca2+, (b) dissolved OH−, and (c) intercalated H2O molecules in the 

interface system between water and (001) surface. (d) Number of dissolved Ca2+, (e) dissolved OH−, 

and (f) intercalated H2O molecules in the interface system between water and (100) surface. 

 

0 10 20 30 40 50 60 70 80 90 100
0

20

40

60

80

100

N
u

m
b
e

r 
o

f 
in

te
rc

a
la

te
d
 H

2
O

Time (ns)

0 10 20 30 40 50 60 70 80 90 100
0

100

200

300

400

N
u

m
b
e

r 
o

f 
in

te
rc

a
la

te
d
 H

2
O

Time (ns)
0 10 20 30 40 50 60 70 80 90 100

0

100

200

300

400

500

N
u

m
b
e

r 
o

f 
d

is
s
o

lv
e

d
 O

H
 

Time (ns)
0 10 20 30 40 50 60 70 80 90 100

0

50

100

150

200

250

N
u

m
b
e

r 
o

f 
d

is
s
o

lv
e

d
 C

a

Time (ns)

d e f

a b c

0 10 20 30 40 50 60 70 80 90 100
0

50

100

150

200

N
u

m
b
e

r 
o

f 
d

is
s
o

lv
e

d
 O

H
 

Time (ns)
0 10 20 30 40 50 60 70 80 90 100

0

20

40

60

80

100

N
u

m
b
e

r 
o

f 
d

is
s
o

lv
e

d
 C

a

Time (ns)

surface

FixedFixed

a b

0.64 kcal/mol/Å 2 1.19 kcal/mol/Å 2



72 

 

Figure 5.8 (a) Snapshot of interface system between water and Ca(OH)2 (001) surface and (b) 

concentration profiles along the [001] direction. (c) Snapshot of interface system between water and 

Ca(OH)2 (100) surface, and (d) concentration profiles along the [100] direction. Water, Ca, O, and H 

are colored light blue, green, red, and white, respectively. Dissolved Ca2+, OH− and free water molecules 

which were not bonded to Ca(OH)2 were omitted for the clarity. 

 

Figure 5.9 Radial distribution functions between alternating Ca2+ layers of (a) pristine Ca(OH)2, (b) 

Ca(OH)2 (001), and (c) Ca(OH)2 (100) systems. First peak is represented by red dashed-vertical line 

with its distance. 
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Furthermore, to identify the effect of water intercalated into the Ca(OH)2 interlayers on 

carbonation reaction, we compared the carbonation reaction mechanisms of pristine Ca(OH)2 and water 

intercalated Ca(OH)2 (i.e., hydrated Ca(OH)2). The overall carbonation mechanism can be divided into 

two steps after CO2 adsorption: HCO3
− formation from CO2 and CO3

2− formation from HCO3
−. First, in 

the case of the (001) surface (Figure 5.10), the CO2 adsorption energy on the pristine Ca(OH)2 is lower 

(i.e., 15.16 kJ/mol) than that on the hydrated Ca(OH)2 because the water molecules adsorbed on the 

surface prevent the interaction between CO2 and the Ca(OH)2 surface. Subsequently, in both 

carbonation reaction mechanisms of pristine Ca(OH)2 and hydrated Ca(OH)2, the CO3
2− formation step 

from HCO3
−, where the hydrogen of HCO3

− is transferred to OH− of Ca(OH)2 to form CO3
2− and H2O 

was confirmed to be the rate-determining step (RDS). The water molecules in hydrated Ca(OH)2 reduce 

the activation energy of 7.34 kJ/mol as mediators of proton transfer in the RDS. In addition, the adsorbed 

water molecules formed hydrogen bonds with the products, thereby reducing the heat of reaction by 

−53.00 kJ/mol. This implies that the water molecules adsorbed on the surface can promote the 

carbonation reaction. Second, in the case of the (100) surface (Figure 5.11), the RDSs appear to be 

different depending on the presence of water molecules. For pristine Ca(OH)2, the RDS is the HCO3
− 

formation step from CO2, whereas for hydrated Ca(OH)2, the RDS is the CO3
2− formation step from 

HCO3
−. In the initial CO2 adsorption step, compared to the pristine Ca(OH)2 surface, the hydrated 

Ca(OH)2 surface exhibited the lowest adsorption energy of CO2 (i.e., -128.61 kJ/mol), which had a 

strong tendency for chemisorption. In the subsequent step, the hydrogen of the hydroxyl group on the 

hydrated Ca(OH)2 surface was directly transferred to adsorbed CO2 to form HCO3
−, resulting in lower 

activation energy due to intercalated water molecules. The intercalated water molecules formed 

chemical bonds with uncoordinated Ca2+; thus, the relatively more unstable OH− was exposed on the 

(100) surface. Furthermore, in the RDS of hydrated Ca(OH)2, the intercalated water molecules also act 

as proton-transfer mediators, which results in lower activation energy. In conclusion, for the case of the 

(001) surface, the water molecules adsorbed on the Ca(OH)2 surface slightly accelerate the carbonation 

reaction by acting as mediators for proton transfer, whereas in the case of the (100) surface, the 

intercalated water molecules bound to uncoordinated Ca2+ facilitate the formation of CO3
2− by rendering 

the OH- more unstable. 
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Figure 5.10 Carbonation reaction mechanisms of pristine Ca(OH)2 and hydrated Ca(OH)2 on (001) 

surface. Optimized configurations of each reaction state with energy values are represented below. Unit 

of energy is kJ/mol. Bottom yellow regions are fixed to represent the bulk crystal phase. Water 

molecules, Ca, O, C, and H are colored light blue, green, red, gray, and white, respectively.  
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Figure 5.11 Carbonation reaction mechanisms of pristine Ca(OH)2 and hydrated Ca(OH)2 on (100) 

surface. Optimized configurations of each reaction state with energy values are represented below. Unit 

of energy is kJ/mol. Bottom yellow regions are fixed to represent the bulk crystal phase. Water 

molecules, Ca, O, C, and H are colored light blue, green, red, gray, and white, respectively. 
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5.4 Conclusion 

During the mixing of Ca(OH)2 with water, the physical and chemical properties of hydrated 

Ca(OH)2 changed due to the water molecules. Theoretical calculations confirmed that the Ca(OH)2 

crystal with intercalated water molecules can form the most stable structure among the other intercalated 

species (i.e., CO2, Ca2+, CO3
2−, and HCO3

−). The water molecules that were intercalated into the 

Ca(OH)2 crystal lattice through the relatively unstable (100) surface increased the interplanar distance 

in the [001] direction. Notably, the intercalated water molecules can lower the heat of reaction and 

activation energy of the carbonation reaction, thus causing spontaneous carbonation. Based on the 

results of theoretical calculations, the changes in the physical and chemical properties that appear due 

to the interaction between Ca(OH)2 and water were explored, and in addition, the fundamental driving 

force for the carbonation reaction of hydrated Ca(OH)2 was studied. This approach improves the 

fundamental understanding of the role of water in the carbonation reaction and provides a new strategy 

for CO2 storage using cement materials. 
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Chapter 6. Summary and Future Perspectives 

6.1 Summary 

In depth understanding of the chemical reactions is important in various research theme related to 

renewable energy and environment. Through this, it is possible to devise an eco-friendly synthesis 

method for the formation of chemical materials or to provide the characteristic on materials capable of 

improving the low energy efficiency. This dissertation proposes the theoretical studies on the reaction 

mechanism in renewable energy and environment applications using the multi-scale molecular 

simulations. 

In Chapter 1, a brief overview of the importance of chemical reaction in renewable energy and 

environment was discussed. Although continuous studies have been conducted on these applications, 

several issues such as low performance and uneconomical synthesis methods still remain. We provided 

the in-depth understanding for chemical reaction and revealed the driving force of the chemical 

phenomena by investigating the reaction mechanism. In this regard, we have described the multiscale 

simulation methods including the DFT calculation and MD simulation to figure out the reaction 

mechanism.  

In Chapter 2, we proposed the noble protocol for formation of desired products from the biomass 

with the highly effective and selective catalytic systems. Based on the solvation energy in each solvent 

and the reaction mechanisms of glucose isomerization, The solvent effect of 1-butanol and the catalytic 

ability of hydrotalcite served as important factors in the glucose isomerization. Furthermore, we 

identified that the stable initial structure of adsorbed fructose at mannitol pathway was more 

thermodynamically favorable and mannitol formation reaction has the lower activation energy. Thus, 

by presenting an effective biomass synthesis method, these studies can have a great impact on renewable 

energy and environmental aspects.  

In Chapter 3, we presented the investigation of solvothermal liquefaction mechanism of lignin 

constituents in the formic acid and supercritical ethanol mixture solvent using the reactive molecular 

dynamics (reax-MD) and DFT calculation. In the mechanism, the formic acid provided hydrogen to 

facilitate the dissociation of the C−O bond of lignin. Besides, the supercritical ethanol solvent served 

to transfer hydrogen away from formic acid to lignin. In short, the decompositions of C−C and C−O 

linkages of lignin under the ethanol−FA mixture environment were more advantageous than those of 

the thermal- and ethanol-assisted decomposition reactions. 

In Chapter 4, we theoretically elucidated the first universal solution synthesis of sulfide SEs  
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using an alkahest solvent system. Binary mixtures of EDA and EDT which manifest strong dissolving 

power for metal chalcogenides, fully dissolved not only conventional sulfide SE precursors of  Li2S, 

P2S5, and Na2S, but also metal sulfides, such as GeS2. This mechanistic calculation suggested a plausible 

formation of polyanionic Ge−S clusters through a continuous dissolution reaction. Thus, this result will 

provide the new opportunities for synthesis of the soft-chemistry-guided conductors for ASSBs which 

reduce the carbon footprint.  

In Chapter 5, many studies on mineral carbonation which can reduce the air pollution and use it as 

a renewable energy source by capturing carbon dioxide in the air have been conducted. We theoretically 

demonstrated the effect of intercalated water in the carbonation reaction of calcium hydroxide. Through 

MD simulation, we identified that the water molecules can be infiltrated at interlayer space of calcium 

hydroxide and  the distance between the interlayers was increased. Notably, the intercalated water 

molecules can lower the heat of reaction and activation energy of the carbonation reaction, thus causing 

spontaneous carbonation. This approach improves the fundamental understanding of the role of water 

in the carbonation reaction and provides a new strategy for CO2 storage using cement materials.  

Overall, we investigated the mechanism of chemical reaction for renewable energy and 

environmental applications, that could propose the new protocol for biomass products or develop the 

materials that reduce carbon footprint. From these studies, we can provide the fundamental knowledge 

of the highly effective chemical reaction from a molecular point of view and can suggest a new strategy 

for designing new material or process beyond our molecular understanding of the reaction.  

 

  



80 

 

6.2 Future Perspectives 

We put forward future work to design new catalyst for the target reaction by screening the 

characteristics of the catalyst materials for forming the biomass product which related to current 

investigation in renewable energy system. We are aiming to extend our works from the calculation of 

reaction mechanism to the search for the optimal catalyst.  

Recently, with the rapid advances in computational method, the design of catalyst has been 

attempted.1−3 In theoretical screening methods to search for ideal catalyst, sequential steps are 

indispensable, as shown Figure 6.1. First, we have to obtain the mechanistic insight for target reaction 

using a known catalytic material. Afterwards, we investigate the physical and chemical properties of 

the catalyst, find the relationship between these properties and the reaction mechanism, and then derive 

a descriptor which is an important key factor in the screening study. Generally, various catalytic 

reactions are quite complex, so there are too many factors to consider such as many reaction paths, the 

presence of many intermediate, and structural complexity of catalyst materials. The solution to this 

problem lies in the generality of the scaling relations by the descriptors such as adsorption energy of 

reactant on surface and electrical properties of catalyst. In subsequent step, these descriptors will be 

applied to different catalyst candidates. Finally, the optimal catalyst for target reaction can be proposed 

from the expected performance of catalysts by the descriptors.  

 

Figure 6.1 Schematic to design optimal catalyst for target reaction. 

 

As the first target reaction through these methods, we will try to design the optimal tandem catalyst 
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for conversion of carbon dioxide to high-value chemicals using zeolite and metal oxide. (Figure 6.2) 

The high added value and direct utilization of CO2 has been suggested as important approach, which 

can serve to a sustainable carbon footprint and economic growth. In current trend, to solve its 

environmental and renewable energy issues, the conversion of CO2 has been studied through various 

strategies such as the photocatalytic, chemo-biocatalytic, chemo-enzymatic, and catalytic reaction.4−7 

Among these methods, we intend to convert CO2 through the most efficient and practical catalytic 

reaction. First, to design the optimal catalyst, it is necessary to explore what chemical materials with 

high-value that can be produced from CO2, and the reaction mechanisms for these products should 

be investigated. F. Jaramillo and coworker detected a total of 16 different reaction products: number 

of which were novel products that were for the first time identified and quantified from a surface of 

Cu metal catalyst. Of the 16 reaction products detected, 12 of them were C2 or C3 species, comprised 

of a broad mix of oxygenated species including hydrocarbons, ketones, aldehydes, carboxylic acids, 

and alcohols.8 They also presented the mechanistic view of each product formed from the CO2 

reduction reaction. However, since the reaction of CO2 conversion is quite complex, it is difficult to 

obtain the desired products with simple heterogeneous catalyst. Tan's research team performed the 

catalytic conversion of CO2 into high value-added hydrocarbons using a tandem catalyst which is 

composed of different types of catalytic sites.9 Applying this strategy, we will also investigate the 

reaction mechanism and descriptors of tandem catalyst which composed to zeolite and metal oxide. 

Through these descriptors, we want to develop the most optimal catalyst by screening various zeolite 

models and metal types. This future research direction for developing new optimal tandem catalyst 

is expected to be one of the most promising strategies in the conversion of CO2 to sustainable fuels 

and renewable energy. 

 

Figure 6.2 Schematic of tandem catalyst for conversion of carbon dioxide to high-value chemicals.  
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