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Co-designing algorithms for governance:
Ensuring responsible and accountable
algorithmic management of
refugee camp supplies

Rianne Dekker1 , Paul Koot2 , S. Ilker Birbil3

and Mark van Embden Andres4

Abstract
There is increasing criticism on the use of big data and algorithms in public governance. Studies revealed that algorithms

may reinforce existing biases and defy scrutiny by public officials using them and citizens subject to algorithmic decisions

and services. In response, scholars have called for more algorithmic transparency and regulation. These are useful, but ex

post solutions in which the development of algorithms remains a rather autonomous process. This paper argues that co-

design of algorithms with relevant stakeholders from government and society is another means to achieve responsible and

accountable algorithms that is largely overlooked in the literature. We present a case study of the development of an

algorithmic tool to estimate the populations of refugee camps to manage the delivery of emergency supplies. This

case study demonstrates how in different stages of development of the tool—data selection and pre-processing, training

of the algorithm and post-processing and adoption—inclusion of knowledge from the field led to changes to the algo-

rithm. Co-design supported responsibility of the algorithm in the selection of big data sources and in preventing reinforce-

ment of biases. It contributed to accountability of the algorithm by making the estimations transparent and explicable to

its users. They were able to use the tool for fitting purposes and used their discretion in the interpretation of the results.

It is yet unclear whether this eventually led to better servicing of refugee camps.
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Introduction
Big data and new approaches to analyze these data have
gained a prominent role in public sector decision-making
and public service delivery (Desouza and Jacob, 2017;
Klievink et al., 2017; Mergel et al., 2016). This trend
has been captured under the label of “algorithmic govern-
ance” (Danaher et al., 2017; Gritsenko and Wood, 2020;
Williamson, 2014). This concept expresses that algo-
rithms fundamentally change the ways in which govern-
ments function. Big data analytics involves large-scale
and real-time exploration of patterns and correlations in
big data as a basis for government action at present (now-
casting) and in the future (forecasting) (Van der Voort
et al., 2019). Algorithms can do so based on pre-defined
rules and by self-improving through machine learning
(Flach, 2012; Burrell, 2016).

Algorithmic governance has been praised for achieving
higher levels of efficiency and effectiveness (Milakovich,
2012) and providing public officials with better decision-
support (O’Malley, 2014). However, it is also subject to
criticism. One part of this criticism focuses on algorith-
mic responsibility (Mittelstadt et al., 2016; Meijer and
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Grimmelikhuijsen, 2020). Algorithmic models may use
data sources and indicators that are ill-suited for the purposes
of public governance. This can lead to incorrect and discrim-
inative decisions (Lepri et al., 2018). For example, some
algorithms in the fields of law enforcement (Ferguson,
2017) and healthcare (Obermeyer et al., 2019) contain prob-
lematic racial biases. Machine learning replicates and ampli-
fies biases present in the historical datasets used to train
algorithms. These biases are not always recognized as algo-
rithmic governance is cloaked in a neutral language of tech-
nology (Andrews, 2019). Algorithmic responsibility requires
adequate weighing of ethical dilemmas involved in the
organizational use of algorithms based on knowledge about
their (possible) impacts (Meijer and Grimmelikhuijsen,
2020).

In addition, algorithmic governance is criticized for its
lack of accountability. The ways in which algorithms func-
tion, often defy comprehension by public officials using
them and citizens subject to algorithmic decisions and ser-
vices (Giest and Grimmelikhuijsen, 2020). In fact, even
those who have designed and trained the machine learning
models may no longer be able to interpret and explain the
obtained results (Burrell, 2016). Such algorithms are
referred to as “black boxes” (Pasquale, 2015). As a result,
the discretion of public officials working with algorithmic
tools is limited. Public sector decision-makers, as all
human beings, generally tend to favor the results presented
by machines, even if these are mistaken—a phenomenon
known as automation bias (Bullock et al., 2020; Goddard
et al., 2012; Yeung, 2017). In other cases, decisions and
delivery of services based on algorithmic models are fully
automated and no longer subject to professional discretion.
This absence of accountability undermines the legitimacy
of algorithmic governance (Lepri et al., 2018; Meijer and
Grimmelikhuijsen, 2020). Citizens and other societal
actors have a democratic right to information on govern-
ment decisions and processes which affect their interests
(Piotrowski and Rosenbloom, 2002).

In response to these issues, research has called for more
transparency and regulation of algorithms (Busuoic, 2020;
Giest and Grimmelikhuijsen, 2020; Yeung and Lodge,
2019). These are useful, but ex post solutions in which
the development of algorithms remains a rather autonomous
process that tends to outpace governance. This paper
explores another way to improve algorithmic governance:
co-design of algorithms by and for actors who are involved
with the governance issue. Co-design is defined as a
design-led process, involving creative and participatory
principles and tools to engage different kinds of people
and knowledge in public problem solving (Blomkamp,
2018: 731). Earlier research has suggested that co-design
by a multi-disciplinary team of researchers, practitioners,
policymakers, and citizens would enhance fairness, trans-
parency, and accountability of algorithms (Aizenberg and
Van den Hoven, 2020; Lepri et al., 2018; Whitman et al.,

2018). However, this has not yet been assessed in empirical
cases of algorithms developed for public sector use—in which
specific public values are at stake (Andrews, 2019). Based on
a case study of development of an algorithm for public service
delivery, we assess how co-design can ensure responsibility
and accountability of algorithmic governance.

This paper presents a case study of development of an
algorithm designed to address an important governance
issue: management of refugee camps in Nigeria.
Populations of refugee camps are fluctuating, depending
on conditions in the region (such as political, economic,
and climate conditions) and policy responses of host coun-
tries. In Nigeria, 2.7 million internally displaced persons
live in refugee camps in the northeastern part of the
country. Many have fled violence by Islamist extremist
group Boko Haram and conflict-induced food shortages
(UNHCR, 2020). Timely and accurate information on the
populations of refugee camps is important for organizations
tasked with the management of refugee camps to efficiently
allocate budget, capacity, and resources to aid refugees.
Satellite images and an algorithm for object detection
provide a new alternative for estimating the populations
of refugee camps, based on the numbers of tents.
However, ethical concerns pertaining to such advanced
ways of migration tracking have been raised
(Dijstelbloem, 2017). Therefore, migration management is
a critical case to study the effects of co-design on responsi-
bility and accountability of algorithms used in public
governance.

In this paper, we first discuss current theory on co-design
and its applicability to development of algorithms. Then, we
discuss recent applications of big data analytics in migration
management and issues with responsibility and accountability
of algorithms used in this field. In the methodology section,
we present our case along with the data and method used to
assess co-design of an algorithmic tool for public service
delivery in refugee camps. In the results section we present
how co-design was implemented and to what changes in
the design of the algorithm this led in three phases of devel-
opment: (1) data-selection and pre-processing, (2) training
and machine learning, and (3) post-processing. We also
reflect upon instances in which co-design could be strength-
ened and the conditions required for this. In the conclusions
section, we discuss the main contributions of this study to
theory on co-design and algorithmic governance in general
and the use of algorithms to manage migration in particular.

Co-design and algorithmic governance
Co-design is a method for creatively engaging citizens and
stakeholders to develop new solutions to complex problems
(Blomkamp, 2018). The principles and practices of
co-design resonate with collaborative governance practices
in which non-governmental actors and citizens are
co-creators of public services (Ansell, 2016; Bryson et al.,

2 Big Data & Society



2020; Hartley et al., 2013). In co-design, actors who have
an interest in addressing an issue have an active role in
designing new policies and public services. They collabor-
ate in gaining a better understanding of the issue at hand and
iteratively developing and testing new solutions. Co-design
refers to a process, set of principles and practical tools
(Blomkamp, 2018): the process entails iterative stages of
design thinking, oriented towards innovation. The princi-
ples include that actors are creative and experts in their
own professional and lived experience. The practical tools
include creative and tangible methods for telling, enacting,
and making.

Co-design has gained popularity in public governance
for several reasons. First, researchers expect co-design to
lead to better solutions to problems which government
actors are dealing with. Methods and principles for genera-
tive experimenting would stimulate innovation. Second,
they expect co-design to foster cooperation and trust
between the actors involved. Third, they expect
co-designed policies and services to be more responsive
to the needs of intended beneficiaries (Blomkamp, 2018;
Hermus et al., 2020). Hence, co-design contributes not
only to effectiveness of policy and administrative
changes, but also to other public values such as responsive-
ness and legitimacy (Lewis et al., 2020; McGann et al.,
2018).

These hypothesized effects of co-design have not yet
been studied in relation to development of algorithmic gov-
ernance solutions. Big data analytics or data science has
developed as a specialism of its own (Kettl, 2018).
Governments often outsource IT and analysis tasks, rather
than building in-house expertise and data analysts develop-
ing the algorithm act as relatively autonomous agents
(Goldfinch, 2007; Van der Voort et al., 2019). They
develop and train the algorithmic model to be the most
accurate “fit” with training data and they have less attention
for ethical and political aspects of the design. This is consid-
ered as problematic if algorithms are to contribute to other
public values (Andrews, 2019; Boyd and Crawford, 2012;
Chatfield and Reddick, 2018; Mergel et al., 2016).
Through involving the perspectives of a variety of actors,
co-design could integrate checks and balances on the impli-
cations of the algorithm’s operations for public values such
as fairness, privacy, and social justice in the design
(Aizenberg and Van den Hoven, 2020; Mittelstadt et al.,
2016; Whitman, et al., 2018). This would ensure respon-
sible algorithmization (Meijer and Grimmelikhuijsen,
2020). Furthermore, the involvement of stakeholders in
the process of design of the algorithm and its implementa-
tion in governance processes opens the algorithm up to
scrutiny. This would enhance algorithmic accountability.

Despite the qualities of machine learning, development
of an algorithm requires human decisions in several
stages of development. At these moments, co-design
could contribute to algorithmic responsibility and

accountability. Bruha (2000) distinguishes three stages
(and several sub-stages) of algorithm development: (1) col-
lection and preprocessing of data; (2) data mining; and (3)
postprocessing. The first stage is concerned with selecting
relevant data sources and preparing data for analysis. Big
data sources include missing values, inconsistent data,
noise, and problems such as data sets being too large or con-
taining too many variables to process. In the stage of pre-
processing, the researcher develops a strategy for
selecting and ordering relevant data. The stage of data
mining involves choosing the appropriate method of ana-
lysis—the algorithm—and training the algorithm to
extract the right information from the data. In this stage,
there are also several choices to be made by the developer.
In the third stage, after the algorithm has been trained to
extract the right information from training data, new data
can be introduced to the algorithm to extract new informa-
tion. When new information is extracted from the data,
postprocessing is needed, for example to document and
visualize data in a way that supports interpretation and use.

Several design methodologies with a focus on citizens
and stakeholders have emerged, including value-sensitive
design (Friedman and Hendry, 2019), user- and human-
centered design (Baumer, 2017) and participatory design
(Schuler and Namioka, 1993). These are increasingly
used in design of algorithms and AI, recognizing that data-
driven solutions need to be developed with attention for
their societal context (Aizenberg and Van den Hoven,
2020; Whitman et al., 2018; Zhu et al., 2018). However,
few studies have analyzed the hypothesized effects of
co-design in development of algorithmic solutions for gov-
ernance where public values are at stake (Andrews, 2019;
Boyd and Crawford, 2012; Chatfield and Reddick, 2018;
Mergel et al., 2016). Notable exceptions can be found in
the works by Ruijer et al. (2017) and Safarov et al.
(2017) who have shown that re-use of open government
data by third parties in hackathons and living labs results
in better utilization of open government data and more
responsiveness to the needs of citizens. In addition to
these studies, this case study will explore to what extent
and how co-design of algorithms can enhance responsibility
and accountability of algorithms used in public service
delivery. In the next section, we first present the context
of this case study: algorithmic governance of refugee
migration.

Algorithmic governance of refugee
migration
The management of refugee camps is among the most
pressing governance issues of our time. Almost five
million people live in managed refugee camps (UNHCR,
2018: 60). This includes refugees who have fled their
home countries and persons who are internally displaced.
A well-known example is Moria, a refugee camp on the
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Greek Island of Lesbos which burned down and was rebuilt
in the summer of 2020. This camp provides shelter to
13,000 refugees who fled countries such as Afghanistan
and Syria. In addition, about one million refugees world-
wide live in self-settled camps. For example, during the
European refugee crisis unofficial camps were set up in
Idomeni, Greece and “the Jungle” in Calais, France. In
2012, the UNHCR estimated the average population of
refugee camps to be 11,500. Some refugee camps have
the size of major cities. For example, Kutupalong in
Cox’s Bazaar, Bangladesh is home to nearly 900,000
Rohingya who fled Myanmar. Bidi Bidi in Uganda has a
population of 285,000, and the Dabaab camp complex in
Kenya has 235,000 inhabitants.

Populations of refugee camps change as a result of con-
ditions in the refugees’ countries of origin (such as war, pol-
itical oppression, and drought) and policy responses of host
countries and the international community to refugee
migration. However, governmental and non-governmental
organizations lack reliable data and estimates on refugee
migration (Willekens et al., 2016). Traditionally, the popu-
lations of refugee camps are measured based on census data
collected at the sites. However, censuses are burdensome,
data quickly gets outdated and sharing of data between
actors suffers limitations. This lack of timely and accurate
data makes it difficult for government organizations and
NGOs tasked with camp management to anticipate what
amounts of supplies need to be delivered to the camps.
As a result, camps may run out of essential supplies, or
face overstocks that strain already overburdened supply
chains.

New sources of big data have become available which
can help to estimate the size of refugee camps in real
time. The work by Salah et al. (2019) in the “Data for
Refugees” challenge demonstrates that mobile phone data
can support coordinated efforts to help refugees. In this
project, a telecom provider provided the researchers with
anonymized mobile call detail records of Syrian nationals
in Turkey. This was used to estimate the numbers and loca-
tions of Syrian refugees in Turkey. Curry et al. (2019) argue
that also social media data and meta-data from refugees can
be used to map migration. Refugees actively use social
media in migration decision-making in their host countries
and in transit locations (Dekker et al., 2018). For example,
Mazzoli et al. (2020) used geolocated Twitter data to detect
migration flows resulting from the crisis in Venezuela. The
International Organization for Migration (IOM) and the
European Commission have launched the “Big Data for
Migration” alliance committed to making more reliable
sources of migration data available to inform policymaking
(IOM & European Commission, 2018). The United
Nations’ Humanitarian Data Exchange facilitates sharing
of datasets (OCHA, 2020).

Satellite data offer specific opportunities for migration
management. The amount of satellite imagery has increased

substantially over the past few years, similar to its applica-
tions in public governance. Satellite imagery has for
example been used for classifying land-use in difficult to
reach areas (Wieland and Pittore, 2014, Han et al., 2017)
and already, satellite imagery can be used for real-time
object detection of vehicles (Van Etten, 2018). There
have also been earlier applications using satellite data to
estimate the populations of refugee camps. The United
Nations Institute for Training and Research (UNITAR)
maps refugee camps within its Satellite Analysis and
Applied Research programme (UNOSAT) (UNITAR,
2020). Statistics Netherlands (CBS) and IT company CGI
used satellite images and social media data in a study to
map migration flows commissioned by the European
Space Agency (ESA) (Statistics Netherlands, 2018).

Several studies report on the effectiveness of this method
to estimate the sizes of refugee camps. Bjorgo (2000)
extracted the area of five refugee camps from satellite
images. He found a significant relationship between the
camp area and the population. Giada et al. (2003) compared
four methods to extract information from high-resolution
satellite imagery of the Lukole refugee camp in Tanzania.
These methods required postprocessing steps that needed
to be decided manually. For example, a decision needed
to be made on what detection areas were too small (i.e.
including too few pixels) to be a tent. Wang et al. (2015)
successfully implemented an automated method to detect
the number of tents in case of two refugee camps. Their
methodology was useful especially for white tents, which
have a large contrast with the soil. This study builds upon
these previous studies by using a method to extract informa-
tion from satellite imagery in which no requirements related
to contrast differences apply and no manual decision needs
to be made during postprocessing of new data.

This trend of datafication of migration management
(Broeders and Dijstelbloem, 2015) faces important criticism
related to responsibility and accountability of algorithms.
Algorithmic tools to monitor human mobility allow for
states to predict new migration flows with greater precision.
On the one hand, this can be used to estimate or foresee arri-
vals and prepare more efficiently for large influxes of people.
States can prepare and adapt their reception conditions, thus
complying with their legal obligations (Beduschi, 2021). On
the other hand, large-scale monitoring of mobility can con-
tribute to further securitization of migration. States may be
inclined to put measures in place to avert international migra-
tion or prevent the arrival of migrants and asylum-seekers,
even when this is lawful under international human rights
law (Beduschi, 2021).

Criticism also concerns proportionality. Mazzoli et al.
(2020) were able to study features of migration beyond
what is recorded by government organizations based on
geolocated Twitter data. They collected information on
migration routes, settlement areas, and spatial integration
in cities. The use and combination of detailed big data
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sources risks bigger privacy infringements on already vul-
nerable and under-resourced populations (Eubanks, 2018).
According to Dijstelbloem (2017), technologies to
monitor human mobility are in the end political tools
which need to be guided by ethical principles, solid legisla-
tion, periodical evaluations, and the checks and balances of
experts and political and public debate. This case study
assesses whether and how co-design of an algorithm to esti-
mate the size of refugee camps by different stakeholders can
improve responsibility and accountability of algorithms in
several stages of the design.

Data and method
This research was part of a humanitarian action challenge
aiming to stimulate cooperation between business and
NGOs in developing innovative technological solutions
for peace, justice, and humanitarian action. This challenge
brought together three actors: the IOM, the leading inter-
governmental organization in migration management;
Elva foundation, a non-profit organization which supports
informed humanitarian responses and stabilization efforts
in conflict-affected regions; and Notilyze, a company
which specializes in big data analysis. In total, the collabor-
ation consisted of six people. The focus on developing an
algorithmic tool was suggested by IOM. This organization
initiated several collaborative pilot projects for improved
capacity and resource planning in refugee camps.

The partners chose a co-design approach as they had
experienced that many data-driven initiatives strand
because of a mismatch between the algorithmic tool and
the needs and expectations of its users and stakeholders.
Earlier studies have found that humanitarian aid workers
require IT tools to be easy to use and to understand
(Kuchai et al., 2020). The partners therefore implemented
the process, principles, and practical tools of co-design
(Blomkamp, 2018) from the onset of the project: the
design process of the algorithm went through several itera-
tive cycles of analysis of issues relating to the delivery of
emergency supplies, design of an algorithmic prototype,
and testing and refining this prototype based on the needs
of the involved actors. The principles maintained in this
process were to take into account the needs and expertise
of different stakeholders and aiming to develop an innova-
tive solution. Stakeholders were asked to bring tacit knowl-
edge and lived experiences into the design process. In two
workshops and during bilateral meetings between partners,
practical tools of co-design were used to imagine the
desired solution. These included creative mapping of
ideas and testing and discussion of the prototype. The con-
sortium did not implement a specific design methodology
such as value-sensitive design (Aizenberg and Van den
Hoven, 2020; Friedman and Hendry, 2019; Zhu et al.,
2018), or participatory design (Schuler and Namioka,
1993). Similar to how implementation of these

methodologies in practice varies, the co-design approach
implemented in this study evolved during the project
which is reported in more detail in the next section.

In contrast to co-design principles, the data subjects in
this case study—local actors managing the camps and refu-
gees living in the camps—were not part of the consortium.
The partners experienced practical and ethical barriers in
involving them. Local camp managers were very busy man-
aging day-to-day issues in the camps and the NGOwas only
able to reach out to them incidentally during the project.
Furthermore, ethical questions arose as studies suggest
that co-design can overburden refugees and actors support-
ing them, while the outcomes of participation for their per-
sonal situation remain uncertain (Dekker et al., 2021). For
the case of Nigerian refugee camps specifically, the NGO
voiced concerns of freedom in participation and voicing
opinions in a conflict-affected area where Boko Haram is
influential and denouncing western influences. As will be
discussed in the conclusions section, we consider the lack
of involvement of the data subjects and intended beneficiar-
ies in co-design of the tool a major limitation which was
only partly resolved by their interests being indirectly repre-
sented through IOM and the NGO.

Academic experts in data science and public governance
who co-author this paper were external advisors to the
project who provided feedback on an incidental basis.
They acted as sparring partners to representatives of the
consortium to prevent “groupthink”: premature concur-
rence between the partners which prevents creativity and
innovation (Janis, 1982). At several moments during the
project, they helped the partners to reflect on decisions in
development and implementation of the algorithmic tool.
The lead data analyst at Notilyze met with the academic
expert on data science once or twice a month.
Involvement of the public governance expert was more
incidental and increased towards the final stages of the
project when questions on implementation and use
became prominent.

We took an action research approach to researching
and developing the algorithm (Huxham, 2003; Stringer,
1996). This paper draws on actions and intentions of
each of the actors collaborating in the project as logged
in personal accounts and project outputs including
project documentation and the prototype itself. This
study reports on the full duration of the project between
October 2018 and March 2020. This includes two three-
day workshops with the partners (a kick-off event on
1–3 October 2018 and a follow-up workshop on 14–16
November 2018), several meetings between the partners
and exchanges through phone and email. This action
research approach helped to gain insight into the design
process of an algorithm used for public service delivery
and the details of the algorithm. These aspects of algorith-
mic governance are usually difficult to access for
researchers (Kitchin, 2017).
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The analysis is structured along the three stages of
algorithm development as distinguished by Bruha
(2000). For each stage we report how the process, princi-
ples, and practices of co-design were applied and how
this led to changes in the algorithm. In the discussion
of these results, we reflect on how co-design contributed
to responsibility and accountability of the algorithm
based on accounts of the involved partners. The three
expectations raised in co-design literature were used as
theoretical lenses in the analysis: we consider how
co-design affected the development of the algorithm,
cooperation and trust between the actors involved in the
process and responsiveness to the needs of intended bene-
ficiaries. We also reflect on instances where co-design
could be strengthened.

Results

Data selection and pre-processing
At the start of the project, Elva and Notilyze drafted an
initial plan to develop a forecasting algorithm which
made better use of the camp censuses to estimate and
predict the supplies needed in refugee camps. Data from
camp censuses was available through IOM for refugee
camps in Nigeria and Ethiopia. During the kick-off event,
the plan was discussed and refined by the three partners
in several creative workshops. These workshops focused
on exchanging knowledge on the issues that were experi-
enced by camp management. Actors specified their goals
by reflecting on the “what” and the “why” of the project
and by exploring the possibilities of working with the
census data. Creative principles and several practical tools
of co-design were applied (Figure 1). Navigating between
the technical expertise of the data analysts and the practical
goals from IOM and the NGO, the consortium decided that
the needs of camp management would be leading in the
project, rather than pragmatic considerations such as avail-
ability of data. This decision was inspired by exchanges of
the NGO with several camp managers in which they speci-
fied their needs. These exchanges fostered responsiveness
towards the users and intended beneficiaries of the algorith-
mic tool.

In January 2019, a first prototype of the algorithmic tool
was developed, estimating needed supplies in refugee
camps in Nigeria and Ethiopia based on several variables
included in the census data. This tool structured existing
census data and calculated the amount of required supplies
based on international guidelines for refugee camps (e.g.
the UNHCR WASH guidelines). The tool was also able
to predict the needs in the next three months. Based on
internal testing and discussion of the prototype and after
consultation with the data science expert, the consortium
decided that a tool that would work independently from
census data was desirable.

The partners started to explore alternative big data
sources which could be used to estimate the sizes of
refugee camps. NGO Elva advised the analysts at
Notilyze on the choice of data sources. Mobile phone
data and social media data were considered, but these
were not available, nor deemed desirable for this project.
Values relating to algorithmic responsibility such as
privacy were discussed and taken into account. In choosing
aggregate satellite data over individual Wi-Fi or social
media data, a concession was made in accuracy of the
data in order to safeguard privacy. Specifically for
Nigeria, the consortium considered to include big data
sources on terrorism, such as the Armed Conflict
Location & Event Data Project Database, the Global
Terrorism Database and data on natural disasters.
However, Elva pointed out that these data sources depend
on specific causes of migration and are less generally
applicable. Eventually, the partners decided on the use of
satellite imagery. A vast amount of global satellite
imagery is available nowadays—often open source. An
object detection algorithm to detect tents would be able to
indicate the size of the refugee camp and needed supplies
based on data such as the total camp area, the number and
the sizes of tents (Figure 2).

Along with the decision to use satellite data, the consor-
tium shifted their focus towards refugee camps in Nigeria
where census data on a larger number of camps was avail-
able to train the algorithm. IOM was able to provide census
data for 300 Nigerian refugee camps with on average 2700
refugees per camp. These censuses took place on a monthly
basis between 1 June 2015 and 20 October 2018. As none
of the partners possessed satellite imagery of Nigeria, they
explored open sources of satellite imagery. Satellite
imagery from Google Earth was available for 110 of the
300 Nigerian camps. Images were taken on a monthly
basis, with slight differences in frequency per location.
The algorithm compared images taken at different points
in time to observe changes in the camp populations.

Aside from limited availability of satellite imagery, lim-
itations also existed for object detection based on these
images. In some camps, refugees live in types of housing
which could not be visibly distinguished from regular build-
ings or homes. In other cases, the borders of the camp were
unclear. For example, in case of Figure 3, the IOM census
data indicated the presence of three refugee camps. On the
left part of the image in blue, two structured camps are
visible. The third camp at the yellow marker indicates
tents in between other buildings. It is unclear whether
these belong to a third camp and what the borders of this
camp are. This creates issues with manually labeling tents
in the data used to train the algorithm. If the borders of a
camp are already unclear to the human eye, it is even
more difficult for a computer model to distinguish them.
The data analysts and NGO Elva decided to exclude these
camps from the training data set, as they lacked local
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knowledge on the borders of the camps. In a subset of 56
camps, tents could be visibly located on the satellite
images (Figure 3). This subset of refugee camps was used
to develop the algorithm.

After this selection process, the data needed to be prepro-
cessed. This involved preparation of the satellite images for
analysis. For example, the images needed to be resized so
that they had the same zoom levels. Here the expertise of
the data analysts was most important. Their analysis
showed that 0.10 meter per pixel gave the best results for
training of the algorithm. They also suggested that contrast
stretching of the images would help to enhance the perform-
ance of the algorithm. This procedure made the tents better
recognizable for the algorithm (Figure 4).

Lastly, it was necessary to pre-define the borders of each
camp and to make sure that the whole camp is visible in one
image, including some margin for growth. This was done
by the data analysts through visual inspection, using the
geographic location of the camp that was shared by NGO

Elva. Several satellite images of each camp on different
moments in time during the period of study were included
in the dataset: up to 10 for each camp. The data analysts
selected the image closest to each census date to train the
algorithm.

Training and machine learning
In the stage of training and machine learning, the goal of
the project and roles of the different partners were clear,
and the partners only collaborated on an incidental
basis. After consulting with the academic advisor on
data science to discuss specific design choices, the model-
ing phase was finalized and the data analysts proceeded
with one of the most recent methods for image recogni-
tion and object extraction from images: Faster R-CNN
(Faster, Region-based Convolutional Neural Network),
developed by Ren et al. (2016). A neural network is a
machine learning algorithm that tries to mimic how our

Figure 1. Co-design tools for creative mapping of processes and ideas used during the workshops in October and November 2018.
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brains work. The neural network algorithm can be trained
to make new observations based on features of an object
that it receives as input.

In this case, the algorithm was trained to recognize tents
based on a training set consisting of 38 satellite images.
The remainder of the images was kept for testing the algo-
rithm after development. Tents on the training set of satel-
lite images were labelled manually by the data analysts
after visual inspection. This was not an easy task as satel-
lite images do not contain any information on the nature
and function of buildings. The expertise of the NGO was
of help: Elva advised to label the smaller tents and build-
ings in the refugee camps as these are likely to be used

to house refugees. Their input helped increase the accuracy
of the algorithm—enhancing algorithmic responsibility.

Training of the algorithm took several machine learning
iterations in which the algorithm self-taught to recognize
tents, which are basically sets of white pixels grouped in a
rectangle. Each tent had a slightly different pixel composition,
depending on the angle of the sun, the arrangement of the
tents and spacing between the tents. Therefore, the algorithm
produced a probability (p) of an object on the image being
a tent, ranging from 0 to 1 (Figure 5). In this stage, the
expertise of the data analysts in training the algorithm
helped producing increasingly better estimations. In add-
ition, decision rules were formulated on what amount of

Figure 2. Satellite images of a refugee camp on March, June, and December 2015, indicating growth of the camp.

Source: Google Earth, Maxar Technologies.

Figure 3. Refugee camp with unclear borders.

Source: Google Earth, Maxar Technologies.
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false positive or false negative classifications is deemed accept-
able. IOM and Elva provided important input on whether
over- or under-estimating the amount of needed supplies
would be more problematic. After discussion between
the partners on values of algorithmic responsibility such
as accuracy and fairness, an object was labelled as a tent
when its detection probability was higher than 0.5.

The estimations of the algorithm improved throughout
several training iterations. After several rounds, one of the
analysts noticed that overfitting of the model occurred.
The algorithm started to wrongly recognize Google Earth
buttons on the satellite images as white tents (Figure 6).
Focus of the algorithm on this specific bias in the training
data negatively impacted the performance of the algorithm
on new data. In response, the data analyst manually cor-
rected these labels from (false) “positives” to “negatives”
so the model would learn from its mistakes in further train-
ing iterations. This prevented a bias in the training data from
compromising the accuracy of the algorithm.

After pre-processing and training, the results of the
detection algorithm were validated based on the manually
labelled test data. The algorithm was able to correctly
detect 36,687 out of the 46,395 tents in the test dataset,
amounting to 79% of the total. It also found 12,431 false
positives, objects which the analysts did not assign visibly
as being tents (Figure 7). However, manual labels might
not coincide fully with the actual purposes of the tents
and buildings and it proved difficult to assess the exact per-
formance of the algorithm, even after taking along the input
of the NGO.

After validation, the analysts published the code of the
object detection algorithm in the open source repository
GitHub1. This established transparency and made the

Figure 4. Image slice before and after contrast stretching.

Source: Google Earth, Maxar Technologies.

Figure 5. Detection of a tent on a satellite image.

Source: Google Earth, Maxar Technologies.

Figure 6. Overfitting of bias in the model.

Source: Google Earth, Maxar Technologies.
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algorithm available for re-use and improvement to actors
outside the consortium.

Post-processing
In the third and final stage of development, the algorithm
was used to make estimations on the total dataset of 56
refugee camps. The tent detections were used as an input
for a linear regression model to estimate the number of refu-
gees in a camp. This choice for a linear regression model
was made after discussion with the partners which raised
awareness of interpretability of both the model and the
results. Values relating to algorithmic accountability
informed this choice. Linear regression was the most
straightforward method to generate an estimate of the popu-
lation of refugee camps. The performance of the algorithm
was expressed as the difference between the estimated and
actual number of people in the camps according to the IOM
censuses.

As the independent variable for regression, different
variables were considered, all of them incorporating infor-
mation from the object detection model in a slightly differ-
ent way. Examples of such variables are the number of
tents, the total tent area and derivatives of those. The data
analysts assessed the performance of these different vari-
ables to estimate the number of refugees in a camp.
Although a derivative of the total surface covered with
tents performed best, the analysts chose to work with the
second-best predictor, the raw total surface area. This
choice was made after discussion with the NGO and the
governance expert to ensure model interpretability for
actors who are managing the camps and will be using the
algorithmic tool. The obtained estimator reads
βArea = 0.13persons / m2, which means that 7.5 m2 extra
surface of tents predicts one extra person. The regression
model used a 95% confidence interval for making estima-
tions of new camps.

The analysts found that all predictions on camps
included in the IOM censuses fell within this interval.
Yet, this confidence interval is quite large and there was
quite some deviation from the predicted population by the
algorithm compared to the actual observations. Input from
IOM and Elva helped explain this. They explained that in
many refugee camps, refugees also live in other types of
shelter and without shelter. In their censuses, IOM made
rough estimates of the percentages of refugees living
without shelter. This accounted for a part of the differences
between the estimated and the actual numbers of refugees.
NGO Elva added that the assumption that tents are fully
occupied is a reasonable one in this region, as resources
are scarce, and a large number of refugees is seeking
shelter. Differences could also be accounted for by the
expertise of the data analysts: In some cases, the dates of
the census and satellite image were further apart or the
exact census date was unknown, resulting in time intervals

in which the camp population may have changed. The
number of days between the date of the Google Earth
image and the date of the camp census was added as an
explanatory variable to account for changes in size of the
camp during the period between both dates. These sugges-
tions based on different types of expertise were used for
further improvement of the algorithm.

Discussion
We presented how an intergovernmental organization
(IOM), an NGO (Elva) and a data analysis company
(Notilyze B.V.) collaborated to design an algorithm to esti-
mate the sizes of Nigerian refugee camps in order to better
manage the delivery of emergency supplies. In different
stages of design—data selection and preprocessing of the
data; training and machine learning of the algorithm; and
postprocessing of the algorithm—input from the different
actors was integrated in the algorithm through the
process, principles, and tools of co-design. For each
stage, we now reflect on how these three aspects of
co-design were implemented, and how this influenced algo-
rithmic responsibility (including values such as accuracy,
privacy, and fairness) and accountability (including values
such as transparency and interpretability). We also reflect
upon instances in which co-design could be strengthened
and the conditions required for this.

In the stage of data selection and pre-processing, the
consortium created a plan and discussed the goals of the
project in several workshops and meetings using co-design
tools. A first prototype resulting from the first design iter-
ation which included only census data was deemed insuffi-
cient by the partners. It did not offer much more information
than the information that was already available through cen-
suses. In a second iteration of design, the partners decided
to explore the use of satellite data for better estimations of
the populations of refugee camps. Expertise from the
NGO and the data analysts contributed to selecting and pre-
paring the data for analysis—while considering values such
as effectiveness, privacy, and fairness. The partners experi-
enced an inherent tension between accuracy and privacy in
the choice of data sources. The use of fine-grained Wi-Fi or
social media data was considered, but the partners deemed
this too privacy invasive. Instead, they chose data on an
aggregate level which were already publicly available.
Although all data sources on refugee mobility are inherently
privacy-encroaching, a balance was sought in the amount of
surveillance needed to service refugee camps.

In the stage of training and machine learning of the algo-
rithm, the goal of the project and roles of the different part-
ners were clear, and the partners collaborated on an
incidental basis. Fitting the principles of co-design, partners
each contributed to the design based on their own expertise
and experience. In this project, the data analysts recognized
an obvious example of overfitting of the algorithm during
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training. However, oftentimes it is unclear whether biases
are present, and overfitting can go unnoticed. Input from
practitioners involved in co-design can help to signal over-
fitting based on more subtle biases in the training data.
Furthermore, by providing representative training sets,
they can help to ensure a longer training time without the
risk of overfitting. Unfortunately, the limited availability
of open source satellite imagery remains an important limi-
tation for pilot projects such as this one.

In the stage of post-processing, input from the partners led
to choosing a simple predictor of the camp population based
on the number of tents so that actors who would be using the
algorithmic tool would understand how outcomes were gen-
erated. Only when users understand how a tool functions,
they can use it for fitting purposes and they are able to use
their discretion in interpretation of the results. Also, insight
in the development of the tool helped users to bear in mind
that the estimations are not perfect, preventing automation
bias. Collaboration in co-design led to an understanding of
the algorithm and how outcomes were generated—contribut-
ing to accountability within the scope of this project.

In addition, disclosure of the source code of the object
detection algorithm created transparency beyond the part-
nership. Others can review the code, make use of it and con-
tinue to improve it. However, as Kroll et al. (2017) argue,
disclosure of the source code is only a first step towards
algorithmic accountability. Not all people—especially not
those in a vulnerable situation—will be able to scrutinize
algorithmic tools used in public governance. In cases such
as the Dutch SyRi algorithm to detect social welfare fraud

and predictive policing algorithms, privacy watchdogs,
human rights organizations, and researchers have scruti-
nized algorithms and started court cases on behalf of
others (Meijer and Wessels, 2019; Van Bekkum and
Borgesius, 2021).

At several moments during development of this algorithm,
the partners experienced that co-design fell short. In pre-
processing of the data, the partners lacked local knowledge
from actors managing the refugee camps in Nigeria. The
NGO consulted with camp management, but they were not
able to invest much time in this project. With local knowl-
edge, the data analysts would have been better able to
define the borders of each camp and to identify the types
of shelters which house refugees in the stage of pre-
processing the satellite images. Also in the phase of training
and machine learning, additional input from local partners
involved in camp management would have helped in formu-
lating decision rules on acceptable amounts of false positive
or false negative classifications and thereby over- or under-
estimating the population of the camps and resources
needed. In the stage of validating and post-processing,
quite a large share of unexplained variance in the model
remained, making it less useful for actors involved in delivery
of goods and services. This unexplained variance might
decrease when accounting for the percentages of people
living in other types of shelters or without shelter. Here
again input from local partners would have helped. Yet, the
stakeholders experienced that this imperfect model still
added value to current camp management. They intended
to use it as an additional tool—as opposed to a replacement

Figure 7. Detection of tents in a refugee camps, showing true positives (green); false positives and double detections (orange); and

false negatives (red).

Source: Google Earth, Maxar Technologies.
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of—decision-making by experienced practitioners with a
thorough understanding of local dynamics and sensitivities.
Eventually, the model based on satellite data was combined
with census data from IOM to arrive at better estimations.

Inaccuracy of the model could also be a source of informa-
tion in itself: if the model structurally underestimates the
number of people in a camp based on the observed tents,
this would indicate a shortage of tents and supplies that can
be addressed. A more extensive evaluation of the tool has
yet to be completed. At the start of the project IOM, Elva
and Notilyze agreed that the model would be evaluated by
implementing it for two camps. However, by the time the
model was ready to be tested in March 2020, other pressing
matters arose for camp management, IOM and the NGO.
Their focus and resources shifted towards other tasks and
the implementation has been postponed.

Conclusion
This paper assessed the effects of co-design as a method
to ensure responsibility and accountability of algorithmic
governance. Calls for ethically and socially responsible
AI often fail to provide solutions beyond stressing the
importance of transparency, interpretability, and fairness
(cf. Aizenberg and Van den Hoven, 2020). Co-design
has been suggested as an alternative to ex post solutions
such as transparency and regulation of algorithms (Lepri
et al., 2018). The implementation and effects of co-design
have however not yet been studied in the context of the
design of algorithms for public governance where atten-
tion for public values is essential.

Our case study of co-design of an algorithm to support
supply management of Nigerian refugee camps demon-
strates that co-design supported responsible algorithmiza-
tion in the choice of big data sources and through
preventing reinforcement of biases (Meijer and
Grimmelikhuijsen, 2020). Accuracy and privacy were con-
sidered in the design, but inherent tensions remain in
designing surveillance of populations. Furthermore,
co-design helped in creating an algorithm that was under-
standable to its users. By being part of the design process
from the onset, it was clear to those who would be using
the tool what data sources the algorithm uses as input and
what indicator it uses to estimate the number of refugees
in a camp. They were able to decide on suitable purposes
for the tool and use their discretion in interpretation of the
results. This enhanced algorithmic accountability.

Interpretability, along with fairness, accountability and
transparency of algorithms, are an active research area now-
adays (cf. Rudin et al., 2021). Many computer scientists are
either trying to pry open black-box models, or they strive
for designing inherently interpretable and accurate
machine learning algorithms. Our findings support the
hypothesized effects of co-design (Blomkamp, 2018) and
align with other studies on value-sensitive design

(Aizenberg and Van den Hoven, 2020; Zhu et al., 2018),
human-centered design (Baumer, 2017) and participatory
design (Whitman et al., 2018) of algorithms and AI: in
development of this algorithm, co-design with stakeholders
led to a more accurate and more responsible tool.
Furthermore, at different moments in the design of the algo-
rithm, partners were responsive towards the intended users
and beneficiaries (camp managers and refugees) although
these groups were not directly represented in the consor-
tium. Finally, co-design fostered cooperation and trust
between the partners which prevented a mismatch
between the functionalities of the tool and the purposes
for which it would be used in practice.

It is yet unclear whether this eventually leads to better
servicing of refugee camps. First, implementation and
scaling of this pilot project proved difficult. Embedding
of the tool in the routines of the organizations collaborating
in camp management has suffered delays due to budgetary
shortfalls and the COVID-19 pandemic. Earlier research
pointed out that scaling of public and social innovation
requires prioritization and a profound change in beliefs
and routines within the organizations involved (Westley
and Antatze, 2010). Second, access to better data and algo-
rithmic support do not always convince governments and
their partners to change action. Earlier studies provide
examples in which evidence from satellite imagery did
not result in better aid for affected populations (Hasian,
2016; Raymond et al., 2013).

The management of refugee migration presented a crit-
ical case in which responsible and accountable algorithmic
governance is essential. Our findings may have broader
relevance for algorithmic governance in other domains
of the public sector where responsibility and accountabil-
ity of algorithms are at stake. This for example includes the
governance of public security and public health where
unfair and opaque algorithms have been used (Ferguson,
2017; Obermeyer et al., 2019). Also in development of
algorithms for these domains of the public sector,
co-design could provide stakeholders with opportunities
to steer towards more responsible and accountable algo-
rithms, in addition to setting standards and forcing
regulation.

An important limitation of our study was that intended
beneficiaries of the tool—refugees living in the camps—
were not part of the consortium and the co-design
process. Including affected communities in the design of
algorithms is suggested in earlier studies into big data ana-
lytics for humanitarian aid (Mulder et al., 2016). Through
their lived experiences, they can offer new perspectives
for design. Co-design by intended beneficiaries ensures
legitimacy as it helps developing an algorithm which
serves their needs (Meijer and Grimmelikhuijsen, 2020).
Including these groups also supports accountability by
making the algorithm accessible and understandable to
those who are subject to it (Kroll et al., 2017). Lastly,
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co-design can also be emancipatory: refugees can reclaim
the technology in their search for safe passage and
shelter. For example in case of this study, knowledge of
availability of spaces in refugee camps could support migra-
tion decision-making. However, similar to other studies in
which refugees are usually data subjects rather than data
experts (Masso and Kasapoglu, 2020), we experienced bar-
riers in involving this group. It proved difficult and uneth-
ical to ask vulnerable populations to invest their time in a
demanding long-term pilot project with yet uncertain out-
comes for their personal situation. In this project, their
absence was only partly compensated through input from
the NGO and IOM and consultations with local camp man-
agers. Future research should focus on developing flexible
arrangements for involvement in co-design under difficult
circumstances and in rapidly changing conditions.

Declaration of conflicting interests

The authors declared no potential conflicts of interest with respect
to the research, authorship, and/or publication of this article.

Funding

The authors disclosed receipt of the following financial support for
the research, authorship, and/or publication of this article: This
study received funding from the City of The Hague
Humanitarian Action Challenge under grant agreement number
18.238 and Grand Challenges Canada under grant agreement
number R-HGC-POC-2007-34904.

ORCID iDs

Rianne Dekker https://orcid.org/0000-0001-6460-4223
Paul Koot https://orcid.org/0000-0002-5016-7891
S. Ilker Birbil https://orcid.org/0000-0001-7472-7032

Note

1. https://github.com/Notilyze/Faster-R-CNN-Object-Detection

References

Aizenberg E and Van den Hoven J (2020) Designing for human
rights in AI. Big Data & Society 7(2): 1–14.

Andrews L (2019) Public administration, public leadership and the
construction of public value in the age of the algorithm and ‘big
data’. Public Administration 97(2): 296–310.

Ansell C (2016) Collaborative governance as creative
problem-solving. In: Torfing J and Triantafillou P (eds)
Enhancing Public Innovation by Transforming Public
Governance. Cambridge: Cambridge University Press,
pp.35–53.

Baumer EP (2017) Toward human-centered algorithm design. Big
Data & Society 4(2): 1–12.

Beduschi A (2021) International migration management in the age
of artificial intelligence. Migration Studies 9(3): 576–596.

Bjorgo E (2000) Using very high spatial resolution multispectral
satellite sensor imagery to monitor refugee camps.
International Journal of Remote Sensing 21(3): 611–616.

Blomkamp E (2018) The promise of co-design for public
policy. Australian Journal of Public Administration 77(4):
729–743.

Boyd D and Crawford K (2012) Critical questions for big data.
Information, Communication & Society 15(5): 662–679.

Broeders D and Dijstelbloem H (2015) The datafication of mobil-
ity and migration management. The mediating state and its
consequences. In: Van der Ploeg I and Pridmore J (eds)
Digitizing Identity: Doing Identity in a Networked World.
London: Routledge, pp.242–260.

Bruha I (2000) From machine learning to knowledge discovery:
Survey of preprocessing and postprocessing. Intelligent Data
Analysis 4(3-4): 363–374.

Bryson JM, Crosby BC and Seo D (2020) Using a design approach
to create collaborative governance. Policy & Politics 48(1):
167–189.

Bullock J, Young MM and Wang YF (2020) Artificial intelli-
gence, bureaucratic form, and discretion in public service.
Information Polity 25(4): 491–506.

Burrell J (2016) How the machine ‘thinks’: Understanding opacity
in machine learning algorithms. Big Data & Society 3(1):
2053951715622512.

Busuioc M (2020) Accountable artificial intelligence: Holding
algorithms to account. Public Administration Review: Early
view online.

Chatfield AT and Reddick CG (2018) Customer agility and
responsiveness through big data analytics for public value cre-
ation: A case study of Houston 311 on-demand services.
Government Information Quarterly 35(2): 336–347.

Curry T, Croitoru A, Crooks A and Stefanidis A (2019) Exodus
2.0: Crowdsourcing geographical and social trails of mass
migration. Journal of Geographical Systems 21(1): 161–187.

Danaher J, Hogan MJ, Noone C, Kennedy R, Beha A, De Paor A
and Murphy MH (2017) Algorithmic governance: Developing
a research agenda through the power of collective intelligence.
Big Data & Society 4(2): 2053951717726554.

Dekker R, Engbersen GBM, Klaver J and Vonk H (2018) Smart
refugees: How Syrian asylum migrants use social media infor-
mation in migration decision-making. Social Media+ Society
4(1): 2056305118764439.

Dekker R, Geuijen K and Oliver C (2021) Tensions of evaluating
innovation in a living lab: Moving beyond actionable knowl-
edge production. Evaluation: 1356389021997848.

Desouza KC and Jacob B (2017) Big data in the public sector:
Lessons for practitioners and scholars. Administration &
Society 49(7): 1043–1064.

Dijstelbloem H (2017) Migration tracking is a mess. Nature
543(7643): 32–34.

Eubanks V (2018) Automating Inequality. How High-Tech Tools
Profile, Police, and Punish the Poor. New York: St Martin’s
Press.

Ferguson AG (2017) The Rise of Big Data Policing: Surveillance,
Race, and the Future of Law Enforcement. New York:
New York University Press.

Flach P (2012) Machine Learning. The Art and Science of
Algorithms That Make Sense of Data. Cambridge:
Cambridge University Press.

Friedman B and Hendry DG (2019) Value Sensitive Design:
Shaping Technology with Moral Imagination. Cambridge:
MIT Press.

Dekker et al. 13

https://orcid.org/0000-0001-6460-4223
https://orcid.org/0000-0001-6460-4223
https://orcid.org/0000-0002-5016-7891
https://orcid.org/0000-0002-5016-7891
https://orcid.org/0000-0001-7472-7032
https://orcid.org/0000-0001-7472-7032
https://github.com/Notilyze/Faster-R-CNN-Object-Detection
https://github.com/Notilyze/Faster-R-CNN-Object-Detection


Giada S, De Groeve T, Ehrlich D and Soille P (2003) Information
extraction from very high resolution satellite imagery over
Lukole refugee camp, Tanzania. International Journal of
Remote Sensing 24(22): 4251–4266.

Giest S and Grimmelikhuijsen SG (2020) Introduction to special
issue algorithmic transparency in government: Towards a
multi-level perspective. Information Polity (Preprint): 1–9.

Goddard K, Roudsari A and Wyatt JC (2012) Automation bias: A
systematic review of frequency, effect mediators, and mitiga-
tors. Journal of the American Medical Informatics
Association 19(1): 121–127.

Goldfinch S (2007) Pessimism, computer failure, and information
systems development in the public sector. Public
Administration Review 67(5): 917–929.

Gritsenko D and Wood M (2020) Algorithmic governance: A
modes of governance approach. Regulation & Governance.
Early view online.

Han X, Zhong Y, Zhao B and Zhang L (2017) Scene classification
based on a hierarchical convolutional sparse auto-encoder for
high spatial resolution imagery. International Journal of
Remote Sensing 38(2): 514–536.

Hartley J, Sørensen E and Torfing J (2013) Collaborative innov-
ation: A viable alternative to market competition and organiza-
tional entrepreneurship. Public Administration Review 73(6):
821–830.

Hasian M (2016) Forensic Rhetorics and Satellite Surveillance:
The Visualization of War Crimes and Human Rights
Violations. Washington: Lexington Books.

Hermus M, Van Buuren A and Bekkers V (2020) Applying design
in public administration: A literature review to explore the state
of the art. Policy & Politics 48(1): 21–48.

Huxham C (2003) Action research as a methodology for theory
development. Policy & Politics 31(2): 239–248.

IOM & European Commission (2018) Big Data for Migration
Alliance (BD4M). Harnessing the potential of new data
sources and innovative methodologies for migration.
Available at: https://data4migration.org/ (accessed 2
November 2020).

Janis IL (1982) Groupthink: Psychological Studies of Policy
Decisions and Fiascoes. Boston, MA: Houghton Mifflin.

Kettl D (2018) Little Bites of Big Data for Public Policy. Thousand
Oaks, CA: Sage.

Kitchin R (2017) Thinking critically about and researching algo-
rithms. Information, Communication & Society 20(1): 14–29.

Klievink B, Romijn B, Cunningham S and De Bruijn H (2017) Big
data in the public sector: Uncertainties and readiness.
Information Systems Frontiers 19(2): 267–283.

Kroll JA, Barocas S, Felten EW, Reidenberg JR, Robinson DG
and Yu H (2017) Accountable algorithms. University of
Pennsylvania Law Review 165(3): 633–706.

Kuchai N, Shepherd P, Calabria-Holley J, Copping A, Matard A
and Coley D (2020) The potential for computational IT tools
in disaster relief and shelter design. Journal of International
Humanitarian Action 5: 1–20.

Lepri B, Oliver N, Letouzé E, Pentland A and Vinck P (2018) Fair,
transparent, and accountable algorithmic decision-making pro-
cesses. Philosophy & Technology 31(4): 611–627.

Lewis JM, McGann M and Blomkamp E (2020) When design
meets power: Design thinking, public sector innovation and
the politics of policymaking. Policy & Politics 48(1): 111–130.

Masso A and Kasapoglu T (2020) Understanding power positions
in a new digital landscape: Perceptions of Syrian refugees and
data experts on relocation algorithm. Information,
Communication & Society 23(8): 1203–1219.

Mazzoli M, Diechtiareff B, Tugores A, Wives W, Adler N, Colet P
and Ramasco JJ (2020) Migrant mobility flows characterized
with digital data. Plos One 15(3): e0230264.

McGann M, Blomkamp E and Lewis JM (2018) The rise of public
sector innovation labs: Experiments in design thinking for
policy. Policy Sciences 51(3): 249–267.

Meijer AJ and Grimmelikhuijsen SG (2020) Responsible and
accountable algorithmization: How to generate citizen trust in
governmental usage of algorithms. In: Peeters R and
Schuilenburg M (eds) The Algorithmic Society. London:
Routledge, pp.53–66.

Meijer AJ and Wessels M (2019) Predictive policing: Review of
benefits and drawbacks. International Journal of Public
Administration 42(12): 1031–1039.

Mergel I, Rethemeyer RK and Isett K (2016) Big data in public
affairs. Public Administration Review 76(6): 928–937.

Milakovich ME (2012) Anticipatory government: Integrating big
data for smaller government. Internet, politics, policy 2012:
Big data, big challenges.

Mittelstadt BD, Allo P, Taddeo M, Wachter S and Floridi L (2016)
The ethics of algorithms: Mapping the debate. Big Data &
Society 3(2): 2053951716679679.

Mulder F, Ferguson J, Groenewegen P, Boersma K and Wolbers J
(2016) Questioning big data: Crowdsourcing crisis data
towards an inclusive humanitarian response. Big Data &
Society 3(2): 2053951716662054.

Obermeyer Z, Powers B, Vogeli C and Mullainathan S (2019)
Dissecting racial bias in an algorithm used to manage the
health of populations. Science 366(6464): 447–453.

OCHA (2020) The Humanitarian Data Exchange. United Nations
Office for the Coordination of Humanitarian Affairs. Available
at: https://data.humdata.org/ (accessed 22 December 2020).

O’Malley M (2014) Doing what works: Governing in the age of
big data. Public Administration Review 74(5): 555–556.

Pasquale F (2015) The Black Box Society. Cambridge, MA:
Harvard University Press.

Piotrowski SJ and Rosenbloom DH (2002) Nonmission-based
values in results-oriented public management: The case of
freedom of information. Public Administration Review 62(6):
643–657.

Raymond NA, Davies BI, Card BL, Achkar ZA and Baker IL
(2013) While we watched: Assessing the impact of the satellite
sentinel project. Georgetown Journal of International Affairs
14(2): 185–191.

Ren S, He K, Girshick R and Sun J (2016) Faster R-CNN: towards
real-time object detection with region proposal networks. IEEE
Transactions on Pattern Analysis and Machine Intelligence
39(6): 1137–1149.

Rudin C, Chen C, Chen Z, Huang H, Semenova L and Zhong C
(2021) Interpretable machine learning: Fundamental
principles and 10 grand challenges. ArXiv preprint
arXiv:2103.11251.

Ruijer HJM, Grimmelikhuijsen SG, Hogan M, Enzerink S, Ojo A
and Meijer AJ (2017) Connecting societal issues, users and
data. Scenario-based design of open data platforms.
Government Information Quarterly 34(3): 470–480.

14 Big Data & Society

https://data4migration.org/
https://data4migration.org/
https://data.humdata.org/
https://data.humdata.org/


Safarov I, Meijer AJ and Grimmelikhuijsen SG (2017) Utilization
of open government data: A systematic literature review of
types, conditions, effects and users. Information Polity 22(1):
1–24.

Salah AA, Pentland A, Lepri B and Letouzé E (2019) Guide to
Mobile Data Analytics in Refugee Scenarios. Berlin: Springer.

Schuler D and Namioka A (Eds.) (1993) Participatory Design:
Principles and Practices. Lawrence Erlbaum Associates, Inc.

Statistics Netherlands (2018) Available at: https://www.cbs.nl/en-
gb/corporate/2018/09/mapping-migrant-flows-with-satellites
(Accessed 19 August 2019).

Stringer E (1996) Action Research: A Handbook for Practitioners.
Thousand Oaks, CA: Sage Publications.

UNHCR (2018) Global trends. Forced displacement in 2017.
Available at: https://www.unhcr.org/5b27be547.pdf (Accessed
13 August 2019).

UNHCR (2020) Nigeria emergency. Available at: https://www.
unhcr.org/nigeria-emergency.html (Accessed 20 October 2020).

UNITAR (2020) United Nations satellite analysis and applied
research programme. Available at: https://unitar.org/maps
(Accessed 2 November 2020).

Van Bekkum M and Borgesius FZ (2021) Digital welfare fraud
detection and the Dutch SyRI judgment. European Journal
of Social Security: 13882627211031257.

Van der Voort HG, Klievink AJ, Arnaboldi M and Meijer AJ
(2019) Rationality and politics of algorithms. Will the
promise of big data survive the dynamics of public decision
making? Government Information Quarterly 36(1): 27–38.

Van Etten A (2018) You only look twice: Rapid multi-scale object
detection in satellite imagery. arXiv preprint arXiv: 1805.09512.

Wang S, So E and Smith P (2015) Detecting tents to estimate the
displaced populations for post-disaster relief using high reso-
lution satellite imagery. International Journal of Applied
Earth Observation and Geoinformation 36: 87–93.

Westley F and Antadze N (2010) Making a difference: Strategies
for scaling social innovation for greater impact. Innovation
Journal 15(2.

Whitman M, Hsiang CY and Roark K (2018) Potential for partici-
patory big data ethics and algorithm design: A scoping
mapping review. Proceedings of the 15th Participatory
Design Conference 2: 1–6.

Wieland M and Pittore M (2014) Performance evaluation of
machine learning algorithms for urban pattern recognition
from multi-spectral satellite images. Remote Sensing 6(4):
2912–2939.

Willekens F, Massey D, Raymer J and Beauchemin C (2016)
International migration under the microscope. Science
352(6288): 897–899.

Williamson B (2014) Knowing public services: Cross-sector inter-
mediaries and algorithmic governance in public sector reform.
Public Policy and Administration 29(4): 292–312.

Yeung K (2017) ‘Hypernudge’: Big data as a mode of regulation
by design. Information, Communication & Society 20(1):
118–136.

Yeung K and Lodge M (2019) Algorithmic regulation: An intro-
duction. In: Yeung K and Lodge M (eds) Algorithmic
Regulation. Oxford: Oxford University Press, pp.1–18.

ZhuH,YuB,HalfakerA andTerveen L (2018)Value-sensitive algo-
rithmdesign:Method, case study, and lessons.Proceedings of the
ACM on Human-Computer Interaction 2: 1–23.

Dekker et al. 15

https://www.cbs.nl/en-gb/corporate/2018/09/mapping-migrant-flows-with-satellites
https://www.cbs.nl/en-gb/corporate/2018/09/mapping-migrant-flows-with-satellites
https://www.cbs.nl/en-gb/corporate/2018/09/mapping-migrant-flows-with-satellites
https://www.unhcr.org/5b27be547.pdf
https://www.unhcr.org/5b27be547.pdf
https://www.unhcr.org/nigeria-emergency.html
https://www.unhcr.org/nigeria-emergency.html
https://www.unhcr.org/nigeria-emergency.html
https://unitar.org/maps
https://unitar.org/maps

	 Introduction
	 Co-design and algorithmic governance
	 Algorithmic governance of refugee migration
	 Data and method
	 Results
	 Data selection and pre-processing
	 Training and machine learning
	 Post-processing

	 Discussion
	 Conclusion
	 Note
	 References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile ()
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 5
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    33.84000
    33.84000
    33.84000
    33.84000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    9.00000
    9.00000
    9.00000
    9.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A0648062706410642062900200644064406370628062706390629002006300627062A002006270644062C0648062F0629002006270644063906270644064A06290020064506460020062E06440627064400200627064406370627062806390627062A00200627064406450643062A0628064A062900200623064800200623062C06470632062900200625062C06310627062100200627064406280631064806410627062A061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0020064506390020005000440046002F0041060C0020062706440631062C062706210020064506310627062C063906290020062F0644064A0644002006450633062A062E062F06450020004100630072006F006200610074061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d044204380020043704300020043a0430044704350441044204320435043d0020043f04350447043004420020043d04300020043d043004410442043e043b043d04380020043f04400438043d04420435044004380020043800200443044104420440043e043904410442043204300020043704300020043f04350447043004420020043d04300020043f0440043e0431043d04380020044004300437043f0435044704300442043a0438002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b0020006e0061002000730074006f006c006e00ed006300680020007400690073006b00e10072006e00e100630068002000610020006e00e1007400690073006b006f007600fd006300680020007a0061015900ed007a0065006e00ed00630068002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006c006100750061002d0020006a00610020006b006f006e00740072006f006c006c007400f5006d006d006900730065007000720069006e0074006500720069007400650020006a0061006f006b00730020006b00760061006c006900740065006500740073006500740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003b303b903b1002003b503ba03c403cd03c003c903c303b7002003c003bf03b903cc03c403b703c403b103c2002003c303b5002003b503ba03c403c503c003c903c403ad03c2002003b303c103b103c603b503af03bf03c5002003ba03b103b9002003b403bf03ba03b903bc03b103c303c403ad03c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f006200650020005200650061006400650072002000200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005E205D105D505E8002005D405D305E405E105D4002005D005D905DB05D505EA05D905EA002005D105DE05D305E405E105D505EA002005E905D505DC05D705E005D905D505EA002005D505DB05DC05D9002005D405D205D405D4002E002005DE05E105DE05DB05D9002005D4002D005000440046002005E905E005D505E605E805D905DD002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV <FEFF005a00610020007300740076006100720061006e006a0065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0061007400610020007a00610020006b00760061006c00690074006500740061006e0020006900730070006900730020006e006100200070006900730061010d0069006d006100200069006c0069002000700072006f006f006600650072002000750072006501110061006a0069006d0061002e00200020005300740076006f00720065006e0069002000500044004600200064006f006b0075006d0065006e007400690020006d006f006700750020007300650020006f00740076006f00720069007400690020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006b00610073006e0069006a0069006d0020007600650072007a0069006a0061006d0061002e>
    /HUN <FEFF004d0069006e0151007300e9006700690020006e0079006f006d00610074006f006b0020006b00e90073007a00ed007400e9007300e900680065007a002000610073007a00740061006c00690020006e0079006f006d00740061007400f3006b006f006e002000e9007300200070007200f300620061006e0079006f006d00f3006b006f006e00200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002c00200068006f007a007a006f006e0020006c00e9007400720065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00610074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002c00200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002000e9007300200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c00200020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b007500720069006500200073006b00690072007400690020006b006f006b0079006200690161006b0061006900200073007000610075007300640069006e007400690020007300740061006c0069006e0069006100690073002000690072002000620061006e00640079006d006f00200073007000610075007300640069006e007400750076006100690073002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0074007500730020006b00760061006c0069007400610074012b0076006100690020006400720075006b010101610061006e00610069002000610072002000670061006c006400610020007000720069006e00740065007200690065006d00200075006e0020007000610072006100750067006e006f00760069006c006b0075006d0075002000690065007300700069006500640113006a00690065006d002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f3007700200050004400460020007a002000770079017c0073007a010500200072006f007a0064007a00690065006c0063007a006f015b0063006901050020006f006200720061007a006b00f30077002c0020007a0061007000650077006e00690061006a0105006301050020006c006500700073007a01050020006a0061006b006f015b0107002000770079006400720075006b00f30077002e00200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000700065006e007400720075002000740069007001030072006900720065002000640065002000630061006c006900740061007400650020006c006100200069006d007000720069006d0061006e007400650020006400650073006b0074006f00700020015f0069002000700065006e0074007200750020007600650072006900660069006300610074006f00720069002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043f044004350434043d04300437043d043004470435043d043d044b044500200434043b044f0020043a0430044704350441044204320435043d043d043e04390020043f043504470430044204380020043d04300020043d043004410442043e043b044c043d044b04450020043f04400438043d044204350440043004450020043800200443044104420440043e04390441044204320430044500200434043b044f0020043f043e043b044304470435043d0438044f0020043f0440043e0431043d044b04450020043e0442044204380441043a043e0432002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e00200020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f00620065002000500044004600200070007200650020006b00760061006c00690074006e00fa00200074006c0061010d0020006e0061002000730074006f006c006e00fd0063006800200074006c0061010d00690061007201480061006300680020006100200074006c0061010d006f007600fd006300680020007a006100720069006100640065006e0069006100630068002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e000d000a>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f0062006500200050004400460020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020006e00610020006e0061006d0069007a006e006900680020007400690073006b0061006c006e0069006b0069006800200069006e0020007000720065007600650072006a0061006c006e0069006b00690068002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF004d00610073006100fc0073007400fc002000790061007a013100630131006c006100720020007600650020006200610073006b01310020006d0061006b0069006e0065006c006500720069006e006400650020006b0061006c006900740065006c00690020006200610073006b013100200061006d0061006301310079006c0061002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043404400443043a04430020043d04300020043d0430044104420456043b044c043d043804450020043f04400438043d044204350440043004450020044204300020043f04400438044104420440043e044f044500200434043b044f0020043e044204400438043c0430043d043d044f0020043f0440043e0431043d0438044500200437043e04310440043004360435043d044c002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames false
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks true
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo true
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


