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A B S T R A C T   

Identifying the different influences of symptoms in dynamic psychopathology models may hold promise for 
increasing treatment efficacy in clinical applications. Dynamic psychopathology models study the behavioral 
patterns of symptom networks, where symptoms mutually enforce each other. Interventions could be tailored to 
specific symptoms that are most effective at lowering symptom activity or that hinder the further development of 
psychopathology. Simulating interventions in psychopathology network models fits in a novel tradition where 
symptom-specific perturbations are used as in silico interventions. Here, we present the NodeIdentifyR algorithm 
(NIRA) to identify the projected most efficient, symptom-specific intervention target in a network model (i.e., the 
Ising model). We implemented NIRA in a freely available R package. The technique studies the projected effects 
of symptom-specific interventions by simulating data while symptom parameters (i.e., thresholds) are system
atically altered. The projected effect of these interventions is defined in terms of the expected change in overall 
symptom activity across simulations. With this algorithm, it is possible to study (1) whether symptoms differ in 
their projected influence on the behavior of the symptom network and, if so, (2) which symptom has the largest 
projected effect in lowering or increasing overall symptom activation. As an illustration, we apply the algorithm 
to an empirical dataset containing Post-Traumatic Stress Disorder symptom assessments of participants who 
experienced the Wenchuan earthquake in 2008. The most important limitations of the method are discussed, as 
well as recommendations for future research, such as shifting towards modeling individual processes to validate 
these types of simulation-based intervention methods.   

1. Introduction 

Recent research focuses on the distinct roles that symptoms may play 
in the development of psychopathology [1]. For example, some symp
toms could have stabilizing effects, meaning that once they are present, 
they also activate related symptoms (e.g., the presence of the depressive 
symptom “fatigue” also leads to the activation of the symptom “loss of 
energy”) [2]. In this way, these stabilizing symptoms may influence the 
spread of symptom activity and the development of psychiatric disor
ders. Investigating whether symptoms have different roles in the onset 
and development of psychopathology, and, if so, developing a meth
odology to identify the most influential symptoms could have promising 
clinical implications for increasing treatment efficacy [3,4]. Clinical 

interventions could be tailored to specific symptoms that are most 
effective in lowering symptom activity or that hinder the further 
development of psychopathology. 

Treatments for mental disorders already make use of symptom- 
specific interventions. For example, in the case of Generalized Anxiety 
Disorder (GAD), interventions exist for a distinct type of worrying 
problems using Cognitive Behavioral Therapy (CBT) [5]. In the case of 
Major Depressive Disorder (MDD), specific treatment programs have 
been developed for suicidal behavior [6]. Symptom-specific in
terventions are also being developed in clinical trials, such as particular 
CBT for psychosis which focuses on treating hallucinations or delusions 
[7]. Furthermore, symptom-specific treatments are used in experimental 
settings, such as randomized controlled trials, to compare the specific 
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effects of different treatment conditions, for example, between psycho
therapy and psychopharmacology [8]. By using novel technology, 
“micro-interventions” can be administered via smartphones as a 
personalized approach to target the depressed mood symptom [9]. 
However, it is vital to consider the propelling effects from intervening on 
one symptom to other symptoms due to their potential interrelatedness 
[4]. 

An established framework to study psychopathology as an interre
lated, dynamic system of symptoms is the network theory of mental 
disorders [2,10]. The network theory of psychopathology has been 
applied to a variety of psychiatric disorders (e.g., for MDD, see [11], for 
GAD, see [12], for Post-Traumatic Stress Disorder, see [13], for Psy
chosis, see [14]; and for Autism Spectrum Disorder, see [15]). According 
to this theory, symptoms are not passive manifestations of one under
lying mental disorder that acts as the common cause. Instead, symptoms 
play an active part in developing and maintaining psychopathology. By 
representing psychopathology as a dynamic system, symptoms are no 
longer (statistically) exchangeable, meaning they could play different 
roles in the maintenance and development of psychiatric disorders 
[1,10]. 

Various statistical network models have been developed over the 
past years that analyze the co-occurrence of symptoms estimated from 
data, using, for example, clinical interviews or questionnaires (e.g., see 
[16–18]). In these network models, nodes represent symptoms, and edges 
represent the unique associations between symptoms (see Fig. 1 [2,17]). 
Edge parameters are called edge weight parameters and denote the 
unique, weighted (i.e., edges can be present with a certain strength), 
statistical associations between a pair of symptoms when controlling for 
the presence of all other symptoms in the network [19]. Positive 
(negative) edge weight parameters denote positive (negative) associa
tions. For example, suppose two symptoms such as “worry” and “irri
tability” are strongly positively associated. In that case, the theory 
proposes the hypothesis that the presence of the “worry” symptom leads 
to the activation of the “irritability” symptom as well, and vice versa 
[2,10]. Different methods are used to estimate the edge weights, 
depending on the model used and the scale of the raw data. For example, 
in network models estimated from continuous data, such as the Gaussian 

Graphical Model (GGM) [17], edge weights are computed from the 
partial correlations of each pair of nodes. To obtain sparsity and account 
for false-positive edges, regularization is imposed on the network 
structure, meaning that small edge parameters are shrunk to zero (the 
most-used regularization technique is lasso, see [18,20] for details). 
Furthermore, network models can also have parameters for the dispo
sition of symptoms to manifest, which can be strong or weak (e.g., see 
[18,21–23]). A symptom with a strong disposition to be “off”, for 
example, ‘suicidal ideation’, requires much ‘input’ such as stress before 
it will manifest. 

To assess the relative importance of symptoms in psychopathology 
networks estimated from observational data, the concept of node cen
trality was received with high hopes [24]. Centrality indices stem from 
the domain of social networks, in which the most central node in the 
network has the largest number of edges with neighboring nodes and the 
most substantial edges [25]. The concept was translated to psychology 
[26], where the centrality hypothesis states that the most central nodes 
are the best intervention targets, as they are thought to represent the 
most influential nodes in a network [27]. Therefore, centrality metrics 
are used in psychopathology networks to identify possible intervention 
targets [2,19,24,28,29]. However, several researchers have raised 
doubts regarding the suitability of centrality indices in psychological 
networks [24,30–34]. Centrality indices are based on the structure of the 
psychological network (i.e., the presence and strength of edges), but do 
not explicitly consider the dynamics of the network (i.e., how symptoms 
influence each other’s presence). It is not evident how the structure of 
statistical network models relates to causal influences of symptoms: a 
causal process running over the network structure needs to be assumed 
before one can assess causal claims [31,35,36]. 

A developing novel tradition studies the projected influences of 
symptoms in psychopathology models using simulated symptom- 
specific perturbations as in silico interventions [33,35,37,38]. By 
altering characteristics of the symptom network, such as systematically 
deactivating symptoms (i.e., altering the symptom variables’ state) the 
symptom’s projected influence on the behavior of the network can be 
studied (see for example: [33,35,37]). For example, the value of a 
symptom such as “loss of energy” is set to zero to simulate its treatment 
effect on the rest of the network. The procedure is repeated for all other 
symptoms in the network. The projected impact of this symptom-specific 
intervention is calculated as the change in the overall symptom sum 
score. The node with the most significant expected influence is the node 
that propels the most substantial change in the next simulation iteration 
[37]. 

However, the clinical representation of simulating an intervention by 
altering the symptom’s state (i.e., forcing the symptom to be absent) 
does not take into account that nodes all have different dispositions for 
manifestation. The different dispositions of symptoms make in
terventions differ in their effectiveness to treat symptoms [39]. 
Furthermore, from a clinical perspective, it is unlikely that a treatment 
intervention will forever push the presence of a symptom to zero. 
Instead, interventions are more likely to lower the probability of symp
toms being present. In other words, symptoms may still be present from 
time to time, but after the intervention, they are less likely to occur. 
Therefore, a better clinical representation of simulating interventions 
would be the alteration of symptom parameters in a network model. 

Symptom parameters can be altered in two ways: by increasing or 
decreasing the nodes’ internal dispositions for activation. A symptom’s 
disposition for activation can be decreased so that it is less likely to 
manifest. This would mimic a clinical intervention on a specific symp
tom, which we call an alleviating intervention. When done systematically, 
one can study which alleviating intervention on a specific symptom in a 
network model has the most substantial projected effect on lowering 
overall symptom activity. Contrary, a symptom’s parameter can also be 
increased such that it is more prone to activation, which we call an 
aggravating intervention. This would mimic the effect of a stressful event 
on the symptom, increasing its probability of manifestation. 

Fig. 1. Example of a Symptom Network Model Note. A hypothetical symptom 
network model for five psychopathology symptoms (S1-S5). Circles in the 
network represent nodes, which refer to the symptom variables (S1-S5). Lines 
that connect the circles represent edges, where green lines represent positive 
associations. The thickness of the edges represents the magnitude of their as
sociation. In this hypothetical network, there is a relatively strong association 
between S5 and S2, which means that if S2 is activated, S5 is likely to activate 
as well, and vice versa. Contrary, there is no direct relation between S3 and S4 
when controlling for the other nodes in the network (S1, S2, and S5). (For 
interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 
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Aggravating interventions are used to study which symptom would have 
the most substantial projected effect on deteriorating the network’s state 
in a stressful event. 

This paper presents an algorithm that outlines node-specific target 
points for interventions on psychopathology networks, which are esti
mated from observational data. The algorithm focuses on the clinical 
importance of a symptom by altering its parameter and studying its 
projected effect on the behavior of the network. With this algorithm, it is 
possible to study (1) whether symptoms have distinct projected in
fluences on the behavior of the network and if so, (2) which symptom 
has the most substantial projected effect after an alleviating intervention 
and aggravating intervention. In the following section, the algorithm is 
explained and applied to an empirical dataset containing assessments of 
Post-Traumatic Stress Disorder (PTSD) symptoms. 

2. Methods 

In this section, we explain the rationale behind the proposed tech
nique. Furthermore, we outline the analysis design to apply the tech
nique to an empirical dataset of PTSD symptoms. 

2.1. NodeIdentifyR algorithm 

We present the NodeIdentifyR algorithm (NIRA) to identify the pro
jected most efficient, symptom-specific intervention target in psycho
logical networks1. This technique studies the projected effects of 
symptom-specific interventions by simulating data when symptom pa
rameters are systematically altered. The effect of these perturbations is 
calculated as the change in overall symptom activation of the network. 

2.1.1. Model 
The algorithm uses the Ising Model as a representation of psycho

pathological dynamic systems. The Ising model originates in physics and 
describes the interaction between states of particles connected in a 
network (originally, the Ising model was constructed to explain 
magnetism; [40]). Since the model’s characteristics align with the 
network theory of psychopathology, it is often used as a statistical model 
of symptom networks [23,41]. The model is sufficiently simple to be 
mathematically tractable and at the same time, sufficiently rich to 
represent important phenomena of mental disorders. For example, the 
presence of alternative stable states (i.e., the system can be in a healthy 
state or disorder state), critical transitions (i.e., the system can suddenly 
jump towards a disordered state when faced with enough stress), and 
hysteresis (i.e., once the system is stuck in the disordered state, it re
quires a stronger reduction of stress to recover than the original level of 
stress that caused the critical transition [11]). The Ising model uses bi
nary data, meaning that symptoms can be “present” or “absent”. 

The Ising model is estimated using logistic regression analyses. Edge 
weights are the coefficients from logistic regression analyses, in which 
symptom variables are iteratively regressed on all other symptoms 
except the symptom variable itself [18,23]. The intercept of the logistic 
regression represents the threshold parameter of every symptom, which 
denotes the symptom’s disposition for manifestation [18,23]. Positive 
(negative) thresholds denote the symptom’s disposition to be activated 
(deactivated) if all other symptoms are absent2 [42]. Threshold pa
rameters differ over symptoms and are weighted, in which a higher 
magnitude indicates a larger probability that the symptom will be (de) 
activated. See Appendix C details on the Ising model’s dynamics. 

2.1.2. Interventions 
All analyses and simulations are executed using the statistical soft

ware program R. NIRA runs multiple simulations, in which interventions 
are administered by systematically altering the threshold parameters of 
the estimated network model. One simulation will be executed with all 
the original threshold parameter values, and afterward, one simulation 
will be done for every symptom-specific intervention. To be precise, 
NIRA will generate 5000 observations or simulated ‘participants’ for 
which symptoms are assessed after interventions. For example, to study 
the effect of one intervention in a network containing ten symptoms, 11 
× 5000 observations will be generated: once with all original threshold 
parameter values and ten times for every iteratively changed threshold 
parameter. Response simulations are computed with the R package 
IsingSampler [43], which samples states from the probability distribution 
of the Ising model. NIRA uses the Metropolis-Hastings algorithm 
implemented in IsingSampler for data generation to ensure the process 
will remain computationally feasible in a multivariate distribution [43]. 
Note that the Metropolis-Hastings algorithm does not return the exact 
likelihood but a pseudo-likelihood; the exact likelihood can be 
computed for small networks (up to ~ ten nodes) with the function 
IsingLikelihood, but this is infeasible for larger networks due to the 
intractability of the Ising model [43]. 

Two types of interventions can be administered. Alleviating in
terventions decrease a symptom’s threshold by subtracting some value 
from its original threshold parameter, and aggravating interventions 
increase its threshold by adding some value to its original parameter. 
The magnitude of the intervention, specifically, the value with which the 
threshold parameters are increased or decreased, determines the 
strength of the intervention on the network’s behavior (i.e., the in
tervention’s effect size). Many different possibilities exist to determine a 
rule of how thresholds should be altered. We choose to use the standard 
deviations of the estimated thresholds: After estimating the model, we 
store the threshold of every symptom in a vector and compute its stan
dard deviation. The standard deviation will be used to alter (i.e., add to 
or subtract from) the symptoms’ estimated threshold parameters one by 
one. In the current study, NIRA alters the estimated value of the 
threshold parameter in question with two times that standard deviation. 
In this way, the magnitude of the intervention is somewhat bound to the 
estimated thresholds of all symptoms in the network. A potential 
downside is that the magnitude of the intervention depends on the raw 
data and changes over different datasets. However, choosing a fixed 
magnitude (e.g., subtracting or adding a value of one to the thresholds) 
is suboptimal since its effect size will also change depending on the 
original value of the estimated threshold parameters (i.e., since the 
model is non-linear, changing a threshold from − 3 to − 2 has a different 
effect than changing the threshold from − 1 to 0). In the R-package, the 
magnitude of the intervention can be adjusted to the number of standard 
deviations of choice. See Appendix A for a sensitivity analysis with in
terventions that alter the threshold parameters with one instead of two 
standard deviations. 

Furthermore, it is important to note that when simulations are used 
to study projected effects, the simulated behavior of the model needs to 
converge to a stable state to ensure results are robust (see, e.g., [44]. 
Multiple iterations are necessary to ensure that the simulated behavior is 
robust and replicable [45]. Therefore, we will simulate the effect of 
interventions on the behavior of the symptom networks until the model 
has converged to a stable state (See Appendix B for stability analyses of 
NIRA using various numbers of iterations). 

2.1.3. Determining the most effective target 
To study the projected effect of an intervention on the entire 

network, sum scores are inspected. The sum score of a simulated 
observation equals the sum of all data points for that observation. Since 
the Ising model uses binary data, responses are decoded as either 0 or 1, 
indicating the symptom’s absence or presence. In an exemplary ques
tionnaire consisting of ten items, the sum score of each observation can 

1 The nodeIdentifyR R-package can be downloaded via: https://github. 
com/JasperNaberman/nodeIdentifyR  

2 Depending on the specific model used, and the possible values of the nodes, 
the threshold parameter could also take a value between 0 and 1, where 0.5 
indicates no preference, 0 indicates a preference for deactivation and 1 in
dicates a preference for activation. See [22] for an extensive discussion. 
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range from zero to ten. Higher scores indicate higher levels of psycho
pathology. The use of sum score analyses in a simulation environment to 
measure the impact of specific perturbations can be used effectively to 
measure the overall state of a dynamic system [46]. The NIRA outcome 
will be computed as the absolute difference between the baseline net
work’s sum score (without interventions) and the sum scores after every 
threshold alteration for alleviating and aggravating interventions. The 
node-specific intervention with the highest absolute difference is the 
node with the strongest projected effect on the network’s behavior. 

2.2. An empirical application to PTSD 

As an empirical illustration, NIRA is applied to a dataset containing 
PTSD symptoms. Three research questions are investigated: (1) Do 
symptoms differ in their projected influences on the network’s behavior 
after symptom-specific interventions? (2) Are identical symptoms 
identified by NIRA for alleviating interventions and aggravating in
terventions? (3) Is the most efficient target symptom identified by NIRA 
also the most central symptom? 

2.2.1. Data 
The empirical dataset contains PTSD symptom assessments gathered 

after the 2008 Wenchuan earthquake. The sample consisted of 4910 
adolescents (49.5% boys; mean age 11.4 ± 1.4 years) who experienced 
the earthquake and was measured 2.5 years after the earthquake. Their 
17 DSM-IV PTSD symptoms were assessed by the 17 items in the Chinese 
version of the University of California, Los Angeles PTSD Reaction Index 
questionnaire (PTSD-RI; [47]), a validated self-rated 5-point Likert scale 
(from 0 = never to 4 = most of the time). Missing item-level values were 
estimated using maximum likelihood (ML) procedures as suggested by 
[48]. To estimate the Ising models, we binarized the symptom scores 
into 0 (original score was 0) and 1(original score ranged from 1 to 4), 
respectively, representing symptom absence and (at least some level of) 
symptom presence. 

2.2.2. Design 
NIRA uses the IsingFit R package [41] to estimate the Ising Models 

and the qgraph R package [49] to visualize the networks. NIRA is applied 
twice to the network: once with alleviating interventions and once with 
aggravating interventions. To study the relationship between the size of 
the original threshold values and the ordering of the projected most 

effective intervention targets, the correlation between the novel 
threshold values after interventions and the NIRA outcome will be 
computed. 

2.2.3. Comparison with strength centrality 
Node centrality indices, precisely strength centrality, are calculated 

using the qgraph R package [49]. Strength centrality is defined as the 
sum of the absolute weighted edge strengths, where the sum is taken 
over edges connected to the relevant node [26]. Nodes with higher 
strength centrality have more and stronger connections with neigh
boring nodes and are therefore often hypothesized to be more influential 
in the spread of symptom activity [34]. Stability studies have shown that 
strength centrality is the most robust centrality measure of all used 
centrality indices in psychological networks, especially in ordering 
symptoms [19]. We will therefore compute the correlation between 
strength centrality and NIRA. 

3. Results 

Fig. 2 shows the estimated Ising model network from the PTSD 
symptoms. Nodes in the networks represent 17 PTSD symptoms from 
three subdomains: Intrusion, Avoidance, and Arousal (see Table 1). 

3.1. Interventions 

First, NIRA was applied to the Ising model using alleviating in
terventions (see Fig. 3; panel A). Results show that symptoms have 
different projected influences on the network’s behavior when targeted 
with alleviating interventions. For example, symptom B1 (Intrusive 
thoughts) lowers the projected symptom sum score from 10.77 to 8.83. 
Contrary, symptom C7 (Foreshortened future) merely lowers the pro
jected sum score to 10.01. These results suggest that symptoms may 
have propelling effects on the decrease of PTSD levels. Instead of 
lowering the overall sum score by one point when intervening on one 
symptom, symptom B1 is projected to lower the sum score by two points 
after an alleviating intervention. Thus, according to NIRA, intervening 
on B1 could have propelling effects on PTSD levels. Second, we applied 
aggravating interventions to the Ising model using NIRA (see Fig. 3; 
panel B). Here also results show that symptoms have different projected 
influences after aggravating interventions. For example, symptom C7 
(Foreshortened future) has the strongest projected effect on increasing 

Fig. 2. Estimated Ising network model for 17 PTSD 
Symptoms in the Wenchuan earthquake study (N =
4910). Note. Nodes in the networks represent the 17 
PTSD symptoms. Symptoms are grouped by color 
based on their clinical subdomain (Intrusion, Avoid
ance, and Arousal). The thickness of node borders 
represents the absolute value of the nodes’ threshold 
parameters. All symptom thresholds indicate a 
disposition towards being absent (i.e., they have a 
negative threshold value), except the threshold of 
node “D1” which has a weak disposition towards 
being present (i.e., the symptom has a weakly positive 
threshold).   
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the sum score (from 10.77 to 12.53). In contrast, symptom D4 (Hyper
vigilance) has the lowest projected effect (increasing the sum score to 
11.05). Therefore, the results suggest the presence of propelling effects 
when the network is faced with aggravating interventions. 

To evaluate whether nodes can have different roles in the spread or 
hinder of symptom activity, we compared the results between allevi
ating and aggravating interventions (see Fig. 3; panel C). The results in 
Fig. 3, panel C are ordered based on the projected effects from allevi
ating interventions. Results suggest that alleviating and aggravating 
interventions have different effects on the same nodes. For example, 
symptom B1 (Intrusive thoughts) is projected to be the most effective 
target for clinical interventions, as it has the largest projected effect in 
lowering PTSD levels after alleviating interventions. However, it is not 
the projected most effective target for preventive care, as the network’s 
behavior is not heavily affected by an aggravating intervention on B1. 

Furthermore, we investigated whether the NIRA results could be 
explained based on the original ordering of threshold parameter 

magnitudes. For both alleviating and aggravating interventions, we 
found moderate relations between the threshold values and NIRA out
comes (r = -0.34 and r = -0.31, see Fig. 4), meaning that threshold values 
in isolation cannot fully explain the results from NIRA. In other words, 
projected effects from symptom-specific NIRA interventions also depend 
on the edge weight parameters in the network. 

3.2. Comparing strength centrality and NIRA 

Fig. 5 shows the results from comparing node strength centrality with 
alleviating and aggravating interventions from NIRA. The correlation 
between alleviating interventions from NIRA and strength centrality is r 
= 0.51, and between aggravating interventions from NIRA and strength 
centrality is r = 0.43. Table 2 shows all results, including the ordering of 
PTSD symptoms based on their strength centrality and projected effects 
from NIRA interventions. These results indicate a moderate to strong 
relationship between NIRA outcomes and strength centrality. 

Table 1 
PTSD Symptoms, their corresponding domains and prevalence  

Domain Symptom Node Prevalence of symptom (proportion) 

Raw data Baseline model Alleviating intervention Aggravating intervention 

Intrusion Intrusive thoughts B1 0.77 0.77 0.31 0.97 
Nightmares B2 0.59 0.61 0.16 0.93 
Flashbacks B3 0.38 0.41 0.08 0.84 
Emotional reactivity B4 0.83 0.85 0.41 0.98 
Physical reactivity B5 0.41 0.46 0.1 0.87 

Avoidance Avoidance of thoughts C1 0.74 0.77 0.29 0.96 
Avoidance of reminders C2 0.56 0.55 0.13 0.91 
Amnesia for aspects C3 0.68 0.7 0.22 0.95 
Loss of interest C4 0.43 0.46 0.09 0.88 
Feeling distant C5 0.41 0.47 0.1 0.87 
Feeling numb C6 0.84 0.84 0.39 0.98 
Foreshortened future C7 0.24 0.26 0.04 0.74 

Arousal Sleep disturbance D1 0.64 0.65 0.18 0.93 
Irritability D2 0.74 0.76 0.27 0.95 
Difficulty concentrating D3 0.74 0.74 0.27 0.96 
Hypervigilance D4 0.88 0.89 0.5 0.99 
Exaggerated startle D5 0.56 0.59 0.15 0.92 

Note. The table shows all 17 PTSD symptoms from the empirical illustration and their corresponding domains. Furthermore, it shows the prevalence (proportion) of 
every symptom in the raw data, the prevalence as simulated from the original baseline Ising model (without interventions), and the prevalence after every symptom is 
targeted for an alleviating and aggravating intervention. 

Fig. 3. Projected Effects of NIRA Interventions to the 
PTSD Ising Model Note. Panel A shows results after 
alleviating interventions (black lines), panel B after 
aggravating interventions (dashed lines), and panel C 
compares results from both intervention types. The 
black dots represent the network’s sum score and the 
corresponding lines the 95% confidence interval. The 
x-axis shows the symptoms of which the threshold is 
altered, including the original projected sum score of 
active symptoms, i.e., when data are simulated from 
the network without altering threshold parameters. 
Afterward, the projected effects on the network’s sum 
score are shown when data are simulated after every 
symptom-specific intervention.   
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4. Discussion 

NIRA focuses on the clinical relevance of interventions by studying 
the projected propelling effect of a symptom-specific intervention on the 
behavior of the network as a whole. The technique can be used to study 
the projected effectiveness of different symptom-specific interventions. 
By altering node parameters instead of node states, NIRA aims to better 
represent the clinical practice where symptom interventions aim to 
lower the symptom’s activation probability. Furthermore, NIRA distin
guishes between alleviating and aggravating interventions. The former 
interventions could be helpful to determine which symptom may be the 
most effective target for clinical interventions, the latter to consider 
which node symptom may be taken into account for preventive care. 

As an empirical illustration, we applied the technique to a dataset 
containing assessments of 17 PTSD symptoms in a sample of participants 
that experienced the Wenchuan earthquake in 2008. We estimated an 
Ising model and applied NIRA. Results show that symptoms have 
different projected influences on the behavior of the network after in
terventions. These results support the idea that some symptoms have a 
different effect on the course of psychopathology than others [2,10,11]. 
In the current dataset, symptoms may have (nonlinear) propelling ef
fects on lowering or increasing the network’s overall symptom activity 
levels. If there were no propelling effects, intervening on one symptom 
would change the sum score with a maximum of one point. However, we 
found that, for example, symptom B1 (Intrusive thoughts) is projected to 
lower the sum score by two points after an alleviating intervention. 

Fig. 4. The Relation between Threshold Magnitudes 
and NIRA Outcomes after Interventions Note. The x- 
axis shows the magnitude of the threshold parame
ters after interventions for both alleviating in
terventions (black) and aggravating interventions 
(grey). The y-axis shows the NIRA outome, computed 
as the absolute difference between the original sum 
score of the network and after each intervention. The 
transparent area represents the 95% confidence in
terval. The correlations indicate a moderate rela
tionship between the distribution of the threshold 
parameter magnitudes and their projected effect on 
the network’s behavior after interventions, according 
to NIRA.   

Fig. 5. Comparing Strength Centrality with Interventions from NIRA Note. The relation between node strength centrality and projected effects from NIRA in
terventions for alleviating interventions (black) and aggravating interventions (grey). The area around the lines represents the 95% confidence interval. 
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Interestingly, we found that alleviating and aggravating interventions 
can have different effects on the same nodes. The best target for one type 
of intervention is not necessarily the best for the other intervention. 
Since the model is nonlinear and thresholds differ for every symptom, 
their relative change after an intervention, compared to the value of the 
other baseline thresholds, is not automatically the same depending on 
the type of intervention. 

Furthermore, we compared results from centrality analyses using the 
strength centrality index with results from NIRA in the empirical illus
tration. We found moderate to large correlations, meaning the most 
effective targets according to NIRA are related to but may differ from the 
most central nodes. However, more research is needed for more 
conclusive results, ideally including more types of centrality values (e.g., 
eigenvector centrality, a metric that takes into account the number of 
edges of neighboring nodes and might therefore detect possible pro
pelling effects [50]). 

The presented technique takes a first step in studying the behavior of 
mental disorders when targeted with symptom-specific interventions 
using simulations. Due to the pioneering phase of the current research 
line, the technique has several boundaries and limitations. In the 
remaining section, we will discuss how the presented technique could be 
further extended in future research. The first limitation is that the cur
rent version of NIRA can only be used with the Ising model [40]. This 
means that binary data need to be at hand or data need to be binarized. 
Since the Ising model is exponential, results may differ (e.g., effect sizes 
of simulated interventions would decrease) when using other network 
models. The same logic could be applied to network models that handle 
ordinal or Gaussian data, such as the MGM [16] or GGM [17]. For this, 
the optimal method to alter node parameters in different models needs 
to be investigated. Further research could develop equivalent techniques 
like the one presented here for other network models. 

Furthermore, there are several limitations regarding the empirical 
validity of the presented method. One essential feature of the presented 
technique is that all projected effects depend on the assumption that 
psychopathology behaves in line with the ferromagnetic Ising model 
[40]. This is, of course, almost certainly false. It is possible that current 
statistical network models, such as the Ising model, do not truthfully 
represent the complexity of psychopathology. Instead of applying an 
existing statistical model to psychopathology, one could also try to 
develop formal models bottom-up, aimed to explain psychological 
phenomena [36,38,51]– [55] or psychological capacities [56]. Using the 

Ising model to simulate the projected influences of interventions, NIRA 
remains a theoretical exercise, like any other simulation study. Simu
lation studies teach us what to expect if the used model is the true data- 
generating model [52,54]. Thus, the problem of the technique’s 
empirical validity is not limited to the presented method. An advantage 
of these theoretical exercises, such as simulation-based intervention 
studies, is that they help generate clear hypotheses that can be tested 
and falsified in an empirical setting [53]. To clinically validate the 
projected effects of NIRA, experiments need to be done to test whether 
clinical interventions on the targeted symptoms affect symptom levels as 
projected. 

Relatedly, it is important to note is that effect sizes from NIRA 
depend on the intervention strength, meaning that propelling effects 
may disappear with weaker interventions. The impact of clinical in
terventions is currently unknown, as the empirical validation of the 
proposed method remains an open question. We chose the current value 
of two standard deviations as a trade-off between a value that is related 
to original threshold values (instead of an arbitrarily chosen number), 
yet also has enough strength to represent an effective clinical inter
vention. To emphasize that our current choice in the simulations is not 
the only possibility, we have included a sensitivity analysis in Appendix 
A that shows results after altering threshold parameters with one instead 
of two standard deviations. In addition, we allow researchers to choose 
the number of standard deviations that represent interventions when 
using the nodeIdentifyR R package. Future research could focus on the 
different options to represent symptom-specific interventions in psy
chopathology networks. One interesting idea has been proposed by 
Kruis et al. [57], who adhere different values to the symptom variables 
in the Ising model. A symptom with a solid projected influence, such as 
insomnia [58], could be given the binary states X = {0, 3), while a 
symptom with weak projected influence could be given the values X =
{0,1). In this case, the insomnia variable will have a stronger influence 
on the dynamics of the model than other symptoms. Another possibility 
is to treat the magnitude of the NIRA intervention (i.e., the value with 
which we alter the threshold parameter) as a random parameter in the 
population to account for individual differences. 

In addition, a strong assumption of NIRA is that it is possible to 
precisely target one symptom in a clinical environment. It has been 
suggested that the ‘fat fingers’ of psychologists do not account for this 
‘surgical precision’ necessary for symptom-specific interventions due to 
the interrelatedness of symptoms [59]. For example, treatment in
terventions aiming to decrease the ‘depressed mood’ symptom of a pa
tient may focus on changing maladaptive thought patterns [38]. 
Intervening on these thoughts is likely to affect related symptoms such 
as ‘loss of interest’ directly. Thus, changes in symptom activity would 
not result from alterations in the activation probability of one symptom 
but originate from simultaneous changes in multiple symptoms at the 
same time. It has even been questioned whether psychiatric symptoms 
are distinguishable entities at an ontological level, on which distinct 
interventions can be administered [60]. Some argue that mental states 
are too overlapping to be considered suitable intervention targets [61]. 
In other words, the interdependence of symptoms implies their insepa
rability, rendering it impossible to separate unique contributions of 
symptoms [62]. In the current paper, we do not study the precise effect 
of one symptom on another specific symptom but study the behavior of 
the entire network after an intervention. In this way, we consider the 
interrelatedness of symptoms. In addition, the presented technique 
could also be administered to multiple symptoms at the same time by 
targeting various thresholds simultaneously. Another possibility is to 
combine network models and latent variable models, for example, using 
residual network models [63] see Fig. 2 panel d]. Here, one assumes that 
some of the covariations between symptoms are caused by latent vari
ables. Interventions could, in theory, target clustered symptoms simul
taneously relative to their factor loadings (e.g., a symptom with a strong 
(weak) factor loading on the latent variable is highly (weakly) affected 
by an intervention, meaning its threshold is altered with a large (small) 

Table 2 
Comparison Between Strength Centrality and NIRA Interventions  

Centrality NIRA 

Strength Alleviating Interventions Aggravating Interventions 

1 B4 1.94 B1 1.76 C7 
0.99 C6 1.94 C6 1.75 B3 
0.98 B3 1.93 B4 1.61 B5 
0.86 B1 1.87 D2 1.57 C4 
0.83 B5 1.78 D3 1.47 C5 
0.43 C4 1.7 D1 1.24 C2 
0.34 C2 1.65 B2 1.11 D1 
0.34 C5 1.63 C1 1.04 B2 
0.31 D2 1.6 C2 1.04 D5 
0.08 D1 1.46 C5 0.82 D3 
0.02 D3 1.45 D5 0.82 D2 
-0.24 C7 1.42 B5 0.78 B1 
-0.3 C1 1.38 C4 0.68 C1 
-0.42 B2 1.22 B3 0.68 C6 
-0.84 D5 1.17 D4 0.6 B4 
-1.68 D4 1.12 C3 0.53 C3 
-2.69 C3 0.76 C7 0.28 D4 

Note. Results from strength centrality analyses and NIRA interventions. Effects 
from NIRA interventions are calculated as the absolute difference between the 
baseline network (without interventions) and the symptom sum score after every 
node-specific intervention from NIRA. Results are ordered from strongest to 
weakest. 
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magnitude). Importantly, the directionality of the assumed causal model 
containing both latent variables and a network structure affects the in
tervention’s effect [23]. For example, an intervention on a symptom 
caused by a latent variable, without connections to other symptoms, will 
not have propelling effects on the model’s behavior. For an extensive 
discussion on the different causal implications of interventions in 
network and latent variable models, we refer to the paper by Marsman 
et al. [23], specifically, Fig. 12. 

Relatedly, the presented technique only proposes the first optimal 
intervention target, as the model parameters are likely to change after 
the applied intervention due to the interrelatedness of symptoms. 
Therefore, the second symptom that NIRA identifies as most influential 
is not necessary the best intervention target after the first symptom has 
been targeted. In other words, NIRA does not identify the optimal target 
for a second intervention. It could be highly interesting to compute a 
‘hierarchical tree’ containing all different pathways of possible 
symptom-specific interventions. For example, to study the minimal 
pathway to clinically meaningful change. Future research could focus on 
how the computation of such a decision tree could be made mathe
matically tractable and implemented for psychological network models. 

An issue that further complicates matters is the wide-known fact that 
it is implausible for population effects to translate to individual pro
cesses. In other words, the most effective symptom-specific intervention 
target to lower the population mean of PTSD is not necessarily the most 
effective target in individuals due to the heterogeneity of psychological 
processes [64–66]. Ideally, simulation-based idiographic approaches 
would exist to investigate the most effective intervention target for a 
specific individual, based on his or her trajectory. One option is using 
Vector Auto-Regressive (VAR) models [66]. These multilevel models are 
estimated from intensive longitudinal data (e.g., five measurement 
moments per day for every participant) and regress all symptom vari
ables on their former measurement moment, allowing for the estimation 
of unidirectional edges. One possibility to study the effect of in
terventions in these VAR models is by using impulse response functions 
(IRF), where the system receives an external simulated “shock”, or im
pulse, to study its response over time [67,68]. IRF is used in economics 
(see, for example, [69], and we hope that psychological research will 
further expand into that direction. However, until these methods are 
widely available, cross-sectional models can be a good choice as first 
explorations of uncharted territories since cross-sectional data collection 
is efficient in time, money, and patient impact [70]. 

Until more research focuses on the empirical validity of intervention 
studies from the context of psychological networks, the optimal repre
sentation of interventions in symptom networks remains an open 
question. However, we hope the presented technique will be a helpful 
addition to the methodological toolbox for studying the projected dy
namics of symptom networks. In this way, computational models and 
techniques could aid in improving clinical practices and treatment 
effectiveness. 
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