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#### Abstract

In hypercomplex context, we have recently constructed Appell sequences with respect to a generalized Laguerre derivative operator. This construction is based on the use of a basic set of monogenic polynomials which is particularly easy to handle and can play an important role in applications. Here we consider Laguerre-type exponentials of order $m$ and introduce Laguerre-type circular and hyperbolic functions.


## 1 Introduction

Hypercomplex function theory, renamed Clifford Analysis ([3]) in the 1980s, when it grew into an autonomous discipline, studies functions with values in a non-commutative Clifford Algebra. It has its roots in quaternionic analysis, developed mainly in the third decade of the 19th century ( $[12,13]$ ) as another generalization of the classical theory of functions of one complex variable compared with the theory of functions of several complex variables.

Curiously, but until the end of the 1990s the dominant opinion was that in Clifford Analysis only the generalization of Riemann's approach to holomorphic functions as solutions of the Cauchy-Riemann differential equations allows to define a class of generalized holomorphic functions of more than two real variables, suitable for applications in harmonic analysis, boundary value problems of partial differential equations and all the other classical fields where the theory of functions of one complex variable plays a prominent role. Logical, the methods employed during this period relied essentially on integral representations of those generalized holomorphic functions as consequence of the hypercomplex form of Stokes' integral formula, including series representations obtained by the development of the hypercomplex harmonic Cauchy kernel in series of Gegenbauer polynomials, for instance ([3]).

Only after clarifying the possibility of an adequate and equivalent concept of hypercomplex differentiability (thereby generalizing Cauchy's approach via complex differentiability to holomorphic functions) the systematical treatment of generalized holomorphic functions (also called monogenic functions) relying on the hypercomplex derivative allowed a more diversified and direct study of series representations by several hypercomplex variables and its applications, for example, for approximations of quasiconformal mappings ( $[14,17,19]$ ).

But Clifford Analysis suffers from the drawback that the (pointwise) multiplication of monogenic functions as well as their composition are not algebraically closed in this class of functions. This causes serious problems for the use of corresponding formal power series, for the development of a suitable generating function approach to special monogenic polynomials, or for establishing relations to corresponding hypergeometric functions etc. It is also the reason why in the polynomial approximation in the context of Clifford Analysis almost every problem needs the development of different adapted polynomial bases (e.g. [1, 3, 4, 5, 11, 18]).

However, the analysis of all those possible different representations led in the past to a deeper understanding and the construction of a monogenic hypercomplex exponential function which plays the same central role in applications as the ordinary exponential function of a real or complex variable. Previous constructions of hypercomplex exponential functions and other special functions like, for instance, a monogenic Gaussian distribution function, are mainly relying on the Cauchy-Kovalevskaya extension principle or - with some restriction on the space dimension - the so-called Fueter-Sce mapping (see [2, 15, 22]). The latter connects holomorphic functions with solutions of bi-harmonic or higher order equations. The former is based on the analytic continuation of complex or, in general, Clifford Algebra valued functions of purely imaginary, respectively purely vectorial, arguments and therefore lacks the direct compatibility with the real or complex case.

The crucial idea for constructing a hypercomplex exponential function as shown in [11] (which stresses at the same time the central role of the hypercomplex derivative) was the construction of a monogenic hypercomplex exponential function as solution of an ordinary hypercomplex differential equation. The adequate multiple power series representations in connection with the concept of Appell sequences (c.f. [1, 4, 5, 11, 14, 17]) allowed, for instance, to develop new hypercomplex analytic tools for linking Clifford Analysis with operational approaches to special classes of monogenic hypercomplex polynomials or even to combinatorics.

After introducing in Section 2 the necessary notations from Clifford Analysis and the basic set of polynomials, Section 3 describes the operational approach to generalized Laguerre polynomials as well as to monogenic Laguerre-type exponentials, adapting the operational approach, developed by Dattoli, Ricci et al. ([6, 7, 8, 9]).

The study of corresponding Laguerre-circular and Laguerre-hyperbolic functions in the following Section 4 includes examples of their visualization and also their relationship with different types of Special Functions according to the dimension of the considered Euclidean space (see Table 5). The fact that the underlying Clifford Algebra is more general than the complex one allows a new approach to higher dimensions and reveals in our opinion new insides in the meaningful combination of different classes of Special Functions. Final remarks in Section 5 are illustrating our approach to the monogenic hypercomplex Gaussian distribution in comparison with another recently published and based on the Cauchy-Kovalevskaya extension.

## 2 Preliminary Results

### 2.1 Basic Notation

Let $\left\{e_{1}, e_{2}, \cdots, e_{n}\right\}$ be an orthonormal basis of the Euclidean vector space $\mathbb{R}^{n}$ with a non-commutative product according to the multiplication rules

$$
e_{k} e_{l}+e_{l} e_{k}=-2 \delta_{k l}, \quad k, l=1, \cdots, n
$$

where $\delta_{k l}$ is the Kronecker symbol. The set $\left\{e_{A}: A \subseteq\{1, \cdots, n\}\right\}$ with

$$
e_{A}=e_{h_{1}} e_{h_{2}} \cdots e_{h_{r}}, 1 \leq h_{1}<\cdots<h_{r} \leq n, e_{\emptyset}=e_{0}=1
$$

forms a basis of the $2^{n}$-dimensional Clifford Algebra $\mathcal{C} \ell_{0, n}$ over $\mathbb{R}$. Let $\mathbb{R}^{n+1}$ be embedded in $\mathcal{C} \ell_{0, n}$ by identifying $\left(x_{0}, x_{1}, \cdots, x_{n}\right) \in \mathbb{R}^{n+1}$ with the algebra's element $x=x_{0}+\underline{x} \in \mathcal{A}_{n}:=\operatorname{span}_{\mathbb{R}}\left\{1, e_{1}, \ldots, e_{n}\right\} \subset \mathcal{C} \ell_{0, n}$. Here $x_{0}=\operatorname{Sc}(x)$ and $\underline{x}=\operatorname{Vec}(x)=e_{1} x_{1}+\cdots+e_{n} x_{n}$ are the so-called scalar resp. vector part of the paravector $x \in \mathcal{A}_{n}$. The conjugate of $x$ is given by $\bar{x}=x_{0}-\underline{x}$ and the norm $|x|$ of $x$ is defined by
$|x|^{2}=x \bar{x}=\bar{x} x=x_{0}^{2}+x_{1}^{2}+\cdots+x_{n}^{2}$. Denoting by $\omega(x)=\frac{\underline{x}}{|\underline{x}|} \in S^{n}$, where $S^{n}$ is the unit sphere in $\mathbb{R}^{n}$, each paravector $x$ can be written as $x=x_{0}+\omega(x)|\underline{x}|$.

We consider functions of the form $f(z)=\sum_{A} f_{A}(z) e_{A}$, where $f_{A}(z)$ are real valued, i.e. $\mathcal{C} \ell_{0, n}$-valued functions defined in some open subset $\Omega \subset \mathbb{R}^{n+1}$. The generalized Cauchy-Riemann operator in $\mathbb{R}^{n+1}, n \geq 1$, is defined by

$$
\bar{\partial}:=\partial_{0}+\partial_{\underline{x}}, \quad \partial_{0}:=\frac{\partial}{\partial x_{0}}, \quad \partial_{\underline{x}}:=e_{1} \frac{\partial}{\partial x_{1}}+\cdots+e_{n} \frac{\partial}{\partial x_{n}} .
$$

$C^{1}$-functions $f$ satisfying the equation $\bar{\partial} f=0$ (resp. $f \bar{\partial}=0$ ) are called left monogenic (resp. right monogenic). We suppose that $f$ is hypercomplex differentiable in $\Omega$ in the sense of [14, 17], i.e. has a uniquely defined areolar derivative $f^{\prime}$ in each point of $\Omega$ (see also [19]). Then $f$ is real differentiable and $f^{\prime}$ can be expressed by the real partial derivatives as $f^{\prime}=\frac{1}{2} \partial$, where $\partial:=\partial_{0}-\partial_{\underline{x}}$ is the conjugate CauchyRiemann operator. Since a hypercomplex differentiable function belongs to the kernel of $\bar{\partial}$, it follows that in fact $f^{\prime}=\partial_{0} f$ like in the complex case.

### 2.2 A Basic Set of Polynomials

Following [4] we introduce now the main results concerning Appell sequences. Let $U_{1}$ and $U_{2}$ be (right) modules over $\mathcal{C} \ell_{0, n}$ and let $\hat{T}: U_{1} \longrightarrow U_{2}$ be a hypercomplex (right) linear operator.
Definition 1. A sequence of monogenic polynomials $\left(\mathcal{F}_{k}\right)_{k \geq 0}$ is called a $\hat{T}$-Appell sequence if $\hat{T}$ is a lowering operator with respect to the sequence, i.e., if

$$
\hat{T} \mathcal{F}_{k}=k \mathcal{F}_{k-1}, k=1,2, \ldots,
$$

and $\hat{T}(1)=0$.
Since the operator $\frac{1}{2} \partial$ defines the hypercomplex derivative of monogenic functions, the sequence of monogenic polynomials that is $\frac{1}{2} \partial$-Appell is the hypercomplex counterpart of the classical Appell sequence and it is simply called Appell sequence or Appell set.

Theorem 1 ([4], Theorem 1). A monogenic polynomial sequence $\left(\mathcal{F}_{k}\right)_{k \geq 0}$ is an Appell set if and only if it satisfies the binomial-type identity

$$
\begin{equation*}
\mathcal{F}_{k}(x)=\mathcal{F}_{k}\left(x_{0}+\underline{x}\right)=\sum_{s=0}^{k}\binom{k}{s} \mathcal{F}_{k-s}(\underline{x}) x_{0}^{s}, x \in \mathcal{A}_{n} \tag{1}
\end{equation*}
$$

In recent years, special hypercomplex Appell polynomials have been used by several authors and their main properties have been studied by different methods and with different objectives ( $[1,5,16]$ ).

In this section, we consider a basic set of polynomials first introduced in [10] for $\mathcal{A}_{2}$-valued polynomials defined in 3-dimensional domains and later on generalized to higher dimensions in [11, 20]. The polynomials under consideration are functions of the form

$$
\begin{equation*}
\mathcal{P}_{k}^{n}(x)=\sum_{s=0}^{k} T_{s}^{k}(n) x^{k-s} \bar{x}^{s}, n \geq 1 \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{s}^{k}(n)=\frac{k!}{n_{(k)}} \frac{\left(\frac{n+1}{2}\right)_{(k-s)}\left(\frac{n-1}{2}\right)_{(s)}}{(k-s)!s!} \tag{3}
\end{equation*}
$$

and $a_{(r)}$ denotes the Pochhammer symbol, i.e. $a_{(r)}=\frac{\Gamma(a+r)}{\Gamma(a)}$, for any integer $r>1$, and $a_{(0)}=1$.
The case of the real variable $x=x_{0}$ (i.e. $\underline{x}=0$ ) is formally included in the above definitions as the case $n=0$ with

$$
\begin{equation*}
T_{0}^{k}(0)=1 \quad \text { and } \quad T_{s}^{k}(0)=0, \quad \text { for } 0<s \leq k, \tag{4}
\end{equation*}
$$

so that the polynomials (2) are defined in $\mathbb{R}^{n+1}$, for all $n \geq 0$.
The set $\left\{T_{s}^{k}(n), s=0, \ldots, k\right\}$, resembles in a lot of aspects a set of non-symmetric generalized binomial coefficients. In fact, we can represent the first values of this set in the form of a triangular "matrix" (see Table 1).

Several intrinsic properties of this set can be obtained. For our purpose here, we highlight the following essential properties (see [10, 11, 20] and the references therein for details):

Table 1: The values of $T_{s}^{k}(n)$, for $k=0, \ldots, 3, s=0, \ldots, k$ and $n \geq 1$.

$$
\begin{array}{lll}
1 & \\
\frac{n+1}{2 n} & \frac{n-1}{2 n} & \\
\frac{n+3}{4 n} & \frac{n-1}{2 n} & \frac{n-1}{4 n} \\
\frac{(n+3)(n+5)}{8 n(n+2)} & \frac{3(n-1)(n+3)}{8 n(n+2)} & \frac{3(n-1)(n+1)}{8 n(n+2)}
\end{array} \frac{\frac{(n-1)(n+3)}{8 n(n+2)}}{}
$$

## Property 1.

1. $(k-s) T_{s}^{k}(n)+(s+1) T_{s+1}^{k}(n)=k T_{s}^{k-1}(n)$, for $k \geq 1, s<k$.
2. $\sum_{s=0}^{k} T_{s}^{k}(n)=1$.
3. Denoting by $c_{k}(n)$ the alternating sum $\sum_{s=0}^{k}(-1)^{s} T_{s}^{k}(n)$, then for $n \geq 1$ and $k=1,2, \ldots$,

$$
c_{k}(n)= \begin{cases}\frac{k!!(n-2)!!}{(n+k-1)!!}, & \text { if } k \text { is odd }  \tag{5}\\ c_{k-1}(n), & \text { if } k \text { is even }\end{cases}
$$

and $c_{0}(n)=1$, for $n \geq 0$. As usual, we define $(-1)!!=0!!=1$.
It is clear, from the second property, that the polynomials $\mathcal{P}_{k}^{n}$ satisfy the normalization condition $\mathcal{P}_{k}^{n}(1)=1$, for $k=0,1, \cdots$ and $n \geq 0$.

We can prove now directly the following fundamental result.
Theorem 2. The sequence of polynomials $\mathcal{P}:=\left(\mathcal{P}_{k}^{n}\right)_{k \geq 0}$ is an Appell sequence.
Proof. If $n=0$, from (2) and (4) we obtain $\mathcal{P}_{k}^{0}(x)=\mathcal{P}_{k}^{0}\left(x_{0}\right)=x_{0}^{k}$, which means that, in this case, $\mathcal{P}$ is the trivial classical Appell sequence. To obtain the hypercomplex counterpart we need to prove that

$$
\begin{equation*}
\frac{1}{2} \partial \mathcal{P}_{k}^{n}=k \mathcal{P}_{k-1}^{n}, k=1,2, \ldots, n \geq 1 \tag{6}
\end{equation*}
$$

Since $\mathcal{P}_{k}^{n}$ are monogenic polynomials, $\frac{1}{2} \partial \mathcal{P}_{k}^{n}=\partial_{0} \mathcal{P}_{k}^{n}$. Furthermore

$$
\begin{aligned}
\partial_{0} \mathcal{P}_{k}^{n}\left(x_{0}+\underline{x}\right)= & \partial_{0} \sum_{s=0}^{k} T_{s}^{k}(n)\left(x_{0}+\underline{x}\right)^{k-s}\left(x_{0}-\underline{x}\right)^{s} \\
= & \sum_{s=0}^{k-1} T_{s}^{k}(n)(k-s)\left(x_{0}+\underline{x}\right)^{k-s-1}\left(x_{0}-\underline{x}\right)^{s} \\
& \quad+\sum_{s=1}^{k} T_{s}^{k}(n)\left(x_{0}+\underline{x}\right)^{k-s} s\left(x_{0}-\underline{x}\right)^{s-1} \\
= & \sum_{s=0}^{k-1}\left((k-s) T_{s}^{k}(n)+(s+1) T_{s+1}^{k}(n)\right)\left(x_{0}+\underline{x}\right)^{k-s-1}\left(x_{0}-\underline{x}\right)^{s} .
\end{aligned}
$$

Result (6) follows now at once from Property 1.

$$
\begin{aligned}
& \mathcal{P}_{0}^{n}\left(x_{0}+|\underline{x}| \boldsymbol{\omega}\right)=1 \\
& \mathcal{P}_{1}^{n}\left(x_{0}+|\underline{x}| \boldsymbol{\omega}\right)=x_{0}+\frac{1}{n}|\underline{x}| \boldsymbol{\omega} \\
& \mathcal{P}_{2}^{n}\left(x_{0}+|\underline{x}| \boldsymbol{\omega}\right)=x_{0}^{2}-\frac{1}{n}|\underline{x}|^{2}+\frac{2}{n} x_{0}|\underline{x}| \boldsymbol{\omega} \\
& \mathcal{P}_{3}^{n}\left(x_{0}+|\underline{x}| \boldsymbol{\omega}\right)=x_{0}^{3}-\frac{3}{n} x_{0}|\underline{x}|^{2}+\frac{3}{n}\left(\frac{-1}{n+2}|\underline{x}|^{3}+x_{0}^{2}|\underline{x}|\right) \boldsymbol{\omega}
\end{aligned}
$$

Theorems 1 and 2 lead to the binomial-type formula

$$
\begin{equation*}
\mathcal{P}_{k}^{n}(x)=\sum_{s=0}^{k}\binom{k}{s} x_{0}^{k-s} \mathcal{P}_{s}^{n}(\underline{x})=\sum_{s=0}^{k}\binom{k}{s} c_{s}(n) x_{0}^{k-s} \underline{x}^{s}, \tag{7}
\end{equation*}
$$

which, in turn, can be used to derive immediately the following results:

## Property 2.

1. $\mathcal{P}_{k}^{n}\left(x_{0}\right)=x_{0}^{k}$, for all $x_{0} \in \mathbb{R}$.
2. $\mathcal{P}_{k}^{n}(\underline{x})=c_{k}(n) \underline{x}^{k}$.
3. $\mathcal{P}_{k}^{n}(x)=\mathcal{P}_{k}^{n}\left(x_{0}+\omega(x)|\underline{x}|\right)=u\left(x_{0},|\underline{x}|\right)+\omega(x) v\left(x_{0},|\underline{x}|\right)$, where $u$ and $v$ are the real valued functions

$$
u\left(x_{0},|\underline{x}|\right)=\sum_{s=0}^{\left[\frac{k}{2}\right]}\binom{k}{2 s}(-1)^{s} c_{2 s}(n) x_{0}^{k-2 s}|\underline{x}|^{2 s}
$$

and

$$
v\left(x_{0},|\underline{x}|\right)=\sum_{s=0}^{\left[\frac{k-1}{2}\right]}\binom{k}{2 s+1}(-1)^{s} c_{2 s+1}(n) x_{0}^{k-2 s-1}|\underline{x}|^{2 s+1} .
$$

The second result of Property 2 can be seen as the essential property which characterizes the difference to the complex case. Nevertheless, the polynomials $\mathcal{P}_{k}^{1}$ coincide, as expected, with the usual powers $z^{k}$, since we get from (5), $c_{k}(1)=1$, for all $k$. Furthermore, observing that $\omega^{2}(x)=-1$, we can consider that $\boldsymbol{\omega}:=\omega(x)$ behaves like the imaginary unit, which means that the last property gives a representation of $\mathcal{P}_{k}^{n}$ in terms of a scalar part and an "imaginary" part.

## 3 The Hypercomplex Laguerre Derivative Operator

### 3.1 Definition and Properties

The operational approach to the classical Laguerre polynomials as considered by Dattoli, Ricci and colaborators in a series of papers ( $[7,8]$ ) is based on the introduction of the so-called Laguerre derivative operator in the form $\frac{\partial}{\partial x} x \frac{\partial}{\partial x}$ acting on the set of $\left(\frac{x^{k}}{k!}\right)_{k \geq 1}$. These authors have shown the role of the Laguerre derivative in the framework of the so-called monomiality principle and, in particular, its applications to Laguerre polynomials, Laguerre type exponentials, circular functions, Bessel functions, etc (see [6, 9, 21]).

In the recent paper [4], adapting the aforementioned operational approach, we have introduced the definition of hypercomplex Laguerre derivative operator

$$
\begin{equation*}
{ }_{L} D:=\frac{1}{2} \partial \mathbb{E}, \tag{8}
\end{equation*}
$$

based on a natural combination of the hypercomplex derivation operator $\frac{1}{2} \partial$ and the Euler operator

$$
\mathbb{E}:=\sum_{k=0}^{n} x_{k} \frac{\partial}{\partial x_{k}} .
$$

This hypercomplex Laguerre derivative can be generalized by considering the operator

$$
\begin{equation*}
{ }_{m L} D:=\frac{1}{2} \partial \mathbb{E}^{m}, m \in \mathbb{N} \tag{9}
\end{equation*}
$$

It is possible to construct a ${ }_{m L} D$-Appell sequence, based on the Appell property of the polynomials $\mathcal{P}_{k}^{n}$ introduced in (2) as next result confirms.

Theorem 3. Let ${ }_{m} Q_{k}^{n}, m=0,1, \ldots$ denote the monogenic polynomials

$$
\begin{equation*}
{ }_{m} Q_{k}^{n}(x):=\frac{\mathcal{P}_{k}^{n}(x)}{(k!)^{m}}, k=0,1, \ldots \tag{10}
\end{equation*}
$$

For each $m \in \mathbb{N}$, the sequence ${ }_{m} \mathcal{Q}:=\left({ }_{m} Q_{k}^{n}\right)_{k \geq 0}$ is a ${ }_{m L} D$-Appell sequence.
Proof. It is sufficient to prove the theorem for $m>0$, since the $m=0$ case reduces to the result (6) of Theorem 2. Using the fact that $\left(\mathcal{P}_{k}^{n}\right)_{k}$ is a sequence of homogeneous monogenic polynomials, we conclude from Euler's formula for homogeneous polynomials that

$$
\mathbb{E}\left(\mathcal{P}_{k}^{n}\right)=k \mathcal{P}_{k}^{n}
$$

Thus $\mathbb{E}^{m}\left(\mathcal{P}_{k}^{n}\right)=k^{m} \mathcal{P}_{k}^{n}$ and

$$
\mathbb{E}^{m}\left({ }_{m} Q_{k}^{n}\right)=\mathbb{E}^{m}\left(\frac{\mathcal{P}_{k}^{n}}{(k!)^{m}}\right)=\left(\frac{k}{k!}\right)^{m} \mathcal{P}_{k}^{n}=\frac{\mathcal{P}_{k}^{n}}{((k-1)!)^{m}}
$$

Applying now the operator $\frac{1}{2} \partial$ and using the fact that $\mathcal{P}_{k}^{n}$ are $\frac{1}{2} \partial$-Appell, we obtain

$$
\frac{1}{2} \partial \mathbb{E}^{m}\left({ }_{m} Q_{k}^{n}\right)=\frac{1}{2} \partial\left(\frac{\mathcal{P}_{k}^{n}}{((k-1)!)^{m}}\right)=k \frac{\mathcal{P}_{k-1}^{n}}{((k-1)!)^{m}}=k_{m} Q_{k-1}^{n} .
$$

### 3.2 Monogenic Laguerre-type Exponentials

We recall that we can define formally a monogenic exponential function associated with a $\hat{T}$-Appell sequence. In fact, if $\mathcal{F}:=\left(\mathcal{F}_{k}\right)_{k \geq 0}$ is a sequence of homogeneous monogenic polynomials, the corresponding exponential function can be defined by

$$
\begin{equation*}
\hat{T}^{\operatorname{Exp}_{\mathcal{F}}(x)}:=\sum_{k=0}^{\infty} \frac{\mathcal{F}_{k}(x)}{k!} \tag{11}
\end{equation*}
$$

The function $\hat{T}^{\operatorname{Exp}} \mathcal{F}_{\mathcal{F}}$ is an eigenfunction of the hypercomplex operator $\hat{T}$, i.e., it holds

$$
\hat{T}\left({ }_{\hat{T}} \operatorname{Exp}_{\mathcal{F}}(\lambda x)\right)=\lambda_{\hat{T}} \operatorname{Exp}_{\mathcal{F}}(\lambda x), \lambda \in \mathbb{R} .
$$

In other words, (11) constitutes a generalization of the classical exponential function. Considering, for example, the ${ }_{L} D$-Appell sequence ${ }_{1} \mathcal{Q}$ of monogenic polynomials ${ }_{1} Q_{k}^{n}=\frac{P_{k}^{n}}{k!}$, the corresponding exponential function is

$$
\begin{equation*}
{ }_{{ }^{2} D} \operatorname{Exp}_{{ }_{1} \mathcal{Q}}(x):=\sum_{k=0}^{\infty} \frac{{ }_{1} Q_{k}^{n}(x)}{k!}=\sum_{k=0}^{\infty} \frac{\mathcal{P}_{k}^{n}(x)}{(k!)^{2}} . \tag{12}
\end{equation*}
$$

This Laguerre-type exponential (or $L$-exponential) can be generalized to an arbitrary $m$-th Laguerre-type exponential (or $m L$-exponential) as

$$
\begin{equation*}
{ }_{m L} \operatorname{Exp}_{n}(x):={ }_{m L} D \operatorname{Exp}_{m \mathcal{Q}}(x)=\sum_{k=0}^{\infty} \frac{\mathcal{P}_{k}^{n}(x)}{(k!)^{m+1}}, \tag{13}
\end{equation*}
$$

Table 3: Laguerre-type exponentials - examples
Re



${ }_{0 L} \operatorname{Exp}_{1}\left(x_{0}+x_{1} e_{1}\right)$




$$
{ }_{1 L} \operatorname{Exp}_{1}\left(x_{0}+x_{1} e_{1}\right)
$$


${ }_{0 L} \operatorname{Exp}_{2}\left(x_{1} e_{1}+x_{2} e_{2}\right)$

${ }_{1 L} \operatorname{Exp}_{2}\left(x_{1} e_{1}+x_{2} e_{2}\right)$
which is an eigenfunction of the operator (9).
Table 3 illustrates the differences from the classical complex case (the first row), for several $m L$-exponential functions.

Remark 1. The $0 L$-exponential coincides with the exponential function defined in [10, 11, 20] while the function ${ }_{m L} \operatorname{Exp}_{0}$, corresponding to the real case, gives the $m$-th Laguerre-type exponential presented by Dattoli and Ricci in [9].

Remark 2. In [4], we have defined monogenic Laguerre polynomials in $\mathbb{R}^{n+1}$, which were obtained by applying the exponential operator $\operatorname{Exp}_{n}\left(-{ }_{L} D\right)$ to the sequence $\left({ }_{1} Q_{k}^{n}(-x)\right)_{k \geq 0}$.

## 4 L-circular and L-hyperbolic Functions

### 4.1 Definition

Recalling the definition of the ${ }_{m L} \operatorname{Exp}_{n}$-function (13) and following [9] we can go further and define, in a natural way, the corresponding $m$-th Laguerre circular (or $m \mathrm{~L}$-circular) and $m$-th Laguerre hyperbolic (or $m \mathrm{~L}$-hyperbolic) functions. Hence

$$
\begin{align*}
& { }_{m L} \operatorname{Cos}_{n}(x):=\sum_{k=0}^{\infty} \frac{(-1)^{k} \mathcal{P}_{2 k}^{n}(x)}{((2 k)!)^{m+1}} \quad \text { and } \quad{ }_{m L} \operatorname{Sin}_{n}(x):=\sum_{k=0}^{\infty} \frac{(-1)^{k} \mathcal{P}_{2 k+1}^{n}(x)}{((2 k+1)!)^{m+1}},  \tag{14}\\
& { }_{m L} \operatorname{Cosh}_{n}(x):=\sum_{k=0}^{\infty} \frac{\mathcal{P}_{2 k}^{n}(x)}{((2 k)!)^{m+1}} \quad \text { and } \quad{ }_{m L} \operatorname{Sinh}_{n}(x):=\sum_{k=0}^{\infty} \frac{\mathcal{P}_{2 k+1}^{n}(x)}{((2 k+1)!)^{m+1}} . \tag{15}
\end{align*}
$$

Examples of the above circular functions are given in Table 4.

### 4.2 Properties

We recall from last section that

$$
{ }_{m L} D\left(\mathcal{P}_{k}^{n}\right)=k^{m+1} \mathcal{P}_{k-1}^{n}
$$

and therefore

$$
{ }_{m L} D^{2}\left(\mathcal{P}_{k}^{n}\right)=k^{m+1}(k-1)^{m+1} \mathcal{P}_{k-2}^{n} .
$$

These two results together with (14) and (15) can be used to derive the following properties.

## Property 3.

1. The m-th circular functions (14) are solutions of the differential equation

$$
{ }_{m L} D^{2} v+v=0
$$

and satisfy the conditions

$$
{ }_{m L} \operatorname{Cos}_{n}(0)=1 \quad \text { and } \quad{ }_{m L} \operatorname{Sin}_{n}(0)=0 .
$$

2. ${ }_{m L} D_{m L} \operatorname{Cos}_{n}(x)=-{ }_{m L} \operatorname{Sin}_{n}(x)$ and ${ }_{m L} D_{m L} \operatorname{Sin}_{n}(x)={ }_{m L} \operatorname{Cos}_{n}(x)$.

## Property 4.

1. The m-th hyperbolic functions (15) are solutions of the differential equation

$$
{ }_{m L} D^{2} v-v=0
$$

and satisfy the conditions

$$
{ }_{m L} \operatorname{Cosh}_{n}(0)=1 \quad \text { and } \quad{ }_{m L} \operatorname{Sinh}_{n}(0)=0 .
$$

2. ${ }_{m L} D_{m L} \operatorname{Cosh}_{n}(x)={ }_{m L} \operatorname{Sinh}_{n}(x) \quad$ and ${ }_{m L} D_{m L} \operatorname{Sinh}_{n}(x)={ }_{m L} \operatorname{Cosh}_{n}(x)$.

Table 4: L-circular functions - examples


|  |  | $\begin{aligned} & \bar{z}<u \\ & \bar{z}=u \\ & \mathrm{I}=u \end{aligned}$ | $(\bar{x})^{u} \mathrm{YU}_{\underline{5}} \mathrm{~S}^{\text {Tu }}$ |
| :---: | :---: | :---: | :---: |
|  | $\begin{array}{r} (\|\bar{x}\|)^{I-\frac{z}{u}} C\left(\frac{z}{u}\right) \mathrm{I}_{\mathrm{I}-\frac{z}{u-1}}\left(\frac{\|\bar{x}\|}{\bar{u}}\right) \\ \left(\|\|\bar{x}\|)^{0} \rho\right. \\ (\|\bar{x}\|) \text { soo } \end{array}$ | $\begin{aligned} & \bar{z}<u \\ & \bar{z}=u \\ & \mathrm{I}=u \end{aligned}$ | $(\bar{x})^{u} \mathrm{YSO}^{\text {, }}{ }^{\text {Tu }}$ |
|  |  | $\begin{aligned} & \bar{z}<u \\ & \bar{Z}=u \\ & \mathrm{I}=u \end{aligned}$ | $(\bar{x})^{u}{ }_{\mathrm{U}!\mathrm{S}^{\text {Tu }}}$ |
|  |  | $\begin{aligned} & \quad \overline{<}<u \\ & Z=u \\ & I=u \end{aligned}$ | $(\bar{x})^{u_{\text {So }}}{ }^{\text {Tue }}$ |
|  |  | $\begin{aligned} & \bar{z}<u \\ & \bar{z}=u \\ & \mathrm{I}=u \end{aligned}$ | $(\bar{x})^{u} \mathrm{dxG}^{\text {a }}{ }^{\text {Tu }}$ |
| $\mathrm{I}=\mathrm{w}$ | $0=u$ |  |  |



When $x=\underline{x}$, i.e. $x_{0}=0$, it is possible to express Laguerre-type exponentials and related circular and hyperbolic functions, in terms of special functions, for particular values of $m$ and $n$. Table 5 illustrates this situation.

Clearly,

$$
{ }_{m L} \operatorname{Exp}_{n}(\underline{x})={ }_{m L} \operatorname{Cosh}_{n}(\underline{x})+{ }_{m L} \operatorname{Sinh}_{n}(\underline{x})
$$

and

$$
{ }_{m L} \operatorname{Exp}_{n}(-\underline{x})={ }_{m L} \operatorname{Cosh}_{n}(\underline{x})-{ }_{m L} \operatorname{Sinh}_{n}(\underline{x}) .
$$

Therefore we obtain the Euler-type formulas

$$
{ }_{m L} \operatorname{Cosh}_{n}(\underline{x})=\frac{{ }_{m L} \operatorname{Exp}_{n}(\underline{x})+{ }_{m L} \operatorname{Exp}_{n}(-\underline{x})}{2}
$$

and

$$
{ }_{m L} \operatorname{Sinh}_{n}(\underline{x})=\frac{{ }_{m L} \operatorname{Exp}_{n}(\underline{x})-{ }_{m L} \operatorname{Exp}_{n}(-\underline{x})}{2} .
$$

On the other hand, things are quite different with respect to the $m \mathrm{~L}$-circular functions (14). In fact, due to Property 2.2, we can state

$$
{ }_{m L} \operatorname{Exp}_{n}(\underline{x})={ }_{m L} \operatorname{Cos}_{n}(\underline{x})+\omega_{m L} \operatorname{Sin}_{n}(\underline{x}),
$$

just for the obvious case of $n=1$.

## 5 Final Remarks

In Clifford Analysis, several different methods have been developed for constructing monogenic functions as series with respect to properly chosen homogeneous monogenic polynomials (see [1, 3, 4, 5, 11, 14, 17, 18]).

Behind the use of Appell polynomials in $[5,11,20]$ is also the idea that, through the construction of a set of special polynomials with differential properties like $x^{n}$, also an easy to handle series representation should be obtained.

The same technique can be applied to obtain other generalized monogenic functions in higher dimensions. For example, $m$ L-Gaussian functions in $\mathbb{R}^{n+1}$ can be obtained through the expansion

$$
\begin{equation*}
{ }_{m L} G_{n}(x)=\sum_{k=0}^{\infty} \frac{(-1)^{k} \mathcal{P}_{2 k}^{n}(x)}{(k!)^{m+1}} ; m=0,1, \ldots . \tag{16}
\end{equation*}
$$

Recently, a monogenic Gaussian distribution in closed form has been presented in [22] by using two well known techniques to generate monogenic functions: (i) the Cauchy-Kovalevskaya extension (see e.g. [3]) which consists of constructing a monogenic function in $\mathbb{R}^{n+1}$, starting from an analytic function in $\mathbb{R}^{n}$; (ii) Fueter's theorem (see [12, 13]) which can be used to generate a monogenic function in $\mathbb{R}^{n+1}$ by means of a holomorphic complex function. For the particular case $n=3$, the authors obtained the following monogenic Gaussian distribution

$$
G(x)=\left\{\begin{array}{l}
\exp \left(\frac{x_{0}^{2}-|\underline{\mid x}|^{2}}{2}\right)\left(\cos \left(x_{0}|\underline{x}|\right)+\frac{x_{0}}{|x|} \sin \left(x_{0}|\underline{x}|\right)+\right.  \tag{17}\\
\left.\boldsymbol{\omega}\left(\sin \left(x_{0}|\underline{x}|\right)+\frac{\sin \left(x_{0}|x|\right)}{|\underline{x}|^{2}}-\frac{x_{0}}{|\underline{x}|} \cos \left(x_{0}|\underline{x}|\right)\right)\right), \text { for } \underline{x} \neq 0, \\
\exp \left(\frac{x_{0}^{2}}{2}\right)\left(1+x_{0}^{2}\right), \text { for } \underline{x}=0 .
\end{array}\right.
$$

In Table 6, we first compare the classical complex Gaussian function $\left(\mathcal{G}_{1}\right)$, the restriction $\mathcal{G}_{2}$ of the 4DGaussian function (17) and an approximation $\mathcal{G}_{3}$ to ${ }_{0 L} G_{3}$, obtained from (16), by computing the images of the rectangle $[-1.5,1.5] \times[0.5,2]$ in the complex plane, under the aforementioned Gaussian functions. Next, we include plots for the correspondent real Gaussian functions. This example reveals, once more, that a direct compatibility with the real and complex case can be obtained through the use of series expansions with respect to the polynomials $\mathcal{P}_{k}^{n}$. On the other hand, for (17) this compatibility is not visible.

Table 6: Gaussian functions


### 5.0.1 Acknowledgments

Financial support from "Center for research and development in Mathematics and Applications" of the University of Aveiro, through the Portuguese Foundation for Science and Technology (FCT), is gratefully acknowledged.

## References

[1] Bock, S., Gürlebeck, K.: On a generalized Appell system and monogenic power series. Math. Methods Appl. Sci. 33(4), 394-411 (2010)
[2] Brackx, F.: On ( $k$ )-monogenic functions of a quaternion variable. In: Function theoretic methods in differential equations, pp. 22-44. Res. Notes in Math., No. 8. Pitman, London (1976)
[3] Brackx, F., Delanghe, R., Sommen, F.: Clifford analysis. Pitman, Boston-London-Melbourne (1982)
[4] Cação, I., Falcão, M.I., Malonek, H.R.: Laguerre derivative and monogenic Lag uerre polynomials: an operational approach. Math. Comput. Modelling 53, 1084-1094 (2011)
[5] Cação, I., Malonek, H.: On complete sets of hypercomplex Appell polynomials. In: Simos, T.E., Psihoyios, G., Tsitouras, C. (eds.) AIP Conference Proceedings. vol. 1048, pp. 647-650 (2008)
[6] Dattoli, G.: Hermite-Bessel and Laguerre-Bessel functions: a by-product of the monomiality principle. In: Advanced special functions and applications (Melfi, 1999), Proc. Melfi Sch. Adv. Top. Math. Phys., vol. 1, pp. 147-164. Aracne, Rome (2000)
[7] Dattoli, G.: Laguerre and generalized Hermite polynomials: the point of view of the operational method. Integral Transforms Spec. Funct. 15(2), 93-99 (2004)
[8] Dattoli, G., He, M.X., Ricci, P.E.: Eigenfunctions of Laguerre-type operators and generalized evolution problems. Math. Comput. Modelling 42(11-12), 1263-1268 (2005)
[9] Dattoli, G., Ricci, P.E.: Laguerre-type exponentials, and the relevant $L$-circular and $L$-hyperbolic functions. Georgian Math. J. 10(3), 481-494 (2003)
[10] Falcão, M.I., Cruz, J., Malonek, H.R.: Remarks on the generation of monogenic functions. 17th Inter. Conf. on the Appl. of Computer Science and Mathematics on Architecture and Civil Engineering, Weimar (2006)
[11] Falcão, M.I., Malonek, H.R.: Generalized exponentials through Appell sets in $\mathbb{R}^{n+1}$ and Bessel functions. In: Simos, T.E., Psihoyios, G., Tsitouras, C. (eds.) AIP Conference Proceedings. vol. 936, pp. 738-741 (2007)
[12] Fueter, R.: Die Funktionentheorie der Differentialgleichungen $\Delta u=0$ und $\Delta \Delta u=0$ mit vier reellen Variablen. Comm. Math. Helv. (7), 307-330 (1934-35)
[13] Fueter, R.: Über die analytische Darstellung der regulären Funktionen einer Quaternionenvariablen. Comment. Math. Helv. 8(1), 371-378 (1935)
[14] Gürlebeck, K., Malonek, H.: A hypercomplex derivative of monogenic functions in $\mathbb{R}^{n+1}$ and its applications. Complex Variables Theory Appl. 39, 199-228 (1999)
[15] Gürlebeck, N.: On Appell sets and the Fueter-Sce mapping. Adv. Appl. Clifford Algebr. 19(1), 51-61 (2009)
[16] Lávička, R.: Canonical bases for $\mathrm{sl}(2, \mathrm{c})$-modules of spherical monogenics in dimension 3. Archivum Mathematicum, Tomus 46, 339-349 (2010)
[17] Malonek, H.: A new hypercomplex structure of the euclidean space $\mathbb{R}^{m+1}$ and the concept of hypercomplex differentiability. Complex Variables 14, 25-33 (1990)
[18] Malonek, H.: Power series representation for monogenic functions in $\mathbb{R}^{n+1}$ based on a permutational product. Complex Variables, Theory Appl. 15, 181-191 (1990)
[19] Malonek, H.: Selected topics in hypercomplex function theory. In: Eriksson, S.L. (ed.) Clifford algebras and potential theory, pp. 111-150. 7, University of Joensuu (2004)
[20] Malonek, H.R., Falcão, M.I.: Special monogenic polynomials—properties and applications. In: Simos, T.E., Psihoyios, G., Tsitouras, C. (eds.) AIP Conference Proceedings. vol. 936, pp. 764-767 (2007)
[21] Natalini, P., Ricci, P.E.: Laguerre-type Bell polynomials. Int. J. Math. Math. Sci. pp. Art. ID 45423, 7 (2006)
[22] Peña Peña, D., Sommen, F.: Monogenic Gaussian distribution in closed form and the Gaussian fundamental solution. Complex Var. Elliptic Equ. 54(5), 429-440 (2009)

