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Abstract. The semidirect product of pseudovarieties of semigroups
with an order-computable pseudovariety is investigated. The essential
tool is the natural representation of the corresponding relatively free
profinite semigroups and how it transforms implicit signatures. Several
results concerning the behavior of the operation with respect to various
kinds of tameness properties are obtained as applications.
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1. Introduction

The semidirect product is a key operation in the theory of pseudovari-
eties of semigroups, which in turn is central to the applications of semigroup
theory in computer science. From the foundational work of Eilenberg [17]
to the recent monograph by Rhodes and Steinberg [23], this operation has
always deserved considerable attention as it allows to decompose compli-
cated pseudovarieties into simpler ones. For the decomposition to be useful,
some mastery of the operation is required. In particular, many applica-
tions involve solving the membership problem for specific pseudovarieties;
a pseudovariety for which this is possible is said to be decidable. However,
the semidirect product does not preserve decidability [22, 15], and thus it
is worth investigating stronger properties of the factors under which decid-
ability of the semidirect product is guaranteed.

This is the approach started by the first author in the late 1990’s. The
central idea is found in the paper [13], which combines the Tilson categor-
ical approach with profinite methods in an attempt to describe semidirect
products of pseudovarieties in terms of pseudoidentities. While the attempt
turned out to be flawed, it was nevertheless quite fruitful, say as argued
in [23], where a correct but so far useless such description is presented.
Based on the erroneous description, the first author introduced a stronger
form of decidability [4], called hyperdecidability, which was later refined in
collaboration with Steinberg [11, 12], leading to the notion of tameness. The
fact that the seminal work of Ash [14] can be viewed as a proof of tameness
of the pseudovariety of all finite groups [12], and that this result was redis-
covered in a different guise in model theory [18, 9], already suggests that this
is a property that is worthwhile investigating, and indeed since then several
important pseudovarieties have been shown to be tame. See [7] for a brief
introduction and survey.
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This paper is concerned with establishing tameness for pseudovarieties
which are semidirect products of a tame pseudovariety with a locally fi-
nite (more precisely, order-computable) pseudovariety. The starting point is
[10], where the natural semidirect product representation of the free profinite
semigroup over the semidirect product is explored to show that the semidi-
rect product of a hyperdecidable pseudovariety with an order-computable
pseudovariety is again hyperdecidable. We show that hyperdecidability can
be replaced by tameness with respect to suitable implicit signatures as proper
care has to be taken of the influence of the representation on the signature.
In particular, this result holds for the canonical signature κ, consisting of
multiplication and the ω − 1 power.

Tameness was originally introduced involving systems of equations associ-
ated with finite directed multigraphs but it was later extended to arbitrary
finite systems of equations between terms in a suitable implicit signature
[5]. So, it is also natural to investigate how the systems are transformed
under the natural representation. We show with an example that they may
be transformed into systems for which the first factor is κ-tame without the
semidirect product being κ-tame for the original system.

2. Preliminaries

For general background and terminology from the classical theories of
semigroups, formal languages, pseudovarieties and profinite semigroups the
reader is referred to [17, 2, 23]. Here, we begin by presenting a brief descrip-
tion of the most relevant basic definitions, notation and results that will be
needed in the following sections.

For a semigroup S, we denote by S1 the smallest monoid containing S.
In case S is not a monoid and ϕ : S → T is a homomorphism of semigroups,
we also denote by ϕ its extension to a monoid homomorphism S1 → T 1.

For a pseudovariety V of semigroups and a finite set A, we denote by ΩAV

the pro-V semigroup freely generated by A: for each pro-V semigroup S and
each function ϕ : A → S, there is a unique continuous homomorphism ϕ :
ΩAV → S extending ϕ. The subsemigroup generated by A is denoted ΩAV.
The natural interpretation of an element w of ΩAV on a pro-V semigroup S
is the operation wS : SA → S that sends each function ϕ ∈ SA to ϕw. The
elements of ΩAV can also be viewed as A-ary implicit operations on V, as
the restriction of the natural interpretation to elements of V gives a faithful
representation of ΩAV. If we talk about implicit operations without reference
to the pseudovariety, we mean implicit operations on S, the pseudovariety
of all finite semigroups. The elements of ΩAS are sometimes also called
pseudowords over A; those that lie in ΩAS = A+ are said to be finite (or
words) while the remaining ones are infinite.

If V and V′ are pseudovarieties and V ⊆ V′, then there is a unique contin-
uous homomorphism mapping the generators of ΩAV′ to the generators of
ΩAV, called the natural projection. In case V′ = S, for simplicity, in general
we denote such continuous homomorphism, which depends on A, only by
pV, although occasionally, for the sake of clarity, we may write pA,V.



TAMENESS OF SEMIDIRECT PRODUCTS 3

An implicit signature σ is a set of implicit operations over finite semigroups
containing multiplication. In particular, we represent by κ the implicit sig-
nature { . , ω−1}, usually called the canonical signature. Every profinite
semigroup can be considered a topological σ-algebra under the natural in-
terpretation of semigroup implicit operations. For a set A, let T σ

A denote the
free σ-algebra in the variety defined by the identity x(yz) = (xy)z, whose
elements are called σ-semigroups. We refer to the elements of T σ

A as σ-words
(on A).

For a pseudovariety V, we denote by Ωσ
AV the free σ-semigroup gener-

ated by A in the variety of σ-semigroups generated by V, which is the
σ-subsemigroup of ΩAV generated by A. The unique “evaluation” homo-
morphism of σ-semigroups T σ

A → Ωσ
AV that sends each letter a ∈ A to itself

is denoted εσA,V.

An equation (over X) is a formal equality u = v with u, v ∈ ΩXS. If both
sides u, v ∈ Ωσ

XV, then u = v is called a σ-equation.
The σ-word problem for V is the problem of deciding, given two σ-words

u and v over an alphabet A, whether εσA,Vu = εσA,Vv.
Recall the well-known fact that the natural interpretation of implicit op-

erations commute with continuous homomorphisms between profinite semi-
groups [6]. This will be used throughout the paper without further reference.

Let Σ be a finite set of equations over a finite alphabet X. Let S be a
finite A-generated semigroup, δ : ΩAS → S be a continuous homomorphism
respecting the choice of generators and let ϕ : X → S1 be a mapping. We
say that a mapping θ : X → (ΩAS)1 is a V-solution of Σ with respect to
(ϕ, δ) if δθ = ϕ and V |= θu = θv, for all (u = v) ∈ Σ. Moreover, if θ is such
that θX ⊆ Ωσ

AS, for an implicit signature σ, then θ is called a (V,σ)-solution.
The pseudovariety V is said to be σ-reducible relatively to an equation

system Σ if the existence of a V-solution of Σ with respect to a pair (ϕ, δ)
entails the existence of a (V,σ)-solution of Σ with respect to the same pair
(ϕ, δ). The pseudovariety V is said to be σ-reducible relatively to a class C
of finite systems of σ-equations if it is σ-reducible relatively to every system
of equations Σ ∈ C. The pseudovariety V is completely σ-reducible if it is
σ-reducible relatively to the class of all finite systems of σ-equations.

To a (directed multi)graph Γ = V (Γ) ⊎ E(Γ), with vertex set V (Γ), edge

set E(Γ), and edges αe
e
−→ ωe, we associate the system ΣΓ of all equations of

the form (αe) e = ωe, with e ∈ E(Γ). A labeling of a graph Γ by a semigroup
S is a mapping ϕ : Γ → S1 such that ϕE(Γ) ⊆ S. We say that the labeling ϕ
is V-inevitable with respect to a continuous homomorphism δ : ΩAV → S if
there is a V-solution of ΣΓ with respect to (ϕ, δ). For simplicity, in case C is
the class of all equation systems of the form ΣΓ, a σ-reducible pseudovariety
relatively to C is said to be a σ-reducible pseudovariety.

By a highly computable signature σ we mean a recursively enumerable
implicit signature σ consisting of computable operations. A pseudovariety
V is said to be σ-tame (respectively completely σ-tame) if it is recursively
enumerable, σ-reducible (resp. completely σ-reducible) and the σ-word prob-
lem for V is decidable. Finally we say that a pseudovariety is tame (resp.
completely tame) if it is σ-tame (resp. completely σ-tame) for some highly
computable signature σ.
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Semigroupoids are defined like small categories but dropping the require-
ment of local identities. Tilson [24] extended the theory of pseudovarieties
to semigroupoids although, to avoid technical difficulties the published pa-
per only deals with small categories. The profinite approach was added
in [13, 20], with relatively free profinite semigroupoids being generated by
profinite graphs, although it was later discovered that the case of graphs
with infinite vertex sets is rather delicate [8]. As we require very little on
this topic, we will not go any further into it, referring the reader to the above
references for details.

3. Free profinite semigroups over V ∗ W

The notation introduced in this section will be used in the remainder
of the paper. Throughout, W denotes a non-trivial and order-computable
pseudovariety of semigroups, which means that ΩAW = ΩAW is finite (which
means that W is locally finite) and effectively computable.

Let A be a finite alphabet. Then AW = (ΩAW)1 × A is also a finite
set. Let B = AW. For another pseudovariety V of semigroups, consider the
action of ΩAW on ΩBV defined by

w(w′, a) = (ww′, a)

for all w,w′ ∈ (ΩAW)1 and a ∈ A, which determines a continuous endomor-
phism λw : ΩBV → ΩBV which maps each (w′, a) ∈ B to (ww′, a). This
defines a semidirect product ΩBV∗ΩAW and there is a continuous embedding
ι : ΩA(V ∗ W) → ΩBV ∗ ΩAW such that, for every a ∈ A, ιa = ((1, a), a)[2].
Composition of ι with the projection p1 on the first component gives a con-
tinuous mapping βA : ΩA(V ∗ W) → ΩBV. In other words, we have the
following commutative diagram, where p2 is the homomorphic projection on
the second component and qW : ΩA(V ∗ W) → ΩAW is the natural projec-
tion:

ΩA(V ∗ W)

ι

''OOOOOOOOOOO

βA

��

qW // ΩAW

ΩBV ΩBV ∗ ΩAWp1

oo

p2

OO

Since ι is injective, the following holds for all u, v ∈ ΩA(V ∗ W),

(3.1) u = v ⇔

{
βAu = βAv

qWu = qWv.

The following lemma gives a straightforward characterization of the map-
ping βA.

Lemma 3.1. The mapping βA is the unique continuous function from the
space ΩA(V ∗ W) to ΩBV such that,

(1) for all a ∈ A, βAa = (1, a),
(2) for all u, v ∈ ΩA(V ∗ W), βA(uv) = βAu · qWuβAv. �

In case V = S, the mapping βA : ΩA(S ∗ W) → ΩBS is denoted β′A. Since

S ∗ W = S, it is a continuous function ΩAS → ΩBS. Similarly, we will use
λ′w instead of λw in this case.
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Let ΓAW be the Cayley graph of the semigroup ΩAW with respect to the
generating set A, with vertex set V (ΓAW) = (ΩAW)1, edge set E(ΓAW) =
AW, and each edge (w, a) starting at α(w, a) = w and ending at ω(w, a) =
wa. Let η : ΩΓAWSd → ΩBS be the unique continuous homomorphism on
the profinite semigroupoid freely generated by ΓAW that sends each edge
e ∈ E(ΓAW) into itself, viewed as a letter of B.

Lemma 3.2. The mapping η is injective on the edge set.

Proof. Let u ∈ Im η. It is well known [2] that u has uniquely determined
first and last letters, respectively, bf and bl. For every v ∈ ΩΓAWSd such that
ηv = u, we have αv = αbf and ωv = ωbl. Since η is faithful [3, Proposition
2.3], there is only one edge v satisfying these conditions, which means that
η is injective on edges. �

The second component projection from B = (ΩAW)1 × A to A extends
uniquely to an onto continuous homomorphism ξA : ΩBS → ΩAS. Consider
the following diagram:

(3.2) ΩAS

pA,W
UUUUUUUUUUUUUU

**UUUUUUUU

ΩAS

id
ΩAS

oo

β′

A

��

pA,V∗W // ΩA(V ∗ W)

βA

��

qW

yyssssssssss

ΩAW

ΩBS

ξA

OO

ΩBS pB,V

//

γ
;;xxxxxxxx

λ′

w

oo

ξA

__>>>>>>>>>>>>>>>>>>>

ΩBV

Since all functions involved are continuous, the commutativity of the dia-
gram is easy to prove. In particular, the following equalities hold:

pB,Vβ
′
A = βApA,V∗W(3.3)

ξAβ
′
A = idΩAS

and ξAλ
′
w = ξA(3.4)

and β′A is injective.
For a graph Γ and a vertex u ∈ V (Γ), we denote by Γ(u, ) the set of all

edges e of Γ such that αe = u.

Lemma 3.3. Imβ′A = η
(
ΩΓAWSd(1, )

)
.

Proof. For k ≥ 1 and a1, . . . , ak ∈ A,

β′A(a1 · · · ak) = (1, a1) ·
pWa1(1, a2) · · ·

pW(a1···ak−1)(1, ak)

= η(1, a1) η(pWa1, a2) · · · η(pW(a1 · · · ak−1), ak)

= η
(
(1, a1)(pWa1, a2) · · · (pW(a1 · · · ak−1), ak)

)
.(3.5)

Hence β′A(ΩAS) ⊆ η
(
ΩΓAWSd(1, )

)
, where ΩΓAWSd denotes the free semi-

groupoid on ΓAW. Since β′A is a continuous function, η is a continu-
ous homomorphism that sends closed sets to closed sets, and the subsemi-
groupoid ΩΓAWSd(1, ) is dense in ΩΓAWSd(1, ), we conclude that Imβ′A ⊆

η
(
ΩΓAWSd(1, )

)
.

A path in ΓAW beginning in 1 is of the form (1, a1)(w2, a2) · · · (wℓ, aℓ)
for ℓ ≥ 1 and wi = pW(a1 · · · ai−1), for 2 ≤ i ≤ ℓ. By (3.5), we have
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η
(
(1, a1)(w2, a2) · · · (wℓ, aℓ)

)
= β′A(a1 · · · ak). Hence η

(
ΩΓAWSd(1, )

)
is con-

tained in Imβ′A. Since both β′A and η are continuous and ΩΓAWSd(1, )

is dense in ΩΓAWSd(1, ) we deduce that η
(
ΩΓAWSd(1, )

)
⊆ Imβ′A, which

concludes the proof of the lemma. �

The remaining results of this section provide useful properties of Imβ′A.
They depend on the fact that a word in the edges of the Cayley graph ΓAW,
that is in B, is a path if and only if any two adjacent letters are consecutive
edges in the graph. This is expressed by the formula

(3.6) η
(
E(ΩΓAWSd)

)
= B+ \

⋃

y,z∈B; ωy 6=αz

B∗yzB∗.

Proposition 3.4. The set Imβ′A is a clopen set.

Proof. By (3.6), the set η
(
ΩΓAWSd(1, )

)
is the rational language

(
B+ \

⋃

y,z∈B; ωy 6=αz

B∗yzB∗
)
∩ ({1} ×A)B∗.

By Lemma 3.3, since η is continuous, its closure is the set Imβ′A. The result
follows from the well-known fact that the closure of a rational language
of B+ is open in ΩBS [2, Section 3.6]. �

Corollary 3.5. The intersection of Imβ′A with the set of computable ele-

ments of ΩBS is decidable.

Proof. By Proposition 3.4 and Hunter’s Lemma [19], there exist a continuous
homomorphism ϕ : ΩBS → S onto a finite semigroup S and a subset P ⊆ S

such that ϕ−1(P ) = η
(
ΩΓAWSd(1, )

)
. Since, for u ∈ ΩBS, ϕu is the value of

the interpretation in S of the implicit operation u evaluated on the restriction
ϕ|B , it follows that we can check whether ϕu ∈ P if u is computable. �

4. Implicit Signatures

Let σ be an implicit signature. For a positive integer n we define Fσ
n to

be the set of all implicit signatures σ′ such that

(4.1) ι(Ωσ′

A S) ⊆ Ωσ
BS ∗ ΩAW

where A is an arbitrary alphabet with n letters and B = AW. Notice that Fσ
n

is independent of the choice of the alphabet A, and it is also nonempty since
the calculation carried out in the proof of Lemma 3.3 shows that the signa-
ture σ′ = { · } satisfies (4.1). By the definitions of ι and β′A, condition (4.1)

is equivalent to β′A(Ωσ′

A S) ⊆ Ωσ
BS.

A signature σ′ ∈ Fσ
n is said to be (σ, n)-maximal if Ωσ′′

A S ⊆ Ωσ′

A S for every
implicit signature σ′′ ∈ Fσ

n , where A is an arbitrary alphabet with n letters.
Let Fσ =

⋂
n≥1 F

σ
n and note that Fσ is nonempty. A signature σ′ ∈ Fσ is

said to be σ-maximal if it is (σ, n)-maximal for every n ≥ 1.

Proposition 4.1. For every implicit signature σ and for every σ′ ∈ Fσ
n ,

the inclusion Ωσ′

A S ⊆ Ωσ
AS holds whenever A is an alphabet with n letters.

Hence, if σ ∈ Fσ
n , then σ is (σ, n)-maximal.
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Proof. Let σ′ ∈ Fσ
n , u ∈ Ωσ′

A S, and B = AW. Then, β′Au ∈ Ωσ
BS and,

by (3.4), u = ξAβ
′
Au ∈ ξA(Ωσ

BS). Since ξAB ⊆ A, it follows that ξA(Ωσ
BS) ⊆

Ωσ
AS. So, u ∈ Ωσ

AS, which proves that Ωσ′

A S ⊆ Ωσ
AS. �

Corollary 4.2. If σ ∈ Fσ, then σ is σ-maximal. �

To avoid a clumsy notation where εσA,S appears all over, for a function f

with domain ΩAS, we denote by f̂ the composite f ◦ εσA,S. The signature σ
involved will be understood from the context.

For our purposes, it will be important not only to know that β′Au ∈ Ωσ
BS

for a given u ∈ Ωσ′

B S but that a representation of β′Au as a σ-word may

be computed from a given representation of u ∈ Ωσ′

A S as a σ′-word. If,

for a fixed n, there is an algorithm that computes, from a given z ∈ T σ′

A

with |A| = n, a σ-word t ∈ T σ
B such that β̂′Az = εσB,St, then we say that

σ′ is (σ, n,W)-expressible. If there is a uniform such algorithm, taking also
n as input, then we say that σ′ is (σ,W)-expressible. Note that, if σ′ is
(σ, [n, ]W)-expressible then it belongs to Fσ

[n].

Proposition 4.3. The implicit signature κ is (κ,W)-expressible.

Proof. Let A be an arbitrary finite alphabet and let B = AW. We need
to effectively construct, for every w ∈ T κ

A, a κ-word x ∈ T κ
B such that

β̂′Aw = εκB,Sx. We proceed by induction on the construction of w.

If w ∈ A then β′Aw = (1, w) ∈ B. Now, suppose w = uv with u, v ∈ T κ
A,

such that β̂′Au, β̂
′
Av ∈ Ωκ

BS. Then, by Lemma 3.1,

β̂′A(uv) = β̂′Au · p̂Wuβ̂′Av.

Since Ωκ
BS is closed under multiplication and the action of ΩAW, we conclude

that β̂′Au · p̂Wuβ̂′Av ∈ Ωκ
BS.

Suppose at last that w = uω−1 where u is a κ-word and that β̂′Au ∈ Ωκ
BS.

Since β̂′A is continuous, β̂′Aw = limk β̂
′
A(uk!−1) and, for k ≥ 1,

β̂′A(uk!−1) = β̂′Au · (p̂Wu)β̂′Au · (p̂Wu)2 β̂′Au · · ·
(p̂Wu)k!−2

β̂′Au.

As ΩAW is finite, there are ℓ, j ≥ 1 such that ΩAW |= tℓ+j = tℓ. For k large
enough such that k! ≥ ℓ+ j+1, let m ∈ {ℓ, ℓ+1, . . . , ℓ+ j− 1} be such that
m ≡ k! − 2 (mod j) and let rk = k!−m−2

j
. Then,

β̂′A(uk!−1) = β̂′Au · p̂Wuβ̂′Au · · ·
(p̂Wu)m

β̂′Au ·[
(p̂Wu)m+1

β̂′Au · · ·
(p̂Wu)ℓ+j−1

β̂′Au · (p̂Wu)ℓ

β̂′Au · · ·
(p̂Wu)m

β̂′Au
]rk

.

If k ≥ j, then k! and m+ 2 are multiples of j, say k! = j tk and m+ 2 = j s.
Hence

rk =
k! − (m+ 2)

j
= tk − s = (

k!

js
− 1)s.
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Note that, for k large enough, k! is a multiple of js. So, when k grows, the

sequence
(
β̂′A(uk!−1)

)
k

converges to

β̂′Au · p̂Wuβ̂′Au · · ·
(p̂Wu)m

β̂′Au·([
(p̂Wu)m+1

β̂′Au · · ·
(p̂Wu)ℓ+j−1

β̂′Au · (p̂Wu)ℓ

β̂′Au · · ·
(p̂Wu)m

β̂′Au
]ω−1)s

,

which gives a computable expression for a κ-word x such that εκB,Sx =

β̂′A(uω−1), taking into account the induction hypothesis. This completes the
induction steps and the proof of the proposition. �

From Proposition 4.3 we deduce that the signature κ belongs to Fκ,
whence it is κ-maximal by Corollary 4.2.

Let f : ΩA′S → ΩAS be a continuous homomorphism. Consider also the
continuous homomorphisms fW : ΩA′W → ΩAW, defined by fWa

′ = pWf a
′

(a′ ∈ A′), and ϕf : ΩB′S → ΩBS such that

(4.2) ϕf (w′, a′) = fWw′

(β′Afa
′)

for each (w′, a′) ∈ B′, where B′ = A′
W

. The functions f and ϕf are included
in the following diagram:

(4.3) ΩA′S
f //

β′

A′

��

ΩAS

β′

A

��
ΩB′S ϕf

// ΩBS

Lemma 4.4. (1) The diagram (4.3) commutes.
(2) If, for each a′ ∈ A′, there is a σ-word ta′ ∈ T σ

B such that β′Afa
′ =

εσB,Sta′ , then there is a computable (from the ta′) homomorphism of

σ-semigroups ψf : T σ
B′ → T σ

B such that ϕf b
′ = εσB,Sψf b

′ for every

b′ ∈ B′.

Proof. (1) The functions in the diagram are all continuous. So, to prove
the commutativity of the diagram it is sufficient to prove commutativity for
words, which holds since, for k ≥ 1 and a′1, . . . , a

′
k ∈ A′,

β′Af(a′1 · · · a
′
k) = β′A(fa′1 · · · fa

′
k)

= β′Afa
′
1 ·

fWa′

1(β′Afa
′
2) · · ·

fW(a′

1···a
′

k−1
)(β′Afa

′
k)

= ϕf (1, a′1)ϕf (a′1, a
′
2) · · ·ϕf (a′1 · · · a

′
k−1, a

′
k)

= ϕf

(
(1, a′1)(a

′
1, a

′
2) · · · (a

′
1 · · · a

′
k−1, a

′
k)

)

= ϕfβ
′
A′(a′1 · · · a

′
k).

(2) Note that, for every w ∈ ΩAW, λ′w(B) ⊆ B and so there is an induced
homomorphism of σ-semigroups χw : T σ

B → T σ
B . Note that, for every (v, a) ∈

B, λ′wε
σ
B,S(v, a) = (wv, a) = εσB,Sχw(v, a) and so λ′wε

σ
B,S = εσB,Sχw. Let

ψf (w′, a′) = χfWw′(ta′) for each (w′, a′) ∈ B′. Then, by (4.2) and the above,

we have ϕf (w′, a′) = fWw′

(β′Afa
′) = λ′fWw′εσB,S(ta′) = εσB,SχfWw′(ta′) =

εσB,Sψf (w′, a′) and this completes the proof of the lemma. �
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Lemma 4.5. Let A and A′ be alphabets with respectively n and m letters,
π ∈ ΩA′S, and let f : ΩA′S → ΩAS be a continuous homomorphism. Suppose
that there are σ-words tπ ∈ T σ

B′ and, for each a′ ∈ A′, ta′ ∈ T σ
B such that

β′A′π = εσB′,Stπ and β′Afa
′ = εσB,Sta′ . Then β′Afπ ∈ Ωσ

BS and a σ-word

representation can be effectively computed for β′Afπ.

Proof. Let ψf be the computable homomorphism of σ-semigroups given by
Lemma 4.4(2). By Lemma 4.4(1), β′Afπ = ϕfβ

′
A′π. Since β′A′π = εσB′,Stπ, by

Lemma 4.4(2) we obtain β′Afπ = ϕf β
′
A′ π = ϕf ε

σ
B′,S tπ = εσB,S ψf tπ, which

proves the lemma. �

Given an implicit operation π, we will without further reference write Aπ

for its alphabet, so that π ∈ ΩAπS, and we let Bπ = (Aπ)W = (ΩAπW)1×Aπ.

Corollary 4.6. Let σ and σ′ be implicit signatures such that, for each
π ∈ σ′, there is some tπ ∈ T σ

Bπ
such that β′Aπ

π = εσBπ ,Stπ. Then, σ′ ∈ Fσ.

Moreover, if σ′ is recursively enumerable and there is an algorithm for com-
puting such a σ-word tπ from π ∈ σ′, then σ′ is (σ,W)-expressible.

Proof. The result is easily obtained by induction on the construction of σ′-
word representations of the elements of Ωσ′

A S and using Lemma 4.5. �

Proposition 4.7. Let σ and σ′ be implicit signatures. Then, σ′ ∈ Fσ if
and only if β′Aπ

π ∈ Ωσ
Bπ

S for all π ∈ σ′.

Proof. The necessity of the condition for σ′ to belong to Fσ is immediate.
In order to establish its sufficiency it is enough to apply the non-algorithmic
version of Corollary 4.6. �

Now, we present a characterization of the (σ, n)-maximal signatures.

Proposition 4.8. Let σ′ ∈ Fσ
n . For an alphabet A with n letters and

B = AW, we have

(1) Ωσ′

A S ⊆ ξA(Ωσ
BS ∩ λ′w(Imβ′A)) for every w ∈ (ΩAW)1;

(2) σ′ is (σ, n)-maximal if and only if Ωσ′

A S = ξA(Ωσ
BS ∩ Imβ′A).

Proof. Let u ∈ Ωσ′

A S. As σ′ ∈ Fσ
n , β′Au belongs to Ωσ

BS and therefore so does
w(β′Au). By (3.4), u = ξA

(
w(β′Au)

)
and so u ∈ ξA

(
Ωσ

BS ∩ λ′w(Im β′A)
)
.

Assume that σ′ is (σ, n)-maximal. We need to show that ξA(Ωσ
BS ∩

Imβ′A) ⊆ Ωσ′

A S. Let u ∈ ξA(Ωσ
BS ∩ Imβ′A) and let σ′′ = σ′ ∪ {u}. So,

there exist t ∈ Ωσ
BS ∩ Imβ′A and t0 ∈ ΩAS such that ξAt = u and β′At0 = t.

By (3.4), t0 = u and, consequently, β′Au = t ∈ Ωσ
BS. By Proposition 4.7,

it follows that σ′′ ∈ Fσ and, as σ′ is maximal in Fσ
n , we get Ωσ′′

A S ⊆ Ωσ′

A S.

Hence, since u ∈ Ωσ′′

A S, we conclude that u ∈ Ωσ′

A S.

Conversely, assume that Ωσ′

A S = ξA(Ωσ
BS ∩ Imβ′A). Let σ′′ ∈ Fσ

n and u ∈

Ωσ′′

A S. Hence, β′Au ∈ Ωσ
BS and u = ξAβ

′
Au ∈ Ωσ′

A S, by (3.4) and hypothesis.

Therefore, Ωσ′′

A S ⊆ Ωσ′

A S, which proves that σ′ is (σ, n)-maximal. �

The next proposition describes a σ-maximal signature.

Proposition 4.9. For every n ≥ 1, if A is an alphabet with n letters and
B = AW, then the set σ⋆

n = ξA(Ωσ
BS ∩ Imβ′A) is such that σ⋆ =

⋃
n≥1 σ

⋆
n is

a σ-maximal implicit signature.
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Proof. We begin by proving that σ⋆ ∈ Fσ. Let π ∈ σ⋆. Let A = Aπ and
let n = |A|. Hence π ∈ ξA(Ωσ

BS ∩ Imβ′A) and there exist τ ∈ Ωσ
BS ∩ Imβ′A

and τ0 ∈ ΩAS such that π = ξAτ and τ = β′Aτ0. It follows that π ∈ Ωσ
AS

and, by (3.4), we have β′Aπ = β′AξAτ = β′AξAβ
′
Aτ0 = β′Aτ0 = τ ∈ Ωσ

BS. By
Proposition 4.7, it follows σ⋆ ∈ Fσ.

Next, we show that Ωσ⋆

A S = ξA(Ωσ
BS ∩ Imβ′A). By Proposition 4.8(1),

Ωσ⋆

A S ⊆ ξA(Ωσ
BS ∩ Imβ′A). In order to obtain the reverse inclusion, note

that, by construction, ξA(Ωσ
BS ∩ Imβ′A) = σ⋆

n ⊆ σ⋆ ∩ ΩAS ⊆ Ωσ⋆

A S. By
Proposition 4.8(2), we deduce that σ⋆ is (σ, n)-maximal for every n ≥ 1.
Hence σ⋆ is σ-maximal. �

The following results about highly computable implicit signatures will be
useful in Section 7.

Proposition 4.10. If σ is highly computable then the associated σ-maximal
implicit signature σ⋆ is highly computable and (σ,W)-expressible.

Proof. Consider an alphabet A and let B = AW. The elements u ∈ Ωσ
BS \B

are of the form π(u1, . . . , um), with π ∈ σ and u1, . . . , um ∈ Ωσ
BS, whence

ξAu = π(ξAu1, . . . , ξAum). Since, for u = (w, a) ∈ B, ξAu = a, we may
conclude inductively that, for every u ∈ Ωσ

BS, ξAu is effectively computable.
Hence the elements of each σ⋆

n are effectively computable.
The set Ωσ

BS is recursively enumerable since σ is recursively enumerable.
By Corollary 3.5, it is decidable whether an element of Ωσ

BS belongs to
Imβ′A. Moreover, for u ∈ Ωσ

BS, ξAu is computable. Hence, σ⋆
n is recursively

enumerable too. We deduce that σ⋆ is highly computable since it is a count-
able union of recursively enumerable sets, whose elements are effectively
computable implicit operations.

To complete the proof, by Corollary 4.6 it suffices to show that there is an
algorithm that computes a σ-word representation for β′Aπ

π for each π ∈ σ⋆.
Now, such a π is given as ξAπu, with u ∈ Ωσ

Bπ
S ∩ Imβ′Aπ

, and therefore

we may assume that u, which coincides with β′Aπ
π by (3.4), is given by a

σ-word representing it. �

Proposition 4.10 entails that if σ is highly computable, then the subset
of Fσ consisting of all σ-maximal highly computable (σ,W)-expressible im-
plicit signatures is nonempty. One important example of highly computable
implicit signature is the signature κ.

To end this section, we relate word problems for V and V ∗ W.

Lemma 4.11. Let σ be an implicit signature and σ′ ∈ Fσ be (σ,W)-
expressible. If V has a decidable σ-word problem, then V∗W has a decidable
σ′-word problem.

Proof. Let u, v ∈ T σ′

A . Since W is order computable, it is decidable whether

εσ
′

A,Wu = εσ
′

A,Wv. As σ′ ∈ Fσ, we know that β̂′Au, β̂
′
Av ∈ Ωσ

BS and, since

σ′ is (σ,W)-expressible, we know how to compute σ-word representations of

β̂′Au and β̂′Av. As V has a decidable σ-word problem, it is decidable whether

pB,Vβ̂
′
Au = pB,Vβ̂

′
Av. Finally, taking into account (3.1) and (3.3), we deduce

that V ∗ W has a decidable σ′-word problem. �



TAMENESS OF SEMIDIRECT PRODUCTS 11

Combining with Proposition 4.10 and the fact that κ ∈ Fκ, respectively,
we obtain the following corollaries.

Corollary 4.12. Let σ be a highly implicit signature. If V has a decidable
σ-word problem, then V ∗ W has a decidable σ⋆-word problem. �

Corollary 4.13. If V has a decidable κ-word problem, then so does V ∗
W. �

5. V ∗ W-solutions of systems of equations

The inevitability of pseudovarieties of the form V ∗ W was investigated
in [10]. Both the main result of that paper and the method of proof will be
useful here.

Let C be a finite set with m elements and BC be the aperiodic Brandt
semigroup consisting of the partial transformations of C whose domain con-
tains at most one element. For an alphabet A and B = AW, consider the
continuous homomorphism ν : ΩBS → B(ΩAW)1 that maps each (w, a) ∈ B

to the element of B(ΩAW)1 with domain {w} and image {wa}.

Suppose that S is a finite A-generated semigroup. From hereon, whenever
this is the case, we denote by δ the extension of the corresponding generating
mapping A → S to an onto continuous homomorphism ΩAS → S. Since S
is finite, δ(ΩAS) = S. We denote the restriction of δ to ΩAS simply by δ|.
Let

(5.1) δ′ : ΩBS −→ ΩAW × B(ΩAW)1 × S

u 7−→ (γu, νu, δξAu)

and let S′ = Im δ′. Note that, by construction, δ′ is a continuous homomor-
phism and consider the corestriction to the codomain, also denoted by δ′,
δ′ : ΩBS → S′. The projection of S′ in the first component is denoted by ρ.

Theorem 5.1 ([10, Theorem 3]). Let Γ be a finite graph. A labeling ϕ :
Γ → S1 is V ∗ W-inevitable if and only if there is a V-inevitable labeling
ϕ′ : Γ → S′1 such that:

(1) for every e ∈ E(Γ), ρϕ′αe · ρϕ′e = ρϕ′ωe;
(2) for every v ∈ V (Γ), ϕ′v ∈ δ′β′Aδ|

−1ϕv;

(3) for every e ∈ E(Γ), ϕ′e ∈ δ′
(ρϕ′αe

(β′Aδ|
−1ϕe)

)
.

The proof of this theorem consists in the proof of the equivalence of the
existence of a V-solution θ′ of the equation system of Γ with respect to (ϕ′, δ′)
and of a V ∗W-solution θ of the equation system of Γ with respect to (ϕ, δ).
The continuous homomorphisms θ and θ′ satisfy the following conditions:

(1) for v ∈ V (Γ), θ′v = β′Aθv,

(2) for e ∈ E(Γ), θ′e = ρϕ′αeβ′Aθe.

We proceed to obtain a version of Theorem 5.1 for arbitrary finite systems
of equations instead of just those determined by graphs.

Let Σ be a finite set of equations between elements of ΩXS, Y = XW,
and let S be an A-generated semigroup. Suppose that θ and ϕ are functions
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such that the following diagram commutes:

(ΩAS)1

δ

��
X ϕ

//

θ
<<xxxxxxxxx

S1

We define the mappings

(5.2) θW : X −→ (ΩAW)1

x 7−→ pWθx

and θ′ : Y −→ (ΩBS)1

(w, x) 7−→ θWwβ′Aθx .

Lemma 5.2. The following diagram commutes:

ΩXW

θW

��

ΩXS
β′

X //

θ
��

pX,Woo ΩY S

θ′

��

ξX // ΩXS

θ
��

(ΩAW)1 (ΩAS)1
β′

A //
pA,Woo (ΩBS)1

ξA // (ΩAS)1.

Proof. For the first and third squares, since the sides are all continuous ho-
momorphisms, commutativity follows from the fact that the commutation
relation holds on generators. For the leftmost square, this is true by defini-
tion of θW. For the rightmost square, from the definition (5.2) and by (3.4),
we deduce that, for (w, x) ∈ Y , ξAθ

′(w, x) = θx = θξX(w, x).
For x1, . . . , xk ∈ X, the following equalities hold:

β′Aθ(x1 · · · xk) = β′A(θx1 · · · θxk)

= β′Aθx1 ·
θWx1β′Aθx2 · · ·

θW(x1···xk−1)β′Aθxk

= θ′(1, x1) θ
′(x1, x2) · · · θ

′(x1 · · · xk−1, xk)

= θ′
(
(1, x1)(x1, x2) · · · (x1 · · · xk−1, xk)

)

= θ′β′X(x1 · · · xk).

As β′Aθ and θ′β′X are continuous functions with domain ΩXS and they co-

incide on ΩXS, the equality β′Aθ = θ′β′X holds in full generality, which
establishes commutativity of the middle square. �

For a finite A-generated semigroup S, recall δ′, as defined in (5.1).

Lemma 5.3. Let ϕ′ : Y → S′1 be the mapping defined by, for (w, x) ∈ Y ,

(5.3) ϕ′(w, x) = (θWx, νθ
′(w, x), ϕx).

Then the following diagram commutes:

(ΩBS)1

δ′

��
Y

θ′
<<xxxxxxxxx ϕ′

// S′1.
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Proof. Let (w, x) ∈ Y . By (3.4), we have ξA
(
θWw(β′Aθx)

)
= θx. Since

γ = pWξA and ϕ = δθ, we obtain

δ′θ′(w, x) =
(
γθ′(w, x), νθ′(w, x), δξAθ

′(w, x)
)

=
(
γ
(
θWw(β′Aθx)

)
, νθ′(w, x), δξA

(
θWw(β′Aθx)

))

=
(
pWθx, νθ

′(w, x), ϕx
)

= ϕ′(w, x). �

Lemma 5.4. ρϕ′ = γθ′ = pWθξX = θWpWξX .

Proof. By Lemma 5.3, ϕ′ = δ′θ′ and using the definition (5.1) of δ′, we
obtain the equalities ρϕ′ = ρδ′θ′ = γθ′. By Lemma 5.2 and the definition
of γ, we conclude that θWpWξX = pWθξX = pWξAθ′ = γθ′. �

Let X be an alphabet. For every finite system of equations Σ over X, we
define a system of equations

(5.4) Σ′ = {β′Xu = β′Xv | (u = v) ∈ Σ}

over Y = XW and we denote by YΣ the subset of Y defined as the union of
the contents of the pseudowords (cf. [2, Section 8.1]) that occur in Σ′. Since
ΩXW is finite, for each w ∈ (ΩXW)1, there is sw ∈ ({1} × X)∗ such that
pWξXsw = w. Hence, by Lemma 5.4, for every w ∈ (ΩXW)1, we have

(5.5) ρϕ′sw = θWw = γθ′sw.

Note that this property is independent of the choice of sw, requiring only
the assumption that pWξXsw = w. From hereon, sw represents an arbitrary
word with this property.

Theorem 5.5. Let Σ be a finite system of equations over an alphabet X.
Let S be a finite A-generated semigroup and ϕ : X → S1 be a mapping.
There exists a V ∗ W-solution θ of Σ with respect to (ϕ, δ), if and only if
there exists a V-solution θ′ of Σ′ (as defined by (5.4)) with respect to a pair
(ϕ′, δ′) such that:

(C1) for (w, x) ∈ YΣ, θ′(w, x) = γθ′swθ′(1, x);
(C2) δ′ is defined as in (5.1);
(C3) ϕ′ : Y → S′1 is a function such that the following conditions hold:

I. ρϕ′β′Xu = ρϕ′β′Xv for all (u = v) ∈ Σ,

II. ϕ′(w, x) ∈ δ′(ρϕ′swβ′Aδ|
−1ϕx) for all (w, x) ∈ Y .

Moreover, starting from either θ or θ′, the other function may be constructed
so as to satisfy the following additional condition:

(C4) for every x ∈ X, θ′(1, x) = β′Aθx.
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The mappings involved are shown in the following (non-commutative)
diagram:

(ΩAW)1

(ΩBS)1

γ

ee

δ′

��

ξA
--
(ΩAS)1

pW

nn

δ

��

β′

A

mm

S′1

ρ

UU

ΩY S
ϕ′

oo

θ′

\\999999999999999

ΩXS

θ

BB���������������

β′

X

oo
ϕ

// S1

Proof. First suppose that θ is a V ∗ W-solution of Σ with respect to (ϕ, δ).
Consider θ′ and ϕ′ defined as in (5.2) (so that (C4) is automatically satisfied)
and (5.3), respectively. We want to prove that θ′ is a V-solution of Σ′ with
respect to the pair (ϕ′, δ′) and that conditions (C1)–(C3) are verified. By
Lemma 5.3, δ′θ′ = ϕ′. Notice that by (3.1) and (3.3), for (u = v) ∈ Σ,
V ∗ W |= θu = θv is equivalent to

(5.6) V |= β′Aθu = β′Aθv and W |= θu = θv.

Since θ is a V ∗ W-solution of Σ it follows that V |= β′Aθu = β′Aθv. So,

V |= θ′β′Xu = θ′β′Xv, by Lemma 5.2. Hence θ′ is a V-solution of Σ′ with
respect to (ϕ′, δ′). The solution θ′ satisfies condition (C1) since, by (5.2) and

(5.5), for (w, x) ∈ Y , θ′(w, x) = θWw(β′Aθx) = θWwθ′(1, x) = γθ′swθ′(1, x).
Now, for (u = v) ∈ Σ, we have

ρϕ′β′Xu = ρδ′θ′β′Xu by Lemma 5.3

= ρδ′β′Aθu by Lemma 5.2

= γβ′Aθu by definition of ρ

= pWξAβ
′
Aθu by definition of γ

= pWθu by (3.4)

= pWθv since θ is V ∗ W-solution and by (5.6)

= ρϕ′β′Xv analogously

which proves condition I. To prove II, let (w, x) ∈ Y . Since δ′λ′
θWw

β′A is a

continuous mapping from ΩAS to a finite semigroup, there exists a word t ∈

ΩAS such that δ′(θWwβ′At) = δ′(θWwβ′Aθx). By projection on the third com-

ponent of both members of the preceding equality, we obtain δξA(θWwβ′At) =

δξA(θWwβ′Aθx). Therefore, by (3.4),

δt = δξAβ
′
At = δξA(θWwβ′At) = δξA(θWwβ′Aθx) = δξAβ

′
Aθx = δθx = ϕx.

Consequently, δt = ϕx and, since θWw = ρϕ′sw by (5.5),

ϕ′(w, x) = δ′θ′(w, x) = δ′(θWwβ′Aθx) = δ′(ρϕ′swβ′At) ∈ δ′
(
ρϕ′swβ′A(δ|−1ϕx)

)

which means that condition II holds.
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Conversely, suppose that there exists a V-solution θ′ of Σ′ with respect
to a pair (ϕ′, δ′) such that conditions (C1)–(C3) hold. We have to define a
V ∗ W-solution θ of Σ with respect to (ϕ, δ).

Let x ∈ X. If ϕx 6∈ S, then ϕx = 1 and let θx = 1, so that δθx = ϕx.
Hence, by condition II, for (w, x) ∈ Y , ϕ′(w, x) = 1 and, consequently,
θ′(w, x) = 1. So,

(5.7) θ′(w, x) = 1 = β′Aθx.

Otherwise, again by condition II, for (w, x) ∈ Y , there exists t ∈ δ|−1ϕx ⊆

ΩAS such that ϕ′(w, x) = δ′(ρϕ′swβ′At). So, δt = ϕx and θ′(w, x) is an

element of the clopen set δ′−1δ′(ρϕ′swβ′At), since δ′θ′ = ϕ′. In particular,
taking w = 1, we deduce that there is a sequence (zk)k of words in δ′−1δ′β′At

converging to θ′(1, x). Hence, for every k ≥ 1, δ′zk = δ′β′At and using condi-
tion (C2) and (3.4) we conclude that νzk = νβ′At and δξAzk = δξAβ

′
At = δt.

The continuous homomorphism ν recognizes the language β′AA
+ (particular

case of [10, Corollary 2]), whence there is a sequence (hk)k in ΩAS such that
zk = β′Ahk. Thus, using (3.4), δhk = δξAβ

′
Ahk = δξAzk = δt = ϕx. By

compactness of ΩAS, we may assume that (hk)k is a convergent sequence.
We define

θx = lim
k
hk.

Then, δθx = δ(limk hk) = limk(δhk) = limk(ϕx) = ϕx which completes the
proof that δθ = ϕ. Moreover,

(5.8) θ′(1, x) = lim
k
zk = lim

k
β′Ahk = β′Aθx.

From (5.7) and (5.8), we deduce that condition (C4) holds. By (3.4) and
condition (C1), for every y = (w, x) ∈ YΣ or y = (1, x) ∈ Y , ξAθ

′y =
ξAθ

′(1, x) and so, by (C4), we have

(5.9) θx = ξAθ
′y.

To complete the proof we will show that V ∗ W |= θu = θv, for every
(u = v) ∈ Σ. Let x1, . . . , xn ∈ X. For 2 ≤ ℓ ≤ n,

pWθ(x1 · · · xℓ−1) = pW(θx1 · · · θxℓ−1)

= pW

(
ξAθ

′(1, x1) · · · ξAθ
′(1, xℓ−1)

)
by (5.9)

= pWξAθ′
(
(1, x1) · · · (1, xℓ−1)

)

= γθ′
(
(1, x1) · · · (1, xℓ−1)

)
by definition of γ.(5.10)

Note that the word β′X(x1 · · · xn) ∈ ΩYΣ
S if and only if (1, x1) ∈ YΣ and

(x1 · · · xℓ−1, xℓ) ∈ YΣ for 2 ≤ ℓ ≤ n. Hence, if β′X(x1 · · · xn) ∈ ΩYΣ
S, we

conclude that

θ′β′X(x1 · · · xn) = θ′(1, x1) · · · θ
′(x1 · · · xn−1, xn) by Lemma 3.1

= θ′(1, x1) · · ·
pWθ(x1···xn−1)θ′(1, xn) by (C1) and (5.10)

= β′Aθx1 · · ·
pWθ(x1···xn−1)β′Aθxn by (C4)

= β′A(θx1 · · · θxn) by Lemma 3.1

= β′Aθ(x1 · · · xn).(5.11)
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The subsemigroup ΩYΣ
S is a clopen subset of ΩY S which contains β′Xu,

for each member u of the equations of Σ. By Proposition 3.4, Imβ′X is

also a clopen subset of ΩY S. So, there is a sequence (zi)i≥1 of elements of
ΩYΣ

S ∩ Imβ′X converging to β′Xu. As ξX is a continuous homomorphism,

by (3.4) the sequence (ξXzi)i converges to u. By (5.11), θ′β′X(ξXzi) =

β′Aθ(ξXzi) for every i ≥ 1. As β′Aθ and θ′β′X are continuous functions, the
equality

(5.12) θ′β′Xu = β′Aθu

holds for all members u of equations of Σ.
Let (u = v) ∈ Σ. Then we have

ρϕ′β′Xu = ρϕ′β′Xv ⇔ γθ′β′Xu = γθ′β′Xv since ϕ′ = δ′θ′ and by (C2)

⇔ γβ′Aθu = γβ′Aθv by (5.12)

⇔ pWθu = pWθv by definition of γ and (3.4).

By I, it follows that W |= θu = θv. Since θ′ is a V-solution of Σ′, V

satisfies θ′β′Xu = θ′β′Xv and therefore also β′Aθu = β′Aθv, by (5.12). By (3.1)

and (3.3), this shows that V ∗ W |= θu = θv and completes the proof that θ
is a V ∗ W-solution of Σ with respect to (ϕ, δ). �

We now show that in case Σ is a graph equation system, then Σ′ is also
a graph equation system.

Lemma 5.6. If Σ is the equation system of a graph Γ, then the associated
system of equations Σ′ defined by (5.4) is the equation system of a graph Γ′

isomorphic to Γ. In other words, we may take Σ′ = Σ.

Proof. If Σ is a graph equation system of a graph Γ, then the variables are
the elements of Γ and each equation of Σ is of the form (αe) e = ωe for some
e ∈ E(Γ). Hence, Σ′ = {(1, αe)(αe, e) = (1, ωe) | e ∈ E(Γ)}. Let Γ′ be the
graph defined by

(1) V (Γ′) = {1} × V (Γ),
(2) E(Γ′) = {(αe, e) | e ∈ E(Γ)},
(3) for each (αe, e) ∈ E(Γ′), α(αe, e) = (1, αe) and ω(αe, e) = (1, ωe).

Then Σ′ is the graph equation system of Γ′ and it is immediate that Γ is
isomorphic to Γ′. �

As a consequence of this lemma we obtain that, in the particular case
of graph equation systems, Theorem 5.1 is stronger than Theorem 5.5, but
Theorem 5.5 gives an alternative construction to the V ∗ W-solution θ of Σ
in case condition (C1) holds that will be useful in the study of reducibility
of V ∗ W.

6. Reducibility of V ∗ W

In this section we will explore connections between the reducibility of the
pseudovariety V ∗ W and the reducibility of V.

The following equation on free groups

(6.1) (x2a)−1(y−1z2by)−1(x2a)(y−1z2by) = t3,
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where a and b are generators, was investigated in [16]. This leads us to
consider the κ-equation

(6.2) (x2a)ω−1(yω−1z2by)ω−1(x2a)(yω−1z2by) = t3.

For the pseudovariety G of all finite groups, the set of solutions of this
equation is the set of solutions of the following system of equations:

Σ = {yi1s = s, x2ai2s = s, i1z
2byi3s = s, i2i3x

2ai1z
2by = t3}.

over the set of variables X = {x, y, i1, z, a, b, i2, i3, t, s}. Consider a finitely
generated subpseudovariety H of G such that the natural projections of the
prefixes of distinct members of equations of Σ in ΩXH are all distinct. So,
in the associated system of equations Σ′ defined by (5.4), each variable
of Y = ΩXH × X occurs at most once or it only occurs isolated. To each
equation of Σ′ we can therefore associate a graph such that the corresponding
equation system is equivalent to it. For example, to the first equation we
associate the graph Γ1 such that V (Γ1) = {(1, y), (1, yi1), (1, s)} and the
edges are E(Γ1) = {(y, i1), (yi1, s)} where (y, i1) ∈ Γ1((1, y), (1, yi1)) and
(yi1, s) ∈ Γ1((1, yi1), (1, s)). Consider a graph Γ, which is the union of the
graphs associated to the equations of Σ′. Hence, Σ′ is equivalent to the
equation system associated to the graph Γ.

Results proved in [16] about the equation (6.1) are equivalent to stating
that G is not κ-reducible relatively to the equation (6.2). Hence, G is not
κ-reducible relatively to Σ. Since G is κ-reducible (cf. [11, Theorem 4.9],
which depends on [14]), G is κ-reducible relatively to Σ′. Since G is closed
under semidirect product, we have G ∗ H = G. This provides an example
of pseudovarieties V = G, W = H and of a system of equations Σ and an
implicit signature σ = κ such that V is κ-reducible relatively to Σ′ and
V ∗ W is not κ-reducible relatively to Σ. Taking also into account that κ is
κ-maximal, this fact justifies the necessity to use the condition in the next
proposition, which is related with condition (C1) in Theorem 5.5.

Proposition 6.1. Let σ be an implicit signature and let σ∗ be a σ-maximal
signature. Let Σ be a finite system of σ∗-equations over an alphabet X and
let Σ′ be the associated system defined by (5.4). Let V be a pseudovariety
satisfying the following condition:

(DΣ
σ,σ∗) for every V-solution θ′ of Σ′ with respect to a pair (ϕ′, δ′) satisfying

condition (C1), there is a (V, σ)-solution θ′1 with respect to the same
pair which also satisfies condition (C1).

Then V ∗ W is σ∗-reducible relatively to Σ.

Proof. Let S be a finite A-generated semigroup and let ϕ : X → S1 be a
mapping. Assume that θ is a V ∗ W-solution of Σ with respect to (ϕ, δ).
In this situation, as we have seen in Theorem 5.5, there is a V-solution θ′

of Σ′ with respect to a pair (ϕ′, δ′) such that conditions (C1)–(C4) hold.
The reader may wish refer to the following diagram for the remainder of the
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proof:

(ΩBS)1

δ′

��

(Ωσ
BS)1? _oo (Ωσ∗

A S)1
� � // (ΩAS)1

δ

��
S′1 Y

ϕ′

oo
θ′

eeKKKKKKKKKKK

θ′1

OO

X

θ

99sssssssssss

θ1

OO

β′

X

oo
ϕ

// S1

Notice that, since σ∗ ∈ Fσ , Σ′ is a finite set of σ-equations over Y . There-
fore, by condition (DΣ

σ,σ∗), there exists a (V,σ)-solution θ′1 of Σ′ with respect

to (ϕ′, δ′) such that, condition (C1) holds for θ′1. The other conditions of
Theorem 5.5 remain valid, since they only depend on the pair (ϕ′, δ′). Hence,
we may apply the sufficient condition of Theorem 5.5 to the (V, σ)-solution
θ′1 of Σ′ with respect to (ϕ′, δ′) to deduce that there is a V ∗ W-solution θ1
of Σ with respect to (ϕ, δ).

Next we observe that θ1X ⊆ (Ωσ∗

A S)1. Indeed, for x ∈ X, θ′1(1, x) =
β′Aθ1x ∈ (Ωσ

BS)1 by (C4) and the hypothesis that σ∗ ∈ Fσ. Consequently,

θ1x = ξAθ
′
1(1, x) and, by Proposition 4.8, we have θ1x ∈ (Ωσ∗

A S)1 since σ∗

is σ-maximal. Therefore θ1 is a (V ∗ W, σ∗)-solution of Σ with respect to
(ϕ, δ), which shows that V ∗ W is σ∗-reducible relatively to Σ. �

We say that the pseudovariety V satisfies condition (Dσ,σ∗) if (DΣ
σ,σ∗) holds

for every finite system Σ of σ∗-equations over the alphabet X.

Corollary 6.2. Let σ∗ be a σ-maximal implicit signature. If V satisfies
(Dσ,σ∗), then V ∗ W is completely σ∗-reducible. �

In view of Lemma 5.6, we also have the following special case for graph
equation systems.

Corollary 6.3. Let σ∗ be a σ-maximal implicit signature. If V satisfies
(DΣ

σ,σ∗) for every graph equation system Σ, then V ∗ W is σ∗-reducible. �

In case σ ∈ Fσ , we may obtain a stronger result about the σ-reducibility
of V ∗ W based on a proof with similar arguments to the ones used in the
proof of Proposition 6.1, but using Theorem 5.1 instead of Theorem 5.5.

Proposition 6.4. If σ ∈ Fσ and V is σ-reducible, then V∗W is σ-reducible.

Proof. Since σ ∈ Fσ, by Corollary 4.2 the signature σ is σ-maximal. Let
Γ be a finite graph, Σ be the graph equation system corresponding to Γ,
S be a finite A-generated semigroup, and ϕ : Γ → S1 be a V ∗ W-inevitable
labeling of Γ with respect to δ. By Theorem 5.1, if θ is a V ∗ W-solution of
Σ with respect to (ϕ, δ), then there is a V-solution θ′ of Σ with respect to
a certain pair (ϕ′, δ′). Since V is σ-reducible, there is a (V, σ)-solution θ′1 of
Σ with respect to the pair (ϕ′, δ′). Again by Theorem 5.1, we deduce that
there is a V ∗ W-solution θ1 of Σ with respect to (ϕ, δ), such that

(1) for v ∈ V (Γ), θ′1v = β′Aθ1v,

(2) for e ∈ E(Γ), θ′1e = ρϕ′αeβ′Aθ1e.

Next we observe that θ1Γ ⊆ (Ωσ
AS)1. Indeed, for v ∈ V (Γ) and e ∈ E(Γ),

by (3.4) and respectively (1) and (2), θ1v = ξAθ
′
1v and θ1e = ξAθ

′
1e; we

deduce that θ1v, θ1e ∈ (Ωσ
AS)1. Therefore θ1 is a (V ∗ W, σ)-solution of Σ

with respect to (ϕ, δ). Finally, we obtain that V ∗W is σ-reducible relatively
to Σ. �
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A particular case of Proposition 6.4 occurs when σ = κ.

Corollary 6.5. If V is κ-reducible, then V ∗ W is κ-reducible. �

As application of Proposition 6.1 we give an example of a completely
κ-reducible pseudovariety, namely J [5], for which condition (Dκ,κ) holds.

A solution of the κ-word problem for J may be found in [1], where it is
shown that, for u ∈ ΩBS, u admits a factorization of the form

(6.3) u = u0 · · · un

such that, for each index i:

(1) ui is a word or pJui is an idempotent;
(2) if ui and ui+1 are infinite pseudowords, then the sets c(ui) and c(ui+1)

are incomparable;
(3) if ui is a word and i < n, then ui+1 is an infinite pseudoword and

the last letter of ui does not belong to c(ui+1);
(4) if ui is a word and i > 0, then ui−1 is an infinite pseudoword and

the first letter of ui does not belong to c(ui−1).

Two pseudowords coincide in J if and only if they admit factorizations of the
form (6.3) with the same number of factors such that factors in correspond-
ing positions are both words and they are equal, or they are both infinite
pseudowords and they have the same content.

Moreover, for each ui and for each continuous homomorphism f into a
finite semigroup with m elements, if ui is an infinite pseudoword, then there
is a factorization ui = ui,1 · · · ui,m with m factors with the same content and,
from a well-known combinatorial result [21, Proposition 1.12], there are j
and k, such that 1 ≤ j < k ≤ m and

fui = f
(
ui,1 · · · ui,j(ui,j+1 · · · ui,k)

ωui,k+1 · · · ui,m

)
.

Lemma 6.6. Condition (Dκ,κ) holds for J.

Proof. Let Σ be a finite system of κ-equations over an alphabet X and let
Σ′ be the associated system defined by (5.4). Let θ′ be a J-solution of Σ′

relatively to a pair (ϕ′, δ′), where B is an alphabet of the form AW, S′ is a
finiteB-generated semigroup with m elements, δ′ : ΩBS → S′ is a continuous
homomorphism respecting the choice of generators and ϕ : Y → S′1 is a
mapping, such that, for (w, x) ∈ YΣ,

(6.4) θ′(w, x) = γθ′swθ′(1, x).

Since J is completely κ-reducible, there is a (J, κ)-solution θ′0 of Σ′ relatively
to (ϕ′, δ′) defined as in the proof of [5, Proposition 12.3]. More precisely,
we start by fixing a factorization θ′y = u0 · · · un of the form (6.3) for each
y ∈ Y . Then pJθ

′
0 = pJθ

′ where θ′0 is defined by θ′0y = v0 · · · vn in such a
way that, for every i:

• if ui is a word, then vi = ui;
• otherwise, vi = vi,1 · · · vi,j(vi,j+1 · · · vi,k)

ωvi,k+1 · · · vi,m with 1 ≤ j <

k ≤ m such that δ′ui = δ′(ui,1 · · · ui,j(ui,j+1 · · · ui,k)
ωui,k+1 · · · ui,m)

and vi,ℓ is a word with the same content as ui,ℓ such that δ′vi,ℓ =
δ′ui,ℓ.
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The proof of [5, Proposition 12.3] works for every m ≥ |S′|, in particular

for m = |ΩXW × S′ΩXW|. With such a value of m, one may additionally
guarantee that j and k are such that 1 ≤ j < k ≤ m,

γui = γ
(
ui,1 · · · ui,j(ui,j+1 · · · ui,k)

ωui,k+1 · · · ui,m

)

δ′(wui) = δ′
(
w(ui,1 · · · ui,j(ui,j+1 · · · ui,k)

ωui,k+1 · · · ui,m

)
,

for every w ∈ ΩXW, and each word vi,ℓ has the same content of ui,ℓ and
belongs to the clopen set γ−1γui,ℓ ∩

( ⋂
w∈(ΩAW)1(δ

′λ′w)−1(δ′λ′wui,ℓ)
)
. Hence

(6.5) γθ′ = γθ′0 and δ′λ′wθ
′ = δ′λ′wθ

′
0 (w ∈ (ΩXW)1).

Now the aim is to define a mapping θ′1 : Y → (Ωκ
BS)1 and to prove that it is

a (J, κ)-solution of Σ′ relatively to (ϕ′, δ′) such that θ′1(w, x) = λ′
γθ′1sw

θ′1(1, x)

for all (w, x) ∈ YΣ. Let y ∈ Y . If y = (1, x) or y ∈ Y \ YΣ, then let

(6.6) θ′1y = θ′0y.

Otherwise, y = (w, x) ∈ YΣ with w 6= 1 and let

(6.7) θ′1y = γθ′0swθ′1(1, x).

For w ∈ ΩXW, as sw is of the form sw = (1, x1) · · · (1, xn), with n ≥ 1 and
x1, . . . , xn ∈ X, by (6.6) we obtain

θ′0sw = θ′0(1, x1) · · · θ
′
0(1, xn) = θ′1(1, x1) · · · θ

′
1(1, xn) = θ′1sw.

Hence, θ′1y = γθ′1swθ′1(1, x) for every y = (w, x) ∈ YΣ. It follows that θ′1y ∈
(Ωκ

BS)1 for every y ∈ Y since θ′0y ∈ (Ωκ
BS)1.

In case y = (1, x) or y ∈ Y \ YΣ, we have δ′θ′1y = δ′θ′0y = ϕ′y. Otherwise,
y = (w, x) ∈ YΣ with w 6= 1 and the folowing equalities hold:

δ′θ′1(w, x) = δ′(γθ′0swθ′1(1, x)) by (6.7)

= δ′(γθ′0swθ′0(1, x)) by (6.6)

= δ′(γθ′swθ′0(1, x)) by (6.5)

= δ′(γθ′swθ′(1, x)) by (6.5)

= δ′θ′(w, x) by (6.4)

= ϕ′(w, x) since δ′θ′ = ϕ′.

Hence δ′θ′1 = ϕ′.
Finally, we verify that θ′1 is a J-solution of Σ′ relatively to (ϕ′, δ′). Let

y ∈ Y . In case y = (1, x) or y ∈ Y \ YΣ, by (6.6) and since pJθ
′
0 = pJθ

′, we
obtain pJθ

′
1y = pJθ

′
0y = pJθ

′y. Consider next y = (w, x) ∈ YΣ with w 6= 1.
By definition of θ′0, if θ′(1, x) = u0 · · · un is the initially chosen factorization,
then θ′0(1, x) = v0 · · · vn and, for every i, c(ui) = c(vi) and pJui = pJvi.
Consequently,

• if ui, vi are words, then γθ′swui = γθ′swvi, since ui = vi;
• c(γθ′swui) = c(γθ′swvi);

• γθ′swz is a word if and only if z is a word;
• if ui, vi are not words, then pJ(

γθ′swui) and pJ(
γθ′swvi) are idempo-

tents, since pJui and pJvi are idempotents;
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and so, pJ(
γθ′swui) = pJ(

γθ′swvi) for every index i. By (6.7) and (6.6),

θ′1(w, x) = γθ′0swθ′1(1, x) = γθ′0swθ′0(1, x) and so, using also (6.5), the previous
conclusion and (6.4), we deduce that

pJθ
′
1y = pJ

(
γθ′0swθ′0(1, x)

)
= pJ

(
γθ′swθ′0(1, x)

)
= pJ

(
γθ′sw(v0 · · · vn)

)

= pJ

(
γθ′sw(u0 · · · un)

)
= pJ

(
γθ′swθ′(1, x)

)
= pJθ

′y.

Hence pJθ
′
1 = pJθ

′, which, as θ′ is a J-solution of Σ′ relatively to (ϕ′, δ′),
shows that so is θ′1. �

Combining with Corollary 6.2, we obtain the following result.

Corollary 6.7. The pseudovariety J ∗ W is completely κ-reducible. �

7. Tameness of V ∗ W

We are now ready to establish results about the tameness of V ∗ W.

Theorem 7.1. Let σ be an implicit signature and σ∗ be a (σ,W)-expressible
σ-maximal implicit signature. If V is completely σ-tame and satisfies con-
dition (Dσ,σ∗), then V ∗ W is completely σ∗-tame.

Proof. By Corollary 6.2, V ∗W is completely σ∗-reducible. By Lemma 4.11,
V ∗ W has decidable σ∗-word problem. By [11, Proposition 4.15], V ∗ W is
recursively enumerable. Hence V ∗ W is σ∗-tame. �

Corollary 7.2. Let σ be a highly computable implicit signature. If V is
completely σ-tame and satisfies (Dσ,σ⋆) then V∗W is completely σ⋆-tame. �

Corollary 7.3. Let σ be a (σ,W)-expressible implicit signature. If V is
completely σ-tame and satisfies (Dσ,σ) then V ∗W is completely σ-tame. �

Corollary 7.4. If V is completely κ-tame and satisfies (Dκ,κ) then V ∗ W

is completely κ-tame. �

Similar results can be obtained about tameness instead of complete tame-
ness. But for graph equation systems, a strengthening of the analog of
Corollary 7.3 may be established.

Theorem 7.5. Let σ be a (σ,W)-expressible implicit signature. If V is
σ-tame, then V ∗ W is σ-tame.

The proof is similar to the proof of Theorem 7.1, invoking Proposition 6.4
instead of Corollary 6.2. In view of Proposition 4.3, we deduce the following
result.

Corollary 7.6. If V is κ-tame, then V ∗ W is κ-tame. �

For the particular case of pseudovarieties of the form J ∗ W, by Corol-
lary 6.7 and Proposition 4.13, we obtain the following result.

Theorem 7.7. The pseudovariety J ∗ W is completely κ-tame. �
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