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Jet grouting (JG) is a soil treatment technique which is the best solution for several soil improvement
problems. However, ]G lacks design rules and quality controls. As a result, the main JG works are planned
from empirical rules that are too conservative. The development of rational models to simulate the effects
of the different parameters involved in the JG process is of primary importance in order to satisfy the
binomial safety-economy that is required in any engineering project. In this paper, we present a new
approach to predict the uniaxial compressive strength (UCS) of JG materials based on data mining tech-
niques. This model was developed and verified using data from a JG laboratory formulation that involves
the measurement of UCS. The results of the proposed approach are compared with the EC2 analytical
model adapted to the JG material, and the advantages of the new approach are highlighted. We show that
the novel data-driven model is able to learn (with high accuracy) the complex relationships between the
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1. Introduction and background

Currently, there are several techniques for soil improvement, in
which the jet grouting (JG) technology plays a key role [19,20]. This
technology is growing rapidly, is characterized by great versatility
in a variety of application soil types and treatment geometries (see
[1]), and has been applied to several geotechnical engineering tasks
[2,3]. The JG technology consists of injecting a high speed grouting
of water-cement mixtures, with or without others fluids (air or
water), into the subsoil. The fluids are injected through small-
diameter nozzles placed on a rod, which is continually rotated
and slowly removed toward the surface. Currently adopted ]G
methods can be classified according to the number of fluids in-
jected into the subsoil: water-cement grout — single-fluid system;
air + grout - double-fluid system; and water + air + grout - triple-
fluid system.

At present, the design of JG works includes several stages. This
paper will focus on the initial stage, where a set of laboratory for-
mulations that include the function of the soil type to be treated
and the desired properties are used to select the soil-cement mix-
ture that will be used in the work. In particular, this study allows
the definition of the grout water/cement ratio, the amount of ce-
ment for cubical meter of soil and the cement type, needed to sat-
isfy the design and economical requirements. The remaining
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parameters that control the final characteristics of the JG elements,
namely, the withdrawal time, the rotation rate, the fluid injection
pressures, the effect of the number and the dimensions of the noz-
zles and the impact of the several fluids (grout, air and water)
against the soil, will be evaluated by means of test columns be-
cause these parameters are impossible to simulate in laboratory.
After the establishment of all parameters, the construction of the
columns was initiated. After a period of time, some samples were
extracted from these columns and were tested to evaluate the
treatment and to determine what adjustments of the parameters
were needed. This control procedure, together with the use of
the predictions of analytical models of the mechanical behavior
of the materials, aims at estimate the physical and mechanical
properties of the treated material over time. However, the actual
models used to predict the physical and mechanical characteristics
of the jet material over time are based on empirical rules with
low reliabilities [17]. Therefore, given the high potential of ]G tech-
nology, there is a need to develop more rigorous and accurate de-
sign models. These design models will minimize the number of
field tests and optimize the entire constructive process, thereby
providing higher technical and economic efficiencies.

This study aims to build a model to predict the uniaxial com-
pressive strength (UCS) of JG material. Determining UCS is a com-
plex geotechnical engineering problem due to the heterogeneous
nature of the soils and the large number of parameters involved.
Thus, the use of artificial intelligence tools, in particular the appli-
cation of data mining (DM) techniques [4], has great potential
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Fig. 1. Steps of the DM process - adapted from [4].

within this domain. DM is used to analyze raw (often complex)
data and (semi-)automatically extract high-level information for
the decision-maker. Despite the success of using DM in several
areas (e.g., direct target marketing campaigns, fraud detection or fi-
nance predictions) [18], the application of these techniques to geo-
technical engineering domain is rather scarce. Some examples of
DM applications in the civil engineering domain include: the pre-
dicting of the settlement of shallow foundations by a new genetic
programming model and the comparison of its results with those
of a number of commonly-used traditional methods and artificial
neural network-based models [5]; studying the relationship be-
tween the swell pressure and soil suction behavior in specimens
of Bentonite-Kaolinite clay mixtures with varying soil properties
using artificial neural networks [6]; and, predicting the compres-
sive strength of cement conglomerates by means of neural net-
works [7]. To the best of our knowledge, DM has not yet been
applied to JG material data, namely the prediction of UCS.

Fig. 1 gives an overview of the DM process, also known as
knowledge discovery in databases (KDD). This process begins with
the selection of the database (DB) on which the study will be made,
and ends with the presentation of the knowledge discovered.

Regression is one of the main DM goals. This task consists of
mapping several input (or independent variables) to a given nu-
meric output (the dependent variable). There are several regres-
sion techniques, each one with its own advantages. Multiple
regression (MR) is easy to interpret due to its additive nature. Neu-
ral networks (NN) and support vector machines (SVMs) are more
sophisticated methods, requiring more computation but capable
of modeling more complex, nonlinear relationships. Compared to
MR, the NN and SVM models are more difficult to interpret. Yet,
it is still possible to extract knowledge from NN and SVM models,
given in terms of input variable importance [8].

2. Materials and methods
2.1. Jet grouting data

The models were trained and verified using data from huge JG
laboratory formulations, prepared at University of Minho to ana-
lyze the influence of several parameters in UCS values. These val-
ues were obtained in unconfined compression tests with on
sample strain instrumentation [9]. The dataset includes 175 re-
sults, derived from 35 JG laboratory formulations and 11 input
parameters, which are referred as the more influent parameters
in mechanics properties studies of soil-cement mixtures [10,11]:

e Water/cement ratio - W/C.

e Type of cement - TC.

o Strength class of cement - RC.

e Kilograms of cement by cubic meter of soil - kg/m?>.
o Age of the mixture (days) - t.

o Specific weight of the sample (kg/m?) - ro.

e Water content (%) - w.

e Percentage of sand - %sand.

e Percentage of silt - %silt.

e Percentage of clay - %clay.

e Percentage of organic matter — OM.

The main statistics on the numerical parameters used are pre-
sented in Table 1.

The soils used in the preparation of the JG laboratory formula-
tions came from seven different work sites in Portugal and Spain.
The geotechnical properties of the soil were evaluated using iden-
tification laboratory tests, and the soil classifications are presented
in Table 2. While all of the soils were classified as fine-grained
soils, they had different percentages of sand, silt, clay and organic
matter. The cement types used were CEM 142,5R, CEM Il 42,5R and
CEM IV/A 32,5R. All formulations and tests were executed in the
Civil Engineering Laboratory of the University of Minho. The box
plot graph of the output variables (Fig. 2) shows two outliers and
that 75% of the records had strengths lower than 7 MPa with a
maximum value around 13 MPa.

2.2. Data mining models

In the present study, three DM techniques were used to model
UCS prediction: multiple regression (MR), neural networks (NNs)

Table 1
Statistics of the numerical parameters.

Soil ~ Parameter Minimum Maximum Mean Standard deviation
Clay W/C 0.68 1.12 0.88 0.16
kg/m? 500 1896 1011 403
t (days) 3 56 22 19
ro (kg/m3) 1484.11 1916.16 1689.76 118.73
w (%) 28.00 87.00 52.77 16.83
%sand 0.00 39.00 13.47 11.54
%silt 33.00 57.00 50.49 5.49
%clay 22.5 45 35.87 7.74
%0M 0.40 8.30 2.71 1.81
Table 2
Soil classification (ASTM D2487-00).
Soil No.ofthe %Sand %Silt %Clay %OM Classification
samples
prepared
A 10 39.0 33.0 27.0 8.3 Lean clay (CL)
B 5 6.0 57.0 37.0 1.8 Organic lean clay (OL)
C 85 7.0 53.0 400 3.2 Fat clay (CH)
D 20 25.0 52,5 225 0.4 Silty clay (CL-ML)
E 15 0.0 55.0 45.0 3.9 Lean clay (CL)
F 20 325 435 240 1.2 Silty clay (CL-ML)
G 20 10.5 485 41.0 1.0 Lean clay (CL)
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Fig. 2. Box plot graph of the output variable (q).

and support vector machines (SVMs). All of the experiments were

conducted using the R Statistical Environment and the RMiner li-

brary [12], which facilitated the application of DM techniques in R.
The MR model was defined by Eq. (1) [13], as:

Y=bo+ > Bixi (1)

where {xy, ..., x;} are input parameters and {Bo, f1, - .., fi} are coef-
ficients to be adjusted, normally using the least square technique.
Due to its additive nature, this model is easy to interpret and it is
widely used in regression tasks.

The NN is a computational technique inspired by the structure
of the nervous system in the human brain. This technique is capa-
ble of modeling complex nonlinear mappings and is robust in its
exploration of data with noise. It is particularly useful for problems
that do not have an analytical formulation or where explicit, acces-
sible knowledge does not exist. In this work, we adopted the most
common NN type, the multilayer perceptron, which uses feedfor-
ward connections and one hidden layer with H processing units.
The general model is given by the following equation [13]:

o-1 1
y=Woo+ Z (in Wi+ Wj,a) - W, (2)

j=I+1 \'i=1

where W;; represents the weight of the connection from neuron j to
the unit i (if j = 0, then it is a bias connection), o corresponds to an
output unit, fis a logistic function, and I is the number of input neu-
rons. The performance is sensitive to the choice of topology (H). A
NN with H = 0 is equivalent to the MR model. By increasing H, more
complex mappings can be performed, yet an excess value of H will
overfit the data, leading to a loss of generality.

The SVM technique was initially proposed for classification
tasks (i.e., to model discrete labeled output). After the introduction
of the &-insensitive loss function, it was possible to apply SVM to
regression problems [14]. SVM has theoretical advantages over
NN, such as the absence of local minima in the learning phase,
i.e., the model always converges to the optimal solution. The main
idea of the SVM is to transform the input data into a high-dimen-
sional feature space by using a nonlinear mapping @, which is nor-
mally unknown. Then, the SVM finds the best hyperplane of linear
separation within the feature space. This transformation depends
on the kernel function adopted. The Gaussian kernel is the most
popular one and will be adopted in this work:

K(x,X) = eIk 55 0 (3)

Under this setup, performance is affected by three parameters:
7 — the parameter of the kernel, C - a penalty parameter, and ¢ -
the width of a ¢-insensitive zone. To reduce the search space, the

first two values are set using the heuristics proposed in [15]. The
kernel parameter (y) has the highest impact on the SVM
performance.

Several error metrics can be used to evaluate the performance
of regression models, namely the mean absolute error (MAD), the
root mean squared error (RMSE) and the coefficient of determina-
tion (R?). These coefficients are defined as:

RZ E?I:I(y_y)x(y_j’) (6)

IR o S

where y denotes the desired value, j the predicted value, ¥ and y
represent the mean of these variables. Lower values of MAD and
RMSE correspond to a higher predictive capacity, while the R? value
should be close to unity. If it is acceptable to commit a few extreme
errors, while maintaining the average of prediction with a good
approximation, the MAD is the optimal measure. Otherwise, the
RMSE measure should be used.

In this study, the NN and SVM hyperparameters (H and y) were
optimized using a grid search of H {2,4,..,10} and Yy
{2715,2713,..,2%) [13]. To avoid overfitting, the training data
was further divided into training (80%) and validation sets (20%).
After selecting the best parameter (i.e., the model with the lowest
error on the validation set), the model was retrained with all the
training data. Then, the importance of the relative was measured,
by applying the sensitivity analysis method proposed in [8].

After fitting a model, it is necessary to verify its future perfor-
mance, i.e., to measure its generalization capability on unseen data.
We adopted the Leave-One-Out method for this purpose. This
method is especially suitable when the dataset is small (e.g., lower
than 100 examples). Under Leave-One-Out, one example at a time
is used to test the model, and the remaining data is used to fit the
model. Under this scheme, all of the data are used for training and
testing. Yet, this method requires approximately N (the number of
data samples) times more computation, because N models must be
fitted. The final generalization estimate is evaluated by computing
the MAD, RMSE and R? metrics for all N test samples.

3. Experiments and results

First, we present the adequacy of the EC2 normative model for
]G laboratory formulations. Subsequently, we describe the predic-
tions obtained by the model defined with the DM techniques. Fi-
nally, the results obtained by a combination of these two models
are presented.

3.1. EC2 analytical model

Despite the fact that EC2 analytical model [16] is defined for
concrete material, it was tested for JG laboratory formulation due
to the existence of similarities these materials. According to this
model, the evolution of the UCS over time is given by the following
expression:

12812,
q(t) :e(s[l &) D fem (7)

where q is the strength at age t (MPa); f, is the 28 day strength of
each studied formulation (MPa); s =0.2 to cement CEM I 42.5R and
CEM 11 42,5R and s = 0.25 to cement CEM IV/A (V) 32.5R and t is the
age of the formulation in days.
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The quality of the predictions obtained by applying the EC2
model is presented in Fig. 3, which shows that the EC2 normative
model is able to predict the UCS of JG laboratory formulation with
good accuracy. This performance is confirmed by the MAD, RMSE
and R? values (see Fig. 4). However, to use EC2, it is necessary to
know the UCS of each formulation over the 28 day time-frame of
the cure (fi,). This implies waiting 28 days to carry out the exper-
imental tests to measure the respectively formulation strengths.
An inadequate value of f,,;,, leads to significant errors in the predic-
tions. Thus, to solve this problem, it is possible to introduce other
parameters that affect the 28 day strength. An alternative solution
is to define a set of reference formulations with known strength at
28 days of curing time, and interpolate the value of f,,, for other
formulations.
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Fig. 3. Predicted versus measured strength of JG laboratory formulations using the
EC2 analytical model.
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0.49 0.57 0.81 0.98
0.51 0.6 0.85
MAD
SVM EC2 MR-8
NN SVM-6 MR SVM-EC2

Fig. 4. Performance measures of all models trained.

In this study, DM techniques were applied to define a predictive
of UCS without carrying out laboratory formulations. With this
approach, we can consider all parameters that affect the UCS of
laboratory formulations.

3.2. Data mining techniques

Under the Leave-On-Out evaluation scheme, three DM tech-
niques were trained using the dataset previously described in or-
der to predict the respective strengths.

Among the three DM algorithms tested, the best results were
obtained by the NN and SVM model, which had similar perfor-
mances. SVM was adopted as the reference model because it had
a lower level of variation among the several runs executed (over
a total of 20 runs).

Analyzing Figs. 4 and 5 (which show the relationships between
measured versus predicted values by the SVM model) we can con-
clude that, for ]G laboratory formulations, the UCS control can be
achieved using the parameters studied, i.e. W/C, TC, RC, kg/m>, t,
ro, w, %sand, %silt, %clay and %OM. However, for strength values
above 6 MPa, the predictions were less accurate. This dispersion
can be justified by the fact that the database included just a few re-
cords in this range of strengths (only 25% of the records), leading to
weaker predictions.

The better performance of NN and SVM models over MR shows
that the relationships between the variables are predominantly
nonlinear. Still, the satisfactory performance obtained by the MR
technique (see Fig. 4) allows us to state that it is possible to estab-
lish a linear relation between the parameters studied with reason-
able accuracy. This aspect is particularly interesting because the
MR results are more easily interpreted.

Fig. 6 shows the importance attributed by SVM to each input
parameter that was obtained by applying a sensitivity analysis.
Based on this figure, we can say that the most influential parame-
ters are the age of the mixture (t), the water/cement ratio (W/C)
and the amount of cement by cubic meter of soil (kg/m?). The per-
centage of organic matter also had some impact on the UCS predic-
tion. These results corroborate the empirical knowledge that
considers the age of the mixture, the amount of cement by cubic
meter and the percentage of organic matter of soil (%0M) as the
most-relevant parameters.
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Fig. 5. Predicted versus measured strength of JG laboratory formulations using SVM
model.
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Fig. 7. Predicted versus measured strength of JG laboratory formulations using SVM
model, considering the six more significant parameters.

Despite the high performance presented by the SVM, it should
be stressed that this model is only valid for conditions found in
the dataset used in this study (e.g., fine soil type).

When comparing SVM models and EC2, the former is better, as
shown in Fig. 4. Unlike EC2, the SVM model can be used without
carrying out laboratory tests to obtain the UCS of each formulation
at 28 days. As a result, SVM facilitates mixture design at early
stages of a project.

Despite its high predictive accuracy, the SVM model is complex,
requiring eleven input parameters. Thus, in order to reduce it com-
plexity, we tested a similar model (SVM-6) where the six most-
relevant parameters (see Fig. 6) were considered including: the
age of the sample (t), the water/cement ratio (W/C), the amount
of cement by cubic meter of soil (kg/m?), the percentage of organic
matter (%0OM), the type of cement (TC) and the water content of the
soil (w). The prediction obtained by this new, simpler model is
illustrated in Fig. 7, and its performance, as assessed by the MAD,
RMSE and R? measures, is presented in Fig. 4. The errors have in-
creased, although the values are still more accurate than the ones
given by the EC2. Thus, in this case, the performance of the DM
model decreases when some parameters are discarded, i.e., there
is a trade-off between simplicity and performance.

For the MR model, another exercise was carried on. First, the
relationship between all doubly parameters was determined. Then,
one of the doubly parameters was removed when the R? value is
equal or greater than 0.70 (see Table 3). As a result, the strength
class of the cement (RC), the water content (w) and the percentage
of clay (%clay) were removed. After running this new model (MR-8)
without these three variables, we observed a poor performance
when compared to the model trained with all variables (see
Fig. 4). Thus, despite the strong correlation between some vari-
ables, all should be included in the model.

3.3. DM techniques and EC2 combined model

The SVM model displayed excellent performance, yet it is very
difficult to fully understand its behavior (i.e., to make an analytical
formulation). On the other hand, the EC2 analytical model is simple
and widely used but depends on experimental tests to determine
the 28-day strengths. Therefore, we propose a novel approach
(SVM-EC2) that combines EC2 with SVM, allowing the use of the
EC2 model without the need to carry out experimental tests.

The novelty of this model consists of first using the SVM model
to determine the 28 days strength of each laboratory formulation.
Then, the coefficient f, in the expression of the EC2 model (see Eq.
(7)) is set to the predicted value. The strength estimated by this hy-
brid model is illustrated in Fig. 8.

The results obtained reveal a decrease in the provisional capac-
ity, but one that can still be considered acceptable. In Fig. 4 we can
compare the performance of the different individual and hybrid

Table 3
R? values between all doubly parameters.
WC TC RC kg/m> t ro w %sand %silt %clay %0M
wC 1.00
TC 0.05 1.00
RC 0.10 0.86 1.00
kg/m3 0.16 0.05 0.08 1.00
t 0.00 0.00 0.00 0.00 1.00
ro 0.02 0.14 0.31 0.03 0.00 1.00
w 0.01 0.10 0.26 0.02 0.00 0.97 1.00
%sand 0.05 0.08 0.10 0.09 0.00 0.46 0.38 1.00
%silt 0.02 0.03 0.06 0.07 0.00 0.24 0.20 0.68 1.00
%clay 0.06 0.10 0.08 0.07 0.00 0.44 0.37 0.85 0.29 1.00
%0M 0.04 0.00 0.02 0.00 0.00 0.09 0.08 0.00 0.14 0.07 1.00
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analytical model considering f., equal to 28 days strength estimated by SVM
model.

approaches, and it is shown that SVM achieved the best predictive
performance.

4. Conclusions and future development

Jet grouting (JG) is one of the most popular ground improve-
ment techniques. However, most JG works are planned from
empirical rules that are often too conservative, frequently resulting
in less-than-optimal technical and economic efficiencies. In this
work, we propose several models to predict the UCS of JG labora-
tory formulations over time.

The known EC2 analytical model is simple and displays good
predictive capacity, but requires knowing the 28 days strengths
of each formulation. As a result, it is time consuming to apply this
model in mixture design at an early stage of a project.

By applying DM techniques and, in particular, a SVM, we ob-
tained a model with excellent predictive capacity of the UCS over
time. Moreover, the SVM model can be applied without performing
experimental tests to quantify the 28 days strength of each formu-
lation. The proposed model also allows for the identification of the
key (input) parameters that control the behavior of JG material
including: the sample age (t), the amount of cement by cubical me-
ter of soil (kg/m?®) and the water/cement ratio (W/C). The best SVM
model included a total of eleven input parameters, and its perfor-
mance decreased when only the six most relevant inputs were
used; showing that the prediction of uniaxial compressive strength
of JG material is a complex phenomenon. Furthermore, we also
showed that doubly parameters with a strong interrelationship
(R?> > 0.70), both should be considered in the model.

Given the high quality results obtained by the application of the
DM techniques, we intend to expand our field of application of the
DM tools. In particular, we propose to develop models to predict
the final diameter of the JG columns, as well as to quantify the
Young modulus of JG materials.

Acknowledgments

The authors would like to thank Tecnasol-FGE, especially its
Engineer manager, Jodo Falcdo, for the interest and financial sup-
port. We would also like to thank Tiago Valente for providing lab-
oratory data used in the analysis. The work of the first author is
also supported by a PhD scholarship Grant of FCT (SFRH/BD/
45781/2008).

References

[1] GmbH H. The soilcret - jet grouting process. Keller Publications 2005.

[2] Falcdo ], Pinto A, Pinto F. Cases histories of ground improvement solutions
using jet-grouting. 2000.

[3] Padura AB et al. Study of the soil consolidation using reinforced jet grouting by
geophysical and geotechnical techniques. Construct Build Mater 2008.
doi:10.1016/j.conbuildmat.2008.07.01.

[4] Fayyad U, Piattetsky-Shapiro G, Smyth P. The KDD process for extracting useful
knowledge from volumes of data. Commun ACM 1996;39(11):27-34.

[5] Rezania R, Javadi A. A new genetic programming model for predicting
settlement of shallow foundations. Can Geotech 2007:1462-73.

[6] Yusuf E. Artificial neural networks approach for swell pressure versus soil
suction behavior. Can Geotech 2007:1215-23.

[7] Lai S, Serra M. Concrete strength prediction by means of neural network.
Construct Build Mater 1997;11(2):93-8.

[8] Kewley R, Embrechts M, Breneman C. Data strip mining for the virtual design
of pharmaceuticals with neural networks. IEEE Trans Neural Networks
2000;11(3):668-79.

[9] Gomes Correia A, Valente T, Tinoco ], Falcdo ], Barata ], Cebola D. et al.
Evaluation of mechanical properties of jet-grouting columns using different
test methods. In: 17th International conference on soil mechanics and
geotechnical engineering; 2009. p. 2169-71.

[10] Shibazaki M. State of practice of jet grouting. Grouting and Ground Treatment.
New Orleans 2003:198-217.

[11] Gazzarrini P, Kokan M, Jungaro S. Case history of jet grouting in British
Columbia. Underpinning of CN Rail Tunnel in North Vancouver. The Grout Line
2005:47-54.

[12] Cortez P. Data mining with neural networks and support vector machines
using the R/rminer tool. In: Perner P, editor. Advances in data mining,
Proceedings of 10th industrial conference on data mining, lecture notes in
artificial intelligence 6171, Berlin, Germany: Springer; July 2010. p.
572-83.

[13] Hastie T, Tibshirani R, Friedman J. The elements of statistical learning: data
mining, inference, and prediction. NY, USA: Springer-Verlag; 2001.

[14] Smola A, Scholkopf B. A tutorial on support vector regression. Stat Comput
2004;14(3):199-222.

[15] Cherkassy V, Ma Y. Practical selection of SVM parameters and noise estimation
for SVM regression. Neural Networks 2004;17(1):113-26.

[16] Normalisation, Comité Européen the. Eurocode 2: Design of concret structures
- part 1-1: general rules and rules for buildings. Bruxelas: CEN; 2004.

[17] Croce P, Flora A. Analysis of single-fluid jet grouting. Géotechnique
2000;50(6):739-48.

[18] Cortez P, Portelinha M, Rodrigues S, Cadavez V, Teixeira A. Lamb meat quality
assessment by support vector machines. Neural Process Lett
2006;24(1):41-51.

[19] Shibazaki M, Yoshida H. Constructing bottom barriers with jet grouting. Int
Containment Technol Conf Exhibition 1997.

[20] Yoshitake I, Mitsui T, Yoshikawa T, Ikeda A, Nakagawa K. An evaluation
method of ground improvement by jet-grouting Tokyo; 2004.

Please cite this article in press as: Tinoco ] et al. Application of data mining techniques in the estimation of the uniaxial compressive strength of jet grouting
columns over time. Constr Build Mater (2010), doi:10.1016/j.conbuildmat.2010.09.027



http://dx.doi.org/10.1016/j.conbuildmat.2008.07.01
http://dx.doi.org/10.1016/j.conbuildmat.2010.09.027

	Application of data mining techniques in the estimation of the uniaxial  compressive strength of jet grouting columns over time
	Introduction and background
	Materials and methods
	Jet grouting data
	Data mining models

	Experiments and results
	EC2 analytical model
	Data mining techniques
	DM techniques and EC2 combined model

	Conclusions and future development
	Acknowledgments
	References


