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Abstract

Many different traffic sources are transmit-
ted simultaneously using the Asynchronous
Transfer Mode (ATM) over the Broadband In-
tegrated Services Digital Network (B-ISDN).
Because of the ATM traffic statistical char-
acteristics, the resource allocation in B-ISDN
must be related to traffic parameters and the
quality of service negotiated in the establish-
ment of each call. A model for ATM traffic
characterisation and generation control of the
calls and cells is proposed. Traffic parameters
calculated analytically and by simulation are
compared.

1 Introduction

The International Consulting Committee for
Telephones and Telegraphics (CCITT) has
published recently a set of recommendations
where the Broadband Integrated Services Dig-
ital Networks (B-ISDN) are defined [1], [2].
The Asynchronous Transfer Mode (ATM)
provides the transport and the switching of B-
ISDN services in fixed size data packets called
cells.

The transport of B-ISDN services, like in-
teractive video telephony, high quality video
and audio broadcast programs or data file
transfer, requires a call establishment phase
and the adaptation of the information flow in
ATM cells [2]. A call is a concatenation of
Virtual Path Connections (VPC) and Virtual
Channel Connections (VCC) within which the
cells are transmitted [3].

ATM cells can be transported in the existent
Plesiochronous (PDH) or Synchronous (SDH)
Digital Hierarchies or in the new cell-based
transmission systems [4], [5].

At the call establishment, the user has to
negotiate with B-ISDN control entity the traf-
fic characteristics of the call and the quality
of service requested. The network control en-
tity can accept the request and allocate net-
work resources for the support of the service,
or propose a lower quality of service, and in
the limit, reject the call, if not enough network
resources are available.

This paper presents a model for ATM traf-
fic generation suitable for network simulation
and resource allocation purposes. In the next
section the traffic of ATM services will be
characterised at the user network interface.
Section 3 describes the simulation of traffic in
a ATM network node. Results of simulation
are presented and compared with the traffic
parameters calculated analytically. Section 4
summarises the main results of this paper.

2 ATM Traffic Model

At call establishment the B-ISDN user and
the network control entity negotiate the traffic
source characteristics and the required qual-
ity of service. B-ISDN has mechanisms for
usage parameter control by policing the call
traffic at user interface and taking appropri-
ate actions if the usage values of the informa-
tion flow parameters are exceeded in a virtual
channel or virtual path. The traffic parame-
ters that can be negotiated and policed by the
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network may be the peak and the average bit
rate, the peak duration and the burstiness [3].

Most of ATM traffic models define the gen-
eration of ATM traffic by bursty sources [6],
[7], [8], [9] where the parameters that char-
acterise the sources are the same which are
policed by the network. Those models only
cope with some particular types of sources or
the highly multiplexed traffic in the network
node interface. The model proposed here has
capabilities to characterise generally any sin-
gle ATM traffic source or mixed sources.

2.1 Description of the proposed

model

The proposed ATM traffic model used in
the ATM traffic generation at B-ISDN user
network interface is defined by the following
three functional levels:

Generation level

Synchronisation level

Adaptation level

The relationship between each level of
the model is identified in figure 1. In the
generation level any traffic source can be
defined by a Markovian state space and
associated timing relations of the information
flow events. The following parameters will be
used within the generation level:

Number of states (N);

State transition probability matrix
(Pij , 0 < i ≤ N, 0 < j ≤ N);

Quantum of the duration of each state
(Di, 0 < i ≤ N);

Probability Distribution Function (PDF ) of
the time between events in each state, speci-
fying the first (Ti, 0 < i ≤ N) and other mo-
ments;

Probability Distribution Function (PDF )
of the event duration in each state, specifying
the first (Ci, 0 < i ≤ N) and other moments.

Since in B-ISDN, the information flow
events can be connection requests or genera-
tion of ATM cells, each ATM traffic source will
be actually defined by two Markovian state
spaces. As it will be shown later, the number
of expected calls and the average cell rate can
be easily calculated in the generation level of
the proposed model.

The synchronisation level incorporates the
timing characteristics of the environment,
which includes the discrete nature of the
generation entities. The synchronisation level
is characterised by two parameters:

The time unit (TU);
Maximum number of events per time unit

(NE).

The adaptation level acts as a finite length
buffer for the events provided by the genera-
tion level. Two parameters characterise this
level:

FIFO length (FL);
Minimum time between events (MT ).

The adaptation level performs the low pass
filter functions for the events, to warrantee at
the B-ISDN user network interface the peak
cell rate and consequently the burstiness
negotiated at the establishment of the call.

2.2 Generation level

The discipline imposed by the state transi-
tion probability matrix determines the time
evolution of staying or leaving a traffic state.
The quantum duration of each state and the
probability distribution function of the time
between events are the specific parameters of
each traffic state. Figure 2 illustrates the gen-
eration of events in the generation level of the
proposed traffic model when the PDF of the
time between events in each state is charac-
terised only by the first moment (exponential
distribution, for example). The probability of
residence in each state of a Markovian process
can be expressed by:

−→π =
−→
1 .[

−→
U +

−→
P −

−→
I ]−1 (1)

where
−→
P is the state transition probability

matrix,
−→
I is the identity matrix,

−→
1 is a uni-

tary vector, and
−→
U =

−→
1t .

−→
1 . (

−→
1t denotes the

transposed of
−→
1 ).

The quantum of the duration of each state
is a deterministic parameter, but in general
the time that the traffic source stays in each
state is stochastic with a geometrical distribu-
tion. In case the probability of staying in the
same state is zero the duration of this state is
equal to the quantum of the duration.
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Figure 1: The traffic model

Since (1−Pii) is the probability of the gen-
eration process leaving a state i, the average
time Di within this state is given by

Di =
Di

1 − Pii

(2)

The average number of events Ei generated
within the quantum duration of a traffic state
i, is the ratio of the quantum duration Di and
the average time between events Ti:

Ei =
Di

Ti

(3)

The number of events generated during the
average time Di within a state i of traffic ac-
tivity has geometrical distribution with aver-
age Ei given by:

Ei =
Ei

1 − Pii

=
Di

Ti

=
Di

1 − Pii

.
1

Ti

(4)

After calculating the probability of resi-
dence πi, the mean time between event gener-
ation T can be derived from:

T =

∑N

i=1
Di.πi∑N

i=1

Di.πi

Ti

=

∑N

i=1
Di.πi∑N

i=1
Ei.πi

(5)

The mean duration of events C is given by:

C =

∑N

i=1
Ci.Di.πi∑N

i=1
Di.πi

(6)

2.2.1 Average Number of Calls

Independently of the call duration distribu-
tion, when the traffic state duration is much
higher than the mean duration of the calls Ci,
the average number of active calls Ai at the
end of state i, is given by:

Ai =
Ci

Ti

(7)

On the other hand, the mean call duration
is much higher than the traffic state duration,
the average number of calls Ai generated in
each traffic state i and still active at the end
of the state is equal to the number of calls
generated in that sate, which can be derived
from (3):

Ai = Ei =
Di

Ti

(8)

After calculating the probability of resi-
dence πi and the average number of active
calls Ai generated in each state i, the aver-
age number of active calls A, is equal to:

A = C.

∑N

i=1
Ai.πi∑N

i=1
Di.πi

(9)

However, if the generation time t is much
smaller than the mean call duration, A is
equal to:

A = t.

∑N

i=1
Ai.πi∑N

i=1
Di.πi

, (10)
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Figure 2: Traffic generation model

2.2.2 Average and Burst Cell Rate

In the cell model, the events are cells of equal
length, so their duration C is fixed. (C =
Ci, ∀i ≤ N).

The average cell rate λ observed during a
time window tW can be defined as the ratio
of the number of cells generated EW over the
time tw

λ =
EW

tW
(11)

When the time window is long compared
within the traffic state durations, the average
cell rate λ is the inverse of the mean time be-
tween event generation of the cell generation
model:

λ =
EW

tW
=

1

T
=

∑N

i=1
Ei.πi∑N

i=1
Di.πi

=

∑N

i=1

Di.πi

Ti∑N

i=1
Di.πi

(12)

If the time window is of the same order of
magnitude of the traffic state quantum dura-
tions, the evaluation of the average number of
cells should take into account the state transi-
tion defined by the state transition probability
matrix.

The burst cell rate λB can be defined as

the higher average number of cells E
Max

B

generated over the burst duration tB:

λB =
E

Max

B

tB
(13)

If the burst duration is shorter than the
shortest traffic state quantum duration, the
burst cell rate is the inverse of the minimum
mean time between events in each state, of the
cell generation model.

λB =
E

Max

B

tB
=

1

Min(Ti)
(14)

If the burst duration tB is of the same or-
der of magnitude of the traffic state durations,

E
Max

B has to be evaluated in every state com-
bination γl that have state transition proba-
bility different from zero.

λB =
E

Max

B

tB
=

Max(
∑

ik∈γl
Eik)

tB
(15)

where

γl = [i1, i2, ..., iK ] :

K−1∑

k=1

Dik ≤ tB ∧ Pikik+1

(16)
We note that the burst cell rate is not the

same as the peak cell rate defined by CCITT.
The calculation of the peak is quite difficult
within the generation lelvel, but it can be de-
termined within the adaptation level.



2.3 Synchronisation level

The synchronisation level defines the time
unit TU and the maximum number of events
NE that can be generated in each unit. As a
consequence of this discretization introduced
by the synchronization level, the following sin-
gularities are highlighted:

Ti mean time between events
Ti = 0 - the number of events gen-

erated every time unit UT is equal to NE,
independently of the PDF;

Ti = ∞ - no cells are generated in
the state i (silence state);

Di quantum of the duration
Di = 0 the process stays at least one

time unit in the state (actually one if Pii = 0.
The process is deterministic if Ti, ∀i is ei-

ther zero or infinity and Pij , ∀ij is either
zero or unity. This implies that the traffic
model although it is generally stochastic, it
can generate deterministic traffic or determin-
istic components of stochastic traffic. For ex-
ample the model can be used to control the
generation of constant bit rate traffic if the
mean time between events (cells) in each state
is zero (in the activity states) and infinity (in
the silence states) and the probability of leav-
ing to another specific state is unity. The state
duration and the number of states can control
the bit rate and the pattern of the cell stream.

2.4 Adaptation level

Cells produced by the generation level are sent
to a FIFO buffer in the adaptation level and
are read out with a specific minimum time
MT between two consecutive cells. This al-
lows to impose a desired peak cell rate, defined
as the inverse of MT. The FIFO length FL as
to be deep enough to accommodate the ex-
pected cell rate fluctuation in the cell stream
provided the generation level. This process
should only affect the tail of the PDF, oth-
erwise the parameters of the generation level
cease to apply.

Similar approach is used for the call gener-
ation model.

3 Traffic Simulation

The proposed ATM traffic model was used to
describe and generate the traffic, in a B-ISDN
access interface. The call generation associ-
ated to different services and users is a Marko-

vian process with different state durations.
Within each state, call duration and time be-
tween call births are defined by exponential
distribution functions. The cells of each call
are also generated by this traffic model with
the appropriate parameters for each service.

3.1 Simulation of calls genera-

tion

Four call generation cases of the presented
traffic model have been considered in Table
1.

Each line of Table 1 specifies the genera-
tion parameters and the average number of ac-
tive calls evaluated analytically for the steady
state of each case.

In the first case calls with mean duration
time of 1, 20, 60 and 180 minutes have a gen-
eration rate of 1/20 call/s and generation in-
tervals with exponential distribution.

The second case differs from the first be-
cause the call generation is interrupted during
10 minutes (silence state, note the large value
of the mean time between calls) after every 10
minutes of activity state. The call generation
rate in the activity state is also 1/20 call/s.

The third case has 3 states with quantum
duration of 10 minutes. The duration of the
most active state is deterministic (Pii = 0)
but the duration of the other states have ge-
ometrical distribution. Once the call genera-
tion reaches the most active state the call gen-
eration rate is 1/20 call/s during 10 minutes,
and then leaves with equal probability to the
less active or the inactive state. In the less ac-
tive state the call generation rate is 60 call/s
during 10 minutes, and then the call genera-
tion process can stay in the same state with
probability of 30% or can leave with probabil-
ity of 70% to the inactive state. In the inactive
state no calls are generated and every 10 min-
utes the state transition can be to the same
state with probability of 30% or to the most
active state with probability of 70%.

The fourth case differs from the second be-
cause it has an initial state with deterministic
duration of 0.1 minutes where NE calls are
generated every unit time, and the transition
time between states is now 60 minutes instead
of 10 minutes. After leaving this initial state,
the call generation alternates between one ac-
tive and one inactive state like in the second
case.



Table 1: Parameters of call generation control

Call Generation

Case
Number
of
States

State
Transition
Probability

State
Duration
(Minutes)

Mean Time
Between Calls
(Seconds)

Mean Call
Duration
(Minutes)

Average
Number
of Calls

1

2

3

3

 1.0

 0.0 1.0
 1.0 0.0

 0.0 0.5 0.5
 0.0 0.3 0.7
 0.7 0.0 0.3

 0.0 1.0 0.0
 0.0 0.0 1.0
 0.0 1.0 0.0

 60.0

 10.0
 10.0

 10.0
 10.0
 10.0

  0.1
 60.0
 60.0

 20.0

      20.0
 1000000.0

      20.0
      60.0
 1000000.0

       0.0
      20.0
 1000000.0

   1.0
  20.0
  60.0
 180.0

   1.0
  20.0
  60.0
 180.0

   1.0
  20.0
  60.0
 180.0

   1.0
  20.0
  60.0
 180.0

   3.0
  60.0
 180.0
 360.0

   1.5
  30.0
  90.0
 180.0

   1.2
  23.6
  70.9
 141.8

   1.5
  30.0
  90.0
 180.0

1

2

3

4
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Figure 3: Number of calls during 10 hours of simulation for the cases characterized in table 1 (mean
call duration as a parameter).



Table 2: Parameters of cell generation control
from different services

Cell Generation

Service
Number
of
States

State
Transition
Probability

State
Duration
(Seconds)

Mean Time
Between Cells
(Seconds)

Average
Cell Rate
(kcell/s)

1

2

3

4

 1.0

 0.2 0.8
 0.8 0.2

 0.0 0.0 1.0
 0.5 0.0 0.5
 0.0 0.8 0.2

 0.0 1.0 0.0 0.0
 0.0 0.0 1.0 0.0
 0.0 0.0 0.2 0.8
 0.8 0.0 0.0 0.2

 0.10000

 0.00100
 0.00200

 0.00010
 0.00010
 0.00010

 0.00000
 0.00010
 0.00000
 0.00010

   0.00003

   0.00003
 600.00000

   0.00003
   0.00050
 600.00000

   0.00000
 600.00000
   0.00000
 600.00000

 33.00

 11.00

 6.90

 9.70

1

2

3

4

Call generation has been simulated over 10
hours, with a simulation time unit TU = 0.1
s and MT = NE = 1. The number of calls
during the simulation time is plotted in figure
3. The straight lines represent the asymptotes
of the expected average number of calls calcu-
lated by equations (10) and (9).

Good agreement is observed between the
simulated and calculated values.

3.2 Simulation of cells genera-

tion

Four ATM services are characterised by the
traffic model presented in Table 2. Each line
of Table 2 specifies the cell generation param-
eters of each service and the average cell rate,
which was evaluated analytically.

The first service has a cell rate of 1/0.00003
cell/s and generation instants with exponen-
tial distribution.

The second service has two states with du-
ration geometrically distributed. When the
service leaves the activity state, the cell gen-
eration is interrupted (600 � 0.002) during a
time multiple of 0.002 seconds (silence state).
The cell rate in the activity state is also
1/0.00003 cell/s and the duration is a multiple
of 0.002 seconds. The probability of staying
or leaving each state is 20% and 80% respec-
tively.

The third service has 3 states with quantum
duration of 0.0001 seconds. The duration of
the most active state is deterministic and the
duration of the less active and the inactive
states have a geometrical distribution. Once
the service reaches the most active state the
cell rate is 1/0.00003 cell/s during 0.0001 sec-
onds, and then leaves to the inactive state. In
the less active state the cell rate is 1/0.0005
cell/s during 0.0001 seconds, and then the ser-
vice can leave with equal probability to the
most active or the inactive state. In the in-
active state no cells are generated and every
0.0001 seconds the service can stay in the in-
active state with probability of 20% or can
leave with probability of 80% to the less ac-
tive state.

The fourth service has two states of activity
where a cell is generated every time unit the
service stays in those states and two silence
states where no cells are generated.

The quantum duration for the activity
states is zero and for the silence states is
0.0001 seconds. The service stays in the first
activity state only a unit of simulation time,
it generates NE cells and leaves to the first
silence state. After 0.0001 seconds without
generating any cell, the service leaves this si-
lence state to the second active state. In that
activity state the service generates NE cells
every simulation time unit.
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Figure 4: Cell generation from the services
characterized in Table 2, during 10 seconds of
simulation.

The service can stay in the same state with
probability of 20% or leave to the second in-
active state with probability of 80%. In the
second inactive state every 0.0001 second, the
service can stay in the same state with prob-
ability of 20% or leave to the first active state
with probability of 80%.

The generation instants, the cell rate and
the histogram of the time between cells, pro-
vided by one call of each ATM service charac-
terized in Table 2, are plotted in figure 4.

The cell rate is calculated within a 50 ms
window, during 10 seconds of simulation time,
with a simulation unit TU = 2.7µs and MT =
NE = 1.

The straight lines represent the cell rate ex-
pected analytically, by equation (12). Again
good agreement is observed between the sim-
ulated and calculated values. The figures
also exhibits the characteristics of the states
and changes between them previously high-
lighted: the 1st services is a pure exponen-
tially distributed source; in the 2nd and 3rd
services the exponentially distributed genera-
tion process is modulated by a Markovian ac-
tivity/silence process; the 4th service is a con-
stante bit rate source with the cell generation
intervals lightly modulated by a geometrical
distribution.



4 Summary

The proposed ATM traffic model can be used
in traffic generation at any B-ISDN interface
and is defined by three functional levels. In
the generation level, a traffic source is spec-
ified by a Markovian state space and associ-
ated timing relations of the information flow
events. The synchronization level incorpo-
rates the timing characteristics of the environ-
ment. The adaptation level performs the low
pass filter functions for the cell stream, to war-
rantee at the B-ISDN user network interface
the peak cell rate. The generation level defines
a set of timing relations of the information
flow variations for any traffic source. The dis-
cipline imposed by the state transition proba-
bility matrix determines the time evolution of
staying or leaving a traffic state. The quan-
tum duration of each state and the probability
distribution functions of the event duration
and the time between events are the specific
parameters of each traffic state. The quantum
of the duration of each state is a determinis-
tic parameter, but in general the time that the
traffic source stays in each state is stochastic
with a geometrical distribution. It is shown
that, independently of the probability distri-
bution function of each traffic state, the num-
ber of expected call connections and the av-
erage cell rate can be easily calculated in the
generation level of the proposed model. Simu-
lations support the adequacy of the model to
simulate broadband ATM traffic.
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