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Abstract

Knowledgediscoveryin databasesisa processthat aimsat thediscovery of associations
within data sets. The analysis of geo-referenced data demands a particular approach
in this process. This chapter presents a new approach to the process of knowledge
discovery, in which qualitative geographic identifiers give the positional aspects of
geographic data. Those identifiers are manipulated using qualitative reasoning
principles, which allowsfor theinference of new spatial relationsrequired for the data
mining step of the knowledge discovery process. The efficacy and usefulness of the
implemented system — Pabrio — has been tested with a bank dataset. The results
obtained support that traditional knowledge discovery systems, developed for
relational databases and not having semantic knowledge linked to spatial data, can
be used in the process of knowledge discovery in geo-referenced databases, since some
of this semantic knowledge and the principles of qualitative spatial reasoning are
available as spatial domain knowledge.
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I ntroduction

Knowledgediscovery indatabasesisaprocessthat aimsat thediscovery of associations
within data sets. Data mining is the central step of this process. It corresponds to the
application of algorithmsfor identifying patternswithin data. Other stepsarerelated to
incorporating prior domain knowledge and interpretation of results.

The analysis of geo-referenced databases constitutes a special case that demands a
particular approach within the knowledge discovery process. Geo-referenced data sets
include allusion to geographical objects, locations or administrative sub-divisions of a
region. Thegeographical location and extension of these objectsdefineimplicit rel ation-
ships of spatial neighborhood. The data mining algorithms have to take this spatial
neighborhood into account when looking for associations among data. They must
evaluate if the geographic component has any influence in the patterns that can be
identified.

Datamining algorithmsavailablein traditional knowledge discovery tools, which have
been devel oped for the analysis of relational databases, are not prepared for theanalysis
of this spatial component. This situation led to: (i) the development of new algorithms
capableof dealingwith spatial relationships; (ii) the adaptation of existing algorithmsin
order to enable them to deal with those spatial relationships; (iii) the integration of the
capabilitiesfor spatial analysisof spatial database management systemsor geographical
information systems with the tools normally used in the knowledge discovery process.

Most of the geographical attributes normally found in organizational databases (e.g.,
addresses) correspond to atypeof spatial information, namely qualitative, which canbe
described using indirect positioning systems. In systems of spatial referencing using
geographic identifiers, a position is referenced with respect to a real world location
defined by areal world object. Thisobjectistermed alocation, anditsidentifieristermed
ageographicidentifier. Thesegeographicidentifiersarevery commonin organizational
databases, and they allow theintegration of the spatial component associated with them
in the process of knowledge discovery.

This chapter presents anew approach to the analysis of geo-referenced data. It isbased
on qualitative spatial reasoning strategies, which enable the integration of the spatial
component in the knowledge discovery process. This approach, implemented in the
PabrAo system, allowed the analysis of geo-referenced databases and theidentification
of implicit relationships existing between the geo-spatial and non-spatial data.

Thefollowing sections, inoutline, include: (i) an overview of the process of knowledge
discovery and its several phases. The approaches usually followed in the analysis of
geo-referenced databases are also presented; (ii) a description of qualitative spatial
reasoning presenting itsprinciplesand theseveral spatial relations— direction, distance
and topology. For therelations, an integrated spatial reasoning system was constructed
and madeavailableinthe Spatial Knowledge Base of the PabrAo system. Therulesstored
enable the inference of new spatial relations needed in the data mining step of the
knowledge discovery process; (iii) a presentation of the PabrAo system describing its
architecture and itsimplementation achieved through the adoption of several technolo-
gies. This section continues with the analysis of a geo-referenced database, based on
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the several steps of the knowledge discovery process considered by the PAbrAo system;
and (iv) a conclusion with some comments about the proposed research and its main
advantages.

Knowledge Discovery in Databases

Large amounts of operational data concerning several years of operation are available,
mainly from middle-large sized organi zations. Knowledgediscovery in databasesisthe
key to gaining access to the strategic value of the organizational knowledge stored in
databases; for use in daily operations, general management and strategic planning.

Knowledge Discovery Process

KnowledgeDiscovery in Databases (K DD) isacomplex process concerning the discov-
ery of relationshipsand other descriptionsfrom data. Datamining refersto the applica-
tionalgorithmsused to extract patternsfrom datawithout the additional stepsof theKDD
process, e.g., theincorporation of appropriate prior knowledge and theinterpretation of
results (Fayyad & Uthurusamy, 1996).

Different tasks can be performed in the knowledge discovery process and several
techniques can beapplied for the execution of aspecifictask. Amongtheavailabletasks
are classification, clustering, association, estimation and summarization. KDD appli-
cationsintegrateavariety of datamining algorithms. The performance of eachtechnique
(algorithm) depends upon thetask to be carried out, the quality of the available dataand
the objectiveof thediscovery. Themost popular DataMining algorithmsincludeneural
networks, decision trees, association rules and genetic algorithms (Han & Kamber,
2001).

Thestepsof theKDD process(Figure 1) include datasel ection, datatreatment, datapre-
processing, data mining and interpretation of results. This process is interactive,
becauseit requires user participation, and iterative, becauseit allows for going back to
a previous phase and then proceeding forward with the knowledge discovery process.
The steps of the KDD process are briefly described:

i Data Selection. This step allows for the selection of relevant data needed for the
execution of adefined datamining task. I n thisphase the minimum sub-set of data
tobesel ected, the size of the sampl e needed and the period of timeto be considered
must be eval uated.

i Data Treatment. Thisphase concernswith the cleaning up of selected data, which
allowsfor thetreatment of corrupted dataand the definition of strategiesfor dealing
with missing datafields.

i Data Pre-Processing. This step makes possible the reduction of the sample
destined for analysis. Two tasks can be carried out here: (i) the reduction of the
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Figure 1. Knowledge Discovery Process
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number of rowsor, (ii) thereduction of the number of columns. Inthereduction of
the number of rows, data can be generalized according to the defined hierarchies
or attributes with continuous values can be transformed into discreet values
accordingtothedefined classes. Thereduction of the number of columnsattempts
to verify if any of the selected attributes can now be omitted.

i Data Mining. Several algorithms can be used for the execution of a given data
mining task. In this step, various available algorithms are evaluated in order to
identify themost appropriatefor theexecution of thedefined task. The selected one
is applied to the relevant data in order to find implicit relationships or other
interesting patterns that exist in the data.

i Interpretation of Results. The interpretation of the discovered patterns aims at
evaluating their utility and importance with respect to the application domain. It
may be determined that relevant attributes were ignored in the analysis, thus
suggesting that the process should be repeated.

Knowledge Discovery in Spatial Databases

Themainrecognized advancesintheareaof KDD (Fayyad, Piatetsky-Shapiro, Smyth &
Uthurusamy, 1996) arerelated with the exploration of relational databases. However, in
most organizational databases there exists one dimension of data, the geographic
(associated with addresses or post-codes), the semantic of which is not used by
traditional KDD systems.

Knowledge Discovery in Spatial Databases (KDSD) isrelated with “the extraction of
interesting spatial patterns and features, general relationships that exist between
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spatial and non-spatial data, and other data characteristics not explicitly stored in
spatial databases” (Koperski & Han, 1995).

Spatial database systems arerelational databases with aconcept of spatial location and
spatial extension (Ester, Kriegel & Sander, 1997). Theexplicit|ocationand extension of
objects define implicit relationships of spatial neighborhood. The major difference
between knowledge discovery in relational databases and KDSD is that the neighbor
attributes of an object may influencethe object itself and, therefore, must be considered
intheknowledgediscovery process. For example, anew industrial plant may polluteits
neighborhood entities depending on the distance between the objects (regions) and the
major direction of thewind. Traditionally, knowledge discovery in relational databases
does not take into account this spatial reasoning, which motivates the development of
new algorithms adapted to the spatial component of spatial data.

Themainapproachesin KDSD are characterized by the devel opment of new algorithms
that treat the position and extension of objects mainly through the manipulation of their
coordinates. These algorithms are then implemented, thus extending traditional KDD
systems in order to accommodate them. In all, a quantitative approach is used in the
spatial reasoning process athough the results are presented using qualitative identifiers.

Lu, Han & Ooi (1993) proposed an attribute-oriented induction approach that isapplied
to spatial and non-spatial attributes using conceptual hierarchies. This allows the
discovery of relationships that exist between spatial and non-spatial data. A spatial
concept hierarchy represents a successive merge of neighborhood regions into large
regions. Two learning algorithms were introduced: (i) non-spatial attribute-oriented
induction, which performs generalization on non-spatial data first, and (ii) spatial
hierarchy induction, which performs generalization on spatial data first. In both ap-
proaches, the classification of the corresponding spatial and non-spatial data is per-
formed based on the classes obtained by the generalization. Another peculiarity of this
approach isthat the user must providethe system with the relevant data set, the concept
hierarchies, thedesired rule form and thelearning request (specified in asyntax similar
to SQL — Structured Query Language).

Koperski & Han (1995) investigated the utilization of interactive data mining for the
extraction of spatial association rules. In their approach the spatial and non-spatial
attributes are held in different databases, but once the user identifies the attributes or
relationshipsof interest, asel ection processtakes placeand aunified databaseiscreated.
An algorithm, implemented for the discovery of spatial association rules, analyzesthe
stored data. Therulesobtained represent rel ationships between objects, described using
spatial predicates like adjacent to or close to.

These approaches are two examples of the efforts made in the area of KDSD. One
approach uses two different databases, storing spatial and non-spatial data separately.
Oncetheuser identifiestheattributesof interest, aninterface between thetwo databases
ensures the selection and treatment of data without the creation of a new integrated
repository. The other approach also requirestwo different databases, but the selection
phase |eads to the creation of a unified database where the analysis of datatakes place.
In both approaches new algorithms were implemented and the user is asked for the
specification of the relevant attributes and the type of results expected.
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Two approachesfor theanalysisof spatial datawiththeaim of knowledgediscovery have
been presented. Independently of the adopted approach, several tasks can be performed
in this process, among them: spatial characterization, spatial classification, spatial
association and spatial trendsanalysis (K operski & Han, 1995; Ester, Frommelt, Kriegel
& Sander, 1998; Han & Kamber, 2001).

A spatial characterization corresponds to a description of the spatial and non-spatial
properties of a selected set of objects. This task is achieved analyzing not only the
properties of the target objects, but also the properties of their neighbors. In a charac-
terization, therelative frequency of incidence of aproperty in the selected objects, and
their neighbors, isdifferent from therelative frequency of the same property verifiedin
theremaining of thedatabase (Ester, Frommelt, Kriegel & Sander, 1998). For exampl e, the
incidence of a particular disease can be higher in a set of regions closest or holding a
specific industrial complex, showing that a possible cause-effect relationship exists
between the disease and the industry pollution.

Spatial classification aims to classify spatial objects based on the spatial and non-
spatial features of these objects in a database. The result of the classification, a set of
rulesthat dividesthe datainto several classes, can be used to get abetter understanding
of the relationships among the objects in the database and to predict characteristics of
new objects(Han, Tung & He, 2001; Han & Kamber, 2001). For example, regionscan be
classifiedintorich or poor according to the averagefamily incomeor any other relevant
attribute present in the database.

Spatial association permits the identification of spatial-related association rules from
aset of data. An association rule showsthefrequently occurring patterns of aset of data
itemsinadatabase. A spatial associationruleisaruleof theform“x — Y (s%, c%),” where
X and Y are sets of spatial and non-spatial predicates (Koperski & Han, 1995). In an
association rule, s represents the support of the rule, the probability that x and v exist
together inthe dataitemsanalyzed, whilec indicatesthe confidence of therule, i.e., the
probability that v istrue under the condition of X. For example, the spatial association
rule“is_a (x, House) A close_to (x, Beach) — is_expensive (x)” states that houseswhich are
close to the beach are expensive.

A spatial trend (Ester, Frommelt, Kriegel & Sander, 1998) describesaregular change of
one or more non-spatial attributes when moving away from a particular spatial object.
Spatial trend analysis allows for the detection of changes and trends along a spatial
dimension. Examples of spatial trends are the changes in the economic situation of a
population when moving away from the center of a city or the trend of change of the
climatewith theincreasing distance from the ocean (Han & Kamber, 2001).

After the presentation of two approaches and some of the most popular tasks associated
withtheanalysisof spatial datawiththeaim of knowledgediscovery, thischapter posits
anew approach to the process of KDSD (more specifically in geo-referenced datasets).
This approach integrates qualitative principlesin the spatial reasoning system used in
the knowledge discovery process. Since the use of coordinates for theidentification of
a spatial object is not always needed, this work investigates how traditional KDD
systems (and their generic data mining algorithms) can be used in KDSD.
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Qualitative Spatial Reasoning

Human beings use qualitativeidentifiers extensively to simplify reality and to perform
spatial reasoning moreefficiently. Spatial reasoningistheprocessby whichinformation
about objects in space and their relationships are gathered through measurement,
observation or inference and used to arrive at valid conclusions regarding the relation-
ships of the objects (Sharma, 1996). Qualitative spatial reasoning (Abdelmoty & El-
Geresy, 1995) is based on the manipulation of qualitative spatial relations, for which
composition? tables facilitate reasoning, thereby allowing the inference of new spatial
knowledge.

Spatial relationshave been classifiedinto several types(Frank, 1996; Papadias& Sellis,
1994), including direction relations (Freksa, 1992) (that describe order in space),
distance relations (Hernandez, Clementini & Felice, 1995) (that describe proximity in
space) and topological relations (Egenhofer, 1994) (that describe neighborhood and
incidence). Qualitativespatial relationsare specified by usingasmall set of symbols, like
North, close, etc., and are manipulated through a set of inference rules.

Theinferenceof new spatial relations can be achieved using thedefined qualitativerules,
which are compiled into acomposition table. Theserulesallow for the manipulation of
the qualitative identifiers adopted. For example, knowing the facts, A North, very far from B and
B Northeast, very close to C, it is possible, by consulting the composition table for
integrated direction and distance spatial reasoning (presented later), to infer the
relationship that exists between A and c, that is A North, very far from C.

The inference rules can be constructed using quantitative methods (Hong, 1994) or by
mani pulating qualitatively the set of identifiersadopted (Frank, 1992; Frank, 1996), an
approach that requires the definition of axioms and properties for the spatial domain.

Later in this section the construction of the qualitative spatial reasoning system used
by PabrAo is presented. The qualitative system integrates direction, distance and
topological spatial relations. Its conception was achieved based on thework devel oped
by Hong (1994) and Sharma (1996). The application domain in which this qualitative
reasoning system will be used is characterized by objects that represent administrative
subdivisions.

Direction Spatial Relations

Direction relations describe where objects are placed relative to each other. Three
elementsareneeded to establish an orientation: two objectsand afixed point of reference
(usually theNorth Pole) (Frank, 1996; Freksa, 1992). Cardinal directionscanbeexpressed
using numerical values specifying degrees (0°, 45°...) or using qualitative values or
symbols, such as North or South, which have an associated acceptance region. The
regions of acceptance for qualitative directions can be obtained by projections (also
known as half-planes) or by cone-shaped regions (Figure 2).

A characteristic of the cone-shaped system is that the region of acceptance increases
with distance, which makesit suitable for the definition of direction relations between
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Figure 2. Direction Relations Definition by Projection and Cone-Shaped Systems

extended objects? (Sharma, 1996). It al so allowsfor thedefinition of finer resol utions, thus
permitting the use of eight (Figure 3) or 16 different qualitative directions. This model
usestriangular acceptance areasthat aredrawn from the centroid of thereference object
towards the primary object (in the spatial relation A North B, B represents the reference
object, while A constitutes the primary object).

Distance Spatial Relations

Distances are quantitative val ues determined through measurements or calcul ated from
known coordinates of two objects in some reference system. The frequently used
definition of distance can be achieved using the Euclidean geometry and Cartesian
coordinates. In atwo-dimensional Cartesian system, it correspondsto thelength of the
shortest possible path (astraight line) between two objects, which isalso known asthe
Euclidean distance (Hong, 1994). Usually a metric quantity is mapped onto some
qualitative indicator such as very close or far for human common-sense reasoning
(Hernandezet al., 1995).

Qualitative distances must correspond to arange of quantitative values specified by an
interval and they should be ordered so that comparisons are possible. The adoption of

Figure 3. Cone-Shaped System with Eight Regions of Acceptance
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Figure 4. Qualitative Distances Intervals

the qualitative distances very close — vc, close — ¢, far — f and very far — vf, intuitively
describe distances from the nearest to the furthest. An order relationship exists among
these relations, where alower order (vc) relates to shorter quantitative distances and a
higher order (vf) relatestolonger quantitativedistances (Hong, 1994). Thelength of each
successive qualitative distance, in terms of quantitative values, should be greater or
equal to the length of the previous one (Figure 4).

Topological Spatial Relations

Topological relations are those relationships that are invariant under continuous
transformationsof space such asrotation or scaling. Thereareeight topological relations
that can exist between two planar regions without holes®: disjoint, contains, inside, equal,
meet, covers, covered by and overlap (Figure 5). These relations can be defined consid-
ering intersections between the two regions, their boundaries and their complements
(Egenhofer, 1994). These eight relations, which can exist between two spatial regions
without holes, will be the exclusive focus of topological relationsin this chapter.

Figure 5. Topological Spatial Relation
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disjoint (p,q) coveredby (p,q) inside (p,q)
covers (q,p) contains (q,p)
meet (p,q) equal (p,q) overlap (p.q)
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In someexceptional cases, the geographic space cannot be characterized, intopological
terms, with reference to the eight topol ogical primitives presented above. One of these
casesisrelated with application domainsinwhich the geographic regionsaddressed are
administrative subdivisions. Administrative subdivisions, represented in this work by
full planar graphs®, can only be related through the topol ogical primitives disjoint, meet
and contains (and the corresponding inverse inside), since they cannot have any kind of
overlapping. The topological primitives used in this chapter are disjoint and meet, since
the implemented qualitative inference process only considers regions at the same
geographichierarchical level.

Integrated Spatial Reasoning

Integrated reasoning about qualitative directions necessarily involves qualitative dis-
tancesand directions. Particul arly in objectswith extension, thesize and shape of objects
and the distance between them influence the directions. One of the ways to determine
thedirection and distance® between regionsisto cal culatethem fromthe centroids of the
regions. The extension of the geographic entitiesissomehow implicit in thetopol ogical
primitive used to characterize their relationships.

Integration of Direction and Distance

An example of integrated spatial reasoning about qualitative distances and directions
is as follows. The facts A is very far from B and B is very far from C do not facilitate the
inference of the relationship that exists between A and C. A can be very close OF close to
C, or A may be far or very far from C, depending on the orientation between B and C.

For the integration of qualitative distances and directions the adoption of a set of
identifiersisrequired, whichallowsfor theidentification of the considered directionsand
distancesandtheir respectiveintervalsof validity. Hong (1994) analyzed some possible
combinations for the number of identifiers and the geometric patterns that should
characterize the distance intervals. The localization system (Figure 6) suggested by
Hong isbased on eight symbolsfor direction relations (North, Northeast, East, Southeast,
South, Southwest, West, Northwest) and four symbolsfor theidentification of the distance
relations (very close, close, far and very far).

In the case of direction relations, for the cone-shaped system with eight acceptance
regions, the quantitative intervals adopted were; [337.5, 22.5), [22.5, 67.5), [67.5, 112.5),
[112.5, 157.5), [157.5, 202.5), [202.5, 247.5), [247.5, 292.5), [292.5, 337.5) from North tO
Northwest respectively.

Thedefinition of thevalidity interval for each distanceidentifier must obey somerules
(Hong, 1994). In these systems, as can be seen in Table 1, there should exist a
constant ratio (ratio = length (dist))/length (dist,,)) relationship between thelengths of two
neighboringintervals. The presented simulated intervalsallow for the definition of new
distanceinterval s by magnification of the original intervals. For example, the set of
valuesfor ratio 4¢ can beincreased by afactor of 10 supplying thevaluesdist, (0, 10], dist,
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Figure 6. Integration of Direction and Distance Spatial Relations
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Table 1. Simulated Intervals for Four Symbolic Distance Values

Ratio disto disty dist dists
1 (0, 1] 1, 2] (2, 3] 3, 4]
2 ©,1] 1,3 3.7 (7,15]
3 0, 1] 1, 4] (4, 13] (13, 40]
4 ©,1] @,5] (5, 21] (21, 85]
5 ©, 1] (, 6] (6, 31] (31, 156]

(10, 50], dist, (50, 210] and dist, (210, 850]. Since the same scale magnifiesall intervals and
guantitative distance relations, the qualitative compositions will remain the same,
regardless of the scaled value.

It isimportant to know that the number of distance symbols used and the ratio between
the quantitative values addressed by each interval play an important role in the
robustness of the final system, i.e., in the validity of the composition table for the
inference of new spatial relations (Hong, 1994).

The final composition table, a 32x32 matrix for the localization system adopted, was
constructed following the suggestions made by Hong (1994) and it is presented in this
work through an iconic representation (Figure 7). This matrix represents part of the
knowledge needed for theinference of new spatial informationinthelocalization system
used. Duetoitsgreat size, Figure8 exhibitsan extract of thefinal matrix. An exampleof
the composition operation: suppose that A North, close B and that B Southeast, very close C.
Consulting the composition table (this example is marked in Figure 8 with two traced
arrows) itispossibleto identify therelation that exists between A and C: A North, close C.
For the particular case of the composition of opposite directions with equal qualitative
distances, the system is unable to identify the direction between the objects. For this
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Figure 7. Graphical Representation of Direction and Distance Integration

North, very close Northeast, close East, far Southeast, very far

Figure 8. Extract of the Final Composition Table — Integration of Direction and
Distance

0 ©G®©

reason, the composition of these particular cases presents all the qualitative directions
as possible results of the inference (Figure 8).

Integration of Direction and Topology

Therelativeposition of two objectsin thebi-dimensional space can beachievedthrough
the dimension and orientation of the objects. Looking at each of these characteristics
separately impliestwo classes of spatial relations: topological, which ignores orienta-
tions in space; and direction that ignores the extension of the objects.

Theintegration of thesetwo kinds of spatial relations enablesthe definition of asystem
for qualitative spatial reasoning that describestherelative position existing betweenthe
objects and how the limits (frontiers) of them are related.

Sharma(1996) integrated direction and topol ogical spatial relationsusing theprinciples
of qualitativetemporal reasoning defined by Allen (1983). The approach undertaken by
Sharma (1996) was possible through the adaptation of the temporal principles to the
spatial domain. The13temporal primitives(Allen, 1983) are: before, after, during, contain,
overlap, overlapped by, meet, met by, start, started by, finish, finished by and equal (Figure
9).

Thetemporal primitives(that are one-dimensional) wereanalyzed by Sharma(1996) along
two dimensions (axesxxandyy) allowingtheir useinthespatial domain (restrictedinthis
case to atwo-dimensional space).

The construction of the composition tables was facilitated by the knowledge represen-
tation framework adopted for the integration of direction and topology. Topological
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Figure 9. Temporal Primitives

A HEE [
A before B Amest B [ [ . L
- A overlaps B A during B A starts B A finishes B
A after B -
— I mE . -
A met by B A equal B A overlapped by B A contains B A started by B A finished by B

Adapted from Allen (1983, p. 835)

relationsareindependent of the order existing between the objectswhen analyzed along
agiven axis. Direction relations depend on the order and are defined by verifying the
objects position along a specific axis.

The representation of each pair (direction, topology) is accomplished through temporal
primitives. Thetransformation of the one-dimensional characteristicsto thetwo-dimen-
sional space is achieved analyzing the pair of temporal primitives that represent the
behavior of thepair (direction, topology) alongx andy (Figure 10 suppliesthree examples
of selection of theappropriate pair of temporal primitives, verifyingtheposition of A and
B along x and along y, for the characterization of the pair (direction, topology).

Restricting theintegration domain to objectsthat represent administrative subdivisions
without overlap between them, thetwo topol ogical rel ations considered weredisjoint and
meet. Thesetwo topological relationshipscan berepresented by thetemporal primitives
before and meet, and by the corresponding inverses (after and met by). Attending to the
directionrelations, all thetemporal primitivesdefined by Allen (1983) canbeusedintheir
characterization. Figure 11 showshow thetemporal primitivesareusedinthedefinition
of aparticular direction relation.

For the identification of the inference rules it is necessary to identify the temporal
primitivesthat characterize each pair (direction, topology) and then do their composition

Figure 10. Integration of Direction and Topological Relations

. e .

> >
> »>

X X X

(before, before) -->(Southwest, disjoint)  (before, after) --XNorthwest, disjoint)  (meet, meet) -->(Southwest, meet)
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Figure 11. Interval Relations for Direction Relations Representation

A

(overlap, (start, (finished by, (during, (equal, (contain, (started by, (finish, (overlapped by,
after) after) after) after) after) after) after) after) after)

(overlap, (start, (finished by, (during, (equal, (contain, (started by, (finish, (overlapped by,
met by) met by) met by) met by) met by) met by) met by) met by) met by)
A North B
(before, (meet, (after, (met by, (after, (met by, (before, (meet,
after) met by) after) met by) before) meet) before) meet)
A Northwest B A Northeast B A Southeast B A Southwest B

Adapted from Sharma (1996, p. 83)

toachievetheresult. Table2 presentsan extract of the compositiontablefor thetemporal

domain. Thistable, graphically presented using the notation showed in Figure 12 , will
be afterwards used for the spatial domain.

Thecomposition of pairsof relations (direction, topology) isperformed consulting Table2. An
example of the composition’ operation for the spatial domain isthe composition of the

pair (Northeast, disjoint) with the pair (Northeast, disjoint). Theresult of the compositionis
achieved by the steps:

(Northeast, disjoint) ; (Northeast, disjoint) = (after, after) ; (after, after)
= (after; after) x (after; after)
= (after) x (after)
= (after, after)
= (Northeast, disjoint)

Figure 12. Temporal Relations — Graphical Representation
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Notation suggested by Sharma (1996)
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Table 2. An Extract of the Composition Table for Temporal Intervals
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Adapted from Allen (1983, p. 836)

Following this composition process, Sharma obtained the several composition tables
that integrate direction with the several topological pairs disjoint;disjoint, disjoint;meet,
meet;disjoint and meet;meet. Figure 13 presentsthe graphical symbolsusedinthischapter
to represent the integration of direction and topology. Table 3 shows one of the
compositiontablesof Sharma, integrating direction with thetopol ogical pair disjoint;disjoint.

Integration of Direction, Distance and Topological Spatial Relations

With the integration of direction and distance spatial relations a set of inference rules
wereobtained. Theserulespresent auniquepair (direction, distance) asoutcome, withthe
exception of the result of the composition of pairs with opposite directions and equal
qualitative distances. In the integration of direction and topological spatial relations
some improvements can be achieved, since several inference rules present asthe result
a set of outcomes.

Figure 13. Graphical Representation of Direction and Topological Spatial Relations
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Table 3. Composition Table for the Integration of Direction with the Topological
Pair disjoint;disjoint
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Adapted from, Sharma (1996, p. 117)

Looking at the work devel oped by Hong and Sharmait wasrealized that the integration
of the three types of spatial relations, direction, distance and topology, would lead to
more accurate composition tables.

Since Hong adopted a cone-shaped system in the definition of the direction relations,
and Sharmaused a projection-based system for the sametask, theintegration of thethree
types of spatial relations was preceded by the adaptation® of the principles used by
Sharma and the construction of new composition tablesfor the integration of direction
and topology.

For the characterization of theintegration of direction and topological relations, for the
particular case of administrative subdivisions, new temporal pairswere defined, which
allowed for theidentification of new inferencerules. Figure 14 showsthe several pairs
of temporal primitives adopted according to the direction relations and the topol ogical
primitives disjoint and meet.

The adoption of the temporal intervals shown in Figure 14 was motivated by the fact
that administrative subdivisionshaveirregular limits, whichimpose several difficulties
intheidentification of the correct direction between two regions. Sometimesthecentroid
ispositioned in a place that suggests one direction, although the administrative region
may have parts of itsterritory at other acceptance areasin the cone-shaped system. The
adoption of theduring temporal primitivefor the characterization of North, East, South and
West directionswas motivated by the assumption that the centroid of the primary object
is located in the zone of acceptance for those directions, as defined by the reference
object.
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Figure 14. Temporal Intervalsfor the Characterization of Direction and Topol ogy for
Administrative Subdivisions
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In the case of adjacency it is clear by an analysis of Figure 14 that some overlapping
between the regions can exist, when analyzed in a temporal perspective. This fact
influenced the adoption of theoverlap and overlapped by primitivesinstead of themeet and
met by primitives adopted by Sharma.

Following the assumptions described above new composition tables were constructed.
Table 4 shows the particular case of integration of direction with the topological pair
disjoint;disjoint. The other composition tables, for the topological pairs disjoint;meet,
meet;disjoint and meet;meet, are available in Santos (2001).

Table4. Composition Tablefor the Integration of Direction with the Topological Pair
disjoint;disjoint (particular case of administrative subdivisions)
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After the identification of the composition tables that integrate direction and topology
under the principles of the cone-shaped system, it was possibleto integrate these tables
with the composition table proposed by Hong (1994), with respect to direction and
distance. This step was preceded by a detailed analysis of the application domain in
which the system will be used, composition of regions that represent administrative
subdivisionsthat cover all theterritory considered, without any gap or overlap (Santos,
2001). Concerning to the distance spatial relation, it was defined that the qualitative
distancevery close isrestricted to adjacent regions. When the qualitative distanceisclose
the regions may be, or may not be, adjacent. The far and very far qualitative distances
can only exist between regions that are disjoint from each other.

The basic assumption for the integration process was that the outcome direction in the
integration of direction and distanceisthe same outcome direction in theintegration of
direction and topology, or it belongsto the set of possibledirectionsinferred by the last
one. The direction that guides the integration processis the direction suggested by the
composition table of direction and distance (it is more accurate since it considers the
distance existing between the objects).

The final composition table, which is shown with the graphical symbols expressed in
Figure 15, was obtained through an integration process that is diagrammatically
demonstratedin Figure 16. For example, thecomposition of (North, very close) with (North,
very close) has as result (North, very close). The compaosition of (North, meet) with (North,
meet) hasastheresult (North, disjoint or meet). Theintegration of thethree spatial relations
leadsto (North, very close, disjoint or meet). Asthe qualitative distancerelation very close
wasrestricted to adjacent regions, theresult of theintegrationis (North, very close, meet).
Another exampleexplicitin Figure16istheintegration of theresult of (North, close);(North,
close) With (North, disjoint);(North, disjoint). Theresult of thefirst compositionis (North, far)
whiletheresult of thesecond is(North, disjoint). Theintegration generatestheval ue (North,
far, disjoint), which matches the principles adopted in thiswork for the distance relation:
if the regions are far from each other, then topologically they are disjoint.

Intheevaluation of the composition tableconstructed it wasrealized that thedimensions
of the regions influenced (sometimes negatively) the results achieved. Qualitative
reasoning with administrative subdivisionsis a difficult task, which is influenced not
only by theirregular limitsof theregionsbut also by their size. AscanbenotedinFigure
179, if thedimension of Aislower thenthedimension of B, and thedimension of B islower
than the dimension of c, then the inference result must be A Northeast C. But if the
dimension of A isgreater than the dimension of B and the dimension of B islower than
the dimension of ¢, then the inference result must be A North C. A detailed analysis of

Figure 15. Graphical Representation of Direction, Distance and Topological Spatial
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Figure 16. Integration of Direction, Distance and Topological Spatial Relations
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these situations was undertaken, allowing the identification of several rules that
integrate the dimensions of the regions in the qualitative reasoning process of the
PabrAo system. Through this process, the reasoning process was improved, and more
accurate inferences were obtained.

The performance of the qualitativereasoning system waseval uated (Santos, 2001). The
approach followed in thisperformancetest wasto comparethe spatial rel ationsobtained
through the qualitative inference process with the spatial relations obtained by quanti-
tativemethods. A Vvisual Basic modulewasimplemented for theexecution of thistask. This
module cal culated quantitatively all the spatial rel ationsexisting betweenthe Municipali-
tiesof threedistrictsof Portugal, looking at the position of therespectivecentroids. This
information was stored in a table and compared with the spatial relations inferred

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



132 Santos and Amaral

qualitatively. The results achieved were, in the poor scenario, exact'® for 75% of the
inferencesobtainedin Districtswith higher differencesbetween the dimensionsof their
regions (two of the analyzed Districts). For the Braga District, aDistrict that integrates
regions with homogeneous dimensions, the inferences obtained were 88% exact for
direction and 81% exact for distance. For topology, theinferenceswereinall cases 100%
exact. The approximate inferences obtained were verified in regions that have parts of
their territory in morethan oneacceptanceareafor thedirectionrelation. For these cases,
the centroid of the region is sometimes positioned in one acceptance area, although the
region has parts of itsterritory in other acceptance areas. Another situation, as shown
inFigurel18fortwoMunicipalities, isverified whenthecentroidispositionedintheline
that dividesthe acceptance areas, which makes even more difficult theidentification of
the direction between the regions and, as a consequence, the qualitative reasoning
process.

After the evaluation of the qualitative reasoning system implemented and the analysis
of the inferences obtained, which provided a good approximation to the reality, the
system will be afterwards used in the knowledge discovery process.

The PAbrAo System

PabrAo is a system for knowledge discovery in geo-referenced databases based on
qualitative spatial reasoning. Thissection presentsitsarchitecture, givessometechnical
details about its implementation and tests the system in a geo-referenced data set.

Figure 18. Municipalities of the Braga District
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Figure 19. Architecture of PabrAo
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Architecture of PAbrAO

The architecture of PabrAo (Figure 19) aggregates three main components: Knowledge
and Data Repository, Data Analysis and Results Visualization. The Knowledge and Data
Repository component storesthe dataand knowledge needed inthe knowledge discovery
process. This processisimplemented in the Data Analysis component, which allows for
the discovery of patterns or other relationshipsimplicit in the analyzed geo-spatial and
non-spatial data. The discovered patterns can be visualized in a map using the Results
Visualization component. These components are described bel ow.

The Knowledge and Data Repository component integrates three central databases:

1 A Geographic Database (GDB) constructed under the principles established by
the European Committee for Normalization in the CEN TC 287 pre-standard for
Geographic Information. Following the pre-standard recommendations it was
possible to implement a GDB in which the positional aspects of geographic data
areprovided by ageographicidentifierssystem(CEN/TC-287, 1998). Thissystem
characterizes the administrative subdivisions of Portugal at the municipality and
district level. Also it includes a geographic gazetteer containing the several
geographic identifiers used and the concept hierarchies existing between them.
Thegeographicidentifierssystemwasintegrated with aspatial schema (CEN/TC-
287, 1996) allowing for the definition of the direction, distance and topological
spatial relations that exist between adjacent regions at the Municipality level.

2 A Spatial Knowledge Base (SKB) that stores the qualitative rules needed in the
inference of new spatial relations. The knowledge available in this database
aggregatesthe constructed composition table (integrating direction, distance and
topological spatial relations), the set of identifiers used, and the several rulesthat
incorporatethe dimension of theregionsinthereasoning process. Thisknowledge
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base is used in conjunction with the GDB in the inference of unknown spatial
relations.

3. Anon-Geographic Database (nGDB) that isintegrated withthe GDB and analyzed
in the Data Analysis component. This procedure enables the discovery of implicit
relationships that exist between the geo-spatial and non-spatial data analyzed.

The Data Analysis component ischaracterized by six main steps. Thefivestepspresented
abovefor theknowledgediscovery process plusthe Geo-Spatial Information Processing
step. Thisstep verifiesif the geo-spatial information needed isavailableinthe GDB. In
many situations the spatial relations are implicit due to the properties of the spatial
schema implemented. In those cases, and to ensure that all geo-spatial knowledge is
availablefor thedatamining algorithms, theimplicitrelationsaretransformedinto explicit
relations through the inference rules stored in the SKB.

TheResults Visualization component isresponsibl e for the management of the discovered
patternsandtheir visualizationinamap (if required by the user and when the geometry*!
of the analyzed region is available). For that PabrAo uses a Geographic Information
System (GI S), whichintegratesthe discovered patternswith the geometry of theregion.
This component aggregates two main databases:

1  ThePatternsDatabase (PDB) that storesall relevant discoveries. In thisdatabase
each discovery is catalogued and associated with the set of rules that represents
the discoveries made in a given data mining task.

2 A Cartographic Database (CDB) containing the cartography of the region. It
aggregatesaset of points, linesand polygonswith the geometry of the geographi-
cal objects.

I mplementation of PADRAO

PabrAo was implemented using the relational database system Microsoft Access, the
knowledgediscovery tool Clementine (SPSS, 1999), and Geomedia Professional (I ntergraph,
1999), the GI S used for the graphical representation of results.

The databases that integrate the Knowledge and Data Repository and the Results Visualiza-
tion componentswereimplementedin Access. Thedatastoredinthemareavailabletothe
Data Analysis component or from it, through ODBC (Open Database Connectivity)
connections.

Clementine isadataminingtoolkit based onvisual programming*?, whichincludesmachine
learning technologieslike ruleinduction, neural networks, association rules discovery
and clustering. The knowledge discovery process is defined in Clementine through the
construction of a stream in which each operation on data is represented by a node.

Theworkspace of Clementine comprisesthreemain areas. Themainwork area, the stream
Pane, constitutes the area for the streams construction. The palettes area in which the
several available icons are grouped according to their functions: links to sources of
information, operations on data (rows or columns), visual facilities and modeling
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techniques (datamining algorithms). Themodels areastoresthe several model sgenerated
in a specific stream. These models can be directly re-used in other streams or they can
be saved providing for their later use. Figure 20 shows the work environment of
Clementine and presents some of the several nodes avail able according to their function-
ality. Circular nodes represent linksto data sources and constitute the first node of any
stream. Nodes with a hexagonal shape are for data manipulation, including operations
onrecords(linesof atable) or operationsonfields(columnsof atable). Triangular nodes
allow for data exploration and visualization, providing a set of graphs that can be used
to get abetter understanding of data. Nodeswith apentagonal shape aremodeling nodes,
i.e., datamining algorithmsthat can be used to identify patternsin data. Thelast group
of square-shaped nodesisrelated to the output functions, which make available a set of
nodes for reporting, storing or exporting data.

The Data Analysis component of PAbrAo is based on the construction of several streams
that implement the knowledge discovery process. The several models obtained in the
data mining phase represent knowledge about the analyzed data and can be saved or
reused in other streams. In PabrAO, these models can be exported through an ODBC
connectiontothe PDB. Theintegration of the PDB withthe CDB allowsthevisualization
of the rules explicit in the modelsin a map. The visualization is achieved through the
VisualPadr&o application, amodul eimplemented in Visual Basic. VisualPadrdo mani pul ates
the library of objects available in Geomedia. This application was integrated in the
Clementine workspace using a specification file, i.e., a mechanism provided by the
Clementine System that allowsfor the integration of new capabilitiesinitsenvironment.
This approach provides an integrated workspace in which all tasks associated with the
knowledge discovery process can be executed.

Figure 20. Workspace of Clementine
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Analysis of a Geo-Referenced Database

Several datasets have been analyzed by the PabrAo system. Among them are demo-
graphic databases storing the Parish records of several Municipalities of Portugal
(Santos & Amaral, 2000a; Santos & Amaral, 2000b; Santos & Amaral, 2000c). Another
dataset analyzed was acomponent of the Portuguese Army Database (Santos & Ramaos,
2003). The several data mining objectives defined allowed for the identification of the
implicit relationships existing between the geo-spatial and non-spatial data analyzed.

The dataset selected for description in this chapter integrates data from a financial
institution, which supplies credit for the acquisition of several types of goods. To
overcome confidentiality issues with the data and the several identifiable patterns, the
data was manipulated in order to create a random data set. Through this process the
confidentially isensured and the knowledge discovery processin the PAbrAo system can
be described.

Thebank database aggregates aset of 3,031 recordsthat characterize the behavior of the
bank clients. For this data a data mining objective, “identify the profile of the clientsin
order to minimize theinstitutional risk of investment” was defined. This profile will be
identified for the Braga District, one of the Districts of Portugal.

The knowledge discovery process is preceded by the business understanding phase in
which the meaning and importance of each attribute for this processis evaluated. The
attributes integrated in the database are: identification number (ID), VAT number
(VAT_number), client title (Title), name (Name), good purchased (Acquisition), contract
duration (Duration), income (Salary), overall value of credit (Credit_value), payment type
(Payment_type), credit for homeacquisition (Home_credit), lending value (Payment_value),
marital state (Marital_state), number of children (Number_child), age (Age) and theaccom-
plishment or not of the credit (Fault).

At this phase Distribution and Histogram nodes of Clementine were used to explore the
several attributes, identify their values, identify their distribution, and determineif any
of them present anomalies. Figure 21 showsthe stream constructed for thisexploration
phase.

Theresults obtained by each Distribution® graph are showed in Figure 22. It can be seen
that the majority of attributes present a distribution of values that are the normal
operation of theorganization. However, exceptionswereverified for theHome_credit and
Title attributes. Namely:

. The attribute Home_credit, which shows if the client has or does not have a credit
for home acquisition (values 1 and o respectively), also includes arecord with the
2 value. Asthisvalue constitute an error, the respective record must be removed
from the dataset;

i TheTitle attributeintegratesfive casesof credit for organizations(value Company).
As aresult, these records must be removed from the database as they represent a
minority class*in the overall set.
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the distribution of attributes with continuous

values. Theanalysisof thedistributionsallowsfor theverification of the several classes
that will be created in order to transform continuous values into discreet values. The
defined classesare presentedin Table5. Their definitionisbased onthe assumption that
the data available for analysis must be distributed homogeneously across the several

classes.

This exercise of exploration and comprehension of the available data allowed the
identification of the attributes for analysis and the definition of the several classes that

will beused inthe pre-processing step,

i.e., totransform continuous valuesinto discreet
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Figure 23. Distribution of Continuous Values
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Table 5. Classes for Attributes with Continuous Values

Attributes Classes

Age (25..31] - '26-31", (31..38] — '32-38', (38..45] — '39-45

Credit_value (0..350] — '0-350", (350..650] — '351-650", (650..900] — '651-900",
(900..2500] —» '901-2500", (2500..5000] — '2501-5000"

Salary (0..4500] — '0-4500", (4500..8000] — '4501-8000",
(8000..12500] — '8001-12500", (12500..17000] — '12501-17000'

Payment_value  (0..17] — '0-17', (17..30] — '18-30", (30..50] — '31-50',
(50..80] — '51-80", (80..500] — '81-500’

values. Next, thesix stepsconsidered inthe PabrAo system for the knowledgediscovery
process (Data Sel ection, Data Treatment, DataPre-processing, Geo-spatial Information
Processing, Data Mining and Interpretation of Results) are described.

Data Selection and Data Treatment

The data selection step allows for the exclusion of attributes that have no influencein
theknowledgediscovery process. AmongthemareID, VAT_number, Title and Name, since
they only have an informative role. The other attributes will be considered in order to
evaluate the contribution of each one to the definition of the profile of the clients.
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Figure 24. Data Selection and Data Treatment Steps
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Figure 24 shows the stream constructed for the data sel ection and data treatment steps.
The stream integrates asource node (DB_Bank:Bank) that makesthe dataavailabletothe
knowledge discovery process through an ODBC connection. The select node discards
records with anomalies. As previously mentioned, the record with the value 2 in the
Home_credit attribute must be deleted. All records associated with the value Company in
the Title attribute need to be also removed. Thefilter node is used to select the attributes
that will be excluded from the process. Thetype node allowsfor the specification of the
datatype (numeric, character ...) of the attributes that will be exported to the database.
Asresult of the several tasks undertaken, a new table (DB_Bank:SelectedData) iS created
in the bank database.

Data Pre-Processing

The data pre-processing step (Figure 25) allowsfor the transformation of the attributes
with continuousvaluesinto attributeswith discreet val ues (nodesSalaryClass, CreditClass,
PaymentClass and AgeClass), according to the classes presented in Table 5. In this step,
web nodes, exploration graphsavailablein Clementine, areal so used for theidentification
of associations'® among the analyzed attributes (nodes Acquisition x Fault, SalaryClass x
AgeClass x Fault, Marital_state x Number_child x Fault and PaymentClass x Fault). Thelast task
undertaken is associated with the creation of the two datasets (nodes DB_Bank:Training
and DB_Bank:Test) that will be used from now on. They are the Training and the Test
datasets, and in which the original dataisrandomly distributed. The Training fileisused
inthe model construction (data mining step) while the Test dataset eval uates the model
confidence when applied to unknown data.

Theweb nodes constructed are shownin Figure 26. They combine several attributesand
through the analysis of them it is possible to identify associations between attributes.
Strong associations between attributes are represented by bold lines, while weak
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Figure 25. Data Pre-Processing Step
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associations are symbolized by dotted lines. For the several acquisitions that can be
effected, Figure 26a pointsout that no association exists between the good furniture and
the value 1 of the Fault attribute, indicating that faults were not usual with the credit
suppliedfor thisspecific acquisition. Analyzing theincomeand age attributeswith Fault
in Figure26b, itisevident that individual swith ahigher income honor their payments,
since the value 12501-17000 of the SalaryClass attribute presents no association with
value 1 of Fault. Between value 8001-12500 and value 1 of Fault there exists a weak
association, which indicatesthat this specific group may or may not be ableto honor its
credit payments. Similarly, aweak associationisverified betweenthemarital stateSingle
and value 1 of Fault, Figure 26¢c. PaymentClass and Fault present strong connections
between all attributevaluesasseenin Figure26d, thusindicating that all type of payment
values are associated with good and bad clients.

Geo-Spatial Information Processing

Asthe GDB only stores spatial relations for adjacent regions and, asit is hecessary to
analyze if the geographical component has any influence in the identification of the
profileof theclients, all the other relationshipsthat exist between non-adjacent regions
and needed in the data mining step will be inferred. In Clementine, a rule induction?®
algorithmisableto learntheinferencerulesavailableinthe composition tablestoredin
the SKB. That enables the inference of new spatial relations.

The models created, nodes infDir, infDis and infTop, can now be used in the inference
process. Withthesemodel sand asshownin Figure27 itispossibletoinfer theunknown
spatial relationships existing in the Municipalities of the Braga District. The spatial
relations for adjacent regions stored in the GBD are gathered through the source node
(GDB:geoBraga) of the stream and combined (node Inflection) in order to obtain new
associations between regions. The spatial relations existing among these new associa-
tions are identified by the models infDir, infDis and infTop. After the inferential process,
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Figure 26. Data Exploration with Web Nodes
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theknowledge obtainedisrecordedinthe GDB (output nodeGDB:geoBraga). Inthestream
of Figure 27, the super nodes SuperNodeDirl and SuperNodeDir3 are responsible for the
integration of the dimension of the regions in the reasoning process. In this process,
there is validation if the several inferences obtained for a particular region agree
independently of the composed regions. Several paths can be followed in order to infer
aspecificspatial relation. For example, knowing thefactsA North B, AEast D, B East C and

Figure 27. Geo-Spatial Information Processing Step
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D North C, the direction relation existing between A and ¢ may be obtained composing A
North B with B East C or combining A East D with D North C. If several compositionscan be
effected and if the results obtained from each one do not match, then the super node
VerlInferences excludes those results from the set of accepted ones.

Data Mining

In the data mining step (Figure 28) an appropriate algorithm is selected to carry out a
specific datamining task. Three different taskswere undertaken (see Figure 28). First,
a decision tree (node Fault_NG) that characterizes the profile of the clients without
considering the location of the clients was generated. Second, the training set
(DB_Bank:Training) was integrated with the spatial relations for the District in analysis
(GDB:GeoBraga) in order to include the geographical component in the analysis of the
profile of the clients (node Fault_G). Third, the geographical model of the District was
created. Thislatter model (Direction) indicatesthedirection of each Municipality inthe
District and was obtained by analyzing the spatial relations inferred in the geo-spatial
information processing step. All model swereobtained withthecs.o algorithmthat allows
for theinduction of decision trees. Figure 28 highlightsthe stream constructed for the
generation of thethreemodels. These model sareavailableinthe Generated Models pal ette
and have the shape of a diamond (right hand side of Figure 28).

The Fault_NG model (Figure 29, |eft side) integrates a set of rules that are represented
in adecision tree, which characterizesthe profile of the clients. Through the analysis of
the model it is possible to verify that the acquisition of car and furniture is traditionally
associated with clientsthat honor their payments, whilethe acquisition of electro domestic
and motorcycle have other attributes (Marital_state, Salary_class ...) that influence the
profileof theclients. Oneexplicit ruleinthe model for clientsthat theinstitution hasno
interest in supplying with credit, is. IF SalaryClass = '12501-17000" and Marital_state=
"Married’ and Acquisition = 'motorcycle’ and CreditClass = ‘351-600’ THEN 1. The Fault_G model

Figure 28. Data Mining Step
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Figure 29. Generated Models for the Profile of the Clients
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(Figure 29, right hand side) allows for the verification of geographic zones that have
associated clients with a higher incidence of faults. These zones are represented in
directions, which partition the District into eight areas. Theanalysisof themodel points
out that Northeast (NE), East (E) and South (S) are associated with clientsthat pay thecredit
assumed.

Interpretation of Results

The Test set (DB_Bank:Test) is used in the interpretation of results step to verify the
confidence of the models built in the Data Mining step. With respect to the Fault_NG
model, Figure 30 shows a percentage of confidence of 94.18%. The Fault_G model
presents a percentage of confidence of 93.26%. This decrease in the model confidence,
when considering the geographical component, may be caused by the aggregation of

Figure 30. Percentage of Confidence of the Generated Models
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Figure 31. Visualization of Results
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Municipalities into eight regions (the Cardinal directions), which represents a |l oss of
specificity infavor of generality. Although the Direction model was obtained through the
analysis of spatial relations inferred by qualitative rules, the results obtained in the
Fault_G model maintain ahigh level of confidence.

The PabrAo system permitsthe visualization of the results of the knowledge discovery
process on amap. Inthissystem the several rulesthat integrate amodel arerecorded in
the PDB (Santos & Amaral, 2000b). At the same time the user has the option to run the
VisualPadr&o tool and visualizes the desired model (Figure 31). Ascan be noted in the
figure, Municipalitieslocated at Northeast, East and South of the District contain clients
mainly associated with no faults in their credit payments (information explicit in the
Fault_G model obtained in the data mining step). This geographic characterization
enabled the identification of regions where the relative incidence of clientswith faults
is higher than elsewhere in the District.

Risk zones were identified, aggregating together regions that have clients with similar
behavior. The geographic segments can be catal oged by the bank, looking at similarities
like proximity with other regions, popul ation density, popul ation qualification and other
relevant issues.

The models obtained in the data mining step define the profile of the bank clients. They
integrate the attributes and the corresponding values related to the classification of the
clients bearing in mind the risk of investment in specific classes of clients. For the
available segments, the several rulesidentified can support managers in the decision-
making process. In the granting of new credits, the organization is now supported by
models that track the previous behavior of its clients, indicating groups of clientsin
which the organization has to pay more attention in the granting of credit and those
groups without difficulties in the assignment of a credit.

Supposethat 10 new potential clientsrequest credit to the organization. Figure 32 shows
the relevant data on each client and the classification (column $c-Fault) of the model
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Figure 32. Classification of New Clients by the Model

[ table (10 records)

Acquisition Home_credit Marital state Nurber child SalaryClass CreditClass PaymentClass $C-Fanlt $[:[:—Faultl
forniture Single 8001-12500 351-650 51-80
motorcycle Other 4501-8000 901-2500 81-500
car Single 12501-17000 2501-5000 51-80
motorcycle Married 82001-12500 651-900 18-30
furniture Other 4501-8000 0-350 0-17
car Other 4501-3000 2501-5000 51-80
car Other 8001-12500 2501-5000 81-500
electro domestic Other 0-4500 651-900 18-30
electro domestic Other 4501-8000 351-650 31-50
furniture Married 8001-12500 351-650 18-30

accordingtotherulesexplicitinit. Thecolumn$cc-Fault indicatesthe confidence of the
classification, whichisequal or superior to 94%. L ooking at the classification achieved,
for seven clientsthe decision of themodel iso inthe$c-Fault attribute, which meansthat
based in the past experience of the organization these are good clients. For 3 clientsthe
result was1 inthes$c-Fault attribute, labeling these clientsasrisk clients and suggesting
that a more detailed analysis must be undertaken in order to identify the appropriate
decision (grant credit or not).

The use of predictive models assumes that the past is a good predictor of the future.
However, there are situations where the past may not be a good predictor, if the facts
occurred were influenced by external events not present in the analyzed data (Berry &
Linoff, 2000). For thisreason, and when tal king about prediction, the organization cannot
only be supported by the model s obtained in the knowledge discovery process, in order
to avoid the penalization of new potential good clientsasaresult of the behavior of past
clients. The models obtained should be seen as tool s that support the decision-making
process, not as the decision-maker.

The knowledge discovery process should support the creation of organizational knowl-
edgethrough theincorporation of theinformation expressed in the several modelsinits
daily activities. Thisprocedurewill contributetofulfill theinformation requirementsof
the bank and help in the accomplishment and improvement of its mission.

Conclusion

This chapter presented an approach for knowledge discovery in geo-referenced data-
bases based on qualitative spatial reasoning, where the position of geographical data
was provided by qualitative identifiers.

Direction, distanceand topol ogical spatial relationsweredefined for aset of Municipali-
ties of Portugal. This knowledge and the composition table constructed for integrated
spatial reasoning, about direction, distance and topological relations, allowed for the

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



146 Santos and Amaral

inference of new spatial relations analyzed in the data mining step of the knowledge
discovery process.

Theintegration of abank databasewiththe GDB (storing the administrative subdivisions
of Portugal) made possible the discovery of general descriptions that exploit the
relationships that exist between the geo-spatial and non-spatial data analyzed. The
model s obtai ned in the datamining step definethe profile of theclients, bearing in mind
the risk of investment of the organization for specific segments of clients. For the
available classes, the several rulesidentified support the managers of the organization
inthedecision-making process. Thelatter representsone of the organizational processes
that can benefit from data mining technology through the incorporation of itsresultsin
the evaluation of critical and uncertain situations.

The results obtained with the PAbrAo system point out that traditional KDD systems,
which were developed for the analysis of relational databases and that do not have
semantic knowledge linked to spatial data, can be used in the process of knowledge
discovery in geo-referenced databases, since some of this semantic knowledge and the
principlesof qualitativespatial reasoning areavailableasdomain knowledge. Clementine,
aKDD system, was used in the assimilation of the geographic domain knowledge such
ascompositiontables, intheinferenceof new spatial relations, andinthespatial patterns
discovery.

The main advantages of the proposed approach, for mining geo-referenced databases,
includethe use of already existing datamining algorithmsdevel oped for the analysis of
non-spatial data; an avoidance of thegeometric characterization of spatial objectsfor the
knowledgediscovery process; and theability of dataminingalgorithmsto deal with geo-
spatial and non-spatial data simultaneously, thusimposing no limitsand constraints on
the results achieved.
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Endnotes

! GlSsallow for the storage of geographic information and enable usersto request
information about geographic phenomena. If the requested spatial relation is not
explicitly storedin databases, it must beinferred fromtheinformationavailable. The
inference process requires searching relations that can form an inference path
between the two objects where the relation is requested (Hong, 1994). The
composition operation combines two contiguous paths in order to infer a third
spatial relation. A composition table integrates a set of inference rules used to
identify the result of a specific composition operation.

2 Extended objectsare not point-like, sorepresent objectsfor whichtheir dimension
isrelevant (Frank, 1996). In thiswork, extended objects are geometrically repre-
sented by a polygon, indicating that their position and extension in space are
relevant.
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In IR?, there are eight topological relations between two planar regions without
holes (two-dimensional, connected objects with connected boundaries); 18 topo-
logical relations between spatial regionswith holes; 33 between two simplelines
and 19 between aspatial regionwithout holesand asimpleline (Egenhofer, 1994).

Thetopology of afull planar graph refersto aplanar graph that integratesregions
completely covering the plane without any gap or overlap. Regions are topol ogi-
cally represented by faces, which are defined without holes (CEN/TC-287, 1996).

Defining distancesbetween regionsisacomplex task, sincethe size of each object
plays an important role in determining the possible distances. Sharma (Sharma,
1996) enumerates as possible waysto the definition of distancesbetween regions:
(i) taking the distance between the centroids of the two regions; (ii) determining
the shortest distance between the two regions; or (iii) determining the furthest
distance between the two regions.

Other validity intervals, for different ratios, can by found in Hong (1994).
The symbol used to represent the composition operationis*“;”.

Since the system will be used with administrative subdivisions, the orientation
between the several regionsis calculated according to the position of the respec-
tive centroids.

The dotted lines define the acceptance area defined for the North direction
(designed from the centroid of B), while the wholelinesrepresent the acceptance
area defined for the Northeast direction (designed from the centroid of C).

In this work, an inference is considered exact if the result achieved with the
correspondent qualitative rule isthe same as if the data was translated to quanti-
tative information and manipulated through analytical functions. Otherwise, itis
considered approximate.

The geometry is not required in the knowledge discovery process, since the
manipulation of the geographic information is undertaken by a qualitative ap-
proach (as described in previous sections).

Visual programming involves placing and manipulating icons representing pro-
cessing nodes.

Distribution nodes are used for the analysis of categorical data.

The datamining algorithms may be negatively influenced by classes with agreat
number of values.

The several associations identified anticipate the importance of each attributein
the definition of the profile of the clients.

A rule induction algorithm creates a decision tree aggregating a set of rules for
classifying the data into different outcomes. This technique only includesin the
rules the attributes that really matter in decision-making process.
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