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Abstract
It has traditionally been assumed that responding after an error is slowed because participants try to improve their accuracy 
by increasing the amount of evidence required for subsequent decisions. However, recent work suggests a more varied 
picture of post-error effects, with instances of post-error speeding, and decreases or no change in accuracy. Further, the 
causal role of errors in these effects has been questioned due to confounds from slow fluctuations in attention caused by 
factors such as fatigue and boredom. In recognition memory tasks, we investigated both post-error speeding associated with 
instructions emphasising fast responding and post-error slowing associated with instructions emphasising the accuracy of 
responding. In order to identify the causes of post-error effects, we fit this data with evidence accumulation models using a 
method of measuring post-error effects that is robust to confounds from slow fluctuations. When the response-to-stimulus 
interval between trials was short, there were no post-error effect on accuracy and speeding and slowing were caused by dif-
ferences in non-decision time (i.e. the time to encode choice stimuli and generate responses). In contrast, when the interval 
was longer, due to participants providing a confidence rating for their choice, there were also effects on the rate of evidence 
accumulation and the amount of evidence required for a decision. We discuss the implications of our methods and results 
for post-error effect research.

Keywords  Post-error effects · Post-error slowing · Evidence accumulation models

“What does a man do after he makes an error?” (Rabbitt & 
Rodgers, 1977). This question has driven a burgeoning area 
of research since it was first asked over 40 years ago. The 
classic answer has been that following an error a person 
takes more care by slowing response time (RT) — an empiri-
cal regularity known as post-error slowing (Rabbitt, 1966).

Slowing responses to avoid errors relies on a speed-
accuracy tradeoff mechanism (Schouten & Bekker, 1967), 
a concept central to evidence accumulation models (EAMs; 
for review, see Donkin & Brown, 2018). EAMs describe the 
process of (usually rapid) choice, assuming evidence favour-
ing different options accumulates over time until one reaches 
a threshold amount and the associated response is triggered. 
EAMs are assessed by their ability to accommodate the 

probabilities of correct and error responses and the shapes 
of corresponding RT distributions. Model parameters are 
able to provide a coherent and psychologically meaningful 
characterization of the often-complex relationships between 
RT and accuracy and a range of benchmark effects, includ-
ing emphasis placed on speed versus accuracy, and factors 
that affect choice difficulty (e.g. Brown & Heathcote, 2008; 
Donkin & Brown, 2018; Leite & Ratcliff, 2010; Luce, 1986).

EAM parameters represent latent cognitive variables 
characterising the decision-making process and its inputs. 
These include the rate evidence is accumulated (drift rate), 
the amount of evidence required to make a decision (thresh-
old) (which quantifies response caution), and the difference 
between the starting point of accumulation and the thresh-
old for different choice options (response bias). They also 
provide an estimate of the total amount of time it takes for 
non-decision processes like stimulus encoding and response 
execution — non-decision time. To capture the full pattern 
of findings from choice experiments, particularly the speed 
of correct versus error responses, some EAMs such as the 
drift diffusion model (DDM, Ratcliff, 1978; Ratcliff & 
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McKoon, 2008) and the linear ballistic accumulator (LBA, 
Brown & Heathcote, 2008) also incorporate parameters 
that allow random variability from trial-to-trial in response 
bias and drift rate. Under an EAM framework, the classic 
account of post-error adjustments corresponds to a post-
error increase in response caution, causing more accurate 
and slower responding.

In this paper, we use EAM-based analyses to investigate 
both the classic account and newer proposals that aim to 
explain post-error effects. Our aim is to explain the conse-
quence of making an error on subsequent performance and 
explain them in terms of latent cognitive variables opera-
tionalized through EAM model parameters. In the next 
section, we briefly review the classic and newer accounts, 
and in the following section, we review previous applica-
tions of EAMs to investigate these accounts, all of which 
have used the DDM. We particularly focus on the work of 
Dutilh et al. (2013), who control for potential confounds to 
interpreting response accuracy as causal (i.e. consequential 
rather than merely associated) for differences in post-error 
versus post-correct performance by analysing only a subset 
of trials. We then review recent work showing that EAMs 
with between-trial variability in drift rates predict two types 
of errors that occur with different frequencies depending 
on whether decision speed or accuracy is emphasised and 
empirical work showing that these two types of errors have 
different post-error consequences.

We then report the results of an EAM analysis that uses 
the trial-subset selection approach as Dutilh et al. (2013) to 
identify the causes of post-error slowing in two recognition 
memory experiments. Both experiments manipulate speed 
vs. accuracy emphasis, with the first having a short response 
to stimulus interval (Rae et al., 2014) and the second a much 
longer intervals because after making a recognition decision, 
participants rated their response confidence (Osth et al., 
2017). Our analysis differs from Dutilh et al.’s in two ways. 
First, we used models with between trial drift rate variabil-
ity so that we can account for different types of errors. In 
contrast, Dutilh et al. used a version of the DDM with no 
between trial variability (Wagenmakers Wagenmakers et al., 
2007) that is unable to account for different types of errors. 
Second, as well as fitting the DDM, as this has been exclu-
sively used in previous work on post-error effects, we also 
fit the LBA. This allowed us to compare the relative ability 
of the two models to fit post-error effects and to determine 
if they provide the same or different accounts of the causes 
of these effects.

To foreshadow, we made two main findings. First, the 
LBA provided a more accurate account than the DDM, 
leading us to focus on the explanation of post-error effects 
provided by the LBA. Second, we observed that post-error 
effects and their underlying causes as identified by the LBA 
depend on the interactive effects of instructions emphasising 

fast vs. accurate responding and what occurs between each 
trial. Although the aim of this paper, and the scope data we 
analyse, do not allow us to adjudicate between the DDM 
and LBA in general, potential reasons for the differences 
between the models in the present data are addressed in the 
discussion.

Theories of Post‑Error Performance

The classic account explains post-error slowing as adap-
tive control of error rates by increasing response caution 
(Rabbitt, 1966). However, this account is increasingly con-
tested (e.g. Dutilh et al., 2012a). One drawback that has 
been acknowledged for some time (Laming, 1979) is that 
it cannot accommodate the decrease in post-error accuracy 
that is commonly found with easy discriminations and very 
short inter-trial intervals (0.02–0.22 ms). The classic account 
of post-error adjustments also fails to accommodate more 
recent findings that post-error speeding occurs in some con-
texts (Damaso et al., 2020; Notebaert et al., 2009; Purcell 
& Kiani, 2016; Williams et al., 2016). Several alternative 
accounts have been offered that attempt to accommodate the 
various combinations of post-error adjustments for speed 
and accuracy (for reviews, see Alexander & Brown, 2010; 
Ullsperger et al., 2014; van Veen & Carter, 2006). Wessel 
(2018) categorized these accounts as a function of whether 
they predicted post-error accuracy increases (“adaptive”) or 
decreases (“maladaptive”). Adaptive theories assume errors 
trigger processes that ultimately aim to prevent future errors. 
Maladaptive theories assume processes triggered by errors 
have deleterious effects on subsequent cognitive process-
ing. A limitation of Wessel’s taxonomy is that it considers 
adaptivity only in terms of accuracy even though making 
optimal decisions sometimes requires balancing speed and 
accuracy (Bogacz et al., 2006).

According to Wessel’s (Wessel, 2018) taxonomy, the 
classic account of post-error slowing (Rabbitt, 1966) is 
an example of an adaptive theory and is arguably the most 
prominent. Support for the classic account is abundant. For 
example, where post-error improvements in accuracy occur, 
its degree correlates with the magnitude of post-error slow-
ing (e.g. Hajcak et al., 2003), and the magnitude of post-
error slowing is associated with error awareness and con-
scious detection of errors (e.g. Nieuwenhuis et al., 2001). 
Another early adaptive theory suggested that the commis-
sion of an error leads to a delay in the start of evidence 
accumulation on subsequent trials (Laming, 1968). This 
prevents the sampling of non-discriminative evidence before 
the task-relevant stimulus is presented, avoiding errors due 
to the bias induced by such premature sampling. In line with 
this suggestion, neuroscientific evidence supports post-error 
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tuning of sensory processing (e.g. Danielmeier et al., 2011; 
King et al., 2010).

The most prominent maladaptive theory is possibly the 
orienting account (Notebaert et al., 2009). It suggests that 
the usual rarity of errors makes them novel, which elicits 
an automatic orientation of attention. This re-orientation 
is argued to slow responses and reduce resources available 
for subsequent processing, leading to a decrement in accu-
racy on the next trial. Consistent with this explanation, in a 
task where errors are more common than correct responses, 
post-error speeding has been found, reverting to the usual 
post-error slowing pattern when errors were rare (Notebaert 
et al., 2009). Because errors were always associated with a 
subsequent decrement in accuracy, the orienting account is 
considered maladaptive by Wessel’s taxonomy — even in 
the case where the decrement in accuracy is linked to post-
error speeding.

Several recent accounts have suggested that errors can 
elicit affective responses and that the presence and sub-
sequent processing of this effect impacts upon both the 
resources available to complete a task and the way in which 
the task is completed (e.g. Dutilh et al., 2013; White et al., 
2010; Williams et al., 2016). The specific affective response 
dictates whether the triggered process increases or reduces 
accuracy. Dutilh et al. (2013) suggested that participants 
experience negative affect following an error, and subse-
quently, they are more hesitant on future trials in order to 
reduce error rates and thus mitigate the unpleasant affect. 
Williams et  al. (2016) suggested that participants may 
become despondent following an error, particularly if previ-
ous efforts at error remediation have been unsuccessful and/
or led to very slow responses. They then react by becoming 
reckless following an error, prioritising speed over accuracy.

Although Dutilh et al.’s (2013) and Williams et al.’s 
(2016) accounts both focus on affect as a key behavioural 
determinant, they predict quite different accuracy outcomes. 
As defined by Wessel (2018), they might be considered 
adaptive and maladaptive, respectively. However, this may 
not always be the case, such as when rewards associated with 
making correct decisions are only available for a limited 
period of time, and so slow decisions come at an opportunity 
cost. Bogacz et al. (2006) studied such “reward-rate maxi-
mization” paradigms from the perspective of a simplified 
version of the DDM with no between-trial variability (Stone, 
1960). In this simple DDM, accuracy always approaches 
100% with increasing thresholds because the effect of the 
only source of noise causing errors, moment-to-moment var-
iability in the evidence total, is reduced to zero by increas-
ing accumulation. However, the cost in time for improving 
accuracy also increases rapidly, so that if thresholds are set 
too high, it can become optimal to lower them to speed up 
responding if that provides more opportunities for future 
correct responses. More broadly, considering both speed 

and accuracy makes it clear an adaptive vs. maladaptive 
classification depends on what quantity is to be optimized, 
leaving room for individual differences, particularly where 
it is unclear to participants what quantity, if anything, they 
should focus on.

Explaining Post‑Error Performance 
with Evidence Accumulation Modelling

Dutilh et al. (2012a) used the full DDM to compare com-
peting explanations of post-error slowing, linking each 
explanation to specific EAM parameters. In data from a 
lexical decision task, they found that the observed pattern 
of post-error adjustments — slowing with an increase in 
accuracy — could be attributed exclusively to an increase 
in threshold. This provided support for the classic account 
of post-error slowing. White et al. (2010) also reported evi-
dence of post-error increases in threshold when modelling 
data from a recognition memory task with the full DDM, 
but also found a post-error decrease in non-decision time. A 
threshold increase was reported by Purcell and Kiani (2016) 
applying the simple DDM to a random-dot motion task with 
both human and monkey participants and by Schiffler et al. 
(2017) in a visual search task with a very large sample of 
people using a full DDM, but assuming all participants had 
identical trial-to-trial variability parameters. Schiffler et al. 
also reported a post-error decrease in non-decision time, and 
both they, Purcell and Kiani, reported a post-error decrease 
in drift rates. The drift rate decreases could be due to a 
reduction in the attentional resources available to complete 
task relevant behaviour, possibly due to processing related 
to detecting errors endogenously or through exogenous feed-
back (Ullsperger et al., 2014), or integration of affective con-
sequences into the evidence used for subsequent decisions 
(Greifeneder et al., 2010; Roberts & Hutcherson, 2019).

A weakness of many of the EAM analyses just reviewed 
is that they use the traditional approach to measuring post-
error slowing, which compares all post-correct RTs to all 
post-error RTs. That is, these EAM analyses fit post-error 
effects by allowing different parameters for these two sets 
of trials. This approach is vulnerable to errors being more 
frequent during periods simultaneously associated with RT 
effects, such as slow time scale fluctuations in tiredness or 
boredom (Dutilh et al., 2012b). It can, therefore, be con-
founded and so over- or underestimate the causal effect of 
an error on post-error responding.

Dutilh et al. (2012b) proposed a potential remedy to these 
problems, a robust method of measuring post-error effects 
by pairing post-error trials with their pre-error counterparts 
(that were also post-correct). As trials that originate in 
closely contiguous locations within the time series of stimuli 
and responses are compared, the effects of slow fluctuations 
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are controlled. The robust approach to selecting post-correct 
and post-error trials can be used in fitting EAMs, but it has the 
drawback that it limits the amount of data available, which can 
make parameter estimates of more complex EAMs unreliable. 
To address this issue, Dutilh et al. (2013) fit a simple DDM 
to robustly selected trials using Wagenmakers et al.’s (2007) 
“EZ” method, which has been shown to have good estimation 
properties in detecting experimental effects (van Ravenzwaaij 
et al., 2017). Their results differed between tasks (random-dot 
motion and lexical decision) and between older participants 
and younger controls, as summarized in Table 1 (along with 
the results for the five other EAM experiments analysed with 
non-robust fitting methods). Generally, thresholds increased, 
drift rates decreased, and non-decision time increased. The 
latter finding contrasts with White et al. (2010) and Schiffler 
et al. (2017), who both found a post-error decrease in non-
decision time effects, but all interpreted these effects as being 
due to an affective component, hesitancy with respect to the 
increases and impulsivity with respect to the decreases.

Ratcliff (2008) pointed out a number of potential prob-
lems with EZ estimation, including biases in the values of 
the subset of DDM parameters it uses due to being unable 
to accommodate common patterns or results. Most germane 
here, the simple DDM underlying the EZ method predicts 

that error and correct responses have exactly the same RT 
distribution, which is rarely, if ever, observed. Although 
Dutilh et al. (2013) showed the simple DDM provided a 
good fit to RT distributions, those distributions did not sepa-
rate correct and error responses, and so would not reveal the 
inevitable misfit. Not only does that mean the model did not 
provide an accurate description of their data, but also, as we 
now discuss, the differences in the speed of error and cor-
rect responses can be particularly crucial to understanding 
post-error effects. As such, even with the robust method of 
calculating post-error slowing, an analysis based on the EZ 
model is of potentially limited utility.

Two Types of Errors

The inconsistency of post-error adjustments across tasks and 
the resulting EAM parameter estimates have led researchers 
to suspect that there is likely variability between individu-
als and tasks in post-error adjustments (Dutilh et al., 2012a; 
Dutilh et al., 2013; Purcell & Kiani, 2016). Little attention, 
however, has been focused on the variability in errors them-
selves, even though Laming (1979) noted that there could be 
potential consequences for post-error effects from the fact 

Table 1   Average evidence-accumulation modelling results for post-
error effects. Note that all studies provided accuracy feedback. Note 
also that White et  al. (2010) reported only the difference between 

drift rates for each choice, not the rates themselves, so post-error 
effects on rates could not be assessed

Study and task Post-error accu-
racy

Response 
instructions

Response-to-
stimulus interval

Model type Threshold Drift rate Non-decision time

White et al. 
(2010)

Recognition 
Memory

Decrease Both speed and 
accuracy

0.75 s DDM Increase (for 
higher anxi-
ety group)

Not reported Decrease

Dutilh et al. 
(2012a)

Lexical Decision

Low frequency 
words: 
increase High 
frequency 
words: no dif-
ference

Both speed and 
accuracy

0.5 s DDM Increase Not significant Not significant

Dutilh et al. 
(2013)

Experiment 1
Random Dot 

Motion

No difference Alternated 
speed/accu-
racy emphasis 
across blocks

Individualised to 
participants.

Simple DDM Increase
(Aged only)

Decrease
(Aged only)

Increase

Experiment 2 
Lexical Deci-
sion

No difference Both speed and 
accuracy

Correct: 0.15 s
Incorrect: 0.8 s

Simple DDM Increase. Decrease. Increase
(Aged only)

Purcell and 
Kiani (2016) 
Random Dot 
Motion

No difference Both speed and 
accuracy.

Short: 0.35–0.8 s
Long: 2.4–3.3 s

Simple DDM Increase Decrease Not significant

Schiffler et al., 
2017Visual 
Search

Decrease Unreported. 0.5s DDM Increase Decrease Decrease
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that errors can sometimes be faster and sometimes slower 
than correct responses. Recently, Damaso et  al. (2020) 
examined the role of fast versus slow errors in post-error 
effects, distinguishing two error types: response speed errors, 
which are typically faster than correct responses and occur in 
very easy tasks and/or with instructions that emphasise fast 
responding, and evidence quality errors, which are typically 
slower than correct responses and occur predominantly in 
more difficult tasks and/or those that emphasise accuracy.

Damaso et al.’s (2020) analysis was motivated from the 
perspective of EAMs that assume trial-to-trial variability in 
parameters. Variability in the initial bias (i.e. starting point) 
of accumulation in a DDM was introduced by Laming (1968) 
to account for fast errors. Ratcliff (1978) highlighted the role 
of variability in drift rates in explaining slow errors. Ratcliff 
and Rouder (1998) showed how the two types of between-trial 
variability can work together to explain the full range of rela-
tionships that are observed between error and correct RT. The 
same interplay occurs between bias and rate variability in ena-
bling the LBA to also provide a comprehensive account of these 
effects (Brown & Heathcote, 2008). Both models assume that 
the two categories of errors occur together in most experimental 
conditions, with their relative proportions varying systemati-
cally as a function of whether the choice is difficult or easy and 
whether the speed or accuracy of responses is emphasized.

Importantly for the traditional view of post-error slowing, 
increasing thresholds is only effective in reducing response-
speed errors, by integrating out random start-point biases 
in both the LBA and DDM, and in the DDM the effects of 
moment-to-moment accumulation variability as well. For 
evidence-quality errors, the situation is very different. Their 
cause, between trial rate variability, corresponds to either 
faulty evidence or a faulty interpretation of the evidence that 
cannot be ameliorated by continued accumulation. Indeed, 
such variability can result in cases where evidence system-
atically favours the wrong response, so that an increased 
threshold makes an evidence-quality error more rather than 
less likely; in such cases, lower thresholds, and hence faster 
rather than slower responses, can promote accuracy.

Damaso et al. (2020) analysed data from two recognition 
memory experiments (Rae et al., 2014; Osth et al., 2017), 
both of which featured conditions that differentially empha-
sized the speed or accuracy of responses. They explored 
the possibility that different types of errors might also have 
different types of post-error adjustments. They utilised the 
robust method of calculating post-error slowing and com-
pared the results to another approach, the matched method 
(Hajcak & Simons, 2002). Because errors typically differ 
in speed from correct responses, it is possible that post-
error effects may be confused with effects that arise from 
the speed of previous responses (e.g. a homeostatic ten-
dency to speed up after a slow response or slow down after 
a fast response). To account for this, the matched method 

compares post-error and post-correct responses for pairs of 
correct and error responses that are closely matched on RT.

Damaso et al. (2020) found that under speed emphasis, 
there was a preponderance of fast, response-speed errors that 
were followed by post-error slowing. In contrast, in accu-
racy-emphasis conditions they found a preponderance of 
slow evidence quality errors that were followed by post-error 
speeding. They also found this pattern reflected in the overall 
distribution of error responses — specifically they found more 
post-error slowing for the fastest 50% of responses and more 
post-error speeding in the slowest 50% of responses. These 
effects in RT were significant when using the robust, matched, 
and standard methods of calculating post-error effects for data 
from Rae et al. (2014) and the matched and standard methods 
for Osth et al. (2017), although results from the robust method 
were also in the expected direction. Consistent with previous 
studies (see Table 1), Damaso et al. also observed either no 
change (Rae et al., 2014) or a decrease (Osth et al., 2017) in 
post-error accuracy compared to post-correct accuracy.

Based upon their findings, Damaso et al. (2020) suggested 
that in the speed condition, the occurrence of post-error slowing 
with no increase in accuracy might be explained by a combi-
nation of adaptive (e.g. classic) and maladaptive (e.g. orient-
ing) accounts. However, they noted that no existing explanation 
could account for post-error speeding in the accuracy condi-
tions. As outlined above, in order to accommodate this find-
ing, it is critical that adaptivity of processes be considered with 
reference to both speed and accuracy. They suggested speeding 
may be the norm for slow evidence-quality errors. It is pos-
sible that this might have gone unnoticed as almost all previ-
ous post-error studies employed (1) rapid-response tasks that 
promote response-speed errors and/or (2) task instructions that 
emphasis speed and accuracy of responses simultaneously. They 
reasoned that in conditions promoting evidence-quality errors 
a threshold increase has little effect on accuracy because the 
remaining errors mainly arise from the evidence entering the 
decision process. In this instance, following errors participants 
may become frustrated, prioritise speed over accuracy, and sub-
sequently respond faster (and potentially less accurately) — a 
phenomenon they called post-error recklessness (Williams et al., 
2016). In support of this, Purcell and Kiani (2016) observed that 
two participants (one human and one monkey) went against their 
average findings, showing post-error speeding accompanied by a 
decrease in threshold which was sufficient to overcome the slow-
ing effect of the decrease in drift rate that was also observed.

Evidence Accumulation Model Analysis

To investigate the cause or causes of the post-error slowing 
and post-error speeding reported by Damaso et al. (2020), we 
applied an EAM analysis to trials they used in their robust anal-
ysis, making our analysis comparable to that of Dutilh et al. 
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(2013). However, in contrast to Dutilh et al., and motivated by 
the key role it plays, we used EAMs capable of accounting for 
error speed, the full DDM, and the LBA. Our use of the LBA 
was also motivated by its ability (along with other racing accu-
mulator models) to represent two types of mean drift rate effect 
(Boag et al. 2019a; Boag et al. 2019b). The first type, which 
we refer to as rate quality, is the difference between the mean 
rate for the matching accumulator (i.e. the accumulator that 
corresponds to the stimulus; e.g. the old accumulator for an old 
test item) and the mismatching accumulator (e.g. the new accu-
mulator for an old item), which mostly influences accuracy (i.e. 
a greater accuracy for a greater difference). The second, which 
we refer to as rate quantity, is the overall level of the mean rates 
(conveniently represented by the average over accumulators). 
Quantity directly influences the overall speed of responding, 
with faster response when it is larger, but it can also impact on 
accuracy. In particular, increased rate quantity acts similarly to 
a decrease in threshold. For the DDM, in contrast, mean rates 
affect both accuracy and speed simultaneously and in the same 
direction (i.e. more accurate and faster for larger mean rates). 
This gives mean rate effects in the LBA greater flexibility than 
mean rate effects in the DDM, but at the cost of requiring twice 
as many parameters.

Because the robust method made reliable estimation more 
difficult by reducing the number of trials per participant, at 
least for those who were more accurate (106–336 for Rae 
et al., 2014, and 196–720 for Osth et al., 2017), we fit the 
models using hierarchical Bayesian estimation, as described 
in Heathcote et al. (2019) (for details, see the “Data Analysis 
Overview” section below). This increases the reliability of our 
estimates by taking advantage of the mutual constraint among 
relatively large number of participants in each data set (47 and 
46, respectively). It quantifies uncertainty in a way that guards 
against inferences being overly optimistic (Rouder & Haaf, 
2019) and also takes into account differences in measurement 
noise among participants due to different numbers of trials. In 
light of the different numbers of parameters required for DDM 
and LBA models and their different functional forms, we used 
the DIC model selection criterion (Spiegelhalter et al., 2014), 
which weighs model fit against model complexity related to 
both number of parameters and functional form. As well as 
using DIC to compare the DDM and LBA, we also used it to 
select among different parameterizations within each type of 
model that also differed in complexity because they allowed 
different combinations of parameters to be affected by last-
trial accuracy (i.e. correct vs. error).

For brevity, we refer to the Rae et al.’s (2014) data set 
as Experiment 1 and the Osth et al.’s (2017) data set as 
Experiment 2. Both experiments had a common design, 
with participants studying a list of words and then press-
ing one of two buttons to indicate if a series of single test 
items had been studied (old) or not (new); no feedback was 
given as to response accuracy in either case. For half of the 

lists, instructions emphasised response speed, and for the 
other half, they emphasised response accuracy. The studies 
differed in that there was only a brief response-to-stimulus 
interval for Experiment 1, whereas Experiment 2’s partici-
pants followed their recognition response by a confidence 
rating (low or high). We took advantage of the latter design 
feature, and the larger number of trials in this case, to exam-
ine the results of fits where trials were further broken down 
by whether the choice for the last trial was given a low or 
high confidence rating. We reasoned that participants were 
likely to be aware that they had made an error if they gave a 
low confidence rating, and so effects related to error detec-
tion and affective reactions would be more likely to occur. 
Before reporting the results of the EAM analyses, we briefly 
describe each model and its parameters, with a summary 
provided in Table 2 (for a more comprehensive treatment, 
see Donkin & Brown, 2018).

The DDM belongs to a class of models that bases decisions 
on accumulating differences in evidence for two options where 
the difference can vary from moment to moment during the 
accumulation process. A response is triggered when the accu-
mulated evidence differences reach a threshold either above (for 
one option) or below (for the other option) the starting point of 
accumulation. The DDM has four key parameters: the mean 
rate of accumulation or drift rate v; response caution, quantified 
by separation between upper and lower boundaries (i.e. thresh-
olds) a; a priori bias, quantified by mean start point z (no bias 
corresponds to z = a/2); and non-decision time, Ter. This model 
also includes parameters that quantify between-trial variability 
(Ratcliff & Tuerlinckx, 2002), which is assumed to be normal 
for the drift rate (with standard deviation sv), and uniformly dis-
tributed for the start point (with width sz and centred on z) and 
non-decision time (with width st centred on Ter).

The LBA belongs to the class of independent race models, 
where each choice option has a separate evidence accumulator. 
Each accumulator has a threshold, and the choice is determined 
by the first accumulator to reach its threshold (b). The LBA 
assumes that each accumulator accrues evidence independently 
and linearly. That is, the rate of accumulation is constant during 
each decision, with all variability caused by trial to trial vari-
ations. The rate on each trial is drawn independently for each 
accumulator from a normal distribution with a mean drift rate 
(v) and trial-to-trial variability (sv). The start point of evidence 
accumulation is independently drawn for each accumulator from 
the interval 0-A with uniform probability. Large gaps between 
A and the threshold (B = b – A) are indicative of high response 
caution that integrates out errors due to random biases caused by 
start-point variability. As in the DDM, RT is the sum of decision 
time and non-decision time. Here, as is typical in most applica-
tions, non-decision time is assumed not to vary from trial to 
trial, although uniform variability can be used just as it is with 
the DDM (e.g. Heathcote & Hayes, 2012).
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Data Analysis Overview

Before reporting the detailed results, we provide an overview 
of the goals and setup of our analysis methods. Note that we 
report results in units of seconds (s) where appropriate and 
do not provide units for rate and threshold model parameters 
as they are scaled relative to a unit defined by a standard 
deviation, either for the mismatching accumulator rate for 
the LBA or for the DDM to moment-to-moment variability.

Posterior samples were obtained using a Differential Evo-
lution Markov-Chain Monte-Carlo (DE-MCMC: Turner et al., 
2013). We used the R implementation described in Heathcote 
et al. (2019) assuming independent normal hyper-distributions 
for all parameters. Exponential priors with a mean of one for 
hierarchical standard deviation parameters and normal priors 
for hierarchical means (truncated to positive values for start-
point noise and threshold parameters and truncated to the range 
0.1–1 s for non-decision time) were chosen to be only weakly 
informative. Plots of posterior densities over prior densities 
confirmed this was the case. For the normal priors, start-point 
noise, thresholds, and rate standard deviation parameters had a 
mean of one, and non-decision time parameters a mean of 0.3 
s. Mean rate parameters that matched the stimulus had a prior 
mean of three and those that mismatched the stimulus a mean 
of one. Sampling was run with three times as many chains as 
model parameters. After thinning by a factor of 10, 250 itera-
tions of each chain were retained for subsequent analysis after 
convergence was obtained, as assessed visually and by R̂ < 1.1 
(Brooks & Gelman, 1998). R code for model fitting is supplied 
along with the data used for fitting at https://​osf.​io/​4uc9z/.

Results

We first briefly summarize the significance of effects on 
manifest (i.e. accuracy and mean RT) measures (see supple-
mentary materials for details), which are in line with those 

originally reported by Damaso et al. (2020) and consistent 
between Experiments 1 and 2 for all but the effects of last 
trial type (correct or error) on accuracy. RT was faster under 
speed than accuracy instructions (1: 0.54 s vs. 0.76 s; 0.66 
s vs. 0.85 s), and accuracy was less for speed than accuracy 
instructions (1: 70.5 vs.77.4%; 2: 65% vs. 72.5%). Error 
responses were faster than correct responses under speed 
emphasis, but slower under accuracy emphasis (respective 
margins, 1: 0.02 s vs. 0.033 s; 2: 0.058 s vs. 0.011 s).

Under speed emphasis, there was post-error slow-
ing, and under accuracy emphasis, there was post-error 
speeding (Experiment 1, both 0.018 s; Experiment 2, 
speed 0.014 s vs. accuracy 0.048 s). The inconsistency 
between experiments is that in Experiment 1, there was 
no evidence for a difference in accuracy after correct 
vs. error trials, whereas in Experiment 2, accuracy was 
significantly lower after an error than after a correct 
response (67.3% vs. 69.2%), but there was no evidence 
that this effect differed with speed versus accuracy 
emphasis. Unique to Experiment 2 were the effect of the 
confidence of the last response. Responses were slower 
when the last trial received a low than high confidence 
rating (0.771 s vs. 0.757 s), and this effect interacted 
with instructions, being negligible for speed emphasis 
but 0.021 s under accuracy emphasis.

Differences between correct and error speed were also 
larger after a low than high confidence response. However, 
no interactions of last trial accuracy with last-trial confi-
dence were significant in mean RT. Although the main effect 
of last confidence rating on accuracy did not achieve sig-
nificance, it did interact significantly with post error/correct 
and instructions, although only just at the 0.05 level. Under 
speed emphasis, accuracy was 4.2% higher after a correct 
high confidence response than after a correct low confidence 
response, whereas the difference was reversed by 0.5% after 
an error. Under accuracy emphasis, there was little differ-
ence in either case (1.3% and 1.9% favouring post-correct, 
respectively).

Table 2   Parameter notation and definitions for the diffusion decision model (DDM) and the linear ballistic accumulator (LBA)

Model Parameter Description

DDM v and sv The mean and standard deviation of normally distributed between trial variability in accumulation rates
a Response caution, the location of the upper response threshold (the lower threshold is at zero)
z and sz Mean response bias (no bias corresponds to accumulation starting at z = a/2) and the width of uniformly distributed 

between trial bias variability
Ter and st Mean non-decision time and the width of uniformly distributed between trial non-decision time variability

LBA v and sv As for the DDM, but independent for each accumulator. Average v across accumulators indexes quantity and v for the accu-
mulator matching the stimulus minus v for the mismatching accumulator indexes quality

A The width of uniformly distributed start-point variability, independent for each accumulator
B The distance between maximum start-point variability (A) and the response threshold (b) for each accumulator (so b = B + 

A). Response bias corresponds to a difference in B between accumulators
Ter As for the DDM, but with no between-trial variability
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Model Specification, Selection, and Fit

We fit the same eight types of models (summarized in 
Table 3) to each experiment, seven that allowed last-trial 
accuracy (correct vs. error) to affect different combinations 
of parameters, and one with no affect one any parameter. The 
most complex model allowed last trial to affect thresholds, 
rates and non-decision time, three of intermediate complex-
ity allowed only two such effects, and the remaining three 
allowed only one effect. To avoid overfitting, we performed 
model selection based on DIC and then confirmed graphi-
cally that the selected model provided an adequate fit. Hav-
ing established that the selected model provided an accurate 
representation of the data, we then interpreted the associated 
parameter estimates.

We also fit the data from Experiment 2 versions of the 
seven models that allowed for a last-trial effect while fur-
ther breaking it down according to its associated confidence 
(low vs. high). For these “confidence models”, both types of 
last-trial effect were assumed to occur together, so we can 
describe these models in the same way as the models that 
ignore confidence.

For all DDM and LBA models, we allowed the instruction 
manipulation to affect thresholds and response bias and also 
the mean drift rate and non-decision time. Stimulus (i.e. old 
vs. new test items) affected only mean rates. Following the 
findings of Rae et al. (2014), we would expect that thresh-
olds, rate quality, and non-decision time would be lower 
under speed emphasis, and rate quantity higher.

The most complex DDM model had 22 parameters 
(4 threshold, 4 bias, 8 mean rate, 4 non-decision time, 1 
start-point noise, and 1 rate standard deviation parameter), 
whereas the most complex LBA model had 30 parameters 
due to the need to specify different mean rate parameters for 
each accumulator (16 in total). Otherwise counts of param-
eter types are as for the DDM, with the rate standard devia-
tion for the accumulator that mismatched the test item fixed 
at one to make the model identifiable (Donkin et al., 2009). 

The value for the matching accumulator was estimated. As 
is conventional, identifiability for the DDM was obtained by 
fixing the diffusion coefficient to one. Simpler DDM models 
ranged from 20 to 14 parameters and simpler LBAs ranged 
from 28 to 18.

Table 4 displays model selection results, where the vari-
ant with a zero entry is favoured and larger values indicate 
worse results. In every case, the model with no last-trial 
effect was clearly inferior (note that for the confidence mod-
els, this is the same as for the fit ignoring confidence and so 
that DIC value is replicated in the table), consistent with 
the significant last-trial effects found in manifest analyses. 
The advantage was greater in Experiment 2, indicating that 
the last trial had a stronger effect there than in Experiment 
1, again consistent with the weaker effects of last trial in 
manifest analyses of Experiment 1 vs. Experiment 2.

For the DDM, the same 18 parameter model was selected 
for both experiments, where last-trial accuracy affected 
threshold and non-decision time. For the LBA, non-decision 
time alone wins for Experiment 1, whereas the most com-
plex model wins for Experiment 2. For Experiment 1, both 
models indicate non-decision time performs best of any sin-
gle effect model, with threshold second, detracting slightly 
from DIC for the LBA and improving it by the same mar-
gin for the DDM. For Experiment 2, the DDM’s preference 
for including the threshold in addition to non-decision time 
increases. For the LBA in Experiment 2, non-decision time 
again does best of the single effect models but also detracts 
least when it is moved from the selected model with all 
effects; the threshold effect appears to have the most impor-
tant role, and mean rate effects the second most important 
role, in the selected model.

When DIC was used to compare the DDM and LBA, the 
LBA was selected by a large margin, even when models 
with the same number of parameters are compared. Given 
the clear and consistent advantage displayed in the present 
data, we focus on the LBA in the remainder of the paper, 
with corresponding DDM results reported in supplementary 

Table 3   Model variant definition. N non-decision time (Ter), R mean 
rate (v), and T threshold (a in the DDM, B in the LBA). Each model 
corresponds to a hypothesis about the effect of whether the last trial 

was correct or incorrect, it has no effect on any model parameter, and 
it affects only non-decision time (N), mean rates (R) or thresholds 
(T), or all but one of these, or all three

Model variant Variant parameterization

No last-trial effect For this (and all other variants) instructions affect N, R, T, and bias (z in the DDM, difference in B for the 
LBA), and stimulus affects only R

N Non-decision time different for last-trial error vs. correct responses
R Mean rate (for the LBA for both accumulators) different for last-trial error vs. correct responses
T Threshold (a in the DDM, B in the LBA) different for last-trial error vs. correct responses
R, N Both rate and non-decision time vary with last trial type
T, N Both threshold and non-decision time vary with last trial type
T, R Both threshold and rate vary with last trial type
T, R, N Threshold, rate, and non-decision time vary with last trial type
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materials. Given these results, we only fit the LBA to trials 
broken down by last confidence response in Experiment 2. 
In this case, Table 4 shows that the variant with threshold 
and rate effects but without a non-decision time effect was 

selected, with threshold clearly having the strongest effect, 
including being preferred as a single cause. However, the 
best confidence model was slightly worse, by 43 DIC units, 
than the best LBA model that ignored confidence, so from 
here, we refer to the latter model simply as the best model.

Figure 1 shows the fits of the selected LBA models to 
the accuracy data. It shows that the model captures the 
lack of effect of last trial on accuracy in Experiment 1 
and in Experiment 2 the post-error decrease in accuracy 
and interactive effect of confidence in the speed condi-
tion. Post-error accuracy is clearly decreased when the 
last response was given with high confidence and slightly 
increased after a low-confidence response. Figure 2 dis-
plays LBA fits to RT 10th, 50th (median) and 90th per-
centiles for both correct and error responses. The model 
LBA captures the pattern of post-error slowing under 
speed emphasis and post-error speeding under accuracy 
emphasis and the relative invariance of this pattern with 
last-response confidence. In general, the model fits the 
data well, with most data points falling within 95% cred-
ible intervals, with misses mainly for rarer errors in the 
accuracy condition, particularly for the slowest (i.e. 90th 
percentile) false alarms (i.e. incorrect responses to new 
stimuli). Fits to RT distribution broken down by last-trial 
confidence in Experiment 2 are of similar quality (see sup-
plementary materials).

Table 4   DIC model selection results (smaller values preferred), 
where the minimum value in each column is subtracted from every 
value in the column so a 0 entry indicates the selected model. LBAc 
indicates the confidence model. Actual values for the selected DDM 
models are 1362 and 26620, and for the selected LBA models −1915 
and 20649 for Experiments 1 and 2, respectively, with the selected 
LBAc model for Experiment 2 being 20692. Values in brackets are 
the disadvantage in DIC for the best model within a column relative 
to the best model for the overall experiment. For model variants, an 
effect of last trial on threshold is indicated by a T, mean rate by an R, 
and non-decision time by an N

Experiment 1 Experiment 2

Model variant DDM LBA DDM LBA LBAc

T, R, N 141 151 81 0 67
T, R 979 248 1981 42 0 (43)
T, N 0 (3277) 51 0 (5971) 96 245
R, N 244 145 245 215 238
T(hreshold) 836 81 1929 401 89
R(ate) 1438 266 2227 1149 1250
N(on-decision time) 51 0 215 166 93
No last-trial effect 1262 195 3272 1305 1305
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Fig. 1   LBA fit to accuracy for new and old test items (panels), speed 
vs. accuracy instructions (lines), and last trial type (x-axis). The sec-
ond row gives results for Experiment 2 broken down by last-response 

confidence. Observed values are given by large circles and joined by 
lines. Fits are indicated by solid points (posterior medians) with 95% 
credible intervals
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Note that in supplementary materials, we show that when 
we simulated data form the selected models and fit them 
with the same procedures as applied to the real data, DIC 
correctly identified the selected model variants for both the 
LBA and DDM, giving us confidence in the veracity of our 
conclusions. Supplementary materials also show that high 
correlations between generating and estimated parameters 
for the selected models, except for the DDM start-point 

noise and rate variability parameters, were generally poorly 
recovered. Recovery of the other parameters for the DDM 
was unbiased, and there was no evidence of bias for the 
LBA model for Experiment 1, but for Experiment 2 start-
point noise and rate parameters were slightly over-estimated, 
and thresholds underestimated. For LBA fits to Experiment 
2 data broken down by last-trial confidence, there was no 
evidence of bias for rate parameters, but the bias in the 

Fig. 2   LBA fits to RT distri-
bution represented by 10th, 
50th and 90th percentiles a 
Experiment 1, b Experiment 2 
broken down by responses to 
new items (correct rejections 
and false alarms) and old items 
(hits and misses) and speed vs. 
accuracy instructions (panels). 
Observed values are given by 
large circles and joined by lines. 
Fits are indicated by solid points 
(posterior medians) with 95% 
credible intervals
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start-point noise and threshold parameters remained, and 
there was also overestimation of non-decision time parame-
ters. As correlations between observed and recovered param-
eters were high, and interest focuses on parameter differ-
ences, we do not believe these biases affect our inferences 
about the causes of post-error effects in the next section.

LBA Model Parameters

We used Bayesian 95% credible intervals and p values 
(Klauer, 2010; Matzke et al., 2015) to test differences in 
parameters between conditions. This involved taking the 
difference between parameter values (or functions of them, 
like averages across conditions) for each iteration in each 
chain for each participant and then averaging these val-
ues over participants1. Credible intervals (provided below 
in square brackets) were estimated by the range between 
2.5 and 97.5 percentiles of the resulting distribution and 
p values by the proportion that falls above or below zero. 
For ease of interpretation, we report p values as “tail prob-
abilities”, corresponding to the side that occurs least (e.g. if 
most differences are negative, we report the proportion that 
are positive), so small p values indicate reliable differences 
(e.g. p < .025 corresponds to a two-tailed .05 criterion). 
We first report results for the models with the best overall 
DIC in each experiment. We then report results for the best 
confidence model.

Selected Models

As shown in Table 5, in both experiments, non-decision time 
was slower after a correct response than after an error under 
speed instructions and faster under accuracy instruction. In 
Experiment 2, there was a general shift towards post-error 
speeding, particularly under accuracy instructions, but the 
interaction remained, as shown in Fig. 3.

The remaining parameter analyses pertain to Experiment 
2 only, with results also plotted in Fig. 3. We report mean 
rate results in terms of quality (i.e. the difference in rates 
between the accumulator that matches and mismatches the 

stimulus) and quantity (i.e. the rate over accumulators), and 
threshold results in terms of caution, the average over accu-
mulators of the gap from the top of the start-point noise dis-
tribution to the threshold. A value of zero indicates the least 
possible caution as thresholds must fall above the start-point 
noise distribution in the LBA. As shown in Table 6, average 
caution was higher under accuracy than speed emphasis, as 
were both rate quality and quantity.

In terms of last-trial accuracy effects, Table 7 shows that 
under speed emphasis, participants were slightly less cau-
tious after an error than after a correct response and much 
more so under accuracy emphasis. As shown in Fig. 3, there 
was no threshold difference between speed and accuracy 
emphasis for post-error trials, with the last-trial effect due 
to increased caution after a correct response.

Last-trial effects on rate quality were relatively weak, 
with a trend under speed emphasis for greater quality when 
the last trial was correct than when it was an error, and no 
indication of a difference under accuracy emphasis. In con-
trast, last-trial effects on rate quantity were more marked, 
with larger values after correct trial than error trials, par-
ticularly under accuracy emphasis. Fig. 3 depicts the rate 
effects broken down by stimulus type. Differences in quality 
effects between old and new stimuli were negligible under 
speed emphasis, but under accuracy emphasis, they were 
very large. As Fig. 3 shows, there was a cross-over interac-
tion, with quality less after a correct response for old stimuli, 
by 0.55 [0.42–0.66], and greater for new stimuli, by 0.49 
[0.36–0.62], p < .001. Quantity effects were in the same 
direction but larger for old than new stimuli, both under 
speed emphasis, by 0.12 [0.05–0.18], p < .001, and under 
accuracy emphasis, by 0.28 [0.2–0.36], p < .001.

Best Confidence Model

Parameters for the best confidence model are shown in 
Fig. 4. Generally, the patterns of effect were similar after 
high and low confidence responses. However, in several 
cases, the magnitude of the difference between post-correct 
and post-error trials varied, particularly under accuracy 
emphasis. We focus on reporting these variations.

In terms of caution, after a low confidence response, 
there was little difference between post-correct and post-
error trials under speed emphasis, 0.01 [−0.1–0.4], p = .16, 
whereas under accuracy emphasis, it increased greatly, 0.53 

Table 5   Non-decision estimates 
after trials after an error minus 
trials after a correct response. 
Tail probabilities test if the 
post-error effect is different 
from zero

Experiment Instruction Post-error effect Median [95% CI] Tail probability

1 Speed Slowing 0.011s [0.008–0.014] p < .001
Accuracy Speeding −0.021s [0.013–.028] p < .001

2 Speed Slowing 0.009s [0–0.018] p = .022
Accuracy Speeding −0.050s [0.037–0.064] p < .001

1  Note that this approach is analogous to a fixed-effects analysis; we 
did not perform this analysis with population level estimates because 
our population model did not account for random participant effects.
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[0.50–0.56], p < .001. After a high confidence response, the 
effect under speed emphasis was slightly reduced but still 
present, 0.05 [0.02–0.08], p < .001, whereas under accuracy 
emphasis, it was again increased greatly, 0.57 [0.53–0.60], 

p < .001. Recall that the confidence model did not have a 
non-decision time effect; the changes in the magnitude of 
the threshold effect under accuracy emphasis appear to have 
absorbed the shift in RT associated with non-decision time.
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Fig. 3   Parameters for the best LBA model for Experiment 2. Solid 
points are posterior medians with 95% credible intervals. The x-axis 
specifies whether the response to the last trial was an error or correct. 
Lines correspond to speed or accuracy emphasis conditions. Caution 
is the average of thresholds over accumulators, and quantity is the 
average of accumulation rates over accumulators. Quality is the rate 

for the accumulator that matches the stimulus minus the rate for the 
accumulator that mismatches the stimulus. Rate parameters are bro-
ken down by whether the stimulus is old (previously studied) or new 
(not studied). See Table 3 for definitions of non-decision time (Ter), 
thresholds, and accumulation rates

Table 6   Experiment 2 
parameter estimates. Tail 
probabilities are for the 
difference between speed and 
accuracy emphasis

Parameter Speed Accuracy Tail probability

Caution 0.77 [0.75–0.78] 0.67 [0.65–0.68] p < .001
Rate quality 1.13 [1.09–1.18 0.71 [0.67–0.74] p < .001
Rate quantity 1.74, [1.71–1.76] 1.3, [1.27–1.33] p < .001

Table 7   Parameter estimates after trials after an error minus trials after a correct response. Tail probabilities test if the post-error effect is differ-
ent from zero

Parameter Speed Tail probability Accuracy Tail probability

Caution −0.07 [0.04–0.10] p < .001 −0.29 [0.26–0.33] p < .001
Rate quality −0.065 [−0.13–0.002] p = .028 −0.03 [−0.05–0.1] p = .26
Rate quantity −0.14 [0.1–0.19] p < .001 −0.5 [0.46–0.55] p < .001
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Rate effects were generally smaller after a low confidence 
response than after a high confidence response. In terms of 
rate quality, this clearly occurred for new items under speed 
emphasis, by 0.13 [0.03–0.1], p = .006, and for old items 
under accuracy emphasis, there was a smaller trend, 0.09 
[−0.02–0.19], p = .05. In terms of rate quantity, attenuation 
of the last trial effect was more pervasive, occurring for all 
but new items under speed emphasis. For old items under 
speed emphasis, the attenuation was by 0.06 [0.01–0.1], p 
= .013. For accuracy emphasis, it was by 0.1 [0.04–0.16], 
p < .001, and by 0.06 [.01–0.11], p = .104, for new and old 
items, respectively.

Parameter Roles in Explaining Post‑Error Effects

Model selection is informative in terms of identifying 
which types of model parameters are required to explain 
post-error effects. However, for Experiment 2, where more 
than one type was implicated, the question arises of how 
they each contribute and potentially tradeoff in explaining 
observed effects on mean RT and accuracy in the selected 
model. To investigate this issue, we simulated from each 
model of interest where we fixed all parameters to their esti-
mated values except that we removed differences in one or 
more parameter types between post-error and post-correct 

trials by setting them both to their average value. We then 
noted the magnitude of the post-error effects predicted by 
the remaining parameters that differed between post-correct 
and post-error trials. Note that we did not base this analy-
sis on the non-selected models reported in Table 4, as for 
them the remaining parameters will change to compensate 
for the omitted parameter types, and so this would not reveal 
their role in the selected model (Strickland et al., 2018). 
We based our analysis on predictions about mean RT and 
accuracy in the form of “posterior predictives” calculated 
by randomly drawing 100 parameter sets from the posterior 
of each participant, simulating data sets based on each draw 
with the same number of observations and design as for the 
corresponding participant, and then averaging results over 
participants.

For the best model, we examined eight restricted versions. 
These included three that allowed only a single effect, of 
non-decision time, thresholds, and mean rates, and three 
that allowed pairwise combinations of these effects. We 
also examined special cases of the rate-only model that 
allowed only rate quality or rate quantity effects. For the 
best confidence model, which omitted non-decision time 
effects, we examined threshold only and rate only versions 
as well as the rate quality only and rate quantity only special 
cases of the latter model. For each case, we tabulated the 
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Fig. 4   Parameters for the selected LBA confidence model for Experi-
ment 2. Solid points are posterior medians with 95% credible inter-
vals. The x-axis specifies whether the response to the last trial was 
an error or correct. Lines correspond to speed or accuracy empha-
sis conditions. Panels are broken down by whether the last response 
received a low or high confidence rating. Caution is the average of 
thresholds over accumulators and quantity is the average of accumu-

lation rates over accumulators. Quality is the rate for the accumula-
tor that matches the stimulus minus the rate for the accumulator 
that mismatches the stimulus. Rate parameters are broken down by 
whether the stimulus is old (previously studied) or new (not studied). 
See Table 3 for definitions of non-decision time (Ter), thresholds, and 
accumulation rates
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average predicted mean RT and accuracy post-error versus 
post-correct effects with results reported in supplementary 
materials and summarized here. Note that only threshold 
and rate effects can explain accuracy as non-decision time 
affects only mean RT. Note also that, with the exception of 
the effect of non-decision time on mean RT, the effects of 
each parameter are not independent of the values of the other 
parameters (e.g. the magnitude of the effect of the same dif-
ference in a given parameter type can vary depending on the 
values of the other parameters) so the effects for each variant 
will not necessarily add up to the overall effect. Full results 
are provided in supplementary materials.

Rate effects explained the lion’s share of the best mod-
el’s prediction of reduced accuracy after an error. This was 
particularly the case under speed emphasis, whereas under 
accuracy emphasis, the lowered threshold after an error 
played a greater role, accounting for a little less than half of 
the effect. When the rate effect was broken down into quality 
and quantity, reduced quality explained the majority under 
speed emphasis, whereas increased quantity explained the 
majority under accuracy emphasis.

More complicated tradeoffs explained mean RT effects. 
The decreased in post-error thresholds when acting alone 
led to substantial post-error speeding under both speed and 
accuracy emphasis. In contrast, the decrease in rate quantity 
led to even more substantial post-error slowing. When taken 
together, the result is a small post-error slowing effect under 
speed emphasis (by 0.009 s) and greater post-error slowing 
under accuracy emphasis (by 0.024 s). The non-decision 
time effects given in Table 5 then slightly increase the post-
error slowing under speed emphasis and completely over-
coming it in the accuracy condition, so that the full model 
shows the post-error speeding evident in the data.

For the confidence model, under speed emphasis, the 
much larger post-error drop in accuracy after a high than 
low confidence response was due to a larger drop in quality. 
Under accuracy emphasis, the more similar drops in post-
error accuracy after low and high confidence responses were 
explained by both increased rate quantity and decreased 
thresholds, the same pattern of parameters we found when 
confidence was ignored.

Discussion

The aim of our analysis was to identify the consequence 
of making an error on subsequent performance and explain 
them in terms of latent cognitive variables operationalized 
in EAM parameters. In an attempt to differentiate conse-
quences from mere associations, our analysis used Dutilh 
et al.’s (2012a) robust method of selecting closely contigu-
ous post-correct and post-error responses so that we could 
rule out mediation of performance differences by common 

causes such as slow time scale fluctuations in fatigue (e.g. 
slower post-error responses caused by errors occurring 
in periods of generally slow responding). In the data that 
we examined from two recognition memory experiments, 
Damaso et al. (2020) showed that the consequences of an 
error depended both on whether the speed or accuracy of 
responses was emphasised in task instructions and on the 
type of error. They identified two types of errors: response-
speed errors, a rushed response that is on average faster than 
a correct response and could have been more accurate if it 
were made more slowly; and evidence-quality errors, occur-
ring on average slower than a correct response and caused 
by erroneous evidence where accuracy is not improved by 
slower responding. Hence, our analysis used EAMs that 
are capable of accommodating differences in the speed of 
correct and error responses — the full DDM (Ratcliff & 
McKoon, 2008) and the LBA (Brown & Heathcote, 2008) — 
through the inclusion of between-trial variability in response 
bias and the mean rate of evidence accumulation.

We examined three EAM parameters that have been most 
prominently claimed to play a role in explaining post-error 
effects: mean evidence accumulation rates, thresholds, and 
non-decision time (see Table 1). We allowed one or more of 
these parameters to vary between post-error and post-correct 
trials. The LBA provided a good fit to most aspects of the 
data from the first experiment, where there was only a very 
short interval between the binary recognition response — 
previously studied (“old”) or not (“new”) — and the next 
test stimulus. Last-trial accuracy effects, in the form of post-
error slowing in the speed-emphasis condition and post-error 
speeding in the accuracy-emphasis condition with no reliable 
effects on error rates, were best explained by the model in 
terms of corresponding differences in non-decision time (i.e. 
shorter after an error in the speed-emphasis condition and 
longer after an error in the accuracy emphasis-condition).

The LBA also provided a good fit to most aspects of 
Experiment 2, where there was a much longer interval 
between the recognition response and the next stimulus as 
participants made a second, high versus low confidence, 
response. In addition to the same pattern of RT effects seen 
in the first experiment, errors were also less common after 
a correct response under both speed and accuracy empha-
sis. The LBA again provided a good fit to most aspects 
of the data, but the best model required differences in all 
three parameter types to do so. The pattern of non-decision 
time effects was the same as for Experiment 1. In addition, 
response caution (i.e. the average of new and old accumula-
tor thresholds) was lower after a correct than error response, 
with a larger difference under accuracy than speed emphasis. 
The same pattern held for new items in terms of rate quantity 
(i.e. the average over accumulators) and rate quality (i.e. the 
difference between the accumulator that matches and that 
mismatches the stimulus). For old items, the same pattern 
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held for rate quantity, but rate quality was greater after an 
error under accuracy emphasis and did not differ much under 
speed emphasis.

In contrast, the best DDM models for both experiments 
explained post-error effects in terms of thresholds (larger 
after an error under both speed and accuracy emphasis) and 
non-decision time (faster after an error, but only under accu-
racy emphasis). These results are difficult to reconcile with 
the lack of a post-error effect on accuracy in Experiment 1, 
as an increased threshold after an error predicts an increase 
in accuracy. The likely reason is that, in contrast to the LBA, 
the DDM displayed clear qualitative misfits (see supplemen-
tary materials).

It is unclear why the LBA performed better than the 
DDM in the present data. Across the many tasks in which 
these DDM and LBA have been compared in the literature, 
no consistent pattern of superiority has emerged. For exam-
ple, Hawkins and Heathcote’s (2021) comparison of fits of 
the DDM and LBA to four perceptual and lexical tasks found 
each was selected an equal number of times by DIC. The 
fact that we used recognition memory data is also unlikely 
to be the reason. For example, White et al. (2010) provided 
evidence of good fits of the full DDM to their recognition 
memory data, with non-significant χ2 tests of misfit. The 
disadvantage of DDM was not due to including an account 
of last-trial effects, as the disadvantage for DDM models 
with no last trial affect relative to LBA models with no last 
trial effect increased in both experiments. It was also not 
due to fitting only trials selected by Dutilh et al.’s (2013) 
robust analysis. In supplementary materials, we report fits 
of the DDM and LBA models in Table 4 to original (i.e. 
non-robust) data and the disadvantage remained, although 
interestingly both models agreed in favouring the most com-
plex model variants, with post-error effects on non-decision 
times, drift rates, and thresholds.

One possible reason the DDM’s misfit here is that in the 
present data, there is a dissociation between effects of the 
overall magnitude of the inputs that determine accumulation 
rates and the ability of these inputs to discriminate between 
choices, which is naturally handled by rate quantity and 
quality in the LBA. Recently, Ratcliff et al. (2018) showed 
that the standard DDM is unable to accommodate such dis-
sociations in a perceptual choice task but showed that a mod-
ified DDM could accommodate them by increasing drift rate 
variability in proportion to the mean drift rate. Future work 
might examine whether the modified DDM affords better 
fit, and if so whether it provides a different account of the 
causes of post-error effects. For the present, we focus on the 
implications of our LBA results for the causes of post-error 
effects.

However, before doing so, we draw two conclusions 
from the comparison of our LBA and DDM results. First, 
clearly the model, and its ability to fit the data, matters. 

Therefore, we believe it is important to not simply assume 
one model is correct, and even more so that fit should always 
be closely examined to determine if a model provides an 
adequate descriptive account before basing any conclu-
sions on its parameters. Second, both models support, at 
the latent level, Dutilh et al.’s (2013) conclusion that post-
error analyses can be confounded by slow fluctuations that 
have correlated effects on accuracy and speed. When these 
effects were not controlled, both the DDM and LBA sup-
ported post-error effects on all parameters, whereas when 
they were controlled by Dutilh et al.’s robust methods, many 
of these effects dropped out. Hence, we recommend the use 
of the robust method in all future model-based analyses of 
post-error effects.

Explaining Post‑Error Consequences

In summary, we found effects on RT that directly corre-
sponded to changes in non-decision time: slowing after an 
error under speed emphasis but speeding under accuracy 
emphasis. The same pattern held both when there was lit-
tle delay between trials and when the delay was longer due 
to participants rating their decision confidence. Only in the 
latter case was there an effect on accuracy, which reduced 
after an error. Under accuracy emphasis, this was equally 
explained by a reduction in thresholds and an increase in 
rate quantity after an error. Under speed emphasis, it was 
explained by a reduction in rate quality after an error. These 
rate and threshold effects traded off, so that the net effect was 
a small degree of post-error slowing. When non-decision 
time was added, it increased the slowing under speed empha-
sis and reversed it under accuracy emphasis, resulting in 
observed post-error speeding.

The marked difference in post-error effects and their 
causes between the two experiments is likely due to the 
greater time available between trials for differential pro-
cessing to emerge in Experiment 2, as well as the addi-
tional confidence response potentially facilitating reflec-
tion on the accuracy of the last response. When there 
was minimal time in Experiment 1 the effects on RT 
were best explained purely by non-decision time. Dutilh 
et al.’s (2013) attribution of increased non-decision time 
following an error to “irrelevant processing”, such as 
overcoming disappointment (Rabbitt & Rodgers, 1977), 
could explain our finding of post-error slowing under 
speed emphasis. To explain our finding of decreased 
non-decision time following an error under accuracy 
emphasis, this affective explanation could be extended, 
based on Williams et al.’s (2016) concept of post-error 
recklessness and the understanding that in this condi-
tion, participants might have had some awareness that 
they were less able to avoid errors by modulating their 
decision process. Alternatively, under speed emphasis, 
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participants may have delayed the onset of accumulation 
in order to reduce errors caused by processing evidence 
before it is fully encoded (Laming, 1968). The decrease 
under accuracy emphasis might be based on an apprecia-
tion that a delay offered little or no such gain. In terms 
of Wessel’s (Wessel, 2018) accuracy-based taxonomy 
all but the mechanism suggested by Laming (1968) are 
maladaptive. However, when time-cost becomes a fac-
tor the speeding associated with recklessness can be 
advantageous. With this consideration, it is possible to 
provide an entirely adaptive framing to all of our non-
decision time results. The same pattern of non-decision 
time effects was seen in Experiment 2, except with a 
general shift to greater post-error speeding. This suggests 
the longer time available led to greater recklessness or 
perhaps a greater emphasis on time cost.

Our results suggested that the increased time avail-
able for differential processing after correct versus error 
responses in Experiment 2 was associated with both 
threshold and rate effects. These effects worked together 
to reduce post-error accuracy but worked in opposition 
in determining post-error RT. Post-error speeding due 
to lower post-error thresholds was counteracted by even 
greater slowing due to reduced rate quantity, so the net 
effect was mild slowing. Both the rate and threshold 
effects were bigger under accuracy than speed empha-
sis, and so was the net slowing. However, under accu-
racy emphasis speeding due to a decrease in non-decision 
time reversed the outcome to produce post-error speed-
ing. Conversely, under speed emphasis the small slow-
ing effect of non-decision time reinforced the post-error 
slowing.

Clearly our threshold results are inconsistent with 
the classical account of post-error slowing as a way to 
control errors (Rabbitt, 1966) and might, therefore, be 
considered maladaptive from some perspectives. How-
ever, they could also be considered adaptive from a time-
cost perspective, particularly as they were largest under 
accuracy emphasis where threshold changes are likely 
to be least effective (as response-speed errors that can 
be avoided by a threshold increase are rarer, see Damaso 
et al., 2020). The larger effect under accuracy empha-
sis is also consistent with an affective account where 
increased frustration leads to increased post-error reck-
lessness. More generally, the fact that threshold effects 
emerged in Experiment 2 when there was more time 
before the next trial is consistent with evidence-accu-
mulation thresholds changing relatively slowly (Donkin 
et al., 2011).

Our rate effects are consistent with the orienting 
account (Notebaert et al., 2009) whereby post-error pro-
cessing consumes resources that otherwise would have 
led to higher evidence accumulation rates on the next 

trial. The fact that the rate effect was greater under accu-
racy emphasis is consistent with errors being rarer and, 
hence, causing a greater orienting response. Another pos-
sibility is that performance monitoring processes asso-
ciated with detecting an error (Ullsperger et al., 2014) 
and reacting to an error (e.g. by changing the threshold 
for the subsequent trial) consume attentional resources 
that remain depleted for a sufficient time to reduce rates 
on the subsequent trial. Again, the emergence of rate 
effects in Experiment 2 in association with threshold 
effects is consistent with this view to the degree that 
these processes take time. Similarly, the rate effects are 
consistent with the integration of the affective conse-
quence of an error into the evidence accumulation pro-
cess (Greifeneder et al., 2010; Roberts & Hutcherson, 
2019), suggesting that this detracts from its overall level. 
One possibility is that rate quantity effects are mediated 
by a general arousal mechanism that increases gain in 
a non-specific manner and affects evidence accumula-
tion equally for the correct and error responses (Boag 
et al., 2019a). Interestingly, under accuracy emphasis, 
increased error rates after an error were mediated by 
increased rate quantity. However, under speed emphasis, 
they were mediated by reduced rate quality. This suggests 
different/multiple mechanisms affecting participants’ 
ability to encode evidence that effectively differentiates 
between new and old items.

In Experiment 2, we also sought further insight into the 
explanations related to orienting and other error-detection 
related processes. This was facilitated via analysis of perfor-
mance contingent on whether the previous response was associ-
ated with a low confidence rating, indicating that an error was 
more likely to have been detected. Consistent with increased 
post-error processing, responding was slower after a low than 
high confidence response, although only under accuracy empha-
sis. Although last-trial confidence did not interact with any last-
trial RT effects, there was an exaggerated reduction in post-error 
accuracy following a low confidence response under accuracy 
emphasis, but not under speed emphasis. Surprisingly, rate 
effects were actually reduced after a low-confidence response, 
and there was little difference in threshold effects as a function 
of confidence. Neither observation is consistent with mediation 
by an error-detection process. Although certainly not definitive, 
these results clearly do not support a relationship between low 
confidence and error detection as having a bearing on threshold 
and rate effects.

Conclusions and Future Directions

Our modelling results are consistent with some of the 
six previous studies summarized in Table 1, but con-
trast with others. Some of these discrepancies may be 
due to all but one of the previous studies not using the 
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robust trial selection method, all using the DDM, and 
half using the simple DDM (including the study that uti-
lised the robust method). Importantly, the simple DDM 
is in principle incapable of accounting for the differences 
between correct and error RT that Damaso et al. (2020) 
showed which could play an important role in post-error 
effects. However, it is useful to review the commonalities 
and differences among results in order to consider where 
future research may most profitably focus.

Our results are consistent with the four studies in 
Table 1 that found drift rate effects, as all reported the 
same post-error decrease that we found. Hence, this 
finding appears to generalise across the DDM analy-
ses used in Table 1 and the LBA analysis used here. 
One point of contrast is that our DDM analysis found 
no rate effects, although that is consistent with two of 
the studies in Table 1 that report similar findings. It is 
possible the discrepancy for the other studies is task 
related: like us, White et al. (2010) studied recognition 
memory and found no post-error rate effects with DDM 
analysis. Post-error non-decision time effects occurred 
in four cases in Table 1, with two decreases and two 
increases. We also found increases and decreases, but 
they were systematically related to speed and accuracy 
emphasis, respectively. In three of the cases, it is pos-
sible that instruction emphasis may have also medi-
ated some of the discrepancy in previous results — 
how participants interpreted/misinterpreted response 
instructions that emphasised both speed and accuracy 
of responses (or one study where instructions were unre-
ported) may be relevant. However, Dutilh et al. (2013) 
manipulated speed versus accuracy instructions in one 
of their experiments using a random-dot motion task 
and found decreased non-decision time after an error in 
both cases. Indeed, in marked contrast to our findings, 
they found no interactions between this manipulation 
and post-error effects on parameters. One possibility is 
that this was due to the inability of the simple DDM to 
accommodate the effects of the relative speeds of cor-
rect and error responses caused by this manipulation. 
Alternatively, it could also be due to task differences. 
In light of these considerations, it would be useful in 
future studies of post-error effects to include a speed 
versus accuracy emphasis manipulation with a variety 
of tasks and analyse the results with a model capable of 
accommodating the effects of this manipulation.

The largest discrepancy is that all studies in Table 1 
reported an increase in post-error thresholds, whereas 
we found a decrease. A likely reason is that our thresh-
olds effects were associated with the LBA, whereas all 
of theirs were associated with the DDM. When we fit 
the DDM, we also found increased post-error thresholds, 
but we also found that the DDM provided an inadequate 

fit. As previously suggested, it is also possible that the 
full DDM could be augmented to better accommodate 
data like ours through a more flexible approach to drift-
rate variability. In any case, we do not recommend using 
the simple DDM or more restricted versions of the full 
DDM, such as the one implemented in the HDDM soft-
ware (Wiecki et al., 2013) and applied by Schiffler et al. 
(2017) to post-error effects. These models are unable to 
account the difference in the speed of error vs. correct 
responses or, in the latter case, individual variation in 
this difference, and so are clearly not appropriate for 
research focusing on errors.

Future research might also address several limita-
tions of the work presented here. First, our analysis was 
restricted to a recognition memory task, and clearly 
some of the discrepancies between our results and those 
in Table 1 could be due to task differences. Post-error 
effects occur very broadly across a wide variety of tasks, 
and our results suggest that even within a particular task 
their manifestations, and the underlying causes, can 
vary markedly depending on task demands. Rather than 
assuming observed post-error effects will be homoge-
nous (e.g. only post-error slowing) and have only a single 
cause (e.g. increased response caution), we propose that 
future research should explore the potential diversity of 
effects on speed and accuracy across tasks and manipula-
tions and use a variety of modelling approaches that are 
open to a range of underlying causes.

To better understand the origins of strong differences we 
found between Experiments 1 and 2, it would be useful to 
systematically manipulate response to stimulus interval with 
and without giving a confidence rating to see what separate 
effects they have. Hajcak and Simons’ (2002) matched trial-
selection method might be used to control for potential con-
founds between the speed of the previous trial and whether it 
was correct or error response. We did not do so here because 
we wanted to follow Dutilh et al. (2013) in using the robust 
method and so make our results more comparable. Future 
work might also consider post-error effects on other EAM 
parameters, such as those quantifying between-trial variability. 
Dutilh et al. (2012a) found that between-trial variability was 
slightly higher post-error, but because these parameters are 
harder to estimate, the effects were not reliable even though 
their data had a very large number of trials per participant. 
Similarly, our motivation for focusing on only thresholds, 
mean rates, and non-decision time parameters was that they 
are easier to estimate, which was a pressing issue because 
of our use of the robust method. Additionally, our review of 
the literature also indicated these parameters were of most 
interest.

Another candidate which is easier to estimate is response 
bias. Dutilh et al. (2012a) found a consistent increase in bias 
to “word” responses post-error in their lexical decision task, 
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but noted this result had no clear interpretation. We did not 
address response bias or indeed the closely related concept of 
stimulus bias (White & Poldrack, 2014), mainly because this 
would have increased the number and complexity of models 
that we would have had to fit, with the latter effect again 
straining our ability to obtain reliable estimates given lim-
ited trial numbers. A potential direction for future research 
that might address this and other limitations of the present 
approach is to attempt to move beyond simply dividing tri-
als into post-correct and post-error categories, but rather to 
model dynamic adaptation of these and other parameters on 
a trial-by-trial basis (e.g. Gunawan et al., in press). This has 
the potential to provide a more comprehensive account of not 
only error-related sequential effects but also sequential effects 
of other types (e.g. stimulus and response related).
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