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Beliefs can be highly resilient in the sense that they are not easily abandoned in the face
of counterevidence. This has the advantage of guiding consistent behavior and judg-
ments but may also have destructive consequences for individuals, nature, and society.
For instance, pathological beliefs can sustain psychiatric disorders, the belief that rhi-
noceros horn is an aphrodisiac may drive a species extinct, beliefs about gender or race
may fuel discrimination, and belief in conspiracy theories can undermine democracy.
Here, we present a unifying framework of how self-amplifying feedbacks shape the iner-
tia of beliefs on levels ranging from neuronal networks to social systems. Sustained
exposure to counterevidence can destabilize rigid beliefs but requires organized rational
override as in cognitive behavioral therapy for pathological beliefs or institutional con-
trol of discrimination to reduce racial biases. Black-and-white thinking is a major risk
factor for the formation of resilient beliefs associated with psychiatric disorders as well
as prejudices and conspiracy thinking. Such dichotomous thinking is characteristic of a
lack of cognitive resources, which may be exacerbated by stress. This could help explain
why conspiracy thinking and psychiatric disorders tend to peak during crises. A corol-
lary is that addressing social factors such as poverty, social cleavage, and lack of educa-
tion may be the most effective way to prevent the emergence of rigid beliefs, and thus
of problems ranging from psychiatric disorders to prejudices, conspiracy theories, and
posttruth politics.

beliefs j psychiatric disorders j conspiracy thinking j inequality j education

A belief is something that a person holds to be true. Without beliefs, we cannot func-
tion. Think of beliefs such as “today is Friday,” “bread is edible,” or “the keys are in
my pocket.” Beliefs are thus an essential feature of the way our mind works, and their
nature has been discussed for centuries by philosophers (1, 2). At the same time, stub-
born beliefs can be a real problem. Indeed, thinkers from Spinoza (3) to Pinker (4)
have pointed out that dogmatic belief is among the main hurdles for human progress.
The capacity to form overly rigid beliefs seems to be hardwired in human nature,
sometimes with major negative consequences. On an individual level, false beliefs may
lead to unwise decisions, and pathological forms may cause untold suffering. On a socie-
tal level, unfounded beliefs may invoke behavior that has enormous costs. For instance,
the belief that rhinoceros horn works as an aphrodisiac is about to drive emblematic spe-
cies extinct (5). Similarly, beliefs about albino people make their lives highly uncertain in
Africa (6), and beliefs about witches had disastrous outcomes for many people in history
(7). On a more subtle level, implicit beliefs about intrinsic capacities related to gender or
race frustrate discriminated groups, perpetuate inequalities, and imply underutilization of
human potential. Also, rigid yet false beliefs in dangerous side effects of vaccinations may
reduce vaccination rates, exposing society to risks of dangerous epidemics, and beliefs in
conspiracy theories may hamper the functioning of democracies.
This raises the question of what society can do to reduce the inertia of problematic

beliefs. The first solution that comes to mind is that people should be exposed to better
information. However, while information may help to destabilize beliefs (8), many
beliefs are quite irresponsive to counterevidence. For instance, exposure to results of a
large metaanalysis concluding that organic food does not offer significant nutritional
advantages did not affect the opinion of proorganic readers (9). Indeed, a lack of
responsiveness to evidence may be seen as an inherent property of beliefs. Ironically,
too much faith in the power of evidence in shaping attitudes is an example of the very
same fallacy. Most of us overestimate the role of rational thinking in determining our
behavior and attitudes (10, 11). Scientists are no exception to this bias, as illustrated by
our astonishment about the prevailing neglect of evidence in decision-making. Surely,
as scientists, we should aim to suppress our own rational fallacy, accept that evidence
plays a minor role in shaping beliefs, and ask how we can advise society better on ways
to tackle the inertia of unwanted beliefs.
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Perhaps the main reason that there is no coherent under-
standing of the inertia of beliefs is that mechanisms that cause
beliefs to be resilient act on very different organizational levels,
and thus fall in the realm of different branches of science. Neu-
roscientists are studying the fundamental mechanisms that
explain why the brain tends to lock into distinct interpretations
and stick to them, a phenomenon illustrated in a simple way
by the perception of ambiguous images such as the classical
rabbit–duck illusion (Fig. 1). At the same time, psychologists
are starting to understand how the resilience of pathological
beliefs (“spiders are dangerous,” “I am worthless,” etc.) can be
overcome by therapies (12), and how character traits (e.g.,
intellectual humility) that affect a person’s capacity to avoid
belief traps link to perceptual and cognitive functions (13).
Importantly, many beliefs are also shaped by social processes.
Most of us hold largely the same views as our friends and fam-
ily, especially on complex issues where our own observations
are insufficient to form an opinion. As social scientists have
shown, sharing beliefs is important to feel part of a group, and
mutual “contagion” can cause such shared beliefs to have strong
inertia (14, 15). Social media have taken this lock-in effect to a
next level, as sharing news and views among friends in “echo
chambers” tends to reduce exposure to belief-challenging infor-
mation, resulting in more-extreme attitudes over time (16).
In this perspective, we review the fundamental mechanisms

that cause inertia of beliefs. We first address the well-studied ten-
dency to preferentially attend to evidence for (rather than against)
beliefs we hold, and use that phenomenon to develop a graphical
model illustrating how we may view inertia of beliefs in terms of
the theory of resilience and tipping points. Subsequently, we look
at the way in which coherence within networks of beliefs and
social feedback loops may reinforce resilience, and at the neural
mechanisms ultimately coding beliefs. Against this background,
we ask how resilience of unwanted beliefs may be destabilized in
practice, focusing on two classes of examples: pathological beliefs
that shape mental disorders and socially embedded beliefs that
fuel problematic behavior such as discrimination, vaccine refusal,
and violence.

How Beliefs Become Resilient against
Counterevidence

Beliefs as Attractors. Despite their apparent inertia, beliefs are
shaped and maintained by an ongoing interplay of dynamical
processes. Therefore, one obvious way to understand alternative
beliefs is to see them as “attractors” in the sense of dynamical

systems theory. The generic condition for alternative attractors
to occur is the existence of self-propelling feedbacks (18).

At the level of the individual, an obvious mechanism that
may stabilize beliefs is confirmation bias (19). As Francis Bacon
wrote almost four centuries ago (20): “The human understand-
ing when it has once adopted an opinion … draws all things
else to support and agree with it.” This obviously tends to
deepen beliefs over time, and also explains the disproportionate
effect of a first impression, known as the primacy effect. Quot-
ing Bacon again, “the first impression colors and brings into
conformity with itself all that come after.” Countless experi-
mental studies have since demonstrated the powerful effects of
confirmation bias in everyday life as well as in professional
fields such as medicine, justice, and science (19).

Although it makes intuitive sense that self-amplification can
cause beliefs to become traps from which escape is hard, such
qualitative narratives do not allow us to see how beliefs may
nonetheless become fragile to the point that a single additional
observation tips the balance, causing the belief to be aban-
doned. Clearly, not all beliefs are equally resilient, and the resil-
ience of a belief can change over time. Understanding resilience
of beliefs is, in a sense, the holy grail if we agree with Bacon,
Spinoza, and Pinker that beliefs are one of the main impedi-
ments to human progress. If we want to do something about
that, we should find ways to reduce the resilience of beliefs. But
how does this work? How does resilience of a belief emerge
from the continuous interplay of dynamical processes?

To see how we may think of resilience of a belief, consider a
simple graphical model of confirmation bias (Box 1). The
model describes the dynamic interaction between the strength
of a belief and the perceived evidence, assuming that the
strength of a belief increases with the perceived evidence (panel
A) while, at the same time, the strength of the perceived evi-
dence is amplified by the strength of the belief (panel B). It can
be easily seen how this dynamic interplay can cause belief and
disbelief to be alternative stable states (panel C). Both states can
persist over a wide range of objective evidence (between T1 and
T2 in panel D). However, while both states are stable over that
range, their resilience changes, depending on the evidence. One
way to see, intuitively, what this implies in terms of stability
and resilience is to plot “stability landscapes” (or “potential
landscapes”) for different levels of objective evidence (Fig. 2).
Close to the tipping points T1 and T2, the basin of attraction
(the valley) around the corresponding attractors becomes small,
implying a loss of resilience. For instance, with increasing
evidence-against, the basin of attraction around the belief
attractor shrinks, implying that the belief becomes fragile in the
sense that a small perturbation to the belief, such as a conversa-
tion with a nonbelieving friend, may tip the system into the
attraction basin of the disbelief attractor.

This example thus illustrates how a sufficient amount of evi-
dence may eventually destabilize a belief or disbelief. Indeed,
even notorious conspiracy beliefs can be destabilized by exposure
to counterevidence, especially when such evidence is presented
by a source that is perceived as trustworthy (8). Yet, evidence
may often have surprisingly little impact. In terms of our model,
this implies that there is a substantial hysteresis effect, meaning
that there is a large range of objective evidence between the two
tipping points (T1 and T2 in Box 1 and Fig. 2) for which the
belief attractor and the disbelief attractor coexist. Solving the big
question of how we may reduce the resilience of beliefs,
lamented by Spinoza and Pinker, thus essentially requires under-
standing what determines this hysteresis effect. Our model sug-
gests that hysteresis is larger if the response to perceived evidence

Fig. 1. The rabbit–duck illusion from the 23 October 1892 issue of the
German magazine Fliegende Bl€atter (17).
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is more “black and white” (panel A of the figure in box 1) and if
confirmation bias is stronger, so that evidence becomes more
“colored” by the belief itself (E’p = 0 is less horizontal in Box 1,
panel B or less vertical in Box 1, panel C). This implies that
reducing either black-and-white thinking or the strength of con-
firmation bias would help. Both may be dampened through a
“rational override” of our intuitive responses, or, as Nobel laure-
ate Daniel Kahneman (11) might frame it, strengthening “slow
thinking” to correct the biases in our “fast thinking.” Also, the
tendency for black-and-white thinking may be diminished by
reducing stress. We will return to the practical question of how
societies may reduce the inertia of harmful beliefs later.

Stabilization of Beliefs by Cognitive Webs and Social Networks.
While this model illustrates the basic principles of resilience and
hysteresis, it is, of course, a very crude simplification of how the
dynamic interplay between a belief and confirmation bias might

work. Moreover, the feedback generated by confirmation bias is
just one of the mechanisms that contribute to stabilizing beliefs.
There are two higher organizational levels at which isolated
beliefs can be stabilized. First, in the individual brain, the ten-
dency to strive for an internally consistent worldview may pro-
mote inertia of beliefs (21–23). As classical studies have shown
(23), we tend to avoid “cognitive dissonance,” a term for per-
ceived logical incoherence of views one holds. The resulting psy-
chological discomfort is a strong motivator to resolve such lack
of coherence. This often leads to rejection of counterevidence for
a held belief, with sometimes surprising effects. For instance, in
one study, dire warnings of the dangers of global warming
increased skepticism about global warming in individuals believ-
ing that the world is fundamentally just (24). Rather than aban-
doning their “just world” view, subjects resolved the cognitive
dissonance (23) by rejecting information that challenged it, effec-
tively concluding that global warming does not exist.

Box 1. The Effect of Confirmation Bias on Belief
Resilience, a Graphical Model
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A graphical model of the dynamic interaction between the strength of
a belief and the perceived evidence. We assume that belief is a satu-
rating function of the perceived evidence-for, and that disbelief (nega-
tive belief) saturates with perceived evidence-against. The result (A) is
a sigmoidal curve representing belief strength as a function of per-
ceived cumulative evidence. Note that an extremely black-and-white
thinking subject might flip from complete disbelief to complete belief
around the perceived evidence of zero, whereas, in nuanced persons,
we would see a gradual change of the strength of the belief with per-
ceived evidence resulting in a smoother sigmoid. The crux of the con-
firmation bias is that perceived evidence is a function not only of the
objective evidence but also of the strength of the belief. Thus,
depending on the strength of the confirmation bias, an objectively
neutral package of evidence might be turned into evidence for or
against, depending on the existing belief (B, solid line; note that the
axes are flipped to make it easier to see belief as a driver of perceived

evidence). Similarly, objective evidence-against might still be seen as
evidence-for if the belief is strong enough (B, lower gray line, right-
hand side). The lines in A and B can be interpreted as showing the
equilibrium of belief strength as a function of perceived evidence
(B’ = 0 in A), and the equilibrium of perceived evidence as a func-
tion of belief strength (E’p = 0 in B). To see the equilibria of the
interactive dynamics of belief and perceived evidence together, we
combine the two in one plot (C). Here, intersections represent equi-
libria of the system as a whole, where both belief strength and per-
ceived evidence are in equilibrium. The middle intersection represents
an unstable equilibrium, also known as a repellor. To see why, imag-
ine starting perturbing it with a tiny bit of evidence, and find the
equilibrium belief corresponding to that (lower dashed arrow). From
there, find the new perceived evidence strength corresponding to that
new belief level (next dashed arrow), and so on. This zig-zag path
propels the system toward the “belief” equilibrium (upper solid dot).
Starting from different points in the graph, this simple exercise shows
that the system is attracted to either the “belief” equilibrium or to the
alternative “disbelief” one (lower left dot). Thus, this minimal model
has two attractors and one repellor. The neutral (zero-belief) state is
unstable, as any observation will trigger a belief which colors the
observation, reinforcing the belief and so forth until an equilibrium
of pronounced belief or disbelief is reached. Now imagine what will
happen if the objective evidence is changing. In our model, this
implies that the equilibrium line of perceived evidence (E’p = 0) is
shifting (gray lines in C). As a result, the positions of the intersection
points with the sigmoidal belief curve (B’ = 0) will also change. As
those intersection points are the equilibria of the interactive system,
we can see the effect of objective evidence (E0) on the systems equi-
libria, by plotting the equilibrium belief strength as a function of
objective evidence (D). The resulting folded curve has two stable
parts, corresponding to the “belief” and the “disbelief” attractors, sep-
arated by an unstable part corresponding to the repellor. Thus, even
if objective evidence changes, this will usually only have minor effects
on the perceived evidence and, therefore, on the belief. However, if
the cumulative objective evidence changes strongly enough for the
unstable equilibrium to touch the belief equilibrium, a tipping point
(T2) is reached where stability of the belief is destroyed, and the belief
will be abandoned. Analogously, in T1, the disbelief becomes unsta-
ble. The tendency to get stuck in alternative attractors is what we call
hysteresis, in dynamical systems theory. Note that hysteresis happens
only if line (E’p = 0) and sigmoid (B’ = 0) can have multiple inter-
sections. This requires the maximum slope of the sigmoid (B’ = 0) to
be steeper than the slope of the line (E’p = 0) and thus a sufficiently
strong inclination to black-and-white thinking and confirmation bias
(note the swapped axes relative to B). Depending on those inclina-
tions, subjects thus may respond smoothly the cumulative evidence at
hand, or tend become trapped in belief or disbelief (E).
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The second organizational level on which beliefs can be sta-
bilized is social. Our worldviews are stabilized by the fact that
we are part of a network of people that tend to hold similar
worldviews (25). This is because “birds of a feather flock
together” (26) but also due to the continuous process of mutual
“contagion” (27). If I tend to believe what you believe, and you
tend to believe what I believe, the resulting feedback loop

promotes the resilience of the belief. This can be generalized to
larger groups (28). One can imagine that there is a social cost
to holding a minority belief. As more peers hold a particular
belief, the cost of deviating goes up, driving even more peers to
hold the same belief, and so on. This amplifying feedback can
cause inertia in the sense that strong cumulative counterevi-
dence may be needed to shift a social group away from a cur-
rently held belief or attitude (15, 27). The flip side of the coin
is that, once a shift away from the belief begins, it is again self-
amplifying. For instance, as more and more peers become dis-
believers, it becomes socially unattractive to stay behind.

The literatures on mechanisms that shape coherence and
social dynamics of attitudes are vast (25, 28, 29), and extending
the minimal model we presented to describe the resilience of
belief networks embedded in social networks would go too far in
this context. However, looking from the point of view of any
single belief (one of the colored elements in Fig. 3), it is obvious
that its resilience may be promoted by coherence (i.e., lack of
dissonance) with the rest of the network of beliefs (the ideology)
that a person holds, and by the prevalence of that belief in the
social network to which the person belongs. Framed otherwise,
abandoning a belief can have high costs if it implies destabiliza-
tion of one’s entire worldview, and more so if this would chal-
lenge one’s membership of a social group (“social identity”) (29).

An influential early case study is described in the classical
book When Prophecy Fails (30). The authors studied a small
cult around a woman who claimed to receive messages from
another planet, including the prophecy that large portions of
the world would be destroyed by a flood on December 21,
1954. Dedicated members left their jobs, ended relationships
with nonbelievers, and gave away possessions in preparation for
departure on a flying saucer that would rescue them. As the
prophesied date passed without signs of a flood, surprisingly
many of the members, rather than abandoning the belief, became
even more committed, developing various rationalizations for the
absence of the flood. Thus, they dissolved the cognitive disso-
nance (31) that arises from conflicting evidence, by reinterpreting
the evidence rather than by updating their beliefs. While this
study and other classical work on shared beliefs emphasizes move-
ments where people really meet, social coherence in virtual com-
munities is also shaped by commonly held beliefs, and longing to
be part of the community is a powerful driver, as illustrated by a
moving report from a New York Times journalist listening in to a
QAnon group for 3 wk (32). We will return to these social
dimensions of beliefs when we address the practical question of
how resilience of beliefs may be reduced.

The Neural Basis of Belief Resilience. The mechanisms that
shape beliefs must be physically realized in the brain somehow.
This raises the question of how resilience of beliefs may be
understood on a neurobiological level. Are there really attractors
and tipping points associated with the physical representations of
beliefs? For simple perceptual beliefs such as the recognition of a
person or an object, there is, indeed, good evidence that attractor
dynamics play an important role (33, 34). Much of the literature
on this topic is rather technical, but the following simplified
story may illustrate the core ideas. Imagine you are walking on a
long empty beach and see something far off on the sand. What
is it? Is it a dead bird, a rock, a fish? One can think of bird,
rock, and fish as concepts, each corresponding to an attractor
state of the neural network. Together with other concepts, we
could represent them as a landscape with many valleys, reflecting
basins of attraction. As you are moving closer along the beach,
the perceptual evidence needed to identify the object steadily

Fig. 3. Alternative ideologies as networks of coherent beliefs embedded
in social networks. Each of the colored elements represents an individual
belief, linked to other beliefs within the same person in a coherent network
representing an ideology. People are attracted to social networks that hold
a similar ideology, and contagion within such networks promotes further
convergence to the same ideology. Adapted from ref. 25.
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Fig. 2. Stability landscapes illustrating how the resilience of a belief may
change as a function of objective evidence. The slope of such landscapes
represents the speed and direction of change. A zero slope (horizontal)
means no change, thus an equilibrium. The horizontal top of the hill is an
unstable equilibrium, as the tiniest perturbation will cause the system, visu-
alized by the ball, to roll to the belief or disbelief attractors. Those attrac-
tors are at the bottom of valleys, implying that they are stable equilibria to
which the ball will roll back upon small perturbations. Note that the sigmoi-
dal equilibrium curve on the bottom plane corresponds to the curve in
panel D of Box 1.
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accumulates. Suddenly, “the penny drops,” and you see it:
Somebody left a handbag! We all know that experience when
you suddenly “see” something—it can be the solution to a com-
plex problem, or just the sudden recognition of someone or
something. As the penny drops, your brain shifts from a labile
input-sensitive state into a stable attractor state where it is much
less affected by subsequent inputs (35, 36). This attractor state
reflects the brain’s commitment to one categorical interpretation
of the incoming sensory data (it’s a handbag) (35–37).
Early ideas (33, 38) about how object recognition and

decision-making play out in a landscape of alternative neuronal
attractors are now being supported by neuroscientific findings.
The simple perceptual beliefs on which most of the experimental
work has focused do not correspond directly to complex longer-
term beliefs (e.g., the planet’s spinning in the solar system causes
the succession of day and night). Nonetheless, neurobiological
measurements have revealed abrupt and widespread shifts in
neural activity in the prefrontal cortex as animals adjust their
“world view” in response to changes in their experimentally con-
trolled environment, such as altered task–reward rules (34, 39).
The dropping of the penny has also been visualized in the brain
activity of human subjects using EEG: Looking at an image that
gradually became less vague, the subjects’ EEG activity exhibited
a characteristic abrupt wave, known as the P300, that coincided
with the sudden recognition of the image (36, 37).
As brain activity converges toward one of the attractor states

representing the alternative beliefs, neural activity shows a rapid
decrease in variability and a quickly diminishing influence of
newly arriving information (40, 41). This finding is consistent
with another hallmark of attractor states: low variability as the
system reaches the deep basin of a resilient attractor (42), in
this case, corresponding to strong commitment to a decision,
belief, or action. As we will discuss later, the presence of such
resilient states is important, as it allows the brain to maintain
short-term memories that are resistant to distraction.
The properties of the brain that produce these attractor

dynamics during simple decision-making tasks are relatively
well understood. Experimental and computational work (35,
43–45) has led to a model in which each choice alternative
(i.e., belief about the world) is represented by a separate pool of
neurons. Recurrent excitatory connections between the neurons
in each pool sustain activity triggered by a stimulus. At the
same time, the different pools of neurons compete with each
other through inhibition. Upon a stimulus, the firing rates of
competing pools of neurons initially increase together (because
of stimulus ambiguity or noise), but, at some point, the activity
of one of the pools suddenly rises (due to accumulating evi-
dence in favor of one choice) while the others are rapidly
suppressed (due to winner-take-all competition caused by the
feedback inhibition). The choice is thus determined by which
of the alternative attractors wins the competition and reaches a
stable attractor state. Interestingly, these competitive dynamics
are amplified during states of increased arousal or stress (46, 47).
This has the advantage that competition between attractors is
resolved faster, but also implies that existing biases are magnified.
This neurobiological finding resonates with the observation that
stress promotes black-and-white thinking (48, 49).
The essence of our confirmation bias model (Box 1) is also

supported by experiments studying the effect of a decision on
the processing of subsequent evidence (50–52). Participants
were asked, for instance, to make a preliminary decision about
the average value of a sequence of numbers. After this initial
decision, they were shown more evidence before being asked to
make a final decision. It was found that participants gave less

weight to evidence that followed their preliminary decision,
especially if that evidence was inconsistent with their preliminary
decision. This pattern of findings thus resembles the confirma-
tion bias found in more-complex decision-making contexts:
Once a belief is formed, belief-inconsistent evidence is often
downplayed or ignored, while consistent evidence is considered
more credible (19). One way to think of this reduced sensitivity
to postdecision evidence in terms of our model is as the degree
to which perceived evidence affects a belief, which corresponds
to the slope of the sigmoidal curves in Box 1, panel C. Note
that the slope is high around zero, that is, where the belief is
absent, indicating that, when no belief is formed yet, effects of
incoming evidence are strongest. By contrast, at the belief and
disbelief attractors, the slope is relatively flat, meaning that, once
one of those attractors is reached, novel evidence has little effect.

Compared to simple image recognition, the waxing and wan-
ing of long-term beliefs involves a fundamentally different kind
of mechanism loosely referred to as “learning” and “unlearning.”
In his classical 1949 book, Donald Hebb (53) suggested that, as
learning takes place, the repeated simultaneous activation of
weakly connected neurons gradually strengthens the synaptic con-
nections between those neurons. So, during a phase in which
new concepts are learned, the connectivity among activated neu-
rons incrementally increases until the memory patterns corre-
sponding to the learned concepts form a lasting trace in the brain
and become attractors in the dynamics of the overall neural net-
work. Over time, these learning processes form what we may
think of as a stability landscape, with multiple attractors that each
represent a different concept. All stimuli (e.g., sparrow, blackbird)
associated with a given concept (e.g., bird) lead the global state of
the network to flow to the same fixed attractor state.

Attractor dynamics based on Hebbian modification of net-
work connections have become a central feature of neuronal
models of memory, involving two fundamental processes: rever-
berations and pattern completion. Reverberation is intuitively
straightforward. When you hear a word (e.g., “lemon”), the
concept stays activated in your brain even if the sound of the
word is already gone. Such reverberations rely on feedback in
the web of recurrent excitatory connections within the pool of
neurons that represents a memory. Feedback loops of the type
A-triggers-B-triggers-C-triggers-A allow a brief stimulus to elicit
self-sustained activity (i.e., reverberation), thus keeping the trig-
gered concept available for some time in “working memory”
(35, 43–45)—think of a good wineglass that keeps sounding
for a little while after you hit it softly. Pattern completion refers
to the finding that activation of a subset of the neurons involved
in a memory trace can still lead to the full activation of a larger
assembly, resulting in retrieval of the complete memory. In terms
of our model, if a given cue is sufficiently similar to a stored
memory pattern (i.e., attractor state), network activity is gradu-
ally driven to this pattern until the network fully settles on its
attractor state, reflecting the retrieval of the corresponding con-
cept (54).

The web of concepts and their properties that, together,
form a person’s knowledge of the world is known as “semantic
memory.” As a concept is activated (or “primed”), further acti-
vation spreads to neighboring concepts, increasing the probabil-
ity that the associated concepts will be retrieved. In the case of
the beach walk, the mere presence of the sea would have
primed you to see a bird, rock, or fish, rather than a handbag.
The spread of priming through a network of related concepts
(sour > lemon > healthy > pills > doctor, etc.), with partially
overlapping neural representations, may be modeled as a conta-
gious spread of activation in a network of correlated attractors
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(55). The effect of semantic priming is measurable when proc-
essing of a target stimulus is speeded (as measured in reaction
time) by the previous presentation of a semantically related
stimulus. This facilitation is important not only because seman-
tic priming of certain concepts makes them easier to process
(i.e., more “fluent”) but also because fluent concepts are gener-
ally liked more and believed to be truer (56). It is not hard to
see how these processes can sustain and self-reinforce beliefs
and corresponding affective judgments.
Obviously, cognition cannot be fully grasped by thinking in

terms of simple stability landscapes. Also, the neural realization
of this system is not yet fully understood. However, it seems that
beliefs are no exception to the notion that repeated activation of
concepts leaves long-term memory traces, encoded through
strengthening synapses, forming a deepening of a network of
attractors that influences our worldview on all levels. A corollary
is that erasing unwanted beliefs will typically be a slow process of
unlearning, requiring repeated exposure to evidence that erodes
the resilience of the belief. This is perhaps most studied in the
field of psychiatry, since, as we will see, beliefs are at the basis of
some of the most damaging psychiatric disorders.

How Beliefs Can Be Harmful

Although, in most societies, it is generally agreed that people
should be free to believe what they want, there are, undoubt-
edly, beliefs that are damaging individuals or societies. Here we
ask to what extent it is possible to objectively classify a belief as
“harmful” and, if so, what are the prospects of getting rid of
such beliefs or preventing them from taking hold in the first
place. We focus on two classes of examples: pathological beliefs
that play a role in mental disorders and socially embedded
beliefs fueling discrimination, vaccine refusal, distortions of the
political process, and violence.

Pathological Beliefs behind Psychiatric Disorders. Many men-
tal disorders are characterized in terms of beliefs that are not
connected to reality in the appropriate way (57). Often, these
beliefs are resilient in the sense that they persist in the face of
counterevidence and attempts at persuasion [note that this use
of the term “resilience” is unrelated to common uses of the
term in the clinical literature to indicate a positive state of
robust mental health that persists in the face of adversity (58)].
In accordance, beliefs commonly feature as diagnostic criteria
or as “symptoms” in diagnostic systems [e.g., see Diagnostic and
Statistical Manual of Mental Disorders (DSM-5) (59)]. A wide
variety of beliefs have been associated with mental disorders;
examples include delusional beliefs in psychosis (e.g., the belief
that others can hear one’s thoughts) and self-evaluation beliefs
in major depression disorder (e.g., the belief that one is worth-
less) (60, 61).
It is noteworthy that, in many cases, the persistent nature of

the belief is an important element of the diagnostic criteria
specified in manuals such as the DSM-5. This is evident from
the fact that temporal qualifiers are required for the relevant
beliefs to be considered symptoms of mental disorders in the
first place; that is, typically, they have to persist over longer
periods of time (e.g., from a period of minimally 2 wk for a
major depressive episode to consistent presence over adulthood
for personality disorders). Hence, diagnostic systems explicitly
characterize belief states as stable states, rather than as fleeting,
momentary states that are occasionally present. In addition,
many diagnoses require beliefs to be, in some sense, out of pro-
portion with respect to the actual evidence. For example, the

belief that one is being followed by government agencies may
count as a delusional belief in psychosis, but not if one is in a
situation where there is actually evidence that such risk exists
(e.g., if one is a professional spy). In the latter case, the belief is
not out of proportion with the evidence, and therefore may be
considered normal. Thus, beliefs that are characteristically fea-
tured as symptoms of disorders are explicitly required to be
both stable and out of proportion with actual evidence.

In line with our theory, pathological beliefs often interact with
perceived evidence, such that the belief facilitates perception of
supporting evidence. Patients suffering from anorexia nervosa,
who are known to believe they are fat, have been found to mis-
perceive their body as being fatter than it, in fact, is (62). This
may, in turn, support their original belief, closing the belief trap
that behaviorally promotes excessive dieting and ensuing weight
loss. Patients with arachnophobia, who believe that exposure to
spiders may cause harm, have been shown to overestimate the
size of spiders, which can, in turn, be perceived as evidence for
their belief (63). In some cases, interactions between beliefs and
perceived evidence are, in fact, suspected to form the core of the
disorder; a leading theory of panic attacks holds that these emerge
from a feedback loop involving the perception of internal bodily
states [increased heart rate, palpitation, etc. (64)] that functions
as evidence for a belief (e.g., “I must be having a heart attack”).
This belief promotes a fear response (flight-or-fight) that infelici-
tously involves the very same processes (i.e., the fear response
itself promotes increased heart rate, palpitation, etc.), the result of
which is a runaway feedback process that culminates in a full-
blown state of panic. Clearly, fear-related beliefs may often make
sense and even have an obvious evolutionary basis, as in a fear of
spiders (61). They become pathological only as self-reinforcing
feedbacks cause them to spiral out of proportion [e.g., arachno-
phobia (65)].

It is obvious, from these examples, that pathological beliefs
should not be seen simply as unidirectional drivers of disorders.
Rather, they are part of self-reinforcing feedbacks in patholo-
gies. Perhaps the clearest examples of how belief trap mecha-
nisms can stabilize disorders are found in delusions. In fact,
these are almost literally characterized as belief traps, namely, as
“fixed beliefs that are not amenable to change in light of con-
flicting evidence” (59). Stress and anxiety may stimulate the
formation of delusional beliefs. For instance, an undefined anx-
ious feeling (“delusional mood”) may crystallize subsequently
into a specific delusional belief (60) which may help to reduce
anxiety (66). Subsequently, belief-colored perceptions may rein-
force such beliefs. Whether or not a belief is really delusional is
often hard to judge, but, even if it is delusional beyond doubt,
a belief may spread to close relatives or friends, a phenomenon
known as “induced delusional disorder,” “shared psychotic dis-
order,” or “folie-a-deux” (67). The mechanisms that drive such
contagion seem unlikely to be fundamentally different from
those that drive the socially held beliefs we discuss in the next
section.

The strong motivation for eliminating pathological beliefs
has led to systematic work exploring a wide range of options.
One of the primary successful treatments of mental disorders
involves the manipulation of beliefs, namely, cognitive behav-
ioral therapy (68, 69). Techniques such as cognitive restructur-
ing are explicitly aimed at changing beliefs (70) that serve to
trigger and maintain psychopathology, which has been shown
to be an effective treatment for various disorders (12). Other
effective interventions (71) aimed at changing mental states,
such as fear memories, involve techniques based on the idea
that “after reactivation consolidated fear memories may return
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to a transient labile state, requiring a process of restabilization
in order to persist, [offering] a window of opportunity for mod-
ifying fear memories with amnestic agents” (72)—an almost lit-
eral description of the change processes described in the current
paper. Finally, methods that utilize alternate bilateral sensory
stimulation such as Eye Movement Desensitization and
Reprocessing (EMDR) may be speculated to target neural
mechanisms that act to destabilize associations (73), although
the effectiveness and generality of these approaches in therapy
is still subject to research (74).

Socially Embedded Beliefs. While the “harmfulness” of patho-
logical beliefs is relatively uncontended, there is, by definition,
no consensus about the need to eliminate socially held beliefs.
Nonetheless, there is broad support for doing something about
discrimination toward groups such as people of color or
women. Such discrimination is often institutionalized, but it
also tends to have deep roots in stereotypes held by most people
that unconsciously affect their behavior (75). While the phe-
nomenon of stereotyping is well recognized, it is notoriously
difficult to do something about the negative consequences. As
an arbitrary example, consider the problem of underrepresenta-
tion of women in science (76–80). Explanations include dis-
crimination in hiring, invites for keynote lectures, peer review,
and the like, but also self-selection mechanisms driving women
not to choose a career in science. All of these may be largely
driven by widespread implicit stereotyping.
Rational override is one prime strategy to address this prob-

lem. Well-designed protocols and close monitoring for unbiased
hiring, promoting, inviting, and reviewing may eventually pro-
duce a more balanced representation. Eventually, this may neu-
tralize stereotyping through sheer “counterevidence,” a process
which may be speeded up by making inspiring female role mod-
els more visible. In practice, however, inertia is notoriously large,
and progress is slow. Of course, this case is just an example. We
may replace “gender” with “ethnicity” or another social category
and replace “science” with “politics” or another professional
group and come to roughly the same conclusions. Despite many
well-intended initiatives, socially embedded implicit beliefs turn
out to be hard to eliminate. There is little evidence, for instance,
that interventions such as workplace diversity training and media
campaigns work (81). Nonetheless, some progress can be made,
especially if the effect of group identity is taken into account.
For instance, people are more likely to revise their attitude on
gay marriage if they learn that a high-status individual in the
group with whom they identify approves it (82).
A particular class of socially embedded “harmful beliefs” are

conspiracy theories. Such beliefs can play an important and
explicit role in the social identity of groups. Conspiracy theories
generally depict established institutions or groups as hiding the
truth and sustaining an unfair situation (83). This may be bene-
ficial to some extent, as it can stimulate questioning the actions
of powerful groups and promote transparency of governments
(8). However, conspiracy theories may often be far from harm-
less, as they can be associated with political apathy, climate
denial, vaccine refusal, violence, and reluctance to adhere to
COVID-19 recommendations (84). Consequently, there has
been much recent interest in the question of what may be done
to reduce conspiracy thinking (8, 84). It is well established that
ideologically homogeneous social media echo chambers can
boost belief in conspiracy theories, while confronting believers
with counterevidence may have weakening effects (85). This
offers some hope that new forms of fact-checking and reliability

labeling might, in principle, help reduce the spread of misinfor-
mation and conspiracy theories (86–88).

Nonetheless, dealing with socially held beliefs remains inher-
ently delicate. For instance, just as in pathological beliefs, there
is a gradient from normal views to unfounded conspiracy
thinking. When should a critical view be labeled as a conspiracy
theory? The belief that the authorities may be trusted is essen-
tial for the social contract that makes societies work (89, 90).
Conspiracy theories may undermine such trust and destabilize
societies (8, 84, 91). But who decides whether a socially held
belief is dangerous and should be destabilized? There are plenty
of historical examples of efforts to enhance stability of nations
by “normalizing” cultural groups that used to be held together
by shared beliefs. What may have seemed right to authorities at
the time may often be judged as evil later. As an example, take
the attempts to assimilate native Canadian children by moving
them to residential schools. It illustrates how a whole culture
may collapse when colonists insist on the cessation of cultural
rituals (92). In fact, the functioning of cultural groups may fall
apart upon much subtler perturbations than this. A classic
example is the demise of Australian Aboriginal societies upon
the introduction of stone axes given by missionaries to the con-
verted (93). By replacing the steel axe, this practice undermined
the elaborate structure of rituals and beliefs in which the old
tool played a central role. Within one generation, it resulted in
a complete cultural disintegration and demoralization of the
group. If anything, these examples illustrate how a culture,
including its beliefs, is a complex system (94) where interfering
with one element can have a surprisingly disruptive impact on
the whole system. While this destabilization might seem desirable
in some cases, it can also have hidden perils. Despite the apparent
dysfunctionality of “harmful” beliefs, they may be linked to a
“deep story” which is a source of resilience for individuals and
societies (95). Indeed, belief systems can make meaning of the
most adverse circumstances, provide a sense of coherence, and
facilitate the appraisal of new threats and opportunities (96, 97).
As, in the process of changing a “harmful” element, other associ-
ated “good” elements may disintegrate, a thorough understanding
of the “harmful beliefs” and their relation to broader worldviews
and a degree of humility is essential as we embark on change
efforts of this nature.

Outlook: Addressing Rigid Beliefs as a Social
Problem

Clearly, distinguishing harmful beliefs from benign ones is far
from straightforward. Nonetheless, there are some beliefs that
we can safely consider unwanted. In this outlook, we first sum-
marize what can be done to eliminate unequivocally harmful
beliefs. Subsequently, we ask what societies may do to reduce
the more generic problem of rigid adherence to beliefs.

Targeting Specific Harmful Beliefs. Across the examples we
gave, sustained exposure to counterevidence turns out to be a
fundamental component of strategies for eliminating harmful
beliefs. Think of cognitive restructuring of negative beliefs about
the self in psychotherapy, systematical debunking of conspiracy
theories, and increasing the abundance and visibility of female
role models in science. The need for sustained rather than one-
time exposure is consistent with neurobiological insights in the
coding of memories (98). Seeing beliefs as shaped by long-term
memories implies that “unlearning” requires time. As our exam-
ples illustrate, typically, a long phase of rationally organized over-
ride is required to allow sufficient counterevidence to mount.
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This is true, for instance, for cognitive behavioral training in pho-
bic patients, but also for socially embedded harmful beliefs. For
most social prejudices, sustained exposure to counterevidence
basically requires societal mixing such that membership in one
group (e.g., ethnicity or gender) does not predict membership in
other groups (e.g., social class, political party, or profession) (99,
100). Unfortunately, the implicit prejudices are, themselves,
among the forces that prevent mixing. Thus, there can be a self-
amplifying feedback that persists until rationally planned institu-
tional efforts eventually create sufficient mixing for prejudices to
diminish. Polarized societies tend to move in the opposite direc-
tion, causing a societal cleavage, with attitudes on many issues
becoming aligned as part of social identity (100). This makes
them hard to change, because the strength of an attitude depends
on its perceived importance for an individual, including its rele-
vance for social identification (29). The link between perceived
importance and the strength of a belief does imply, however,
that approaches aimed at playing down the importance of a
harmful belief and ameliorating the polarization around it
might help reduce its prevalence in the face of counterevidence
(28, 101).

A More Generic Approach: Reducing Dichotomous Thinking.
While “curing” specific beliefs that are unequivocally harmful
makes sense, it is also worth asking how the emergence of rigid
beliefs, in general, may be prevented. After all, irrespective of
the specific content of beliefs, excessive rigidity is, in many
ways, an impediment to human progress, as pointed out by
philosophers and scientists for centuries (3, 4). In our view,
probably the most important element to consider in this
generic context is the tendency for dichotomous thinking, also
referred to as black-and-white thinking, binary thinking, or
absolutist thinking. It is the tendency to think in terms of
binary oppositions (i.e., “black or white,” “good or bad,” “all or
nothing”). The tendency for dichotomous thinking may be
assessed using an inventory where participants mark how
strongly they agree with a list of statements (48, 102). Alterna-
tively, a tendency for dichotomization may be inferred from
the excessive use of absolute words in natural language (e.g.,
always, never, totally, ever, never, and must) (103, 104). The
much-studied character trait of intolerance to ambiguity corre-
lates with such dichotomous thinking (105).
Our model presents dichotomization as an essential driver of

belief resilience (Box 1, panel A). Indeed, a central role of black-
and-white thinking is consistent with the observation that dichot-
omization is associated with belief-related problems ranging from
social prejudices (106, 107) to psychiatric disorders (48, 49). It is
also in line with the finding that tolerance to ambiguity correlates
with intellectual humility, the capacity to recognize one’s fallibil-
ity and to update beliefs in the face of new evidence (13). In psy-
chology, a well-known technique for stimulating a person to
explore and resolve ambiguity is motivational interviewing (108).
This approach involves 1) empathizing with, as opposed to chal-
lenging, the person being interviewed; 2) surfacing any discrep-
ancy between the subject’s current and desired behavior; 3)
encouraging interviewees to explore and expand on their feelings,
particularly those that are dissonant; and 4) supporting self-
efficacy, that is, the confidence in their ability to change. While
this technique is mostly used to help clients in psychological prac-
tice, it has also been used successfully in maternity wards, to
reduce vaccine hesitancy (109). In cognitive behavioral therapy
(12, 110), a related technique to invite ambiguity is having the
patient come up with alternative views. For instance, one inter-
vention in the treatment of panic is to teach the patient to come

up with at least one alternative explanation for the somatic
arousal in addition to the problematic one (“I am having a heart
attack”), for instance, “I am nervous,” or “I was climbing stairs.”

Important clues for more-generic ways to reduce black-and-
white thinking in societies come from studies (48, 49) suggesting
that black-and-white thinking happens more when there is a
lack of cognitive resources, a condition which is associated with
stress (111) as well as poor educational background (112). The
link to education could have various causal explanations, but one
obvious possibility is that education provides skills for the use of
a rational approach, the essential machinery for overriding rigidly
held beliefs. Of course, it may also help to provide balanced views
early on. It has been shown that early “inoculation” with correct
information may help to prevent conspiracy theories from taking
hold (8). This is consistent with the well-documented primacy
effect in confirmation bias studies (19). Framing it somewhat
cynically, seeding “good beliefs” early helps prevent harmful
beliefs from taking hold later.

The important finding that stress promotes black-and-white
thinking resonates with the neurobiological finding that inhibition-
driven competition between populations of neurons represent-
ing alternative interpretations is amplified during states of
increased arousal or stress (46, 47). Stress-boosted dichotomous
thinking may thus well be a fundamental driver of belief rigid-
ity. This helps to clarify the importance of empathetic listening
and relationships, but the dominant role of stress also fits the
observation that conspiracy theories tend to originate in times
of uncertainty and crisis (8, 113), and that the same is true for
mental disorders (114, 115).

A Social Approach to Harmful Beliefs. The insights into the
drivers of dichotomous thinking suggest an important role
for societal processes in driving belief inertia (Fig. 4).
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Fig. 4. Mechanisms through which rigidity of beliefs and societal failure
may reinforce each other. The documented roles of cognitive resources
and dichotomous thinking imply that mitigation of rigid harmful beliefs
may require improving the educational system and addressing problems of
inequity, poverty, polarization, and conflict.
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Dichotomous thinking will be more prevalent in societies
where people are stressed and poorly educated. A resulting rise
in pathological beliefs, conspiracy thinking, and social prejudi-
ces may, in turn, hamper societal thriving, thus implying the
potential for a self-reinforcing feedback toward societal failure.
While targeting specific harmful beliefs with counterevidence is
important, the broader view thus implies that a generic socie-
tal approach may help address belief resilience at the roots.
The evidence we presented suggests that the prevalence of
rigid beliefs may perhaps best be mitigated by strengthening
educational systems and addressing inequity and the related
problems of poverty, conflict, food insecurity, and social
cleavage. Put bluntly, measures such as a universal base
income might go a surprisingly long way in reducing the
resilience of harmful beliefs. This would be consistent with
the finding that interventions similar to basic income tend to
reduce mental health problems (116), and resonates with a
two-component model of belief in conspiracy theories where
inequities, prejudices, and breaches of trust in authorities
send individuals searching “down the rabbit hole” where mis-
information can become reinforced by confirmation bias and
the “posttruth” dynamics of echo chambers (117).
In conclusion, while beliefs are a necessary element of

healthy cognition, rigid beliefs are the basis of some of the
most damaging problems faced by humans both on an individ-
ual and on a social level. A surprisingly universal image of what
shapes belief resilience emerges from elements provided by dis-
ciplines ranging from neurobiology to sociology. Two elements

are central when it comes to the question of what we can do
about harmful beliefs:

1) Reducing the resilience of specific harmful beliefs requires
sustained exposure to counterevidence, which typically
requires organized rational override.

2) Reducing rigidity of beliefs in general can be achieved
through improving education and reducing social stress.

Meanwhile, it is worth considering the possibility that a
socially held attitude toward the general relevance of evidence
may have an effect on belief resilience. Indeed, the strength of
the “metabelief” that beliefs should change according to evi-
dence appears predictive for peoples’ attitude toward conspiracy
theories; moral, political, and religious perspectives; and faith
in science (118). The prevalence of this metabelief may change
over time. Indeed, the surge of fact-free, posttruth political
argumentation suggests that the balance between the roles of
emotion and reasoning is changing (119–121).

In view of the complementary contributions from neurobiol-
ogy, psychology, and social sciences, cross-disciplinary efforts
may be an exciting way forward in finding ways to overcome
the prevalence of resilient harmful beliefs and the many prob-
lems they cause.

Data Availability. All study data are included in the main text.
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