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Introduct ion

T
he Standard Model is a successful set of theories describing the interaction

of the smallest particles known to science. So far, its validity in describing

the experiments performed at particle accelerators remains uncontested. It

is known, however, that the Standard Model is incomplete. It cannot describe the

observed asymmetry of matter and antimatter in the universe. It cannot account for

85 % of known matter in the universe. It cannot account for the amount of dark energy

required to explain the expansion of the universe. And it cannot describe gravity.

Clearly, it is far from complete.

The Large Hadron Collider [1] at CERN accelerates and collides protons to test

the Standard Model of particle physics. Experiments at the Large Hadron Collider

use detectors—large constructions made up of many layers of measuring devices

thoughtfully positioned around the various collision points—to measure collisions

products and reconstruct the events that took place. From this the interactions

between fundamental particles can be compared to Standard Model predictions. Such

experiments require large amounts of data.

At the future High Luminosity Large Hadron Collider [2], the rate of collisions

will increase, resulting in more collisions taking place close together. Currently,

events are reconstructed using mainly spatial measurements, and the limited spatial

resolution of the detector means that it becomes harder to distinguish collisions from

one another. However, the collisions are spread out in time, and time measurements

may be employed to help increase the detector’s resolving power to separate collisions.

While doing so, it is important to also retain the high spatial resolution. The challenging

simultaneous high-precision measurement of time and position with hybrid silicon

pixel detectors is the subject of this work.

Chapter 1 is a brief history of the field of high energy physics, providing an

accessible introduction to the broader context of this research. Chapter 2 motivates

the need for high-precision time measurements in addition to high spatial resolution.

xi



xii INTRODUCTION

Part II contains the relevant theory of time measurements with silicon pixel

detectors. Chapter 3 provides essential principles of semiconductor physics and

chapter 4 is a review of the relevant literature on particle detection with silicon sensors.

It covers the most important principles of semiconductors and the generation of

electron-hole pairs through the deposition of energy by relativistic charged particles.

It also contains a comprehensive review of the theory behind signal induction by

moving charge carriers. Furthermore, it describes the subsequent processing of

those induced signals, mainly focussing on the front-ends of the Timepix3 [3] and

Timepix4 [4] pixel ASICs as these are used throughout the research presented in

part III. Chapter 5 discusses the timing performance of silicon pixel detectors as

exemplified with toy Monte Carlo simulations for planar sensors. It concludes with an

overview of possible types of silicon sensor technologies that might be used in future

4D tracking applications. Although much of the material applies to silicon detectors

in general, it has been written exclusively with hybrid silicon pixel detectors in mind.

Chapter 6 is a published research article [5] on the timing performance of the LHCb

VELO Timepix3 Telescope [6] in the SPS beam line at CERN. It studies the timing

performance of conventional 300 µm planar silicon sensors, and also the combination

of multiple time measurements into a single track time measurement. It had been clear

from earlier measurements that the track time resolution, which is the mean of eight

detector planes, was worse than what could be expected for eight measurements. It

was suspected that correlation between measurements was the problem, but it was not

clear why the measurement errors would be correlated. Another goal was to prepare

for a new beam telescope based on the Timepix4 pixel ASIC. An early version of this

telescope has now been constructed, and in the near future it will be used to perform

timing studies of sensor prototypes for LHCb upgrades. The study also aimed to

investigate time measurement corrections (effects beyond the well-known concept of

timewalk) that might be required in future 4D trackers.

Chapter 7 is a published study [7] of the timing performance of two different

types of fast silicon sensor technologies on Timepix3 ASICs performed using the

LHCb VELO Timepix3 Telescope. After having obtained a detailed understanding

of the telescope timing, the time resolutions of 3D and thin planar sensors were

determined. Beforehand, it was suspected that the time resolution of both sensors

would be dominated by the Timepix3 front-end, but it was not entirely obvious what

the effect of the large pixel capacitance of the 3D sensor would be as this was the first

measurement of the timing performance of a 3D silicon sensor on Timepix3. The

time resolution of the thin planar sensor was expected to be harmed by its low signal

charge. The study is supplemented with lab measurements of the timing performance.
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After having studied fast sensor technologies on Timepix3, it is clear that a faster

pixel ASIC is required. Chapter 8 is a publication [8] on the timing performance of

the Timepix4 front-end. It contains a characterisation of the digital front-end with

the aim of verifying the performance of the time-to-digital converter. It also aims

to determine what time resolution can be expected in practice, providing a target for

many studies to come. Furthermore, it provides the first detailed measurements of

the analog-front end using a novel technique to control the arrival time of internally

generated test-pulses using the ASICs clock distribution system.

References

[1] O. S. Brüning et al., LHC Design Report, CERN Yellow Reports: Monographs.

CERN, Geneva, 2004, 10.5170/CERN-2004-003-V-1.

[2] O. Aberle et al., High-Luminosity Large Hadron Collider (HL-LHC): Technical

design report, CERN Yellow Reports: Monographs. CERN, Geneva, 2020,

10.23731/CYRM-2020-0010.

[3] T. Poikela et al., Timepix3: a 65k channel hybrid pixel readout chip with

simultaneous ToA/ToT and sparse readout, JINST 9 (2014) C05013.

[4] X. Llopart et al., Timepix4, a large area pixel detector readout chip which can be

tiled on 4 sides providing sub-200 ps timestamp binning, JINST 17 (2022)

C01044.

[5] K. Heĳhoff et al., Timing performance of the LHCb VELO Timepix3 Telescope,

JINST 15 (2020) P09035.

[6] K. Akiba et al., LHCb VELO Timepix3 Telescope, JINST 14 (2019) P05026.

[7] K. Heĳhoff et al., Timing measurements with a 3D silicon sensor on Timepix3 in

a 180 GeV/c hadron beam, JINST 16 (2021) P08009.

[8] K. Heĳhoff et al., Timing performance of the Timepix4 front-end, JINST 17

(2022) P07006 [2203.15912].

https://doi.org/10.5170/CERN-2004-003-V-1
https://doi.org/10.23731/CYRM-2020-0010
https://doi.org/10.1088/1748-0221/9/05/c05013
https://doi.org/10.1088/1748-0221/17/01/C01044
https://doi.org/10.1088/1748-0221/17/01/C01044
https://doi.org/10.1088/1748-0221/15/09/p09035
https://doi.org/10.1088/1748-0221/14/05/P05026
https://doi.org/10.1088/1748-0221/16/08/P08009
https://doi.org/10.1088/1748-0221/17/07/p07006
https://doi.org/10.1088/1748-0221/17/07/p07006
https://arxiv.org/abs/2203.15912




Publicat ions

Chapter 6

K. Heĳhoff, K. Akiba, M. van Beuzekom, P. Bosch, J. Buytaert, M. Campbell, A.P. Col-

ĳn, P. Collins, E. Dall’Occo, T. Evans, R. Geertsema, M.L.E. Heidotting, D. Hynds,

X. Llopart Cudié, H. Schindler, and H. Snoek, Timing performance of the LHCb

VELO Timepix3 Telescope, Journal of Instrumentation, Volume 15 (2020), P09035

K. Heĳhoff: writing - original draft, conceptualization, methodology, formal analysis, data tak-

ing; K. Akiba: supervision, conceptualization, writing - review and editing; M. van Beuzekom:

supervision, conceptualization, writing - review and editing; P. Bosch: data taking; J. Buytaert:

resources; M. Campbell: resources, writing - review and editing; A.P. Colĳn: supervision,

writing - review and editing; P. Collins: resources, writing - review and editing; E. Dall’Occo:

software, writing - review and editing; T. Evans: software, writing - review and editing;

R. Geertsema: data taking, writing - review and editing; M.L.E. Heidotting: data taking;

D. Hynds: supervision; X. Llopart Cudié: resources, writing - review and editing; H. Schindler:

software, writing - review and editing; H. Snoek: supervision, writing - review and editing.

Chapter 7

K. Heĳhoff, K. Akiba, R. Bates, M. van Beuzekom, P. Bosch, A.P. Colĳn, R. Geertsema,

V. Gromov, M.L.E. Heidotting, L.S. Hendrikx, D. Hynds, and H. Snoek, Timing mea-

surements with a 3D silicon sensor on Timepix3 in a 180 GeV/c hadron beam, Journal

of Instrumentation, Volume 16 (2021), P08009

K. Heĳhoff: writing - original draft, conceptualization, methodology, formal analysis, data

taking; K. Akiba: supervision, conceptualization, writing - review and editing; R. Bates:

resources; M. van Beuzekom: supervision, conceptualization, writing - review and editing;

P. Bosch: data taking; A.P. Colĳn: supervision, writing - review and editing; R. Geertsema: data

xv

https://doi.org/10.1088/1748-0221/15/09/P09035
https://doi.org/10.1088/1748-0221/16/08/P08009
https://doi.org/10.1088/1748-0221/16/08/P08009


xvi PUBLICATIONS

taking, writing - review and editing; V. Gromov: resources, discussions; M.L.E. Heidotting:

data taking; L.S. Hendrikx: lab measurements; D. Hynds: supervision; H. Snoek: supervision,

writing - review and editing.

Chapter 8

K. Heĳhoff, K. Akiba, R. Ballabriga, M. van Beuzekom, M. Campbell, A.P. Colĳn,

M. Fransen, R. Geertsema, V. Gromov, and X. Llopart Cudié, Timing performance of

the Timepix4 front-end, Journal of Instrumentation, Volume 17 (2022), P07006

K. Heĳhoff: writing - original draft, conceptualization, methodology, formal analysis, data

taking; K. Akiba: discussions, writing - review and editing; R. Ballabriga: resources, writing -

review and editing, validation; M. van Beuzekom: supervision, writing - review and editing;

M. Campbell: resources, writing - review and editing; A.P. Colĳn: supervision, writing -

review and editing; M. Fransen: discussions, writing - review and editing; R. Geertsema:

discussions, writing - review and editing; V. Gromov: discussions, resources; X. Llopart Cudié:

resources, writing - review and editing, validation.

https://doi.org/10.1088/1748-0221/17/07/P07006


Part I

Motivat ion
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Chapter 1

A br ief history of par t ic les

“Desire derives from the Latin desiderare, ‘to long for,’ and from de

sidere, ‘of the stars.’ Our disorders of desire arise from our losing contact

with our guiding stars. If one is a mariner on the wine-dark sea and has

lost contact with that star, one is perilously adrift and at the mercy of

whatever sea changes or currents of the hour may impose themselves.”

—James Hollis, Hauntings

T
his chapter provides an accessible introduction to the broader context of this

thesis. Sections 1.1 and 1.2 aim to give a brief history of the scientific field

of particle physics. The discussion of modern particle physics in section 1.3 is

mainly focussed on research performed with the use of particle accelerators. The main

references for sections 1.1, 1.2, and the first part of section 1.3 (until the introduction of

CERN) are three wonderful works: Philosopher and mathematician Bertrand Russel’s

History of Western Philosophy, philosopher and chemist Dries van Melsen’s From

Atomos to Atom: The History of the Concept Atom, and physicist and science historian

Abraham Pais’ Inward bound: Of Matter and Forces in the Physical World [1–3].

1.1 The pre-socratics

Long before particle physics, the physical world had already been the subject of much

debate, with fundamental questions concerning, among other things, the nature of its

constituent substance. Science is sometimes regarded to have started with Thales of

Miletus (circa 6th century B.C.) for his inquiry into this subject, and for his doing

so without the use of mythology—the contemporary method of explaining natural

phenomena at the time. Thales thought that everything is made of water. Russel,

writing in the early 1940s, notes: “The statement that everything is made of water is to

3



4 1 A BRIEF HISTORY OF PARTICLES

be regarded as a scientific hypothesis, and by no means a foolish one. Twenty years

ago, the received view was that everything is made of hydrogen, which is two thirds of

water.” Russel is referring to Prout’s hypothesis which states that hydrogen, the lightest

element, is the primary matter of the universe, making up all other elements. Already

proposed in 1815, this hypothesis never seemed quite right, but it was still being cited

a century later. Prout called his primary matter protyle—meaning first matter.

Anaximenes of Miletus, a successor of Thales who flourished about 545 b.c.,

preferred air as the fundamental substance. He said that the soul is made of air, fire

is rarified air, water is condensed air, and when condensed further still, it becomes

earth and finally stone. Halzen and Martin [4] prefer Anaximenes’ model to that

of Mendeleev’s today commonly known periodic table of elements: “[It] is clearly

conceptually superior because of its simplicity and economy in number of building

blocks. It has one fatal problem: it is wrong!”

Heraclitus, who flourished about 500 b.c., believed strife to be the fundamental

principle behind all things. He believed in war: “We must know that war is common

to all and strife is justice, and that all things come into being and pass away through

strife.” It is no wonder that he preferred fire as the primordial element. Not only does

everything come forth from an eternal strife that has the character of fire; everything is

fire. He is best known for his doctrine that everything is in a state of constant flux: “You

cannot step twice into the same river; for fresh waters are ever flowing in upon you.”

Thales, Anaximenes, and Heraclitus were concerned with finding a single fun-

damental principle or substance to explain the natural world. The origin of multiple

primary elements, as opposed to a single primary element, lies with Empedocles. He

flourished about 440 b.c. and is said to have died while attempting to prove that he was

a god by leaping into the crater of Etna. Empedocles, abandoning the idea of absolute

unity of being for the first time, believed that everything is composed of four primary

elements: earth, air, fire, and water. He also postulated the fundamental forces that

governed them: The elements are united by Love and separated by Strife.

Leucippus, who flourished about 440 b.c., and Democritus, who flourished about

420 b.c., were the founders of atomism. They held that everything is made up of

indivisible particles called atoms. They also conceived of the void—space for atoms

to move into and thereby allow for motion. They thought that there were infinitely

many kinds of atoms, differing only in shape and size. Their view came remarkably

close to that of recent science.

Unfortunately, it was not the atomist view, but rather the view of Empedocles that

dominated subsequent natural philosophy, sometimes with the addition of a special

fifth element called quintessence, aether, or ether.
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1.2 The birth of particle physics

The 17th century saw a revival of the atomist view of Leucippus and Democritus.

In 1808, this revival culminated in the birth of modern atomic theory with Dalton’s

publication of A New System of Chemical Philosophy, marking the start of a new

era of progress in the understanding of matter at an ever-accelerating pace. In 1869

Mendeleev formulated the first periodic table of elements; in 1895 Röntgen discovered

X-rays; in 1896 Becquerel and the Curies discovered radioactivity; and in 1897

Thompson discovered the electron in cathode rays—according to Pais: “the first

particle in the modern sense of the word.” Pais recounts a toast offered at the annual

dinner of the Cavendish Laboratory following its discovery: “The electron: may it

never be of use to anybody.”

In 1905, Einstein spoke of light as quantums of energy in his paper on the

photoelectric effect, following the work of Planck, who first used the quantum

hypothesis in 1900. In 1905, Einstein also published his papers on special relativity.

By this time, it had become clear as well that radioactive rays consist of three types:

α-rays, β-rays, and γ-rays. Rutherford reflects back on the years 1895–1905 by saying:

The last decade has been a very fruitful period in physical science, and discoveries

of the most striking interest and importance have followed one another in rapid

succession. . . . The march of discovery has been so rapid that it has been difficult

even for those directly engaged in the investigations to grasp at once the full

significance of the facts that have been brought to light. . . . The rapidity of this

advance has seldom, if ever, been equalled in the history of science.

The discoveries did not stop there. In 1909, Rutherford observed strong back

scattering of α-particles from a thin foil of gold, indicating that atoms, contrary to

being imagined as a plenum, were in fact mostly empty space with a small massive

nucleus. Thereafter, the nucleus of the hydrogen atom became known as the H-particle

until Rutherford gave it a new name: proton, after Prout’s protyle.1 It took until after

the First World War for the neutron to be discovered, but when Chadwick eventually

did so in 1932, all building blocks came into place, and matter in the everyday world

could finally be accounted for. The existence of particles beyond those of ordinary

matter was also clear by this time: The photon had become recognised and accepted

as a quantum of the electromagnetic field, thereby becoming a particle of its own. In

1930, Pauli had postulated the neutrino, a new particle to solve the problem of energy

conservation in β-decay.

1In fact, he proposed two names, the other being prouton [5].
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A few months after the discovery of the neutron, Anderson discovered the positron,

the first antiparticle, which was predicted by Dirac the year before. Anderson made his

discovery using so-called cosmic rays: High-energy particles (mostly protons) from

outer space constantly collide with the Earth’s upper atmosphere. In such a collision,

the particle energy is converted into a shower of secondary particles that eventually

reach the Earth’s surface. In 1934 Yukawa postulated yet another new particle, the

meson, as the quantum of a new force to hold protons and neutrons together in nuclei.

The meson, meaning middle-weight, was expected to have a mass between that of

the proton and the electron. In 1936, Neddermeyer and Anderson discovered another

particle in cosmic rays. It was thought to be Yukawa’s meson, but later it would

become clear that it was, in fact, the muon—a heavier version of the electron. Muons

from cosmic rays constantly rain down upon us. At sea level, the number of muons is

about one per square centimeter per minute.

In addition to the many discoveries of new particles, this period also saw the

abandonment of aether, and a fundamental change in the perceived nature of particles.

With the discovery of radioactivity it had already become clear that atoms were not

indestructible, and now it was realised that elementary particles were not eternal either.

For instance, when a neutron decays to a proton, the electron and antineutrino that are

emitted did not reside in the neutron before; they are newly created. Russel describes

it as follows:

Nothing daunted, the physicists invented new and smaller units called electrons

and protons, out of which atoms were composed; and these units were supposed,

for a few years, to have the indestructibility formerly attributed to atoms.

Unfortunately it seemed that protons and electrons could meet and explode,

forming, not new matter, but a wave of energy spreading through the universe

with the velocity of light. Energy had to replace matter as what is permanent.

But energy, unlike matter, is not a refinement of the common-sense notion of a

"thing"; it is merely a characteristic of physical processes. It might be fancifully

identified with the Heraclitean Fire, but it is the burning, not what burns. "What

burns" has disappeared from modern physics.

While Russel puts it aptly, protons and electrons cannot annihilate one another.

The example that he gives traces back to an earlier work of his from 1927 [6] in which

he cites Eddington’s theory that proton-electron annihilation is the process that makes

stars shine, a prevalent view in his time. Eddington is perhaps best known as the

catalyst of someone else’s fame. By providing experimental evidence of deflection

of light by the Sun, he confirmed the first new phenomena predicted by the theory of

general relativity, turning Einstein into a worldwide celebrity, and forever lodging his
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name into the collective consciousness. Interestingly, Eddington already correctly

speculated in 1920 that nuclear fusion of hydrogen into helium is the source of stellar

energy, but at the time, this seemed to require an extremely improbable collision of

four hydrogen nuclei and two electrons [7]. The missing intermediate elements making

the synthesis of helium in stars possible—the heavy isotopes of hydrogen, deuterium

and tritium—were discovered by Urey and Rutherford in the early 1930s. However, by

then Eddington had lost interest in the problem of stellar energy, and he was mainly

preoccupied with finding a unified theory of quantum mechanics and cosmology [7].

Although there were other important figures during this time—many of whom

haven’t been mentioned here—Rutherford was one of the key figures in the birth of

particle physics. In Pais’ history, the end of this period is marked by the unexpected

death of Rutherford in 1937, the discovery of nuclear fission in 1938, and the events

that followed.

1.3 Modern particle physics

Heraclitus also said that “the sun is new every day.” He is right in the sense that, every

day, new hydrogen is being fused into helium. After the Second World War, particle

physics would flourish as research took on larger scales and saw levels of collaboration

not seen before.

In 1947, Yukawa’s meson was found by studying cosmic rays on mountain tops,

and it was called the pion. By the time that secondary particles from cosmic rays reach

the surface, they are mostly muons and neutrinos, but at higher altitudes there is a

higher flux of pions. The kaon was also discovered that year, and soon more so-called

strange particles followed. During the 1950s the existence of Pauli’s neutrino was also

unambiguously confirmed using nuclear reactors [8].

Laboratories in the United States that were initially established for the war effort

gradually shifted their focus to pure scientific research. European countries decided to

cooperate in a new center for nuclear research in an effort to keep up with developments

elsewhere, and also as an expression of European unity: In 1953 twelve European

countries established the European Organization for Nuclear Research—Conseil

Européen pour la Recherche Nucléaire, or CERN (figure 1.1). Other research centers

were also established elsewhere.

Today these centers provide the large amount of infrastructure required for

performing particle physics research with particle accelerators. These are machines

that accelerate particles—typically (anti)protons, electrons, positrons, but also ions—to

high energies and then collide them to produce more exotic and typically more heavy
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Figure 1.1 Aerial photograph [9] showing the layout of three accelerators at CERN.

The Large Hadron Collider is shown in yellow, the Super Proton Synchrotron in

blue, and the Proton Synchrotron in red. The accelerators are located in underground

tunnels. The main CERN site is located near the location of the ATLAS detector at

the top right. Lake Geneva and Mont Blanc are visible in the background.

particles. These newly produced particles are then studied through their decay products.

Large detectors (figure 1.2) built around the collision point track the trajectories of

decays products, identify them, and measure their energies. From this information the

physical processes that took place in the production and decay of exotic particles can

be reconstructed. The trove of data produced by these detectors is studied at research

institutes and universities around the world.

With the use of increasingly large particle accelerators, the number of known

elementary particles had rapidly increased before it was realised in the 1960s that most

of them were not elementary at all, but rather composed of a smaller set of elementary

particles known as quarks. For instance, the proton contains three so-called valence

quarks: two up quarks and one down quark. The kaons and other strange particles

that were discoverd in cosmic rays were now understood to contain a different type of

quark that became known as the strange quark.

Due to their nature, quarks cannot exist as free particles by themselves, and there

is only indirect evidence of their presence in composite particles. Interestingly, one

method of showing their presence is analogue of Rutherford’s scattering experiments
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Figure 1.2 Computer generated picture of the ATLAS detector showing its super-

conducting magnet systems and various subdetectors [10]. Two proton beams enter

the detector from both sides, colliding at the centre near the pixel detector. Several

humans are shown for scale

that showed the existence of substructure in atoms and the presence of a massive nucleus:

In proton-proton collisions, individual quarks can scatter off one another, resulting in

more large-angle scatterings than would be expected without substructure [4]. It took

until what has become known as the November revolution in the mid-1970s, following

the discovery of the J/ψ-particle,2 for the quark model to become accepted [8]. This

particle consisted of two quarks of yet another kind: a charm quark and its antiparticle.

Figure 1.3 shows the elementary particles that are known today. The quarks and

leptons are classified as fermions for their half-integer spin (an intrinsic quantum

mechanical property of particles) and they fall into three generations. The second

and third generations are unstable, and they decay to the first generation. There are

also particles with spin 1, which are called the gauge bosons, and they mediate the

fundamental forces in the standard model. Bosons with spin 0 are known as scalar

bosons of which currently one is known. The collection of theories that describe their

interactions is known as the Standard Model.

Figure 1.3 does not show all the elementary particles: Each quark comes in three

kinds with a different so-called colour charge, and each one has its own corresponding

2It was discovered around the same time by two different groups giving it different names: J and ψ.
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Figure 1.3 Elementary particles in the Standard Model.

antiparticle. There are eight gluons with different colour charge, and there are two

different W bosons: W+ and W−. The leptons also have their own corresponding

antiparticles. In total, there are 61 elementary particles known today, but it is suspected

that there are more. One reason for this is that quarks and leptons account for only

15 % of all matter in the universe. The other 85 % is currently known as dark matter.

The interactions between fermions occur through an exchange of gauge bosons.

For instance, the strongest force in the standard model, simply referred to as the

strong force, is mediated by gluons. These couple to quarks because of their colour

charge. For example, when two quarks exchange a gluon, they both change their

colour. Although this force is strong, it also has a short range of about 10−15 m [4],

and we do not experience it in the everyday world. The strong force binds protons and

neutrons together in nuclei, and quarks together in particles called hadrons. Hadrons

that are composed of three quarks, such as protons, neutrons, and others like the Λ

and the Σ, belong to a class of particles known as baryons, meaning heavy-weights.

On the other hand, particles composed of two quarks, such as pions, kaons and the

J/ψ, are called mesons, meaning middle-weights as was already noted above. These

names are merely historical, and there exist mesons that are heavier than baryons.

Other more exotic forms of hadronic matter, consisting of four or more quarks, have

also been studied in the last decades and are an active area of research.
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The electromagnetic force, is mediated by photons. It has an infinite range (it

scales with the inverse distance squared, A−2, like gravity) and it is responsible for

binding nuclei and electrons into atoms, atoms into molecules, and molecules into

matter. It is also the force that prevents us from walking through walls. In fact, most

physical phenomena in the everyday world are electromagnetic in nature, with the

obvious exceptions of gravity and radioactive β-decay.

The so-called weak force of the standard model is mediated by the three remaining

gauge bosons: W+, W−, and Z, which couple to all quarks and leptons. Unlike the

other gauge bosons, they have a large mass, resulting in a weak force with a range that

is shorter than that of the strong force. The W± bosons are responsible for β-decay

due to their novel feature that they change the flavour of fermions. For instance,

consider again the decay of a neutron to a proton in which one of the down quarks

inside the neutron emits a W− boson. By doing so, the down quark changes into

an up quark, turning the neutron into a proton. The W− boson then decays to an

electron-antineutrino pair. Weak interactions can also change up quarks into down

quarks, strange quarks into charm quarks, electrons into electron neutrinos, and so

forth. The weak force is the subject of a field that is sometimes called flavour physics.

It studies a phenomenon known as CP violation, which could play a role in the unequal

amounts of matter and antimatter in the universe.

The Standard Model also contains the Glashow-Weinberg-Salam theory which

explains how the W± and Z bosons acquire a nonzero mass. This theory has four

massless mediator particles of which three acquire mass trough the Higgs mechanism

becoming the W± and Z bosons, and one remains massless to become the photon.

This theory also yields one or more additional scalar bosons known as Higgs bosons.

A Higgs boson was first observed in 2012 by the ATLAS and CMS experiments at the

Large Hadron Collider at CERN, and studies of its properties are ongoing [11, 12].

1.4 Return to monism

The Glashow-Weinberg-Salam theory explains the electromagnetic and weak forces as

two different presentations of a single unified electroweak force. It is one of many

examples in which seemingly different physical phenomena are better understood as

manifestations of a single thing. For instance, Newton realised that the phenomena of

celestial motion and that of falling bodies are both described by the universal force of

gravity. The single field of electromagnetism manifests itself as electric and magnetic

fields, which were once thought to be separate and fundamental in their own right.

And, as has become clear, quarks and leptons reveal themselves through a multitude of
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chemical elements, each having their own unique qualities, and together forming the

rich variety of matter that shapes our world.

In 1949 Einstein wrote: “Our problem is that of finding the field equations of the

total field” [13]. Einstein tried to unify the forces of gravity and electromagnetism

into a single field theory, and he demanded that quantum mechanics as well as each

and every particle would emerge from his total field. During the last decade of his life,

Einstein concentrated exclusively on his unified theory, but he did not succeed. More

recently, following the success of the Glashow-Weinberg-Salam theory, physicists

hoped to unify the electroweak and strong forces of the Standard Model in a so-called

Grand Unified Theory. Natural extensions to the Standard Model that do so typically

predict that the proton is unstable and can decay to other particles. Such a decay,

however, has never been observed, and for now, it remains unclear what comes next.

Thales thought that everything is ultimately water, Anaximenes thought that

everything is air, and Heraclitus thought that everything is fire. As already alluded to

by Halzen and Martin in their tongue-in-cheek admiration for Anaximenes, modern

physicists are, like Thales, Anaximenes, and Heraclitus before them, in desire of a

single fundamental principle or substance to which all phenomena can be reduced.



REFERENCES 13

References

[1] B. Russell, History of Western Philosophy, Routledge Classics. Taylor &

Francis, 2004, First published 1946.

[2] A. G. van Melsen, From Atomos to Atom: The History of the Concept Atom,

Dover phoenix editions. Dover Publications, 2004, First published 1952.

[3] A. Pais, Inward Bound: Of Matter and Forces in the Physical World, Oxford

paperbacks. Clarendon Press, 1988, First published 1986.

[4] F. Halzen and A. D. Martin, Quarks & Leptones: An Introductory Course in

Modern Particle Physics. John Wiley & Sons, 1984.

[5] A. Romer, Proton or prouton?: Rutherford and the depths of the atom, American

Journal of Physics 65 (1997) 707.

[6] B. Russell, An Outline of Philosophy. Routledge, 1995, First published 1927.

[7] H. Kragh, Reluctant Pioneer of Nuclear Astrophysics: Eddington and the

Problem of Stellar Energy, 2111.02096.

[8] D. Griffiths, Introduction to Elementary Particles. John Wiley & Sons, 2008.

[9] S. Charley, “The LHC does a dry run.” Symmetry Magazine, Mar., 2015.

https://www.symmetrymagazine.org/article/march-2015/the-lhc-does-a-dry-

run.

[10] J. Pequenao, “Computer generated image of the whole ATLAS detector.” Mar.,

2008, https://cds.cern.ch/record/1095924.

[11] ATLAS collaboration, Observation of a new particle in the search for the

Standard Model Higgs boson with the ATLAS detector at the LHC, Phys. Lett. B

716 (2012) 1.

[12] CMS collaboration, Observation of a new boson at a mass of 125 GeV with the

CMS experiment at the LHC, Physics Letters B 716 (2012) 30.

[13] A. Pais, Subtle is the Lord: The Science and the Life of Albert Einstein. Oxford

University Press, 2005, First published 1982.

https://doi.org/10.1119/1.18640
https://doi.org/10.1119/1.18640
https://arxiv.org/abs/2111.02096
https://www.symmetrymagazine.org/article/march-2015/the-lhc-does-a-dry-run
https://www.symmetrymagazine.org/article/march-2015/the-lhc-does-a-dry-run
https://cds.cern.ch/record/1095924
https://doi.org/10.1016/j.physletb.2012.08.020
https://doi.org/10.1016/j.physletb.2012.08.020
https://doi.org/10.1016/j.physletb.2012.08.021




Chapter 2

The need for fast t iming

2.1 Open quest ions in particle physics

T
he Standard Model of elementary particles has been very successful, and

although there have been hints of new physics, so far it has withstood all

experimental scrutiny. However, particle physicists do not believe that the

theories that constitute the Standard Model are the complete picture. For instance, it

offers no natural explanation for the values of its many free parameters including the

particle masses; these values are entirely empirical. On the other hand, the observed

Higgs boson mass seems unnaturally small in context of the Standard Model as it

depends on the precise cancellation of some (unknown) parameter, the ‘bare’ Higgs

mass, and quantum corrections adding up to values of 1016–1019 GeV/c2, depending

on some energy cut-off scale. To end up with a Higgs mass of merely 125 GeV/c2

would be a remarkable coincidence, and many deem it unnatural.

Another shortcoming, less concerned with aesthetics or anthropic principles, is

the fact that the Standard Model contains no obvious mechanism that could explain the

matter-antimatter asymmetry of the universe. The mechanism of CP violation that

occurs in weak interactions between quarks cannot account for the dominance of

ordinary matter by itself. Another related problem is that of CP violation in strong

interactions. Although not theoretically forbidden, it has never been observed.

Furthermore, as already mentioned above, the Standard Model can only account

for 15 % of the matter in the universe. Dark matter makes up the other 85 %, and none

of the currently known particles can explain it. Often mentioned together with dark

matter is dark energy, which is required to explain the accelerating expansion of the

universe. The observed rate of acceleration requires an energy density that is many

orders of magnitude smaller than the vacuum energy density according to Standard

Model calculations.

15



16 2 THE NEED FOR FAST TIMING

There are other problems too. Neutrinos are known to possess mass from the

observed phenomenon of neutrino oscillation—neutrinos changing their flavour as

they propagate through space. It is unclear, however, how neutrinos with small but

non-zero masses can be incorporated into the Standard Model. Lastly, there is also the

question of gravity; although it is too weak to be relevant at current collision energies,

it is not included in the Standard Model because there is no quantum theory that can

describe it. All in all, physics is far from complete.

2.2 Research at the High Luminosity LHC

The Large Hadron Collider (LHC) at the CERN accelerator complex (figure 2.1) is a

circular particle accelerator with a circumference of 27 km [1]. The LHC currently

sits at the forefront of high-energy physics where it plays a leading role in subverting

the Standard Model with the scientific purpose of gaining a better understanding of

nature. Currently no other man-made particle accelerator exists that can match the

LHC’s collision energy. It accelerates bunches of protons (or sometimes ions) in

opposite directions, and it makes them collide at interaction points where experiments

study the collision products with particle detectors. The LHC first started operations

in 2010, colliding protons with a centre of mass energy of 8 TeV at about 80 % of

its design luminosity [2].

Luminosity is an important measure of a particle accelerator’s performance. It

quantifies the accelerator’s ability to produce collision events of given process:

3#

3C
= fL . (2.1)

Here, 3#/3C is the event rate, L is the luminosity, and f is the cross section of the

given process, which quantifies the probability for that process to occur for the centre of

mass energy and the types of collisions at the accelerator. Another important concept

is the integrated luminosity which is proportional to the amount of data collected:

Lint =

∫
3C L . (2.2)

To prevent confusion, the luminosity L is also more specifically referred to as the

instantaneous luminosity.

During the first long shutdown of the LHC from 2013 to 2014, the magnet

interconnections were consolidated so that the accelerator could reach its design

collision energy of 14 TeV. In the subsequent period of operation, typically referred
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Figure 2.1 Layout of the CERN accelerator complex [3].

to as Run 2, the luminosity was progressively increased, and in 2018 the accelerator

delivered twice the nominal luminosity of 1034 cm−2 s−1 at the interaction points of

the ATLAS [4] and CMS [5] experiments. During both Run 1 and 2, the LHCb

experiment [6] was limited to a luminosity of about 4 × 1032 cm−2 s−1 [7]. Run 3

started following another long shutdown that took place from 2018 to 2022 and allowed

for maintenance, repairs, and upgrades to the accelerators and detectors. For Run 3,

the luminosity for LHCb was increased to 2 × 1033 cm−2 s−1 [7].

To increase the potential fo new discoveries, a third long shutdown is currently

planned from December 2025 until January 2029 to upgrade the LHC to the High

Luminosity Large Hadron Collider (HL-LHC) [8]. For ATLAS and CMS, the goal

is to increase the integrated luminosity by a factor of ten during Run 4 and the

remaining runs, taking about a dozen years. This will be achieved by an increase

of the instantaneous luminosity by a factor of 5–7.5 beyond the nominal luminosity

in combination with a more efficient way of operating the accelerator, and a better

machine availability for physics: “The High Luminosity LHC must also be a high

availability LHC” [9]. The luminosity for the LHCb experiment will remain the same

in Run 4, and it will be increased to 2 × 1034 cm−2 s−1 in Run 5 after the fourth long

shutdown that is currently scheduled for December 2032–January 2034 [7].
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Figure 2.2 Luminosity profile with optimised run time, without and with levelling,

and average luminosity indicated in both cases [8].

Reaching the integrated luminosity goal within a limited time span requires an

increase in the instantaneous luminosity. The luminosity burn-off due to protons being

consumed in the collisions would require a high initial peak luminosity to achieve the

required average luminosity (Figure 2.2). In order to limit the energy deposition by

collision products in the magnets at the interaction region, the instantaneous luminosity

will be kept at a constant level for the majority of the time during which collisions take

place. Luminosity leveling also limits the amount of pile-up—concurrent collisions

per bunch crossing taking place in the detectors. However, pile-up at the HL-LHC will

still increase to 130–200 for ATLAS and CMS [8], and to about 40 for LHCb [10].

2.3 The need for high-precis ion time measurements

The increased pile-up will lead to a higher density of proton-proton interactions along

the beam line. It will be harder for tracking detectors to differentiate between primary

vertices as the spatial resolution of reconstructed tracks becomes comparable to the

spatial density of primary vertices along the beam line. The spatial resolution that

can be obtained is limited by the minimum pixel size, which is mostly determined

by the area required for the front-end electronics. Tracking based on only spatial

measurements of collision products will therefore become insufficient, and new

methods are required. The collision events are separated in time, and the incorporation

of time measurements in the track reconstruction can therefore increase the resolving

power for primary vertices—a method typically referred to as 4D tracking [11, 12].

Measuring time with silicon pixel detectors has therefore become of great interest.
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For Run 4 and beyond, the ATLAS and CMS detectors will be instrumented with

dedicated layers of timing detectors [13–16]. Although they will not contain pixel

detectors, it constitutes a first step towards 4D tracking. For the LHCb experiment it

is not yet clear what strategy will be pursued. However, it was found that in order to

maintain the performance of the current vertex locator, a true 4D tracking solution

is preferred. In order to maintain the current performance, the measurements of

individual hits require a spatial resolution of 12 µm and a time resolution of 50 ps [10].

High-precision time measurements will also be important for future hadron

colliders such as the Future Circular Collider for hadrons (FCC-hh) [17]. The FCC-hh

is to have a circumference of 98 km (3.7 times the LHC) and it is mainly defined by

the goal of reaching a collision energy of 100 TeV. One of the major challenges arises

from the large increase in pile-up events to values of the order 103. High-precision

time measurements would be vital for trackers at the FCC-hh [18].
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Chapter 3

Essent ia l concepts

of semiconductor physics

T
his section introduces the most important principles of silicon sensors. First, a

quick introduction of semiconductors is given, and their basic properties will be

explained in terms of the electronic band structure. Then the process of altering

their electrical properties through careful control of impurities will be explained.

Lastly, the most important building block of silicon sensors—the p-n junction—will

be introduced.

3.1 Semiconductors

The electrical resistivity of solid-state materials is typically used to classify them

into three distinct categories: insulators, conductors, and semiconductors. Insulators

have an electrical resistivity in the order of 106 to 1016Ωm [1]. Common examples

include glass (∼1012Ωm) and fused quartz (∼1016Ωm) [2]. The electrical resistivity

of conductors, on the other hand, ranges from 10−8 to 10−6Ωm [1], and common

examples are silver (1.59 × 10−8Ωm at 20 °C) and aluminium (2.65 × 10−8Ωm at

20 °C) [2]. Semiconductor materials have an electrical resistivity that lies somewhere

in between, and generally depends strongly on ambient conditions and atom impurities

inside the crystal lattice. It is this sensitivity that makes semiconductors so suitable for

particle detection and electronic applications more generally.

The electrical properties of a solid can be explained by its electronic band

structure (figure 3.1). In an insulator the two highest bands of available energy levels

are separated by typically more than a few eV. This large bandgap reflects the fact that

an insulator has strong bonds that are hard to break, resulting in an empty conduction

band and a completely filled valence band. The electrons are therefore not free to

25



26 3 ESSENTIAL CONCEPTS OF SEMICONDUCTOR PHYSICS

Figure 3.1 Energy band diagrams for (a) an insulator, (b) a conductor with a partially

filled band, (c) a conductor with overlapping bands, and (d) a semiconductor in which

the thermal energy at room temperature excites a small fraction of valence electrons

into the conduction band.

change their energy level and move around under the influence of thermal energy or

an electric field. In a conductive material, on the other hand, electrons form metallic

bonds and are free to move to higher energy levels either because the highest band

is not completely filled or because it overlaps with another band of available energy

levels. In that sense, a semiconductor is more similar to an insulator than a conductor:

the valence band would be completely filled (at absolute zero temperature), and the

conduction band is separated by a band gap. In a semiconductor, however, the band

gap is small (typically in the order of 1 eV) and a tiny fraction of electrons is excited

into the conduction band by thermal energy.1 These electrons are free to change

their energy level and move around, giving a semiconductor its conductive quality.

In addition, the resulting incomplete bonds can also behave as charge carriers by

migrating through the crystal lattice. These vacancies have a net positive charge and

are referred to as holes.

3.2 Intrinsic and extrinsic charge carriers

An intrinsic semiconductor contains relatively little impurities compared to the number

of thermally generated electrons and holes. An extrinsic semiconductor, on the

other hand, does contain a significant amount of impurities. These are often added

intentionally to alter the semiconductor’s electric properties—a process referred to

as doping. Figure 3.2 shows the energy band diagrams for intrinsic and doped

semiconductors. For example, arsenic can be introduced into a silicon crystal to

1The distinction between a semiconductor and an insulator is somewhat arbitrary, but most practical

semiconductors have a bandgap of less than 3.5 eV [3].
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Figure 3.2 Energy band diagrams for intrinsic and extrinsic semiconductors. Various

energy levels are indicated.

increase the concentration of free charge carriers: Arsenic contains five valence

electrons out of which four are used to form bonds with the neighbouring silicon atoms.

The remaining electron is loosely bound and easily excited into the conduction band,

leaving behind a static and positively charged arsenic ion. Doping a semiconductor

to increase the number of negative charge carriers is called n-type doping, and the

dopant is referred to as a donor. Doping a semiconductor to increase the number of

positive charge carriers is called p-type doping, and the dopant is referred to as an

acceptor. Consider the doping of silicon with boron for example: Boron has three

valence electrons to form bonds with its four neighbours, leaving one covalent bond

an electron short. This introduces an energy level slightly above the valence band to

which an electron from another silicon atom is easily excited, completing the bond,

and resulting in a static and negatively charged boron ion. Meanwhile, the other

incomplete bond that has been created is now free to move around as a positive charge

carrier in the valence band.

The density of free charge carriers in a semiconductor at thermal equilibrium is

typically found as follows. The probability that an electronic state at energy � is

occupied by an electron is given by the Fermi-Dirac function

� (�) = 1

1 + exp
(
�−�f

:)

) , (3.1)

where �f is the Fermi level, : the Boltzmann constant, and ) the absolute temperature.

The density of electrons in the conduction band can then be computed as

= =

∫ ∞

�c

3� 6(�) � (�) , (3.2)

where �c is the lower boundary of the conduction band, and 6(�) is the density
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of electronic states in the conduction band at energy � . This density of states is

proportional to
√
� − �c (approximately), and the integral from equation 3.2 can be

approximated as

= = #c exp

(
−�c − �f

:)

)
, (3.3)

where #c is the effective density of states in the conduction band. For silicon at room

temperature its numerical value is 2.86 × 1019 cm−3. Following a similar procedure,

the density of holes can be found:

? = #v exp

(
−�f − �v

:)

)
, (3.4)

where#v is the effective density of states in the valence band, which is 2.66 × 1019 cm−3

in silicon at room temperature.

Two useful properties of an intrinsic semiconductor are the intrinsic carrier

density =i and the intrinsic Fermi level �i. In an intrinsic semiconductor, each electron

in the conduction band must have a corresponding hole in the valence band. Therefore,

the (free) electron density and hole density must be equal: =i = = = ?, and so the

intrinsic carrier density can be expressed in terms of the band gap �g = �c − �v by

multiplying equations 3.3 and 3.4:

=2
i = #c#v exp

(
−
�g

:)

)
. (3.5)

For silicon at room temperature �g = 1.12 eV and =i = 9.65 × 109 cm−3 [4]. A useful

expression for the intrinsic Fermi level follows from equating equations 3.3 and 3.4,

and substituting �f = �i to give the Fermi level of an intrinsic semiconductor its own

symbol:

�i =
�c + �v

2
+ :)

2
log

(
#v

#c

)
. (3.6)

At room temperature the second term is negligible and the intrinsic Fermi level is very

close to the centre of the band gap.

As was explained above, doping a semiconductor has the effect of changing its

carrier concentration. This can be explained in terms of changing the Fermi level of

the semiconductor away from its intrinsic value. It is useful to express the extrinsic

carrier concentration in an n-type semiconductor in terms of its new Fermi level and

its intrinsic properties by rewriting equation 3.3 using equations 3.5 and 3.6:
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= = =i exp

(
�f − �i

:)

)
. (3.7)

The extrinsic carrier concentration in a p-type semiconductor can be expressed in a

similar way by rewriting equation 3.4:

? = =i exp

(
�i − �f

:)

)
. (3.8)

Note that these equations are valid for both intrinsic and extrinsic semiconductors.

3.3 The p-n junction

The p-n junction is a keystone in many modern high-energy physics experiments, and

it deserves a special introduction.

The p-n junction was invented in 1939 by Russel Ohl [5], and it is used for a

wide variety of electronic operations such as rectifying, and switching. According to

Sze [1] the p-n junction serves an important role in modern electronic applications. In

fact, given how accustomed we have become to electronics, it is easy to understate its

importance, so let’s try to snap out of that mode of normality for just a moment, and

assess its significance: One could easily argue that the p-n junction is the single most

important building block for making a transistor— the device that has revolutionised

computers through Moore’s law [6], allowing them to be used on a scale never seen

before and reach levels of processing power once deemed impossible. If you’re

reading this on a screen, there are practically uncountable numbers of p-n junctions

involved: The ones and zeroes that represent this document in memory are stored

using p-n junctions, but also consider the processing of those ones and zeroes as well

as the rendering of this document—all done by a vast network of p-n junctions. If

your screen is relatively modern, odds are that your eyes are looking at light created by

p-n junctions right now. And if you have downloaded this document from the internet,

the moment you clicked that link, you set into motion an incomprehensible Rube

Goldberg machine made up of p-n junctions, possibly spanning the entire globe, and

somehow culminating into this document being delivered to you, so that you can read

it using the p-n junctions in the pixels of your screen—something that we habitually

regard as completely normal. Considering the role that electronic devices play in our

modern day-to-day lives, and realising how they shape and have been ingrained into

so many aspects of our society—all made possible by the p-n junction—it is hard

not to consider it to be one of mankind’s greatest inventions. It is through numerous
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Figure 3.3 Energy band diagram of a p-n junction in thermal equilibrium.

layers of abstraction in our thinking—through concepts such as transistors, logic gates,

processors, computers, software, and the internet—that it has become easy to lose

sight of its true significance. It is everywhere; we just do not perceive it.

Shockley once famously predicted that the transistor would become the “nerve

cell” of the Information Age, to which Riordan replies: “Then the pn junction [sic] is

its DNA” [5]. Ohl’s name, however, remains largely unrecognised. This is partly due

to the secrecy surrounding the research of silicon crystals during the Second World

War, as their ability to rectify had made them a key component of a new generation of

radar systems [7]. Since then, these crystals have become indispensible to high-energy

physics as well. One purpose that the p-n junction serves in particular, among all of

the others, is as a sensor for detecting ionising particles.

A p-n junction is formed at the interface between a p-type region and an n-type

region of a semiconductor, as is shown in figure 3.3. Electrons in the n-type region

near the junction diffuse into the p-type region, leaving behind a region of positive

space charge due to the donor ions. Similarly, holes from the p-type region diffuse

into the n-type region, leaving behind a region of negative space charge. At some

point the electric field due to the space charge prevents further diffusion, and thermal

equilibrium is reached. It can be shown that in equilibrium the Fermi level is constant

throughout the material, causing a shift in the intrinsic Fermi levels of the p- and

n-type regions [1].

The built-in voltage +bi across the p-n junction is calculated as the difference

between the intrinsic Fermi levels of the p- and n-type regions: +bi = (� (?)
i

− � (=)
i

)/4,
where 4 is the elementary charge. In an extrinsic semiconductor, all donor levels can

be assumed to be ionised—a condition called complete ionisation. In the regions far

away from the p-n junction, this assumption is still valid, and the negative charge
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carrier density = in the n-type region is equal to the donor concentration #d. The

difference between the Fermi level and the intrinsic Fermi level of the n-type region

follows from equation 3.7 after substituting = = #d:

�f − � (=)
i

= :) log

(
#d

=i

)
. (3.9)

Similarly for the p-type region using equation 3.8:

�
(?)
i

− �f = :) log

(
#a

=i

)
, (3.10)

where #a is the acceptor concentration in the p-type region. The built-in potential is

found by adding equations 3.9 and 3.10:2

+bi =
:)

4
log

(
#a#d

=2
i

)
. (3.11)

3.4 Charge carrier deplet ion

The space charge region around a p-n junction is also referred to as the depletion

region because it is depleted of all free charge carriers. Its thickness 3 can be found by

solving Poisson’s equation in the depletion region. Here all the dopants are ionised,

and the charge density d is therefore set by the doping concentration: d = 4#d in the

n-type region and d = −4#a in the p-type region. Poisson’s equation reads

32+

3G2
=
4#a

n
for − 3p ≤ G < 0 , (3.12)

and
32+

3G2
= −4#d

n
for 0 ≤ G < 3n , (3.13)

where n is the permittivity of the semiconductor material, and 3p and 3n are the

thicknesses of the p- and n-type depletion regions, respectively, and the p-n junction

is located at G = 0. Silicon has a permittivity of 1.033 × 10−12 F cm−1 at room

temperature. Solving these differential equations yields #a3p = #d3n and 2n (+bi +
+b)/4 = #a3

2
p +#d3

2
n , where+b is an externally applied reverse bias voltage that works

2This built-in voltage can neither be measured on the external contacts of a diode, nor can it be

used to drive a current. It is exactly canceled by the built-in potentials across the metal-semiconductor

contacts [8].
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in addition to the built-in potential. From these results the thickness of the depletion

region 3 = 3p + 3n is found:

3 =

√
2n

4

(
#−1

a + #−1
d

)
(+bi ++b) . (3.14)

Solving equations 3.12 and 3.13 also yields the electric field in the depletion

region. The maximum electric field strength is found at the junction located at G = 0:

�max =

√
24

n

+bi ++b

#−1
a + #−1

d

, (3.15)

and the field points from the n- to the p-type region. The field decreases to zero at the

boundaries of the depletion region:

� (G) = �max +
4#aG

n
for − 3p ≤ G < 0 , (3.16)

and

� (G) = �max −
4#dG

n
for 0 ≤ G < 3n . (3.17)

Outside the depletion region the electric field is zero.

Most planar silicon sensors use p-n junctions in which the doping concentration

is much higher in one region than in the other. For such a junction, the depletion

region almost entirely lies in the more lightly doped region. This region is the bulk

silicon from which the sensor is produced. The more highly doped implant is at

the surface and is typically very shallow. Figure 3.4 shows the depletion region

thickness for such a junction as a function of the reverse bias voltage for various bulk

doping concentrations. An implant doping concentration of 1019 cm−3 is assumed

for the implant. As long as its value is significantly higher than the bulk doping

concentration, its exact value has no impact on the plot. Figure 3.5 shows the electric

field strength across the p-n junction for various reverse bias voltages with a bulk

doping concentration of 1012 cm−3.
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Figure 3.4 Thickness of the depletion region as a function of reverse bias voltage

for various bulk doping concentrations #b and a doping concentration of 1019 cm−3

for the implant.

Figure 3.5 Electric field strength across a p-n junction for various reverse bias

voltages with a bulk doping concentration of 1012 cm−3 and an implant concentration

of 1019 cm−3.
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Chapter 4

Sil icon pixel detectors

in high-energy physics

4.1 Interaction of charged particles with matter

C
harged particles can only be detected by the energy they lose through

interactions with matter. There exist many different types of interactions

on which detector concepts can be based, and some are more appropriate

than others depending on the incident particle’s mass, its energy range, as well as the

type of measurement that has to be performed (e.g. tracking, calorimetry, particle

identification).

Here only the excitation and ionisation by charged particles will be discussed as

the measurements presented in the subsequent chapters are performed exclusively

using minimum ionising particles (MIPs). A comprehensive review of other important

processes is readily available elsewhere [1, 2].

4.1.1 Energy loss in matter

Figure 4.1 shows the mass stopping power of various types of charged particles in

silicon. The mass stopping power is typically expressed in units of MeV cm2 g−1 as

it describes the energy loss per unit mass thickness of the absorber material, where

the mass thickness is the absorber density multiplied by the traversed path length

of the incident particle. The mass stopping power is a useful quantity because it is

about the same for most materials; it only decreases slightly with an increase in the

material’s atomic number / [1]. Figure 4.1 shows the energy loss due to nuclear recoil,

excitation and ionisation, as well as radiative losses, which are decomposed further

into contributions from direct pair production, bremsstrahlung, and photonuclear

interactions. Non-ionising nuclear recoil dominates the energy loss of alpha particles

35
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below VW ∼ 0.001, and at lower momenta this also becomes the dominating loss

for protons. For VW . 0.01 the energy loss due to ionisation is proportional to the

particle’s velocity. The energy loss peaks as the velocity becomes comparable to that of

the atomic electrons in the absorber material, and for VW & 0.1 this electronic motion

can be neglected altogether. Slightly below this boundary, the mass stopping power

depends on the particle mass and also on the charge sign of the incident particle [3].

Moving away from the specific case of silicon, and speaking more generally about

the energy loss of heavy (< ≫ <e) charged particles in matter: Above VW ∼ 0.1

the mass stopping power generally decreases as V−^ , with ^ ranging from 1.4 to 1.7,

until it reaches a minimum of about 1–2 MeV cm2 g−1 in the region 3 . VW . 3.5,

depending mainly on the absorber material [1, 4]. The so-called relativistic rise after

this minimum is caused by the relativistically extended transverse electric field of

the incident particle. At higher energies radiative losses become significant, and will

eventually dominate the energy loss for all types of charged particles. The crossover

point between ionisation- and radiative-dominated energy loss depends on the particle

mass, and is much higher for protons than for electrons and muons [1].

The energy loss due to atomic excitation or ionisation by moderately relativistic

heavy charged particles (with V & 0.1 and mass < ≫ <e) is adequately described by

the Bethe equation [9]. This equation knows many forms depending on the degree

of approximation and refinement that is applied. It is sometimes called the Bethe-

Bloch equation, after Bloch’s refinement [10] that is sometimes added to account for

perturbations of the atomic wave functions and thereby increase the accuracy at low

energies. Here the equation is presented in the form that can be found in [1]:

〈
−3�
3G

〉
=  I2

/

�

1

V2

(
1

2
log

2<e2
2V2W2)max

�2
− V2 − X

2

)
, (4.1)

where 〈−3�/3G〉 is the mean energy loss per unit mass thickness of the absorber, I is

the charge number of the incident particle, / is the atomic number of the absorber, �

is the atomic weight of the absorber, <e is the electron mass, and

 = 4c#aA
2
e<e2

2
= 0.307 075 MeV cm2 mol−1 , (4.2)

in which #a is the Avogadro constant, and Ae is the classical electron radius. Equa-

tion 4.1 also depends on the maximum kinetic energy that can be transferred to a free

electron at rest in a single collision by an incident particle of mass <:

)max =
2<e2

2V2W2

1 + 2W<e/< + <2
e/<2

. (4.3)
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Figure 4.1 Mass stopping power of silicon as a function of velocity for electrons [5],

muons [4], pions [6], protons [7], and alpha particles (normalised to the squared charge

number) [8]. Momentum scales for each particle type are shown below and indicate

the range covered by the corresponding data set.
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Figure 4.2 Experimentally determined mean excitation energy � of elemental sub-

stances as a function of their atomic number / . Data from [11].

Furthermore, it depends on the mean excitation energy �, which is a property of

the absorber material that is roughly proportional to its atomic number and can

be approximated by � ∼ /0.9 · 16 eV [2] (see figure 4.2). Its experimental value

for silicon is 173 ± 3 eV [11]. Lastly, the Bethe equation also contains a so-called

density correction X, which accounts for the decrease in energy loss that occurs at

highly relativistic velocities (V & 1000) due to the screening of the incident particle’s

transverse electric field (which is relativistically extended) by the polarisation of the

absorber material [12]. This effect is more important in dense materials [2]. The

correction is typically expressed in the Sternheimer parameterisation [13]:

X(G) =




X(G0) 102(G−G0) for G < G0

2G log 10 + ?0 + ?1 (G1 − G) ?2 for G0 ≤ G < G1

2G log 10 + ?0 for G1 ≤ G
(4.4)

where G = log10 VW. For silicon the Sternheimer parameters are [14]

G0 = 0.2014, G1 = 2.8715,

?0 = −4.4351, ?1 = 0.149 21, and ?2 = 3.2546.
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4.1.2 Energy loss f luctuation

The mass stopping power as described by Bethe (equation 4.1) refers to the mean

energy loss of a particle in a specific absorber material. Especially for minimum

ionising particles, however, this quantity does not reliably describe the energy loss

of individual particles as the energy loss distribution is severely skewed due to rare

hard collisions in which a large amount of energy is transferred to a single electron,

producing a so-called delta ray. The resulting energetic electron goes on to deposit

its energy, but as soon as it escapes the sensor material, it no longer contributes to

forming a detector signal. The fluctuation in energy loss play an important role in the

time resolution of silicon sensors.

To sketch the procedure of obtaining the energy loss distribution as presented

in [15, 16], consider the probability density of energy loss � for a particle traversing a

very small mass thickness XG such that the probability of two collisions within XG is

negligible:

� (XG, �) = (1 − ?1) X(�) + #a
/

�
XG
3f

3�
+ O(?2

1) , (4.5)

where X is Dirac’s delta function, ?1 is the probability of a single collision within XG:

?1 = #a
/

�
XG

∫ ∞

0

3�
3f

3�
, (4.6)

and 3f/3� is the differential cross section. The first term in equation 4.5 describes

the probability of zero energy loss, and the second term corresponds to an energy

loss of � > 0. The energy loss distribution for an arbitrary mass thickness G can be

constructed from equation 4.5 by repeated convolution:

� (G + XG, �) =
∫ �

0

3n � (G, n)� (XG, � − n) , (4.7)

with the boundary condition that there is a 100 % probability of zero energy loss in

zero mass thickness: � (0, �) = X(�). By applying the Laplace transform to both sides

of equation 4.7, the Laplace-transformed energy loss distribution �̄ can be found:

�̄ (G, B) = exp

[
−#a

/

�
G

∫ ∞

0

3�
(
1 − e−B�

) 3f
3�

]
. (4.8)

So far the result in equation 4.8 is still perfectly general. To obtain Landau’s

well-known model [17], it is assumed that the only significant contribution to the

cross section is from the Rutherford scattering on free electrons, for which 3f/3�
behaves as (V�)−2 for �cut < � < )max, and it is zero elsewhere. The maximum
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energy transfer )max was already discussed in the previous section, and can be found

in equation 4.3. The lower cutoff energy �cut is chosen such that the resulting mean

energy loss agrees with Bethe’s result in equation 4.1. Landau’s energy loss distribution

can be presented as [18]

�l(G, �) =
ql(_)
b

, (4.9)

where

_ =
�

b
− log

2<e2
2V2W2b

�2
− 1 + V2 + We + X , (4.10)

in which We = 0.577. . . is Euler’s constant, and

b =
1

2
 I2G

/

�

1

V2
. (4.11)

The function ql can be recognised as the inverse Laplace transform of BB:

ql(_) =
1

2c8

∫ 0+8∞

0−8∞
3B exp(B log B + _B) , (4.12)

where the integral is along a line parallel to the imaginary axis with a real part 0 > 0.

Figure 4.3 shows the Landau energy loss distribution of 180 GeV/c protons in

silicon for various sensor thicknesses. It can be seen that the stopping power from

Bethe’s equation is located in the tail of the distributions. The secondary horizontal

axis shows the number of electron-hole pairs that are created per unit path length in the

sensor, assuming that all energy is deposited in the absorber material, and using the

fact that, on average, it takes 3.62 eV to create a single electron-hole pair in silicon [2].

The peak position of the energy loss distribution of equation 4.9 is referred to as

the most probable energy loss, and it is given by [19]:

�mp = b

(
log

2<e2
2V2W2b

�2
+ 0.2000 − V2 − X

)
. (4.13)

Figure 4.4 shows the most probable energy loss of protons in silicon as a function of the

incident particle’s momentum. It can be seen that the disagreement with Bethe’s mean

energy loss becomes larger as the momentum increases. The most probable energy

loss per unit path length can be seen to depend on the total traversed path length. For

large momenta, the most probable number of electron-hole pairs that are created in

each micron of silicon is about 70 to 80 for 50 and 300 µm of silicon, respectively.

Landau’s most probable energy loss is quite reliable for absorbers as thin as 40 µm,

for which it is only about 5 % too high, and this figure improves to about 1 %
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Figure 4.3 Landau energy loss distributions of 180 GeV/c protons in silicon for

various sensor thicknesses. The mean stopping power from Bethe’s equation is also

indicated.

Figure 4.4 Most probable energy loss of protons in silicon as a function of momentum

for various sensor thicknesses. The mean stopping power from Bethe’s equation is

also indicated.
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for 80 µm [19]. It has long been known, however, that the Landau theory severely

underestimates the energy fluctuation for thin absorbers that satisfy b/� < 100 [15],

which corresponds to about 1 mm of silicon for VW & 3. The Landau theory

underestimates the full width at half maximum (FWHM) of the energy loss distribution

by 28 % for 320 µm of silicon, and by 55 % for 40 µm [19]. The reason for this

discrepancy is that the �−2 spectrum that Landau assumed is carried to unphysically

low energies in order to obtain Bethe’s mean energy loss, essentially because the atomic

energy levels are ignored [16]. A more accurate energy loss distribution was obtained

in [16, 20] by approximating the photoabsorption cross section using a number of

delta functions to take account of the atomic energy levels, thereby improving the

differential cross section of the energy loss, which can be expressed completely in terms

of this photoabsorption cross section. So-called photo absorption ionisation (PAI)

models [15] go further and take account of the full photoabsorption spectrum.

The Landau theory in its pure form is not suitable for theoretical analysis of the

time resolution of silicon sensors [21]. However, Landau’s function ql (equation 4.12)

is commonly used in an empirical way by introducing two independent parameters

describing its location and scale,1 and a subsequent convolution with a Gaussian

function. The result is colloquially referred to as a Langaus:

�lg(�) = # ql

[
� − `l

fl

]
∗ exp

[
−1

2

(
�

fg

)2
]
, (4.14)

where # is a normalisation constant, `l is the location parameter of the Landau

function, and fl and fg are the scale parameters of the Landau and Gaussian

functions, respectively.

Figure 4.5 shows the energy loss fluctuation for 180 GeV/c protons in 300 µm of

silicon obtained from a simulation using the PAI model as implemented in Heed [22].

The axes showing the number of electron-hole pairs in figures 4.5 and 4.6 assume that

all energy loss is deposited in the silicon. The simulation of secondary ionisation by

delta rays and possible reabsorption of photons from atomic relaxation, which can also

be performed by Heed, confirms that this is a reasonable assumption to make. It can

be seen that Landau theory correctly predicts the most probable energy loss, but also

that it underestimates the fluctuation in energy loss. A Langaus can describe the data

reasonably well, except around its peak value. The Langaus model performs visibly

worse for 50 µm of silicon as shown in figure 4.6.

1For a given sensor material and thickness, the location and scale of a pure Landau distribution are

both determined by the particle momentum.
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Figure 4.5 Simulation of the energy loss fluctuation for 180 GeV/c protons in 300 µm

of silicon.

Figure 4.6 Simulation of the energy loss fluctuation for 180 GeV/c protons in 50 µm

of silicon.
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4.2 Signal formation

The signal current in a silicon pixel detector is generated by the movement of electron-

hole pairs that are created in the sensor material by the energy deposition of charged

particles. First the movement of electrons and holes in silicon will be discussed. The

finite carrier lifetime due to recombination will not be considered. The recombination

in silicon is dominated by the Shockley-Read-Hall mechanism [23, 24], in which

electron-hole pairs recombine mainly through impurities with energy levels close to

the bandgap centre [25]. The carrier lifetime is difficult to predict, but it can be in

the order of milliseconds for good quality silicon [26], which is much longer than the

charge collection time, and therefore not important when studying transient signal

formation. The subsequent section discusses how the movement of charge carriers

induces an electric signal on the pixel electrodes according to Shockley-Ramo theorem.

4.2.1 Transport of charge carriers

Without an electric field, the motion of charge carriers due to their thermal energy will,

on average, result in zero net displacement due to the random scattering on lattice and

impurity atoms. Under the influence of an electric field, however, this random motion

obtains a slight bias, resulting in a non-zero mean velocity that is small compared to

their thermal velocity. This so-called drift velocity is expressed as

vn = −`nE (4.15)

for electrons, and

vp = `pE (4.16)

for holes, where `n and `p are the electron and hole mobilities, respectively. For

low doping concentrations, the mobility is mainly determined by lattice scattering

in which thermal vibration of lattice atoms disturb the periodic potential as seen by

the moving carrier. For silicon at 300 K, the electron- and hole mobilities at low

doping concentrations are 1360 and 495 cm2 V−1 s−1, respectively [27]. At a doping

concentration of 1019 cm−3, which is the order of concentration in the implants, the

scattering on impurity atoms is also important, and these mobilities decrease to 116

and 57 cm2 V−1 s−1, respectively [27].

The collective net motion of free charge carriers under the influence of an electric

field constitutes the so-called drift current. Another type of current emerges when

there is a non-zero gradient in the density of free charge carriers: Their random thermal

motion leads to a redistribution away from regions of higher density and towards
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regions of lower density. The net effect of this redistribution is a diffusion current. In

the absence of a magnetic field, the total electron- and hole current densities can be

written as

Jn = 4`n=E + 4�n∇= , (4.17)

and

Jp = 4`p?E − 4�p∇? , (4.18)

where = and ? are the densities of free electrons and holes, respectively, and �n and

�p are the respective diffusion coefficients, which satisfy the Einstein relations:

�n =
:)

4
`n , (4.19)

and

�p =
:)

4
`p . (4.20)

The total conduction current density is given by the sum of equations 4.17 and 4.18:

J = Jn + Jp . (4.21)

For low electric field strengths, the charge carrier mobility is independent of the

electric field. This remains a valid assumption as long as the drift velocity of the

carriers is much smaller than their thermal velocity. At low electric fields, the amount

of scattering that they undergo is dominated by their thermal motion, but at high

electric fields the drift motion becomes an important factor as well, increasing the

amount of scattering and reducing the mobility. In silicon the carriers eventually reach

a saturation velocity of about 107 cm s−1 [28]. Figure 4.7 shows the drift velocity as

a function of the electric field strength for low and high doping concentrations as

calculated using a phenomenological model presented in [29].

4.2.2 Signal induction by moving charges

The induced signal by the movement of electric charges is typically calculated by

a static approximation of Maxwell’s equation using Green’s second identity. This

theorem states that for two completely unrelated electrostatic potentials q and + , the

following equation holds true:∫
V
3a

(
q∇2+ −+∇2q

)
=

∫
S
3a · (q∇+ −+∇q) , (4.22)



46 4 SILICON PIXEL DETECTORS IN HIGH-ENERGY PHYSICS

Figure 4.7 Drift velocity as a function of electric field strength at ) = 300 K for low

and high doping concentrations according to a phenomenological model [29].

where the surface S is the boundary of the volume V. Green’s second identity can be

obtained by applying the divergence theorem to volume integrals of

∇ · (q∇+) = q∇2+ + (∇q) · (∇+) (4.23)

and ∇ · (+∇q). Equation 4.22 is then obtained by subtracting the results, which cancels

the common second term in equation 4.23.

Following the argument of Ramo [30], the volume V is taken as the space in

between an arbitrary configuration of electrodes representing a detector (figure 4.8).

The electrodes themselves are not included in V, and the surface S is therefore

composed of the surfaces enclosing these electrodes, which can be done at an

arbitrarily close distance. Also excluded from V is the location of a point charge

@ situated at a location r between the electrodes, and an additional surface around

this location is included in S. The electrostatic potential + is taken as the solution

for which all electrodes are grounded, and q: is taken as the solution for the same

situation, except the point charge is removed, and the :-th electrode—for which the

induced signal is sought—is raised to a dimensionless unit potential. Furthermore, it

is assumed that there are no other charges besides the point charge @, and therefore

the left-hand side of equation 4.22 vanishes since ∇2+ and ∇2q: are both zero in V
according to Poisson’s equation. On the right-hand side of Equation 4.22, the surface

integral over the grounded electrodes vanishes since + = q: = 0, and the remainder

may be divided into two parts. First consider the integral over S1 of the electrode for
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Figure 4.8 Diagram of a point charge whose movement induces currents on an

arbitrary configuration of three grounded electrodes.

which the induced charge @: is sought:∫
S1

3a · (q:∇+ −+∇q:) =
∫
S1

3a · ∇+ = −@:
n
, (4.24)

where it has been used that + = 0 and q: = 1. The last step follows from Gauss’s law,

and the negative sign is due to the orientation of S1. Next consider the integral over

the surface S2 that encloses the point charge @ located at r:∫
S2

3a · (q:∇+ −+∇q:) = q: (r)
∫
S2

3a · ∇+ = −q: (r) @
n

, (4.25)

where the integral of the second term vanishes since S2 does not enclose any charge

for q: . Equation 4.22 now reduces to

@: = −@ q: (r) . (4.26)

From this Ramo goes on to find the induced current 8: that is delivered to the electrode

by taking the time derivative on both sides of equation 4.26, obtaining what has become

known as the Shockley-Ramo theorem [30, 31]:

8: = @ψ: (r) · v , (4.27)

where ψ: = −∇q: is the so-called weighting field—likewise q: is referred to as the

weighting potential—and v is the velocity of the moving charge.
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Figure 4.9 shows the weighting potential of a 30 µm square pixel implant in a

300 µm planar silicon sensor as approximated with an analytical expression that can

be found in [32]:

q: =
1

2c
5 (G, H, I) − 1

2c

#∑
==1

[ 5 (G, H, 23= − I) − 5 (G, H, 23= + I)] , (4.28)

where 3 is the sensor thickness, and the coordinates G and H are relative to the pixel

centre. The function 5 is given by

5 (G, H, D) = arctan
©«

G1H1

D

√
G2

1
+ H2

1
+ D2

ª®®¬
+ arctan

©«
G2H2

D

√
G2

2
+ H2

2
+ D2

ª®®¬
− arctan

©«
G1H2

D

√
G2

1
+ H2

2
+ D2

ª®®¬
− arctan

©«
G2H1

D

√
G2

2
+ H2

1
+ D2

ª®®¬
, (4.29)

in which

G1 = G − F, G2 = G + F, H1 = H − ℎ, and H2 = H + ℎ , (4.30)

where F and ℎ are the G- and H-dimensions of the square electrode, respectively. The

error in this approximation depends on the upper limit # of the sum in equation 4.28,

and an upper boundary for this error is given by

|Δq: | <
1

#2

FℎI

8c33
. (4.31)

Note that the weighting potential decreases to a mere tenth of its maximum value at a

depth of only 35 µm. In chapter 6 it is shown that such a strongly non-linear weighting

potential leads to significant systematic errors in the time measurement depending on

the track topology—the angle and location of a track within the sensor volume.

The Shockley-Ramo theorem is a surprisingly simple solution to a seemingly

complicated problem, and its derivation using Green’s second identity paints it as

being somewhat of a mathematical oddity. Its simplicity, however, is also somewhat

deceptive as there are several limitations to its applicability. For instance, it only applies

to situations where the electrode potentials are unaffected by the current that is induced

on them by the moving charge. Suppose, for example, that one of the electrodes

is connected to ground via a significantly high impedance. The induced current
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Figure 4.9 Geometry of a 300 µm planar silicon sensor with a 55 µm pixel pitch and

30 µm square implants (left) and the equipotentials of the weighting potential at the

cross section indicated by the dashed lines (right).
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changes the potential of this electrode, which in turn induces an additional current on

all the other electrodes through their mutual capacitance. The detector also cannot

contain any regions of significant conductivity because the redistribution of charge

on the boundary of this region, in response to the moving point charge, would induce

additional current on the other electrodes—effectively this region of high conductivity

amounts to the presence of a floating electrode. Furthermore, Shockley-Ramo theorem

ignores the finite propagation velocity of electromagnetic waves, which can play a

significant role (e.g. in detectors with long readout electrodes [33]).

A more general detector configuration in which the electrodes are connected

through a passive network is shown in figure 4.10. The voltage induced on the

electrodes of such a detector configuration was worked out by Gatti et al. [34], and

their result was later shown to be valid beyond their original scope. Their result is

obtained as follows. The impedances /01 of the passive network define a so-called

admittance matrix . ′ with elements . ′
01

= −/−1
01

for 0 ≠ 1, and . ′
00 =

∑3
1=1 /

−1
01

,

where it is understood that /01 = /10. This matrix describes the relationship between

externally supplied currents flowing into the nodes of the network (at the electrodes)

and the voltages of these nodes. The total current at the :-th node of this network must

satisfy Kirchhoff’s current law:

8̄: +
3∑

==1

(
. ′
:= + B�:=

)
Ē= = 8̄: +

3∑
==1

(.:=) Ē= = 0 , (4.32)

where 8̄: is the Laplace-transformed induced current from equation 4.27, � is the

capacitance matrix of the electrode configuration, Ē= is the Laplace-transformed

voltage of the =-th electrode, and . is the admittance matrix which includes the

electrode capacitances. The electrode voltage can be found by solving for E: :

E: (C) = −@
∫ ∞

−∞
3gψ′

: (r (g) , C − g) · v(g) , (4.33)

where ψ′
: is a new time-dependent weighting field defined as:

ψ′
: =

3∑
==1

L−1
{
.−1
:=

}
ψ= , (4.34)

in which L−1 is the inverse Laplace transform, .−1
:=

are the matrix elements of the

inversed admittance matrix, and ψ= are the familiar static weighting fields as used in

equation 4.27. This time-dependent weighting field can also be obtained in a more
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Figure 4.10 Diagram of a point charge whose movement induces voltages on an

arbitrary configuration of three electrodes embedded in a network of impedance

elements.

direct manner (from simulation) as the response to a delta pulse of current to the

corresponding electrode.

It was later shown that equation 4.33 also holds for detectors with position- and

frequency-dependent permittivity and conductivity if the time-dependent weighting

field is obtained as the response to a delta pulse of current to its corresponding

electrode [35]. Moreover, it has recently been shown to also hold for the full

extent of Maxwell’s equations (taking account of the finite propagation velocity of

electromagnetic waves) and for anisotropic materials with permittivity matrix n̂ (r, B),
permeability matrix ˆ̀(r, B), and conductivity matrix f̂(r, B) [36]. In this case the

time-dependent weighting field has to be determined for a detector material using

the transposed material parameters n̂t, ˆ̀t, and f̂t. Of course, the difficulty lies in

obtaining the time-dependent weighting fields through simulation of such materials,

and for those simulations to also take account of the finite propagation velocity of

electromagnetic waves.

Fortunately, this level of precision is not necessary in the simulation of silicon

pixel detectors, and commonly used simulation software such as Garfield++ [37, 38]

and Allpix2 [39] use the original Shockley-Ramo theorem with static weighting

fields (equation 4.27). In the case of significant electrode impedance, it can usually be

assumed that the change in electrode potential does not affect the path of the moving

charge as the electric field does not change significantly. Therefore, it typically suffices

to first obtain the induced current for grounded electrodes, and subsequently use the
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admittance matrix (equation 4.32) to find the induced signals. It should be noted,

however, that special care should be taken in obtaining the weighting potential and the

induced signals for sensors that are only partially depleted as the undepleted region

can be regarded as neither a perfect conductor nor insulator [40].

4.3 Signal processing

For a p-in-n sensor, the electrons move to the backside of the sensor, where the

weighting potential is zero, and the holes are collected by the pixel implant, where the

weighting potential is 1. According to the shockley-Ramo theorem in the potential

formulation (equation 4.26), the charge induced on the pixel electrode by a free electron

created at r0 moving to the backside is

@e = 4 [q: (rback) − q: (r0)] = −4 q: (r0) , (4.35)

and its corresponding hole induces a charge of

@h = −4
[
q: (rpixel) − q: (r0)

]
= −4 [1 − q: (r0)] , (4.36)

leading to a total charge of @e + @h = −4 for a single electron-hole pair, precisely as

expected of course.

As was shown in section 4.1.2, the most-probable number of electron-hole pairs

generated in a 300 µm silicon sensor by a MIP is about 80 per micrometer of silicon,

or about 24 000 in total. The most-probable amount of induced charge is therefore

about 24 ke. This charge needs to be amplified in order to be detected, which is done

by the front-end electronics of a detector. Additionally, the front-end electronics must

also absorb the detector leakage current from the sensor, which is caused mainly (in

silicon) by diffusion of minor charge carriers into the depletion region [28], but thermal

generation of electron-hole pairs inside the depletion region also plays a role, especially

after radiation damage through energy levels close to the bandgap centre [41].

This section focusses mainly on the front-end electronics of the Timepix3 [42]

and Timepix4 [43] pixel ASICs as they are used extensively in the research presented

in the remainder of this thesis. Both pixel ASICs use a charge sensitive amplifier

(CSA) based on the krummenacher scheme [44] to convert induced charge into a

voltage signal that can be discriminated [43, 45]. Figure 4.11 shows the preamplifier

schematics of both front-ends. To understand how the Timepix3 preamplifier operates,

first consider it to be in equilibrium with a constant input current 8in = �leak flowing

into the front-end (as is the case for a p-in-n sensor). In this condition the charge stored
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Figure 4.11 Charge sensitive amplifiers with the two possible variations of the Krum-

menacher feedback network as implemented in Timepix3 (left) and Timepix4 (right).

The optional low- and adaptive-gain mode capacitances for Timepix4 are not shown.

on �l remains unchanged, and therefore 81 = 82 = �k/2, where �k is the so-called

Krummenacher current which is a setting of the preamplifier. The charge on the

feedback capacitor �f also does not change, and therefore 83 = �k/2 + �leak since no

current can flow into the base amplifier because its input is the gate of an NMOS

transistor. The transistors M1 and M2 have identical dimensions, and therefore form

a so-called differential pair. Since they share the same source voltage, and there is

an equal amount of current flowing through them, they must also have the same gate

voltage: Eout = +fbk. The DAC setting of the ASIC that controls +fbk therefore controls

the baseline level of the preamplifier.

The mechanism that controls the leakage current compensation can be understood

by considering a small positive change in the leakage current: 8in → �leak + X�. This

additional current has nowhere to go but the capacitance at the input node. This

accumulation of charge has the effect of raising the voltage at this node, and the base

amplifier reacts by lowering the output voltage. This lowers the gate of M2, and

therefore 82 increases. This has the additional effects that 81 is decreased, and that

charge moves onto the feedback capacitance. However, the important mechanism

is that the additional current through M2 is integrated onto to �l, increasing the

gate voltage of M3 and thereby increasing 83. If the circuit is properly designed,

this mechanism will be stable, and eventually 83 will change to �k/2 + �leak + X� to

compensate the additional leakage current, and the output voltage will return to its
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baseline value. This mechanism operates at a relatively long time scale by choosing a

large �l capacitance, so that the M3 gate voltage changes slowly. This mechanism can

also compensate a negative leakage current by decreasing 83 such that 83 < �k/2, in

which case the leakage current compensation is performed by the additional current

through M1 that cannot go through M3. Since the current through M3 can not go in

the other direction, the leakage current compensation for a negative leakage current is

fundamentally limited to �k/2.

The preamplifier reacts differently to a short positive current pulse: 8in = �leak +
&sX(C), where&s is the total induced charge as a result of a MIP traversing the detector.

The base amplifier can pull down its output voltage such that almost all charge will

move onto the feedback capacitor. If the amount of charge is large enough, 82 increases

to �k, so that 81 = 0. The output level +out is now &s/�f below its baseline level, and

�f will be discharged through M3 with a constant current of �k/2 that was first being

supplied by 81, which will linearly reset the output to its baseline value. For a negative

current pulse the output level will be&s/�f above its baseline level, 82 = 0, and 81 = �k,

resulting in the same constant discharge current and a linear return to baseline.

The preamplifier of Timepix4 works in an analogous way. However, Timepix4

is optimised for electron-collecting sensors, and therefore the other variant of the

Krummenacher scheme was chosen, in which the leakage current compensation is

limited to �k/2 for a positive leakage current flowing into the preamplifier instead.

Figure 4.12 illustrates the preamplifier response to signals from electron-collecting

sensors for various amounts of charge. In this figure the base amplifier is modelled

with a single-pole transfer function with a small bandwidth to exaggerate the rising

edge of the preamplifier signal. The discharge current behaves in accordance with

a 50 MΩ feedback resistance and is limited to 0.6 nA for large signals. The time of

arrival (ToA), when the preamplifier signal reaches the discriminator threshold value,

is indicated. The time over threshold (ToT) is also indicated. This duration is roughly

proportional to the amount of charge in the signal because of the constant discharge

current, and therefore provides a surrogate measurement for the amount of deposited

energy.
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Figure 4.12 Responses of a charge sensitive amplifier with constant current feedback

for various amounts of charge.
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Chapter 5

Time measu rement

in si l icon pixel detectors

T
he time resolution of a silicon pixel detector has contributions originating from

the sensor and the front-end electronics. In a pixel ASIC, systematic errors in

the time measurements over the pixel matrix also play an important role. These

systematic effects, and how to manage them, are a recurring theme in the remainder

of this thesis. On the scale of a complete tracker, phase noise in the common clock

of the pixel ASICs can affect the time resolution of the reconstructed tracks, which

is discussed in chapter 6. Monolithic sensors also address timing, but this chapter

focusses on hybrid pixel detectors. First the time measurement in analog front-end

electronics is discussed. Then the timing aspects of sensors is studied, starting with

conventional sensors and concluding with sensors that are optimised for timing.

5.1 Timing in front-end electronics

The typical understanding of time measurements based on leading-edge discrimination

and the precision of those measurements can be captured in a single picture. Figure 5.1

shows the leading edge of various preamplifier responses to different amounts of

charge. Multiple responses are shown for each amount of charge to demonstrate the

effect of voltage noise at the preamplifier output.

It can be seen that for the smaller signals, the preamplifier response reaches the

threshold value at a significantly later point in time than the actual arrival time of the

current pulse at C0 = 1 ns. This amplitude-dependent error in the ToA measurement is

known as timewalk. Strictly speaking timewalk is not simply due to the delayed time

at which the preamplifier signal reaches the threshold value; the discriminator itself

also has a certain response time that depends on the difference between the signal

61
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Figure 5.1 Leading edge of a preamplifier response for various amounts of charge.

Multiple responses are shown for each amount of charge. The dashed line indicates

the threshold level.

Figure 5.2 Induced signal current for electron-hole pairs at various depths I in a

300 µm p-in-n silicon sensor for a parallel plate electrode configuration. The charge-

normalised signal for a uniform distribution of electron-hole pairs along I is also

shown.
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amplitude and the threshold value [1]. The ToT measurement can be used to correct

the effect of timewalk, either by a lookup table relating the measured ToT to the ToA

error, or by a model of the timewalk behaviour. Both methods typically require a

calibration in which ToA measurements are compared to reference time measurements

of the same particles.

The second important effect is illustrated by the voltage noise superimposed on

the signals. The impact of this noise on the time resolution depends on the slew rate at

which the preamplifier signal crosses the threshold value:

ft =
fv

3E/3C , (5.1)

where fv is the voltage noise and 3E/3C is the slew rate at the threshold level. As with

timewalk, the discriminator also adds its own contribution to the jitter.

As will be shown below, sensors that are optimised for timing typically provide

signals that are shorter than the preamplifier rise time. The signals provided by such

sensors therefore have little to no impact on the shape of the preamplifier response—

there is no ballistic deficit. However, the shape of the sensor signal still affects the ToA

measurement: The preamplifier response for short signals with little to no ballistic

deficit is equal to the preamplifier response to a delta pulse of current delivering the

same amount of charge at the centroid time of the sensor signal [2]. The time resolution

of sensors delivering short signals is therefore determined by the fluctuation in the

signal centroid.

5.2 General t iming aspects of sensors

The inherent time resolution of a silicon sensor used for tracking depends entirely

on the variation in the signals that the sensor produces. This variation is due to

event-to-event differences in the track topology and due to the nonuniform creation of

electron hole pairs along the tracks, in combination with nonuniform weighting and

drift fields. From Shockley-Ramo theorem it can be seen that this variation in the

induced signal depends on the drift velocity of charge carriers throughout the sensor,

and on the weighting field of the signal electrode.

Figure 5.2 shows the induced signals for electron-hole pairs produced at various

depths in a 300 µm p-in-n (hole-collecting) silicon sensor at a reverse bias voltage

of 200 V. Doping concentrations of 1012 cm−3 and 1019 cm−3 are assumed for the

bulk and implants, respectively. Furthermore, the sensor is assumed to have abrupt
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Figure 5.3 Induced signal current for electron-hole pairs at various depths I in a

300 µm p-in-n silicon sensor for a 30 µm square pixel implant. The signal for a uniform

distribution of electron-hole pairs along I, normalised to a total charge of 10 ke, is also

shown.

changes in doping concentration at the implants.1 For the purpose of illustration, a

weighting field for a parallel plate electrode configuration is used: ψ: = ẑ/300 µm.

The depletion into these implants is so small, that they can neglected in the present

discussion of signal induction.

For electron-hole pairs created at depths of 30 and 90 µm, the holes reach the

signal electrode before the electrons can reach the sensor backside. The tail in the

corresponding signals is therefore due to electrons moving away from the signal

electrode. As the electrons move further away from the p-n junction, the induced

current becomes smaller because the drift velocity decreases due to a decrease in the

electric field strength. For electron-hole pairs created further away from the signal

electrode, the signal tail is due to holes moving towards the p-implant side, and their

drift velocity increases as they get closer to the p-n junction. The signal for a uniform

distribution of electron-hole pairs along the depth of the sensor is also shown. This

signal has been normalised to a charge of a single electron-hole pair. Note that half of

the integrated signal current for this signal is from electrons due to the uniform charge

deposition and the parallel plate geometry.

The induced signals are dramatically different in the case of square pixel implants

as is shown in figure 5.3. Note that for such pixel implants, strictly speaking, the

1In reality the effective doping concentration changes much more gradually as the implant dopants

are diffused into the bulk material during manufacturing.



5.3 FUTURE FAST SENSOR TECHNOLOGIES 65

electric field is not correctly described by that of a one-dimensional p-n junction as

has been done up to this point. This will not, however, affect the general tenor of

the current argument. For the electron-hole pair created at a depth of 30 µm a small

fraction of the induced charge is due to the movement of electrons away from the pixel

implant. For electron-hole pairs created further away, the signal is almost entirely

induced by holes moving toward the pixel implant. For charge distributed uniformly

along the depth of the sensor, 95 % of the integrated signal is from the movement

of holes. From the signals in figure 5.3 it can be seen that the sensor now has the

characteristic of a time projection chamber in the sense that there is no significant

signal until the charge carriers arrive at the electrodes. This is due to the sharp drop-off

in the weighting potential as was shown in figure 4.9. It makes the time measurement

more sensitive to the nonuniform creation of electron-hole pairs along the tracks. It

can also lead to large errors in the time measurement when there are differences in

track topology between events. For instance, a particle crossing the detector under

an angle might generate charge in the sensor volumes of multiple pixels. This leads

to a delayed signal in the pixels for which the collected charge originates from deep

within the sensor.

In principle, the effect of variation in track topology on the time measurement,

as well as the effect of variation in the total deposited energy, can be corrected. The

time errors due differences in track topology can be corrected by their correlation to

spatial information of the reconstructed tracks, and the time error due differences in

deposited energy, which leads to timewalk, can be corrected by measuring the amount

of charge in a signal through the ToT measurement as was described above. Both of

these concepts are explored in chapters 6 and 7, which cover the timing performance of

the LHCb VELO Timepix3 Telescope and the timing performance of two fast sensor

technology candidates.

5.3 Future fast sensor technologies

The nonuniform creation of electron-hole pairs along the track of a particle, due to the

statistical nature of energy deposition, leads to variations in the time measurement

that, in principle, cannot be corrected, leading to a fundamental limitation in the time

resolution of a sensor. This effect, as well as the dependence on track topology, is

minimised in so-called fast sensor technologies. These technologies are optimised

for time measurements, and the most important common theme among them is the

shortening of signal duration by reduction of the drift distance of charge carriers.
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5.3.1 Thin planar si l icon sensors

Thin planar sensors are arguably the most obvious way to achieve this. Figure 5.4

shows the induced currents for perpendicular tracks going through the centre of a 30 µm

square pixel implant of such a thin planar sensor with a thickness of 50 µm. The doping

concentrations are the same as before, and the reverse bias voltage is set to 90 V.2

The distribution of electron-hole pairs along each track is obtained using a Heed [3]

simulation in Garfield++ [4, 5]. It can be seen that in an electron-collecting sensor, the

signal is induced within a period of typically 0.7 ns. In the case of a hole-collecting

sensor, the signal is typically over within 1.1 ns. In both cases the signals are much

shorter than ever could be achieved in a conventional 300 µm sensor. The events are

not entirely chosen at random, but have been selected such that their signal centroids

are equally spaced in terms of their probability. The extreme centroids for both plots

are at the boundaries of the central 95 % interval of their respective distributions. The

centroid distribution of the electron-collecting sensor (95 % within ∼ 100 ps) is much

narrower than that of the hole-collecting sensor (95 % within ∼ 230 ps) due to the

difference in carrier mobility.

Interestingly, the weighting field of the thin planar sensor, in an absolute sense, is

not drastically different from that of a thicker sensor. In figure 5.5 it can be seen that

the weighting potential decreases to a tenth of its maximum value at a depth of about

30 µm, which was 35 µm in the case of a 300 µm sensor. The shortening of the signal

is therefore mostly a result of restricting the creation of electron-hole pairs to a region

close to the implant where the weighting potential is steepest.

5.3.2 Low-gain avalanche diodes

Although thin planar sensors provide short signals that are great for timing in terms

of their centroid variation, their signals also provide much less charge than those of

conventional planar sensors. This leads to more timewalk as well as a bigger impact of

the voltage noise at the preamplifier output on the time resolution due to the reduced

slew rate at which the preamplifier response crosses the threshold value. In order to

solve this problem, the low-gain avalanche diode (LGAD) [6–8] has a gain mechanism

built into the sensor to amplify the small amount of electron-hole pairs.

Figure 5.6 shows the cross section of an LGAD centred on the boundary between

two different segments of the sensor. The implant configuration is similar to a thin

2This choice of bias is in anticipation of the research presented in chapter 7. It should be kept in

mind that, in comparison to the previous example, this results in 40 and 80 % higher drift velocities for

electrons and holes, respectively.
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Figure 5.4 Induced signal current for five perpendicular tracks going through the

centre of a 30 µm square pixel implant in a 50 µm n-in-p (left) and p-in-n (right) planar

silicon sensor, both reverse biased at 90 V. The events are labeled by the centroid of

the signal.

Figure 5.5 Equipotentials of the weighting potential for a 30 µm square implant in a

50 µm planar silicon sensor.
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Figure 5.6 Cross section of a low-gain avalanche detector centred on the boundary

between two segments. Figure from [9].

planar sensor, except that there is an additional highly p-doped layer directly below

the n-doped electrode implant. When the sensor is depleted, the electric field in the

p-doped layer will be strong enough to start an avalanche process in which electrons

obtain enough energy between scattering events to generate additional electron-hole

pairs, leading to a larger induced signal. These sensors are typically operated with a

gain such that the resulting number of electron-hole pairs is a few ten times the number

of pairs that were originally created by the traversing particle. Other types of silicon

sensors with intrinsic amplification such as avalanche photodiodes, single-photon

avalanche diodes, and silicon photomultipliers, are typically operated with gains that

are much higher—hence the name.

The LGAD is a relatively mature sensor technology, and it will be used during Phase-

2 of LHC operations (HL-LHC) [10] in the high-granularity timing detector [11, 12]

of ATLAS and in the endcap of the MIP timing detector [13, 14] of CMS. The time

information of these subdetectors will be used to mitigate the effects of pile-up,

making a first step towards 4D tracking. However, LGADs are not suitable for the

innermost regions of detectors due to the high irradiation fluence in these regions.

Their performance is sensitive to the deactivation of acceptors in the gain layer by

neutron and charged-hadron irradiation [15, 16].

They are also not yet suitable for pixel detectors as LGADs are inherently hard

to segment. To prevent breakdown at the edges of a segment, a conventional LGAD

(as is shown in figure 5.6) uses a so-called junction termination extension (JTE).

This leads to a large inactive area without gain between neighbouring segments,

resulting in large inefficiencies for highly segmented sensors. The LGADs in the

ATLAS and CMS timing detectors that were mentioned above have 1.3 mm square

pads [11, 13]. However, new segmentation strategies are being explored [17] such as

inverted LGADs [18] in which the gain layer is at the backside so that it does not require

segmentation. In AC-coupled LGADs [19] the gain layer is also not segmented. They
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Figure 5.7 Cross section of a p-in-n double-sided 3D silicon sensor. The charge

collection time is reduced because charge carriers move laterally towards their respective

electrodes. Figure from [22].

work very much like classic resistive plate chambers in which the signal is induced on

electrodes through a layer of highly resistive material. In AC-coupled LGADs, metal

pads that are separated from the gain layer by a layer of silicon oxide form the signal

electrodes. Lastly, in trench-isolated LGADs [20] segments are separated by narrow

trenches that are etched into the silicon and subsequently filled with silicon oxide.

5.3.3 3D si l icon sensors

The drift distance of charge carriers can also be reduced by fundamentally changing

the electrode geometry. In the pixel cell of a planar sensor, the implant that forms the

electrode for signal induction sits at the surface of the active sensor volume, but in 3D

silicon sensor technology [21] a cylindrical electrode is created by etching a hole into

the bulk material and subsequently doping the walls of this hole. A cross section of

this geometry is shown in figure 5.7, and the weighting potential in the centre is shown

in figure 5.8. The depletion region for this configuration develops laterally between

the p- and n-doped electrodes, resulting in an electric field that points towards the

p-doped signal electrode throughout each pixel. The drift distance is of the same order

as the pixel pitch because the charge carriers move laterally, resulting in fast signals.

Compared to a conventional planar sensor, however, the amount of signal charge is not

reduced, and it can be independently controlled by the sensor thickness.

In contrast to LGADs, 3D silicon sensors are inherently radiation hard [23–25],

and they have been shown to achieve a charge collection efficiency of 42 % after

an irradiation fluence of 1017 neq cm−2 [26]. 3D silicon sensors are currently used
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Figure 5.8 Equipotentials of the weighting potential in a 3D sensor with the signal

electrode shown in red and the other electrodes shown in blue.

Figure 5.9 Electric field in a p-in-n 3D silicon sensor with a bulk doping concentration

of 1012 cm−3 and a reverse bias voltage of 60 V. Dashed lines indicate the boundaries

between pixels.
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alongside planar sensors in the so-called Insertable B-Layer of ATLAS [27], which

is the innermost layer of pixel detectors in ATLAS, and they will also be used in

the innermost layer of the future ATLAS Inner Tracker for their radiation hardness

and low power consumption [28, 29]. For the same reasons, 3D silicon sensor

technology is also considered a likely candidate for the innermost region of the future

CMS Inner Tracker [30, 31]. They are also used in the CMS-TOTEM Precision

Proton Spectrometer [32].

Figure 5.9 shows the electric field in a p-in-n 3D silicon sensor with a bulk doping

concentration of 1012 cm−3 and a reverse bias voltage of 60 V. Saddle points in the

electric field due to the electrode symmetry are clearly visible at the boundaries

between pixels. The low drift velocity in these regions is not ideal for achieving fast

signals, and other electrode geometries are being explored to improve the electric field

as well as the weighting potential. Figure 5.10 shows the electrode geometry in a 3D

sensor with trench electrodes. Trenches filled with doped polycrystalline silicon were

first used at the edges in 3D silicon sensors to surround the whole sensor with an active

electrode, eliminating the space needed for guard ring structures and thereby making

it possible to position sensors closer together [33]. Trench electrodes were later used

to improve the timing performance of 3D sensors [34]. The past few years have seen

a renewed interest in sensors with trench electrodes, and it has recently been shown

that such sensors are able to achieve an intrinsic time resolution of less than 50 ps

with leading edge discrimination [35]. However, it should be noted that these results

have been obtained using high-bandwidth current amplifiers (∼GHz) that cannot be

used in pixel detectors because that would require too much power. The preamplifier

in Timepix4, for instance, has a rise time of 10 ns, which translates to a bandwidth

of only 35 MHz [36]. As was explained above, it is the centroid time variation that

is relevant for such an amplifier, but that is not necessarily what is measured with a

high-bandwidth current amplifier.

In chapters 7 the timing performance of 3D and thin planar silicon sensors bonded

to Timepix3 ASICs is studied. Although the time resolution for these detectors is

limited by the front-end electronics, a comparative study could still be performed.
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Figure 5.10 Electrode geometry in a single pixel cell of a 3D-trench sensor (a), and

a cross section showing the doping concentration (b). Figure from [35].
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6.1 Introduction

T
he LHCb VELO Timepix3 Telescope [1] was constructed to characterise

sensor prototypes for the upgrade of the LHCb Vertex Locator [2]. The

telescope planes use the Timepix3 pixel ASIC [3], which provides simultaneous

measurements of both time and charge for all hits. The single-hit time resolution

is limited to at least 451 ps by the TDC bin size of 1.56 ns. In practice the time

resolution is degraded further due to jitter in the analog front-end and variations in the

TDC bin size.

In view of the High Luminosity LHC [4], it is foreseen that precise time measure-

ments will become crucial in the track reconstruction of particle physics experiments.

As the number of events per bunch crossing (pile-up) will increase, it is expected

that experiments will need to use 4D tracking [5, 6] in which time measurements

are used in the track reconstruction. The additional temporal information on tracks

enables the reconstruction algorithm to better distinguish spatially overlapping ver-

tices, and thus increase the maximum pile-up that the experiment can cope with.

To study sensor prototypes for a future 4D tracker, a fast-timing telescope will be

constructed using the Timepix4 ASIC [7], which is the successor of Timepix3 and has

a TDC bin size of 195 ps.

This paper describes a detailed study of the timing performance of the current

Timepix3-based telescope with a focus on both the sensor as well as the ASIC.

Currently, the uncertainty in the time measurement is still dominated by the sensor,

but as the community moves to faster sensor technologies, the ASIC will become

more important, and could become the limiting factor. Understanding the timing

characteristics of the ASIC will therefore be essential in taking full advantage of

fast sensor technologies. Additionally, this study also addresses the problem of

combining the time measurements of different detector planes into an overall track time

measurement. Since the track reconstruction of the Timepix3 telescope relies heavily

on time measurements, it is in principle a 4D tracker, and the future Timepix4 telescope

will take the timing performance to the next level. The methodology that is used

in this study to optimise the overall track time resolution may also be applied in

a future 4D tracker.
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6.2 Experimental setup

6.2.1 The LHCb VELO Timepix3 Telescope

Figure 6.1 shows a diagram of the Timepix3 telescope and defines the reference frame.

It has eight planes that consist of p-on-n silicon sensors with a thickness of 300 µm

and 55 × 55 µm2 pixels. The sensors are bonded to Timepix3 ASICs, which provide

simultaneous measurements of time and charge for each hit. The telescope planes are

rotated by approximately 9° around both the G- and H-axis to introduce charge sharing

and hence optimise the spatial resolution. As a result, 59 % of the clusters consist of 3

hits, and less than 1 % only have a single hit.

During typical operation the sensors are biased at 150 V in order to optimise the

charge sharing for spatial resolution, but in this study we biased them at 200 V to

optimise the timing performance by increasing the drift velocity of charge carriers.

The bias voltage is limited to this value due to the risk of breakdown as the smallest

distance between HV and GND is only 30 µm. Our measurements were performed

using a beam of mixed hadrons (?, c,  ) of about 180 GeV/c at the H8 beam line of

the CERN Super Proton Synchrotron (SPS). The hadrons were delivered in spills that

are repeated every 20–30 s and contain a few million particles that are distributed over

a duration of typically 4.5 s.

6.2.2 Track reconstruction

We use the Gaudi based software framework called Kepler [1] to spatially align the

telescope and reconstruct the tracks. The reconstruction algorithm first aligns the

telescope planes in time and makes clusters from neighbouring hits that fall within a

time window of 100 ns. The charge-weighted mean of the pixels in a cluster determine

the cluster position in each plane. The algorithm finds clusters that belong to the same

track and performs straight-line fits in the HI- and IG-planes. We use the standard

track reconstruction conditions as discussed in [1] except for a tighter j2
a cut of the

track fit, which we reduced from j2
a < 10 to j2

a < 5 to improve the track quality.

Important to reiterate here is that the track reconstruction requires a single cluster on

each of the eight telescope planes, which means that the track time is always calculated

using eight planes.

The data sample that is used for this study consists of 72.2 × 106 reconstructed

tracks out of which we reserve 71.2 × 106 tracks to determine the corrections that are

discussed in the subsequent sections. We use the remaining 1 × 106 tracks to determine

the time resolution before and after applying the corrections. Figure 6.2 shows the
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Figure 6.1 Diagram of the LHCb VELO Timepix3 Telescope.

Figure 6.2 Map of the reconstructed track positions at the I-centre of the telescope

showing the beam profile. The red outline indicates the intersection of the telescope

planes in the beam direction
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Figure 6.3 Histogram of the SPIDR TDC time bins. The dashed line shows the

expected distribution for time bins of equal size.

Figure 6.4 Mean time-difference between the up- and downstream scintillators

as a function of the transverse track position (left) and a diagram showing the

scintillator placement (right). The red outline indicates the overlapping region of the

telescope planes. The left region of the plot is outside of the acceptance region of the

downstream scintillator.
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beam profile in the GH-plane (perpendicular to the beam direction) as measured at the

z-centre of the telescope where the best track pointing resolution is achieved. The

beam has a FWHM of about 11 mm in the G-direction and 8.2 mm in the H-direction.

Masked pixels appear as shadows and form spots of lower intensity. The red outline

highlights the intersection between the telescope planes in the beam direction. A small

fraction of the tracks (4.7 × 10−4) falls outside of this region due to deviations in the

track direction.

6.2.3 Scinti l lator t ime measurement using the SPIDR TDC

We used fast scintillators with an active area of 1.5 × 1.5 cm2 to provide two inde-

pendent time references. They are located up- and downstream of the telescope (as

was shown in figure 6.1), and are equipped with constant fraction discriminators

(CFD). As will be described in section 6.3.1, we determined their time resolutions

to be 381 ± 8 ps and 182 ± 4 ps, respectively. Unless stated otherwise, we use the

downstream scintillator as a reference for the time residuals.

The on-board TDC of the SPIDR readout [8, 9] provides the time measurement of

the scintillator signals. The TDC is achieved by six phase-shifted 320 MHz clocks

dividing the 40 MHz clock period into twelve time bins of 260 ps. Figure 6.3 shows

that the time bins vary slightly in size as a result of variations in the phase shifts of the

six clocks. To correct for this effect, we assume that the particles are uncorrelated to

the clock, and measure the occupancy of each bin to determine its actual size.

Figure 6.4 shows the mean time-difference between the up- an downstream

scintillators, which is calculated as ΔC ≡ Cu − Cd. It can be seen that there is a clear

spatial dependence: at low H-positions the upstream scintillator is too early with

respect to the downstream scintillator, and it is too late at high H-positions. This can

be explained by considering the two particles in the diagram of figure 6.4. For particle

one it can be seen that the transit time— the time it takes for scintillation light to

travel to the PMT— will be shorter in the upstream scintillator than in the downstream

scintillator, and vice versa for particle two. Consequently, the time difference for

particle one will be lower than for particle two. The mean time-difference between the

scintillators at H = 1 mm and 13 mm differs by about 0.13 ns. From this we estimate

the average transit speed in the scintillators to be

E = 2 × 12 mm

0.13 ns
= 18 cm s−1

where the factor of two can be understood by supposing that 3Cu/3H = 1/E and

3Cd/3H = −1/E, and therefore 3 (Cu − Cd)/3H = 2/E. The value we find is similar to
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the speed of light in a typical plastic scintillator (= = 1.58) of 19 cm ns−1, and the

difference can be explained by the fact that the actual transit time is increased by light

reflections at the scintillator surfaces [10].

The spatial dependence of the time difference between the scintillators would

introduce a correlation between the scintillator measurements, but we prevent this by

correcting the time measurement of the upstream scintillator by subtracting the mean

time-difference for the current track position: Cup → Cup − ΔC (G, H). This eliminates

the spatial dependence of the time difference between the scintillators.

6.2.4 Time measurement with Timepix3

Figure 6.5 illustrates the time measurement mechanism in Timepix3. A hit is registered

when the preamplifier output crosses a threshold that is equivalent to a signal charge of

1000 e. This starts a 640 MHz oscillator, which runs until the next rising edge of the

40 MHz reference clock. By counting the number of clock cycles of both the oscillator

and the reference clock, the time of arrival (ToA) is measured with a granularity

of 1.56 ns. Timepix3 also measures the duration that the preamplifier output is above

the threshold with a granularity of 25 ns. This is known as time over threshold (ToT),

and it is a measure for the amount of charge that is collected by the preamplifier. The

blue and red signals in the diagram represent two events with different charge. Both

are generated at the same time, but the event that has lower charge is measured to

be later than the other because of the rise time of the preamplifier. Moreover, the

reaction speed of the discriminator is proportional to the time derivative of the signal,

3+/3C, at the threshold level due to capacitive loading. This dependence of the time

measurement on the signal amplitude is known as timewalk. It degrades the time

resolution, but it can be corrected using the ToT measurement.

Imperfections in the fast oscillators affect the uniformity of the time bins, and

therefore degrade the time resolution. For instance, not all clock cycles have the same

duration. This can be seen by looking at the number of counts from the fast oscillator

(640 MHz), which we refer to as the fine time of arrival (fToA). Its value can range

from 0 to 15 because the fast oscillator divides the 40 MHz period into 16 time bins.

Figure 6.6 shows histograms of the fToA from first and second hits in a cluster. For the

first hits it can be seen that the time bins with an fToA of 0 and 15 contain less events,

which means that, on average, these time bins are smaller than the others. Each fast

oscillator in Timepix3 is shared by a group of 2 by 4 pixels, called a superpixel. We

can see that the time bins change when the second hit arrives in the same superpixel as

the first. The first time bin becomes smaller because there is no start-up time of the
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Figure 6.5 Illustration of the ToA and ToT measurements in Timepix3.

Figure 6.6 Distributions of the fToA bins for (1) first hits in a cluster, (2) second

hits that arrive in the same superpixel as the first hit, and (3) second hits that arrive

in a different superpixel than the first. The dashed lines show the mean number of

hits per fToA bin.
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Figure 6.7 Time over threshold distribution of first hits in a cluster for all columns

of a single telescope plane.

Figure 6.8 Charge distribution of first hits in a cluster for all columns of a single

telescope plane. The solid curve shows the mean charge, and the dashed curves show

the central 68 % interval.
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oscillator since it is already running, and the last time bin becomes larger because the

pixel stops counting clock edges when it reaches 15. This shows that there is a clear

difference in the time measurement when the superpixel’s oscillator is already running.

The time bins only change slightly when the second hit is in a different superpixel

because its fast oscillator is still suspended.

6.2.5 Charge cal ibration

The analog front-end of Timepix3 uses a charge sensitive preamplifier that follows the

Krummenacher scheme [11]. When a transient signal current arrives, it is integrated

onto a feedback capacitor, and the feedback circuitry subsequently starts discharging

the feedback capacitor with a constant current known as the Krummenacher current.

The preamplifier output is directly proportional to the amount of charge on the feedback

capacitor, and since the discharge current is constant, the time over threshold will be

roughly proportional to the total amount of charge in the signal.

For this study we are interested in the ToT measurement mainly for timewalk

corrections. The timewalk correction will be realised by averaging over multiple pixels.

However, this degrades the accuracy of the correction because the relationship between

ToT and signal charge is not the same for all pixels. This can be seen in figure 6.7, which

shows that the ToT distribution varies significantly over the columns. This variation

cannot originate in the underlying charge distribution because this distribution is

expected to be constant as we have a uniform sensor thickness. The prolonged ToT that

we observe around column 150 is due to a decreased Krummenacher current—it takes

longer to discharge the same amount of charge.1 Since timewalk depends mainly on

charge, the relationship between the ToT and the delay from timewalk is also different

among pixels, and consequently we cannot simply use the ToT measurement directly.

We apply a calibration to each pixel to determine the amount of signal charge from

a ToT measurement. We determine the relationship between charge and ToT for each

pixel by injecting a controlled amount of charge into the preamplifier and measuring

the ToT response. This relationship is usually modelled as [12]

)>) = ?0 + ?1& − ?2

& − ?3

.

After obtaining the fit parameters ?0–?3 for each pixel, we can use the inverse

relationship to determine the charge from a measured ToT value. Figure 6.8 shows the

1The telescope is built with the first iteration of Timepix3. The Krummenacher current uniformity

was improved in the second iteration.
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result of the charge calibration. The even-numbered columns contain more hits because,

as will be shown in section 6.3.4, the time measurement in an even-numbered column

is, on average, earlier than in an odd-numbered column, and since we are only looking

at the first hits in a cluster, there is a slight bias towards even-numbered columns.

Figure 6.9 shows the spread in the relationship between charge and ToT for one of

the telescope planes. The mean asymptotic behaviour given by

& = )>) 1/?1 − ?0/?1

is also shown. Here 1/?1 and ?0/?1 denote the mean values of 1/?1 and ?0/?1 over

all pixels. For a sufficiently large ToT, the mean value of 1/?1 corresponds to the mean

change in charge of a single ToT count difference, and therefore we will use the value

of 1/?1 as the charge bin size in the subsequent sections. Its value ranges from about

240 e to 320 e depending on the telescope plane.

6.3 Timing characterist ics of the Timepix3 telescope

6.3.1 Raw timing performance

Figure 6.10 shows the time residuals of the first hits in a cluster with respect to

the up- and downstream scintillators. Since the scintillators provide independent

measurements, we can find the time resolution by determining the covariance of

the two residuals:

f2
C = cov(C − Cd, C − Cu) (6.1)

where C is the hit time, and Cu and Cd are the up- and downstream scintillator measure-

ments. This gives the time resolution without contributions from the scintillators.

The scintillator resolution can be determined as f2
u/d

= var(C − Cu/d) − f2
C . The cor-

relation between the two residuals is clearly visible in figure 6.10, which means

that the scintillators have sufficient precision to determine the time resolution of

the telescope hits.

Table 6.1 shows the overall cluster time resolution for the first, second, and third

hits in a cluster for both oscillator states. The oscillator is always off when the first

arrives, but for subsequent hits the oscillator is only off when the hit arrives in a

different superpixel than the preceding hits in the cluster. For the first hits, we find

an overall resolution of 1.02 ± 0.04 ns. The second and third hits are in the range of

3.5 ns to 7 ns, depending on the telescope plane. The time resolution of these hits is

significantly worse because the majority of them have less charge and hence suffer
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Figure 6.9 Charge distribution over the pixels in a single telescope plane as a function

of the time over threshold. The solid line shows the mean of the charge distribution

over the pixels, the shaded band shows the central 68 % interval, and the dashed line is

the asymptotic behaviour.

Figure 6.10 The two left plots show the time residuals w.r.t. the up- and downstream

scintillators of the first hits in a cluster. The right plot shows the correlation between

the two residuals. The time resolution can be calculated as the square root of the

covariance of the right plot.
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Table 6.1 Time resolution of the telescope planes for different hits in a cluster and

the two possible states of the superpixel oscillator. These values include a 451 ps

contribution from time binning in Timepix3.

Time resolution [ns]

Oscillator 1st hit 2nd hit 3rd hit

off 1.02 ± 0.04 4.5 ± 0.4 5.7 ± 0.3

on n.a. 5.6 ± 0.7 6.3 ± 0.4

Figure 6.11 Correlations between the telescope planes.
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more from timewalk as well as the associated jitter. Correcting for timewalk in these

hits only results in a minor improvement. Furthermore, an already running oscillator

also leads to a worse time resolution because of changes in the time bin sizes as shown

in section 6.2.4. Because of the disparity in quality between hits, we define the cluster

time as that of the first hit.

The correlation coefficient of time measurements from different planes is given by

d01 =
cov(C0 − Cd, C1 − Cu)

f0f1

where C0 and C1 are the cluster time measurements from telescope planes 0 and 1.

The time resolutions f0 and f1 are determined by equation 6.1. We observe a clear

correlation between the planes with coefficients ranging from about −0.01 to 0.19 as

can be seen in figure 6.11.

The track time can be determined as a weighted mean that takes the correlations

into account by writing down a j2 for fitting a single parameter: [13]

j2
= (tcl − 1 Ctk)⊺C−1 (tcl − 1 Ctk)

where Ctk is the track time, tcl = (C1, . . . , C8) are the cluster time measurements from

the telescope planes, 1 is a vector of ones, and C is the covariance matrix. Minimising

gives a track time calculated as

Ctk =

(
1⊺C−11

)−1

1⊺C−1tcl (6.2)

with an expected resolution of

ftk =

(
1⊺C−11

)−1/2
. (6.3)

Equation 6.1 yields a resolution of 438 ± 16 ps for the track time from equation 6.2,

which is in agreement with the expected value from equation 6.3 of 436 ps. For eight

uncorrelated planes with a resolution of 1.02 ns, we would expect a resolution of

f =
1.02 ns
√

8
= 361 ps ,

which means that the plane correlations contribute 248 ± 9 ps to the track time

resolution.
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6.3.2 Charge based timewalk correction

Figure 6.12 shows the track time residuals with respect to the downstream scintillator

as a function of signal charge. The charge bin size is chosen such that it corresponds

roughly to a single 25 ns ToT bin for high ToT values. For low charge, the mean

time-residual behaves as can be expected for timewalk in the analog front-end: it

decreases with increasing charge. However, at a charge of about 15 ke it starts to rise

again, which means that timewalk is not the only effect. Using the mean time-residual

as a correction for the cluster times nevertheless improves the track time resolution

from 438 ± 16 ps to 415 ± 15 ps. The next section will describe a more effective

method to correct for timewalk. Here we are mainly concerned with understanding the

charge dependence of the time residuals, which is a prerequisite for the next section.

Explaining why the mean time-residual is not a monotonically decreasing function

of charge requires us to take a closer look at what happens in the sensor. For the

majority of clusters, the earliest hit will be from the pixel where the track is closest to

the pixel implant because this pixel has the smallest delay caused by drift time and

signal induction (because the weighting field peaks near the pixels implant). We will

refer to this pixel, where the track is nearest to the pixel implant, as the near pixel.

The first track in figure 6.13 is an example in which the near pixel will most likely

have the earliest hit. Looking at the second track, however, we see that only a small

segment of the track lies in the near pixel. Therefore, it is likely that it only receives

a small portion of the total charge in the cluster, resulting in a large timewalk delay.

Hence, the far pixel in the same cluster may now have an earlier timestamp despite

drift time and induction effects.

Figure 6.14 shows the mean values of the time residuals for near and far pixels as

a function of signal charge. The middle-pixel curve is obtained from events where

the earliest hit in the cluster is from the pixel that collected charge from the middle

of the sensor. This can happen because the telescope planes are rotated around two

axes, which was not shown in figure 6.13 for the sake of simplicity. All curves are

monotonically decreasing functions of charge, except for the far pixels. The increasing

part of the far-pixel events is most likely due to miscategorisation as a result of weak

modes in the alignment— a systematic offset in the plane angles can cause near-pixel

events to be mistaken as far-pixel events. The local maximum in the overall mean

coincides with a local maximum in the charge distribution of the far pixels. Hence, the

local maximum in the mean time-residual can be explained by clusters that have their

earliest hit in a far pixel.
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Figure 6.12 Time residuals of the cluster times w.r.t. the downstream scintillator in

a single telescope plane as a function of signal charge in the first cluster hit. The solid

curve shows the mean time-residual. The horizontal banding is due to unequal bin

sizes in the SPIDR TDC.

Figure 6.13 Close-up view of two tracks in a telescope plane. The planes are angled

to optimise the spatial resolution.

Figure 6.14 Mean cluster time-residual as a function of charge (left) and charge

distribution (right) of first hits in a cluster for a single telescope plane.
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Figure 6.15 Distribution of the track intercepts at the pixel implant side of the sensor.

The intercept is relative to the pixel with the earliest hit in the cluster.

Figure 6.16 Distribution of the time residual means as a function of signal charge.
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6.3.3 Time correction using track topology and signal charge

In the previous section we showed that the timing behaviour as a function of signal

charge depends strongly on the track topology. To understand this effect we need to

realise that the track topology dictates (1) the drift time, (2) a time offset resulting

from the signal induction in a non-uniform weighting field [14], and (3) the mean

signal charge— the track length in the sensor volume of a single pixel determines the

expected charge that this pixel collects. Additionally, timewalk in the analog front-end

also depends on signal charge, and hence also on the track topology. The result is a

mixture of different effects leading to a complex dependence of the timing behaviour

on track topology and signal charge fluctuations. Therefore, we construct a correction

of the cluster time measurement that uses both the track intercept with the sensor as

well as the signal charge in order to simultaneously compensate for drift time and

signal induction effects as well as timewalk in the analog front-end.

Figure 6.15 shows the distribution of track intercepts relative to the position of

the earliest pixel in the cluster. The intercepts are determined at the pixel-implant

side of the sensor material. Region (a) indicates the pixel of the earliest hit in the

cluster and contains the near-pixel events, (b) contains far-pixel events, and (c) contains

middle-pixel events. The red line is the projection of a single track segment onto

the pixel plane. The horizontal and vertical bands that contain a higher density of

tracks, as well as the diagonal band with a slightly lower density, are artefacts from

the centre-of-gravity method that is used to calculate the cluster position. Some

tracks lie to the left of the near-pixel region which is most likely due to a systematic

error in the track angle originating from weak modes in the telescope alignment.

This, however, does not affect the correction, since it is insensitive to an overall shift

of the track intercepts.

To calculate the time corrections for each telescope plane, we divide the events

based on (1) the relative track intercept in bins of 1×1 µm2, and (2) the signal charge in

the earliest hit into bins corresponding to roughly one ToT count (240–320 e depending

on the telescope plane). We create a lookup table by taking the mean time-residual

as the correction value for each bin. Figure 6.16 shows how the mean values of the

time residuals are distributed for all track-intercept bins as a function of the signal

charge. For example, when the first cluster hit has a signal charge of 16 ke, the mean

time-residual can vary from −2 ns to 3 ns, depending on the location of the track

intercept. Applying this correction improves the cluster and track time resolutions to

about 0.83 ± 0.03 ns and 385 ± 14 ps. Hence, his method removes contributions of

about 596 ps and 209 ps respectively. The plane correlations change only slightly, and

their overall contribution to the track time resolution remains the same.
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6.3.4 Timing systematics over the pixel matrix

Figure 6.17 shows the mean values of the time residuals for each pixel in one of the

telescope planes after applying the correction from section 6.3.3. It shows that pixels

can have a systematic timing error ranging from −2 ns to 2 ns. The plot also exhibits

some interesting features. Firstly, there is a clear pattern visible along the columns with

a 16 row periodicity. The abrupt changes that happen every 16th row are most likely a

consequence of the clock buffers that are placed along the columns for the distribution

of the 40 MHz reference clock [15]. Secondly, odd numbered columns tend to have a

slightly higher time residual than even numbered columns: on average, they are later

by 326 ± 5 ps. Furthermore, the fine structure within blocks of 2 by 16 pixels is likely

caused by a combination of fixed deviations in the frequency of the fast oscillators,

and pixel-to-pixel variations in the signal propagation delay between a pixel and the

fast oscillator due to differences in the capacitive loading of the traces that connect

them. Lastly, there are also less regular variations: along column 150, for example, the

mean time-residual gradually becomes smaller for larger row numbers. These gradual

variations are a consequence of the power distribution over the pixel matrix.2

Figure 6.18 shows the mean time-residual for each of the 16 fToA values in two

pixels. It can be seen that both fast oscillators have a frequency that is slightly too

low, resulting in a constant rise of the mean time-residual over fToA values 1–14.

The mean time-residual for fToA values 0 and 15 are not necessarily in line with the

others because the size of their time bins are typically different. For an fToA of 0,

the time bin size is the sum of the length of the first clock cycle and the propagation

delay between a pixel and the fast oscillator. For an fToA of 15, the time bin size is

25 ns minus the sum of the other time bins. The fToA can never reach a value larger

than 15 because the pixel stops counting after reaching this value. We use the mean

time-residual of each individual pixel and fToA value to correct for the systematics

over the pixel matrix.

6.3.5 Improved timing performance

After applying the charge and track-topology corrections from section 6.3.3 as well

as the pixel-matrix corrections from section 6.3.4, the average cluster time resolution

per plane improves from 1.02 ± 0.04 ns to 650 ± 9 ps. This means that we removed

a contribution of 0.79 ± 0.05 ns resulting from systematic errors. The track time

resolution improves from 438 ± 16 ps to 276 ± 4 ps, which means that we removed a

2As with the Krummenacher current (in section 6.2.5), this issue was addressed in the second

iteration of Timepix3.
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Figure 6.17 Time residual means of individual pixels for a single telescope plane.

Figure 6.18 Mean time-residual as a function of the fToA bin for two pixels in a

single telescope plane. The dashed lines indicate the overall mean time-residual of the

pixels.
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Figure 6.19 Cluster and track time residuals with respect to the downstream scin-

tillator before and after corrections. Note that the downstream scintillator resolution

broadens the improved track time residual distribution by 20 %.

Figure 6.20 Correlations between the telescope planes after corrections
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contribution of 340 ± 21 ps. Figure 6.19 shows the cluster and track time residuals

with respect to the downstream scintillator before and after corrections.

Figure 6.20 shows the correlation between planes after applying both corrections.

The coefficients now range from 0.038 to 0.095, showing that the planes are still

correlated, though less than before. It can be seen that there is a stronger correlation

between planes within the same telescope arm than between planes of two different

arms. Also within the up- and downstream arms, planes that are closer together tend

to have a stronger correlation.

In section 6.3.1, we argued that the correlations contribute about 248 ± 9 ps to the

track time resolution. The corrections reduced this to 153 ± 3 ps. This improvement is

completely due to the correction of the pixel matrix systematics because it eliminates

the spatial dependence of the mean time-residual. All planes exhibit approximately

the same timing behaviour as was shown in figure 6.17 and they are arranged in such

a way that the row axes of all planes generally point in same direction. This results

in a correlation between the planes— when a track goes trough a region of the pixel

matrix that has a large mean time-residual in one plane, then it is likely to go through

a similar region in the other planes as well.

The remaining correlations are partly caused by variations in the time offsets

between the telescope planes and the scintillators. These variations happen in a

continuous manner and appear to be periodic over an exact number of clock cycles

from the 40 MHz reference clock. For instance, over a period of 1024 clock cycles,

we observe a covariance of (134 ps)2 between the time offsets of planes 1 and 2 with

respect to the up- and downstream scintillators, respectively. Recalling that the cluster

time resolution is 650 ps, we can approximate the contribution of these covarying

offsets to the correlation coefficient of the two planes as (134 ps/650 ps)2 ≈ 4 %,

which is a substantial part of the 9.5 % correlation that we observe. The offsets of

planes 1 and 5 exhibit a similar covariance of (136 ps)2, and thus also contribute

approximately 4 %, which in this case is the majority of the total correlation. The fact

that we observe synchronous variations in the offsets of planes that are connected to

different SPIDR modules and with respect to different scintillators seems to suggest

that they originate from the reference clock.3 This view is substantiated further by

matching peaks in the phase noise spectrum of the clock. Regardless of the exact cause,

we estimate that correcting for these effects could improve the track time resolution to

about 240 ps, mainly by further reduction of the correlations.

3This is only possible because there is a time offset of about 250 ns between the telescope planes and

the scintillators (due to electronics and cabling) which causes their measurements to be referenced to

different clock edges.
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Figure 6.21 Overall cluster time resolution as a function of sensor bias voltage

before and after corrections.

We have excluded any further spatially induced correlations by looking at tracks

that go through a small fiducial area. In a similar way, we also found no evidence of a

time correlation induced by a correlation in track angle. Time of flight also does not

cause correlations since this would only change the time offsets between the planes,

which are removed by the time alignment. Furthermore, significant event-to-event

variations in the time of flight are unlikely.

Subtracting the TDC resolution of 451 ps from the improved cluster time resolution,

shows that the sensor and analog front-end contribute about 467 ps, which is comparable

to the TDC resolution. Figure 6.21 shows a sensor bias-voltage scan of the telescope.

It can be seen that the cluster time resolution is still improving at a sensor bias voltage

of 200 V. However, we did not increase the bias voltage beyond this point due to the

risk of breakdown as already mentioned above.

6.4 Conclusion and outlook

We performed a detailed study of the timing performance of the LHCb VELO Timepix3

Telescope, which resulted in a thorough understanding of time measurements with

Timepix3. Using an independent scintillator system, we measured the time resolution

before any corrections to be 1.02 ± 0.04 ns for single clusters and 438 ± 16 ps for tracks

consisting of eight clusters. Correlations between the cluster time measurements of

different planes result in a track time resolution that is worse than what can be expected

for eight uncorrelated planes: 1.02 ± 0.04 ns/
√

8 = 358 ± 13 ps. As discussed in

section 6.3.4, most of these correlations are due to a spatial dependence of the timing

behaviour in the planes.
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In section 6.3.3 we presented a method that uses the track topology in combination

with the signal charge to simultaneously correct for timewalk and sensor effects. This

method could be extended to work with variable track directions by first binning on two

angles that define the track direction in the sensor, and subsequently binning on a track

intercept. In a 4D tracker the time measurements are in principle necessary for the track

reconstruction itself. This means that in the worst case scenario an iterative method

might be required to apply this correction. However, if the time measurement is only

essential in finding the correct primary vertex— the hadronic collision point— then

the track reconstruction will be relatively insensitive to the specific vertex since the

candidates, out of which the 4D tracking algorithm has to select the correct one, are

spatially close together since they belong to the same bunch crossing. As a result,

the reconstructed track before finding the correct primary vertex is already precise

enough to determine the cluster time corrections, and hence the method can be applied

directly without iteration.

Correcting for systematic errors from the pixel matrix also significantly improves

the timing performance of the individual planes. Additionally, it removes the spa-

tially induced correlations between the planes, which further improves the track

time resolution.

After applying corrections, the overall cluster time resolution improves from

1.02 ± 0.04 ns to 650 ± 9 ps. This implies that we have removed a contribution of

0.79 ± 0.05 ns resulting from systematic errors. The track time resolution improves

from 438 ± 16 ps to 276 ± 4 ps. This is an improvement of 340 ± 21 ps of which

we can attribute 278 ± 24 ps to an improvement in the cluster time resolution and

195 ± 12 ps to removing part of the plane correlations.
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Abstract Test beam measurements have been carried out with a 3D sensor on

a Timepix3 ASIC and the time measurements are presented. The measurements

are compared to those of a thin planar sensor on Timepix3. It is shown that for a

perpendicularly incident beam the time resolution of both detectors is dominated by the

Timepix3 front-end. The 3D detector is dominated by the time-to-digital conversion

whereas the analog front-end jitter also gives a significant contribution for the thin

planar detector. The 3D detector reaches an overall time resolution of 567 ± 6 ps

compared to 683 ± 8 ps for the thin planar detector. For a grazing angle beam, however,

the thin planar detector achieves a better time resolution because it has a lower pixel

capacitance, and therefore suffers less from jitter in the analog front-end for the low

charge signals that mainly occur in this type of measurement. Finally, it is also shown

that the 3D and thin planar detector can achieve time resolutions for large clusters of

about 100 ps and 250 ps, respectively, by combining many single hit measurements.
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7.1 Introduction

F
uture experiments at the High Luminosity LHC [1] will see a further increase

in the number of concurrent events per bunch crossing leading to pile-up.

A possible solution that will enable them to cope with the increased pile-up

is 4D tracking [2, 3] in which precise temporal information of the tracks helps the

reconstruction algorithm to distinguish spatially overlapping vertices. Therefore, it is

foreseen that precise time measurements will become crucial for vertex and tracking

detectors used in particle physics experiments.

New sensor technologies are being explored to achieve the time resolution required

for 4D tracking as conventional “thick” planar silicon pixel sensors provide inadequate

resolution. One strategy to improve the time resolution of a sensor is to decrease

the drift distance of charge carriers. This can be done, for example, by making

thinner sensors [4]. In doing so, however, the amount of signal charge is also reduced,

which leads to an increase in jitter due to a decrease in signal-to-noise ratio. On

the contrary, 3D silicon sensor technology [5] also reduces the charge carrier drift

distance, but does not suffer from a reduction of the signal charge. However, the

readout electrodes of these sensors typically have a larger capacitance, which also

decreases the signal-to-noise ratio, but this time due to an increase in the noise instead.

In this paper timing measurements obtained with a 3D-silicon sensor bump bonded

to a Timepix3 ASIC [6] are presented, and compared to measurements obtained with

a thin planar sensor also bonded to Timepix3. After a description of the sensors and

the measurement setup, the time measurement mechanism of Timepix3 is discussed in

detail. Then the results for particles crossing the sensors perpendicularly are discussed.

After this, the results for particles at a grazing angle of incidence are presented, and

finally the possibility of improving the time resolution by combining multiple hits on a

track is explored.

7.2 Experimental setup

7.2.1 Description of sensors

The 3D sensor technology differs from the planar technology by the geometry of

the electrodes. This can be seen in the schematic diagrams of the sensors used in

this study, which are shown in figure 7.1. In a planar sensor, the pixel electrodes are

made by implanting dopants at the bulk surface whereas in a 3D sensor the electrodes

penetrate into the bulk. For both sensors, the backside is a single electrode where

the bias potential is applied, and the frontside electrodes are connected to individual
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Figure 7.1 Schematic diagrams of a double sided 3D (left) and a thin planar sensor

(right). Dimensions and layout from measurements presented in this paper and [7–9].

The local reference frame of the devices under test is also shown. The beam points

along the negative I-direction for a perpendicular incidence.

readout channels on the ASIC. When depleted, charge carriers in a planar sensor drift

perpendicularly to the sensor surface under influence of the electric field. In a 3D

sensor the charge carriers drift mostly parallel to the sensor surface towards (or away

from) the electrodes that are connected to the readout channels. The 3D and thin

planar sensors used in this study collect holes and electrons, respectively, at the readout

electrodes, which are connected to the ASIC. The n+ electrode of the 3D sensor is

referred to as the field electrode.

The double-sided 3D sensor that is used in this study has been fabricated at

IMB-CNM [8]. The electrode regions were etched into the bulk material using an

inductively coupled plasma. The high aspect ratio of the electrodes was achieved by a

process of alternating etch and passivation cycles. The electrodes were then formed

by filling the etched holes with doped polysilicon. This process was repeated for

both the front- and backside of the sensor to make the p+ and n+ doped electrodes,

respectively. Double sided processing of the wafer has multiple advantages over

single sided processing: (i) producing electrodes with different types of doping is

more difficult on a single surface, (ii) it makes it simpler to apply the bias potential,

and (iii) the electrodes don’t penetrate through the whole sensor which means that

there is still some active sensor material above the electrodes, which improves the

efficiency [9]. The double sided processing does, however, require an alignment step

which increases the cost. The thin planar sensor used in this study was fabricated

at Advacam [10] and is an active-edge sensor [11] originally produced for the CLIC

vertex detector [12]. Both sensors are bonded to a Timepix3 ASIC that is read out by

a SPIDR readout system [13, 14].
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Figure 7.2 Diagram of the LHCb VELO Timepix3 Telescope [16]. The distance

between the scintillators is about 1 m, the distance between the outer telescope planes

is about 48 cm, and the distance between adjacent planes is about 2.5 cm.

7.2.2 Measurement setup

The measurements for this study were performed at the H8 beam line of the CERN

Super Proton Synchrotron (SPS) using the LHCb VELO Timepix3 Telescope [15, 16],

which provides the track reconstruction by measuring the position of each particle

on eight detector planes (figure 7.2). Subsequently the track position is interpolated

with a resolution of about 1.6 µm to a device under test (DUT), which is located

at the centre of the telescope. The DUT is mounted on two translation stages to

align it with respect to the telescope planes, and a rotation stage to allow for angle

studies. The particle beam consists of mixed hadrons (?, c,  ) of about 180 GeV/c.

The hadrons are delivered in spills that are repeated every 20–30 s and contain a

few million particles that are distributed over a duration of typically 4.5 s. Two

independent reference time measurements are provided for each particle by two fast

scintillators with an active area of 1.5 × 1.5 cm2. They are located up- and downstream

of the telescope, and are equipped with constant fraction discriminators (CFD). Their

signals are registered by the on-board time-to-digital converter (TDC) of the SPIDR

readout system [13, 14]. The up- and downstream scintillators have time resolutions

of respectively 381 ± 8 ps and 182 ± 4 ps [16].

7.2.3 Timepix3 cal ibration

For both DUTs the Timepix3 ASICs were operated in the ToA & ToT acquisition

mode in which both the time of arrival (ToA) and time over threshold (ToT) are

measured for each hit. Figure 7.3 illustrates how these measurements are performed in
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Figure 7.3 Diagram of the ToA and ToT measurements in Timepix3 for two hits

with a different signal amplitude [16].

Timepix3. When the preamplifier output crosses a threshold value, a local voltage

controlled oscillator (VCO) is started which has a frequency of 640 MHz. The pixel

logic determines the so-called fine time of arrival (fToA) by counting the number of

clock cycles from the VCO until a rising edge of the 40 MHz system-clock arrives.

Meanwhile, the pixel logic also registers the number of 40 MHz clock cycles, which is

called the coarse time of arrival (cToA). From the fToA and the cToA, the overall time

of arrival of each hit can be determined with a granularity of about 1.56 ns. For the

same hit, the time over threshold is determined with a granularity of 25 ns by counting

the 40 MHz clock while the preamplifier output is above the threshold value.

When a minimum ionising particle (MIP) crosses the sensor, the generated

electron-hole pairs induce a transient current signal on the pixel implants, which is

subsequently integrated by the charge sensitive preamplifier in the analog front-end

of the corresponding pixel [17]. The preamplifier output signal is proportional to the

integrated current, and thus to the number of electron-hole pairs that were generated

in the sensor. The integrated current is then discharged at a constant rate by the

Krummenacher feedback of the preamplifier [18], and the output signal will therefore

decay linearly. As a result, the ToT is roughly proportional to the amount of charge in the

signal. To convert the ToT measurement to charge, a test-pulse calibration is performed.

A controlled amount of charge can be injected into the analog front-end of each pixel

using the built-in test-pulse circuitry. This is done for charge values up to about 18 ke

in steps of approximately 250 e. The relationship between charge and the mean ToT

response is then determined for each pixel by fitting the surrogate function [19]

ToT = ?0 + ?1& − ?2

& − ?3

, (7.1)

and the inverse relationship gives the conversion from ToT value to signal charge.
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Figure 7.4 Test pulse delay scan of a single pixel of the 3D detector. The plot

shows the number of hits with even and odd fToA values as a function of the delay

configuration of the pulse generator.

The VCO divides the 25 ns period of the 40 MHz clock into 16 TDC time bins of

approximately 1.56 ns each. However, there are significant deviations in the widths

of these bins as a consequence of (i) variations in the VCO frequency due to process

variation in the fabrication of Timepix3, and (ii) variations in the signal propagation

delay between a pixel and its corresponding VCO (which is shared by eight pixels)

due to differences in the capacitive loading of the traces that connect them. The latter

affects the width of the first time bin, which has an fToA value of zero. The time bins

for fToA values 1 to 14 have a size that is mainly determined by the VCO frequency.

The size of the last time bin, with fToA = 15, is determined by how much time in the

25 ns period remains after subtracting the total width of the other time bins.

To correct timing errors introduced by the TDC time bin variations, their sizes are

measured using externally timed digital test pulses, which bypass the analog front-end

of the pixel, and directly go to the digital part instead. The external test pulses are

generated by a pulse generator that is triggered on an edge of the 40 MHz clock for

synchronisation. The trigger delay is then varied in steps of 10 ps to scan the whole

25 ns period. For each value of the trigger delay, 1000 test pulses are sent to the pixels,

and the resulting fToA values are recorded. Figure 7.4 shows a part of such a delay

scan for a single pixel of the 3D detector. For this pixel, a test pulse that is generated

with a trigger delay of zero arrives in the fToA = 2 time bin— a trigger delay of zero

is not necessarily aligned with a 40 MHz clock edge due to delays in the electronics
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Figure 7.5 Distribution of the TDC time bin size for the 3D and thin planar detector.

The left plot shows the first and last bins which vary the most in size, and the right

plot shows the time bins that lie in between. There is a spike at zero in the left plots

due to bins with a size of zero.

and cabling. As the trigger delay is increased, the fToA decreases because the time

to the first subsequent 40 MHz edge decreases. After an fToA value of zero, the test

pulse arrives in the fToA = 15 bin of the next 25 ns period.

For each fToA value =, the time bin size is determined by fitting the number of

hits in its corresponding time bin with

#= (3) =
#total

2

[
erf

(
3 − ;
√

2fj

)
− erf

(
3 − ; − F
√

2fj

)]
, (7.2)

where #total is the total number of test pulses per delay value, 3 is the trigger delay, fj

is the jitter in the measured arrival time of the test pulses with respect to the 40 MHz

clock, and finally, ; and F are the lower edge and size of the time bin, respectively.

Figure 7.5 shows the distribution of the time bin size for both DUTs. It can be seen

that the first and last time bins deviate the most from their design value of 1.56 ns.

The results also show that some pixels only have 15 non-zero time bins: 0.49 % and

24.8 % for the 3D and thin planar detector, respectively. The difference between the

two detectors is explained by the fact that they use different versions of Timepix3.

The 3D detector uses the first iteration of Timepix3 whereas the thin planar detector

uses the second iteration in which a power distribution issue was addressed. The

results for the 3D detector are in agreement with test pulse delay scans performed on

other first-iteration Timepix3 chips [20]. For each hit, the time difference between

the rising edge of the 40 MHz clock and the centre location of the time bin for the

corresponding fToA value is subtracted from the cToA to correct for the unequal sizes

of the TDC time bins.
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As was mentioned above, each VCO is shared by a group of eight pixels called a

superpixel. This can lead to the scenario in which the oscillator is already running

when a hit arrives in a pixel. The arrival time of the earlier hit that started the oscillator,

lies somewhere in a 1.56 ns range (assuming an ideal VCO). The exact arrival time in

this range is (of course) unknown, and the location of the time bin of the second hit

is therefore also unknown because it depends on when the oscillator was started. As

a consequence, the time bins will have a difference in time resolution: For the first

hit, the time binning contribution ftdc to the overall time resolution is 1.56 ns/
√

12

because the first time measurement is described by a rectangular distribution. The

time measurement of the second hit, however, has a (symmetric) triangular distribution

with a base of 2× 1.56 ns due to the unknown arrival time of the first hit, and therefore

it has a time binning resolution of 2 × 1.56 ns/
√

24, which is a factor
√

2 worse

than that of the first hit. Since the second hit is typically also associated with more

timewalk, and therefore also more timing jitter (due to a lower signal to noise ratio in

the analog front-end), only the time measurements of the first hits in each superpixel

are used in this study.

For each pixel, the time of arrival within the 25 ns period is determined as the

centre location of the TDC time bin with respect to the 40 MHz clock. However, this

time calibration only corrects for timing errors within a single clock phase. A pixel

can still have an overall time offset due to (i) phase differences among pixels in the

40 MHz clock due to the clock distribution, and (ii) variations in the speed of the

analog front-end due to the power distribution over the pixel matrix. These offsets

cannot be measured with test pulses because they themselves suffer from (unknown)

differences in arrival time over the pixels due to their routing delays in the chip. Test

beam data is used to determine these overall time offsets as the mean time-residual

with respect to the downstream scintillator for each pixel. These values are then used

as corrections and subtracted from all time measurements in those pixels. Figure 7.6

shows the pixel time offsets for both DUTs. The pixel time offsets of the 3D and thin

planar detectors approximately follow Gaussian distributions with standard deviations

of 0.64 ns and 0.56 ns, respectively. The difference in their global behaviour over the

pixel matrix is attributed to the fact that they use different versions of Timepix3.
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Figure 7.6 Pixel time offsets of the 3D (left) and thin planar detector (right) after

correcting the timing errors from VCO variations.

Figure 7.7 Relative delay within a pixel cell of the 3D detector (left) and the thin

planar detector (right). The shaded regions indicate where the relative delay is longer

than 4 ns.
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7.3 Measurements and results

7.3.1 Perpendicular incidence

In this section the timing performance of the DUTs is assessed with a perpendicularly

incident beam with particles crossing the sensor in the negative I-direction (see

figure 7.1 for reference). To achieve a perpendicular incidence, the mean cluster

size was measured for various angular positions of the rotation stage ranging from

−8° to 8°, and the angular position corresponding to a minimum in the mean cluster

size, and thus true perpendicular incidence, was determined by fitting a second

degree polynomial.

The time resolution of a sensor typically improves with an increase in charge carrier

velocity; therefore, the focus in this section is mainly on measurements performed

at the highest reverse bias potential that allowed operation of the detector without

breakdown—a state in which the leakage current increases exponentially. The 3D

and thin planar detectors were operated at 60 V and 90 V, respectively. The threshold

values for detecting a hit were set at 800 e and 700 e, respectively. First, the timing

behaviour within a pixel cell for both DUTs is discussed. This is then shown to

strongly depend on the typical signal size, which is substantially different for both

sensors. Then the efficacy of two different types of timewalk corrections that can

be applied to the time measurements is discussed. Finally the hit time resolution of

both DUTs will be presented.

The track information provided by the telescope is used to the determine the track

intercept with the DUT for each track. Events are then collected based on the intrapixel

coordinates of the track intercept into (overlapping) circular bins of 1 µm2 that are

placed on a 0.2 µm square grid. This spacing is significantly smaller than the 1.6 µm

resolution of the track intercept, and is chosen so to study the transition between the

electrode regions and the region between them. For each bin the relative delay is

determined as the mean difference between the hit time measurements on the Timepix3

ASIC and their corresponding reference time, which are defined as the weighted means

of the up- and downstream scintillator measurements. It should be noted here that the

overall time offset between the hits and the scintillators has been subtracted, and that a

relative delay of zero therefore corresponds to this overall offset. The result is shown

in figure 7.7 for both DUTs. The electrodes in the 3D sensor are clearly visible as

regions that have a large positive delay. Furthermore, the readout electrode appears

to be slightly off-centre, and the time delay seems to increase more gradually on its

bottom left side. For the thin planar sensor it can be seen that it is mainly slower near

the pixel corners. This will be explained in terms of signal charge below.
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Figure 7.8 Distributions of the collected charge per cluster for the 3D detector (left)

and the thin planar detector (right) normalised to the peak values of their correspond-

ing fits.

Figure 7.8 shows the cluster charge distributions obtained in these measurements

for both DUTs together with fits of a Landau distribution convolved with a Gaussian

distribution. The left plot shows the charge distribution for particles going through

different regions of the 3D sensor. Events from particles going through an electrode

have less charge because only energy that is deposited in the bulk silicon is converted

into electron-hole pairs that drift so that they induce a signal. The cluster charge

resulting from a particle going between the electrodes has a most probable value

(MPV) of about 22 ke, which is in agreement with a MIP crossing 300 µm of silicon.

The cluster charge in the thin planar sensor has an MPV of about 3.3 ke for particles

going through the central area of a pixel (defined as the region where the track intercept

is at least 2 µm away from the nearest pixel edge). This value is as can be expected

for a MIP crossing 50 µm of silicon. It can also be seen that the MPV of the cluster

charge from particles crossing the sensor close to the boundary between two pixels

is lower. This is expected because charge is being shared by two (or more) pixels,

and sometimes not all pixels collect enough charge to reach the threshold level for

registering a hit, causing this charge to escape detection and resulting in a lower cluster

charge measurement. Furthermore, it seems that the thin planar detector has hits

that are below threshold, but this is probably a problem with the charge calibration

(section 7.2.3) for small charges due to the ToT distribution being partially cut off,

which leads to a mean ToT value that is not representative for measurements of charges

close to the threshold value, which in turn affects the fit of the surrogate function.

Figure 7.9 shows the time residuals for the 3D detector after applying various

corrections. In the left plot the time measurements are only corrected for the systematic

timing offsets in the pixel matrix as described above in section 7.2.3. It can be seen
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Figure 7.9 Time residuals in three different regions of the 3D detector without

timewalk correction (left), with a timewalk correction based on charge only (centre),

and with a correction based on both charge as well as track intercept (right). This

shows that the tail in the time residual distribution can be mostly corrected with only a

charge-based timewalk correction.

that there is a tail in the time residual distribution that is dominated by hits from

particles going through one of the electrodes. The middle plot shows the same time

residuals after they are also corrected for timewalk by first collecting hits into bins

based on their charge measurement, and subsequently subtracting the mean of the

time residuals in each bin. This correction significantly narrows the readout and field

electrode distributions because these measurements suffer more from timewalk due

to the lower signal charge as was shown in figure 7.8. It can also be seen that the

two residual distributions of the electrode events are not aligned after the timewalk

correction. Somewhat surprisingly, the readout electrode region appears to be slower.

As will be shown below, there is a slow region above the readout electrodes that can

explain why these events are late. The right plot shows the result of a method that also

corrects time variations that are not due to signal size variations. This method works

by also binning hits on the track intercept within the pixel (in addition to binning on

charge) leading to a lookup table of corrections in terms of the G-intercept, H-intercept,

and charge. This effectively corrects for spatial regions that are slower (or faster) than

others. In the remainder of this paper these two types of corrections will be referred

to as partial- and full timewalk corrections, respectively. The term “timewalk” is

usually restricted to only describe those variations in time-to-threshold (the time it
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Figure 7.10 Time residuals in two different regions of the thin planar detector

without timewalk correction (left), with a timewalk correction based on charge only

(centre), and with a correction based on both charge as well as track intercept (right).

The timewalk corrections improve the residuals significantly because the sensor has

low charge signals.

takes a signal to reach threshold value) that are due to variations in signal size, but for

conciseness this definition is expanded to include also other systematic effects that

affect the time-to-threshold, such as variations in signal induction affecting the signal

shape (which also includes drift time effects). Although applying a full timewalk

correction can be important in some cases [16], its impact on the time resolution is

relatively small for these DUTs as will be shown shortly.

Figure 7.10 shows the time residuals for the thin planar detector. The left plot, which

contains the time residuals without timewalk correction, shows that the distribution

is wider than that of the 3D detector. This is due to more severe timewalk effects

because the signals in the thin planar sensor are typically much smaller (see figure 7.8).

Also, the effect is more pronounced for particles that cross the sensor close to the

edge of a pixel due to charge sharing. The middle plot shows that the partial timewalk

correction, which is based on charge only, narrows the distribution considerably. The

distribution from events near the pixel edge is still slightly off-centre, which is most

likely due to a slower signal induction as a consequence of the electric field shape as

well as a nonuniform weighting field. This is caused by the relatively small size of the

pixel implant, which has a diameter of 30 µm compared to the pixel pitch of 55 µm.

Applying a full timewalk correction corrects for the remaining time offsets.
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The resolution of the hit time measurement is determined using the two residuals

with respect to the up- and downstream scintillators. Since the scintillators perform

independent measurements, the covariance between the two residuals corresponds to

the time resolution of the hit time measurement:

f2
C = cov(C − Cd, C − Cu) (7.3)

where C is the hit time, and Cu and Cd are the up- and downstream scintillator measure-

ments [16]. The covariance is determined by performing a maximum likelihood fit of

a bivariate Gaussian distribution to the residuals.

Figure 7.11 shows the hit time resolution of both DUTs as a function of signal

charge. It also shows the combined contribution to the overall time resolution of the

analog and digital parts of the front-end in Timepix3. This contribution represents

the limit of what time resolution can be achieved with Timepix3 and depends on

the pixel capacitance of the sensor. The measurement of the front-end contribution

is briefly explained in the following paragraph before discussing the test beam

results shown in the figure.

The Timepix3 analog front-end time resolution was measured using the same

method as the test pulse delay scan that was used to determine the sizes of the time bins

in section 7.2.3, but instead of sending the test pulses directly to the digital front-end,

they were sent to the analog front-end. The delay scan was repeated for test pulse

amplitudes corresponding to injected charges & ranging from 2 ke up to 17 ke in steps

of 1 ke. The maximum amount of injected charge is limited by the internal DACs that

provide the test pulse voltage. The parameter fj in equation 7.2 is now identified as

the jitter contribution of the analog front-end:

fj =
fv

3+/3C , (7.4)

where fv and 3+/3C are the noise and slew rate of the preamplifier output signal at the

threshold value. The combined time resolution of the front-end is obtained by adding

the contribution of the digital front-end to the fit result as

f2
fe =

(
fv

3+/3C

)2

+ 1

=

=∑
8=1

F2
8

12
, (7.5)

where the sum is over the time bin sizes F8 that were measured before. The second

term thus describes the mean variance of rectangular distributions having widths F8 ,

and taking its square root gives 461 ps and 473 ps for the 3D and thin planar detectors,
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respectively. The thin planar detector has a higher value due to its bigger time bins (see

also figure 7.5). The charge dependence of the front-end time resolution is modelled as

ffe(&)2
=

(
0

& − 1

)2

+ 22 , (7.6)

where 0, 1, and 2 are fit parameters. The fits are shown for the front-ends of both DUTs.

It can be seen that the thin planar detector has a lower analog front-end contribution to

the time resolution because the sensor has a lower pixel capacitance than the 3D sensor.

Figure 7.11 shows that the hit time resolutions of both DUTs have a strong charge

dependence. The time resolution of the 3D detector after partial and full timewalk

correction is dominated by the analog front-end for signals that are larger than 10 ke

and 11.5 ke, respectively. For the thin planar detector the time resolution is dominated

by the analog front-end for signals larger than 2 ke. After partial and full timewalk

corrections, the 3D detector achieves an overall resolution of 620 ± 7 ps and 609 ± 7 ps,

respectively. This is only marginally better than the standard 300 µm planar sensors

of the telescope which achieve a resolution of 650 ± 9 ps [16]. When a minimum

charge cut of 15 ke is applied, effectively rejecting events in the electrode regions,

these figures improve to 573 ± 6 ps and 567 ± 6 ps, respectively. However, this cut

also reduces the efficiency to 75.2 ± 1.5 %. For the thin planar detector a minimum

charge cut of 1 ke is used. It achieves an overall time resolution of 683 ± 8 ps after

full timewalk correction. This time resolution is different than the time resolution

of 0.86 ns found in [21] for the same sensor type and ASIC. The difference can be

attributed to several factors: (i) in addition to pixel corrections, fToA corrections

were applied as described in section 7.2.3; (ii) the measurements in this study were

performed at a higher bias potential; and (iii) in this study the timewalk correction has

been determined using test beam data instead of test pulse measurements.

7.3.2 Grazing incidence

For the measurements discussed in this section, the DUTs are rotated around their

local H-axes such that the beam points mostly in the G-direction with a small positive

I-component (see figure 7.12). This results in long clusters covering 192.0 ± 1.1 and

145.7 ± 2.4 columns for the 3D and thin planar sensor, respectively. This allows for

the investigation of the timing behaviour at various depths in the sensor as particles

traverse a I-range of less then 2 µm in each pixel. A more detailed explanation of this

method can be found in [22]. First the charge collection as well as the relative delay

within a pixel cell of both DUTs is discussed, after which the single hit time resolution
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Figure 7.11 The time resolution as a function of hit charge for both DUTs. The

contribution of the Timepix3 front-end obtained from test pulses is also shown.

Figure 7.12 Diagrams showing the beam direction in a pixel cell of the 3D de-

tector (left) and the thin planar detector (right) for measurements performed with a

grazing-incidence beam.
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is assessed. The final part of this section investigates the possibility of combining the

hit time measurements of each cluster to obtain a more precise time measurement.

Hits are collected into spatial bins based on the H-, and I-intercepts of the

reconstructed track with the HI-plane at the G-centre of the corresponding pixel. They

are collected into rectangular bins of 0.5 × 2.5 µm2 for the 3D detector, and square

bins of 0.5× 0.5 µm2 for the thin planar detector. For each spatial bin, a convolution of

a Landau and a Gaussian distribution is fitted to the charge distribution by performing

a j2 minimisation. Figure 7.13 shows the MPV of the charge distribution as a

function of H- and I-intercept. Compared to the measurements that were performed at

perpendicular incidence, the collected charge in a single hit of the 3D detector is now

much smaller because each pixel now only collects the charge from a particle traversing

the width of the pixel instead of the full sensor thickness. As before, particles crossing

the electrode regions of the 3D sensor have smaller signals. It can also be seen that

the readout electrodes are under a slight angle, which explains the behaviour of the

relative delay near the readout electrode in figure 7.7. The signal size of the thin

planar sensor is mostly uniform over the pixel except near the edges where charge is

lost due to charge sharing.

The relative delay in each spatial bin is determined as before in section 7.3.1.

Figure 7.14 shows the relative delay for the 3D detector after a partial timewalk

correction was applied. It also shows a bias potential scan of the relative delay as

a function of sensor depth I for events that fall into a 0.2 µm window centred at

H = 15 µm. Most notable is the region above I ∼ 250 µm where the relative delay

keeps increasing with I until hits start falling outside of the 250 ns time window of the

clustering algorithm in the telescope reconstruction software. This is most likely an

indication that the sensor is not depleted in this region, and that the charge is therefore

being collected only by diffusion, resulting in long charge collection times. It might

be expected that these long collection times allow for charge carrier recombination,

but figure 7.15 shows that there is no significant decrease in the collected charge

in the nondepleted region. The carrier lifetime in lowly doped silicon (less than

∼ 1016 cm−3) is dominated by the Shockley-Read-Hall mechanism [23, 24] in which

electron-hole pairs recombine through deep-level impurities [25]. This mechanism

depends on the number of impurities and crystal defects in the bulk silicon. The actual

carrier lifetime is therefore difficult to predict, but can be in the order of milliseconds

for good quality silicon [26].

The relative delay for the thin planar detector after a partial timewalk correction

is shown in figure 7.16 together with a bias potential scan of the relative delay as a

function of sensor depth I at H = 27.5 µm. There is an increase in the relative delay
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Figure 7.13 Lateral intrapixel MPV of the collected charge for single hits of the 3D

detector (left) and the thin planar detector (right) measured with a grazing incidence

beam at bias potentials of 60 and 90 V, respectively. The length of the pillar structures

can be seen clearly from the abrupt changes in the charge distribution at about

I = 230 µm and 60 µm for the readout- and field pillars, respectively.

Figure 7.14 Relative delay in the 3D detector measured at a bias potential of 60 V

(left) and the relative delay at H = 15 µm as a function of sensor depth I for various

bias potentials (right). In both plots a partial timewalk correction is applied. The

shaded region indicates where the relative delay is longer than 2 ns.
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Figure 7.15 Hit charge MPV of the 3D detector as a function of depth for various

bias potentials at H = 15 µm.

Figure 7.16 Relative delay in the thin planar detector measured at a bias potential

of 90 V (left) and the relative delay at H = 27.5 µm as a function of sensor depth I for

various bias potentials (right). In both plots a partial timewalk correction is applied.
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Figure 7.17 Equipotentials of the analytic weighting potential (as derived in [27]) at

H = 27.5 µm for a 30 µm square pixel implant.

near the H-edges of the pixel due to a slower signal induction. It can also be seen that

the relative delay has a minimum near the I-centre of the sensor. This minimum is

located at I ∼ 20 µm for a bias potential of 90 V. The fact that the sensor is faster in

this region cannot be caused by variations in signal size since the MPV of the charge

distribution is uniform along I at H = 27.5 µm as can be seen in figure 7.13. Instead, it

is probably due to a difference in charge carrier velocity. For particles crossing the

pixel close to the implant, the induced signal is mostly due to holes moving away from

the pixel implant. Electrons, which have a higher drift velocity, will contribute to the

signal when the particle crosses the pixel further away from the implant (towards the

I-centre), resulting in a faster signal. As the particle crossing point moves even closer

to the backside of the sensor, the relative delay increases again because the weighting

field is lower near the back electrode (since the pixel does not have an ideal parallel

plate geometry), and hence the charge has to drift for some time before significant

induction appears as can be seen from the weighting potential shown in figure 7.17.

The hit time resolution is shown in figure 7.18 for both DUTs. It can be seen that

the 3D detector has the best time resolution in the region 60 µm < I < 230 µm. A

full timewalk correction improves the time resolution outside of this region because it

corrects for the differences in time delay that are not only due to signal size variation.

For the region 60 µm < I < 230 µm, only the time resolution after a full timewalk

correction is shown as the improvement over a partial timewalk correction is not clearly

visible in this plot. At the most probable signal charge, the thin planar detector has a

better time resolution than the 3D detector because the latter suffers more from jitter

in the analog front-end due to a higher pixel capacitance.
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Figure 7.18 The time resolution as a function of hit charge for both DUTs. The

contribution of the Timepix3 front-end obtained from test pulses is also shown.

7.3.3 Multi-hit t ime resolution

A more precise time measurement might be obtained by combining the single hit time

measurements. One way to do this is by calculating a weighted mean of the single hit

measurements using the charge dependent time resolution (figure 7.18) in determining

the weights as f−2
t . The result is shown for both DUTs in figure 7.19. For the 3D

sensor only hits in the region 60 µm < I < 230 µm are used in the weighted mean.

The dependence of the cluster time resolution on the number of hits = is modelled as

f2
cl (=) =

(
1 − d
=

+ d
)
f2

hit (7.7)

where d can be thought of as the mean correlation between the hits. This expression

is exact for performing = measurements of equal time resolution fhit that are all

correlated to each other by the same amount d. For a weighted mean as performed

here, it becomes an approximation.

The thin planar detector achieves a time resolution of about 100 ps for about 50 to

60 hits, and the 3D detector achieves a resolution of about 250 ps for about 40 hits.

It can be seen that the measurements on both DUTs are not completely uncorrelated

since they do not scale as 1/
√
=. In principle, correlation between hits is expected

since all measurements are performed with a single clock. However, variation in

the TDC bin size and time offsets between pixels effectively misalign the TDC bins
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Figure 7.19 The cluster time resolution for both DUTs as a function of the number

of hits used to calculate the cluster time.

and act as a type of dither resulting in much less correlation than what would be

expected for perfectly aligned TDC bins. Correlations due to clock jitter, on the

other hand, are not reduced by this misalignment. The 3D detector suffers more from

correlations between the hits than the thin planar detector. This could be because the

thin planar detector has more variation in the size of its time bins (figure 7.5). Detailed

investigation of these remaining correlations is outside the scope of this paper, but

could be interesting for applications that use ASICs from the Timepix family as a

readout for microchannel plates [28].

7.4 Conclusion

It has been shown that the 3D and thin planar sensors exhibit significant variations

in the relative time delay as a function of intrapixel position for particles crossing

the detector at both perpendicular and grazing angles of incidence. These variations

were corrected by a conventional timewalk correction based on the amount of charge

collected in each hit. Using the track information to correct for time variations that are

due to spatial dependence of the signal induction offers only about a 1 % improvement

in the overall time resolution in measurements performed at perpendicular incidence.

However, the overall time resolution is dominated by the Timepix3 front-end. For the

most probable signal charge in a single hit, the time resolution of the 3D detector is

dominated by the TDC in the digital front-end. For the thin planar detector, jitter in the

analog front-end also has a significant contribution in addition to the TDC. Using the

track information to correct for time variations might be useful in a future 4D tracker

that uses a faster front-end with a more precise TDC.
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At perpendicular incidence the 3D detector suffers least from timewalk because

the 3D sensor generates signals that are about a factor six bigger than that of the thin

planar sensor due to the difference in thickness. Small signals in the analog front-end

of Timepix3 do not only result in an increased time delay, but the timing jitter also

increases significantly because the preamplifier output signal crosses the threshold

value of the discriminator with a lower slew rate. In spite of this, the thin planar

detector has a better time resolution for signals of less than about 16 ke because the 3D

detector has a worse time resolution for particles crossing the electrode regions and it

has more analog front-end jitter due to a higher pixel capacitance. Still, at their typical

signal size, the 3D detector achieves a better overall time resolution of 567 ± 6 ps

compared to 683 ± 8 ps for the thin planar detector.

Using a grazing angle beam showed that there is a slow region near the backside

of the 3D sensor which is probably due to this region not being depleted. The best

time resolution for the grazing angle measurements was achieved by the thin planar

detector because its lower pixel capacitance gives it an advantage over the 3D detector

for small signals. Furthermore, for the thin planar sensor it has been shown that,

in terms of relative delay, there is an optimum region in the middle of a pixel cell

due to the difference in charge carrier velocity. It would be interesting to compare

the thin planar n-in-p sensor that was used in this study to a p-in-n sensor because

it can be expected that a p-in-n sensor will have faster signals for charge generated

in the region close to the pixel implant since electrons would dominate in the signal

induction instead of holes.

The possibility of achieving a better time resolution by combining several hits of

the same cluster was briefly explored. Although this can indeed give a better time

resolution, there is a difference between the DUTs in the amount of correlation in the

hit time measurements. To achieve a good time resolution it is vital to have minimum

correlations, and a more careful analysis is therefore required to understand the cause

of this difference.
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Abstract A characterisation of the Timepix4 pixel front-end with a strong focus

on timing performance is presented. Externally generated test pulses were used to

probe the per-pixel time-to-digital converter (TDC) and measure the time-bin sizes by

precisely controlling the test-pulse arrival time in steps of 10 ps. The results indicate

that the TDC can achieve a time resolution of 60 ps, provided that a calibration is

performed to compensate for frequency variation in the voltage controlled oscillators

of the pixel TDCs. The internal clock distribution system of Timepix4 was used to

control the arrival time of internally generated analog test pulses in steps of about 20 ps.

The analog test pulse mechanism injects a controlled amount of charge directly into

the analog front-end (AFE) of the pixel, and was used to measure the time resolution

as a function of signal charge, independently of the TDC. It was shown that for the

default configuration, the AFE time resolution in the hole-collecting mode is limited to

105 ps. However, this can be improved up to about 60 ps by increasing the preamplifier

bias-current at the cost of increased power dissipation. For the electron-collecting

mode, an AFE time resolution of 47 ps was measured for a bare Timepix4 device at

a signal charge of 21 ke. It was observed that additional input capacitance from a

bonded sensor reduces this figure to 62 ps.
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8.1 Introduction

T
he High Luminosity Large Hadron Collider (HL-LHC) [1] is an upgrade to

the existing Large Hadron Collider that will increase the potential for new

discoveries by increasing the integrated luminosity by a factor of ten. As a

consequence, the number of concurrent collisions per bunch crossing (referred to as

pile-up) will increase, making it more difficult for particle physics experiments to

distinguish between collisions based on the spatial measurements of collision products

by the detectors closest to the interaction point. To prevent large amounts of pile-up,

the instantaneous luminosity will be kept at a constant level for the majority of the time

during which collisions take place (a few hours typically); normally the instantaneous

luminosity peaks at the start and decays over time, but luminosity levelling prevents

the initial peak while keeping the average high enough to reach the desired integrated

luminosity. Despite luminosity levelling, the tracking of decay products based on

spatial measurements will likely be insufficient to assign them to the correct primary

vertex because the reconstructed tracks will not have the required spatial resolution

to distinguish between spatially overlapping vertices. A potential solution that is

currently being pursued in the particle physics community is the incorporation of

time measurements in the detectors to aid in the reconstruction of tracks and primary

vertices— a method typically referred to as 4D tracking [2, 3]. The time resolution

that can be achieved with pixel detectors is therefore of great interest.

The time resolution of a pixel detector partly depends on the physical processes that

happen in the sensor material in which charged particles deposit part of their energy,

which generates a detectable electronic signal [4]. Another important contribution to

the time resolution is from the front-end electronics that amplifies and discriminates

the sensor signals. Lastly, the time at which the signal is discriminated is converted to

a digital representation by a time-to-digital converter (TDC) which also contributes

to the time resolution. New sensor technologies are being developed in order to

achieve the time resolution required for 4D tracking at the HL-LHC, and the results

are promising [5, 6]. However, there is currently no full-scale pixel readout ASIC with

a front-end that is fast enough to benefit from the intrinsic time resolution provided

by these new fast-sensor technologies. In a previous study [7] it has been shown that

3D [8] and thin planar detectors bonded to the Timepix3 pixel ASIC [9] have a time

resolution that is limited by the pixel front-end.

Timepix4 [10] is the latest ASIC in the Medipix family [11]. It is the successor to

Timepix3 and Timepix [12], which have been used across a wide range of applications,
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partly owing to their ability to do per-pixel time measurements.1 In this study the

timing performance of the new Timepix4 ASIC is characterised by means of test

signals. The pixel TDC is studied by externally generated signals that are routed

to the digital front-ends of pixels near the bottom and top peripheries, and the time

resolution of the analog front-end is characterised by internally generated test pulses.

The TDC measurements are performed using only bare ASICs (without a bonded

sensor). The analog front-end measurements are performed also with devices that

are bonded to 300 µm planar silicon p-on-n sensors which provide a realistic input

capacitance to the preamplifier. Two sequential revisions of the Timepix4 ASIC,

versions 1 and 2, are tested.

This paper is structured as follows. Section 8.2 gives a general introduction of

Timepix4 and explains its relevant features. Section 8.3 covers the timing performance

of the digital front-end, and presents calibration measurements that are required

in section 8.4, which present the analog front-end measurements and their results.

Section 8.5 contains the conclusion.

8.2 The Timepix4 pixel ASIC

Timepix4 has been produced in a 65 nm CMOS technology. It has a matrix that consists

of 448 × 512 pixels, which is a factor 3.5 bigger than Timepix3. Furthermore, the

maximum hit rate has been improved by a factor 8 to a value of 358 Mhits/cm2/s. Most

importantly, concerning the subject of this paper, it offers an improved analog timing

performance, and also has a more precise TDC featuring time bins of 195 ps compared

to the 1.56 ns bin size in Timepix3. Like its predecessor, Timepix4 can measure the

time of arrival (ToA) and time over threshold (ToT) of each hit simultaneously. The

latter is a surrogate measure for the amount of charge in a signal, which can be used to

measure particle energy. It can also be used to correct systematic errors in the time

measurement that depend on signal size, as will be discussed in section 8.4.4.

8.2.1 Pixel front-end

Figure 8.1 shows a schematic diagram of the Timepix4 front-end. As in Timepix3 [14],

the charge sensitive preamplifier in the analog front-end of Timepix4 is based on the

1Chronologically, Timepix2 [13] was developed after Timepix3 as a successor to Timepix in order

to meet a demand pertaining to applications that do not necessitate the added complexity of data-driven

readout associated with Timepix3. The Timepix chips are named according to the collaboration by which

they are developed: Timepix3 was developed by the Medipix3 collaboration that developed the Medipix3

ASIC. At the time, the Medipix2 collaboration did not develop a second version of Timepix alongside

Medipix2.
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Figure 8.1 Schematic diagram of the Timepix4 front-end [10]. The front-end of

a single pixel is divided into an analog and a digital part. A superpixel consists of

two by four pixels and contains a 640 MHz oscillator which is used for precise time

measurements. A superpixel group (SPG) consists of four superpixels and contains

two adjustable delay buffers (ADBs) that distribute the system clock along columns of

pixels (only one is shown).

Krummenacher scheme [15]. It compensates for leakage current and it can process

positive as well as negative input signals to work with both hole- and electron-collecting

sensors. The preamplifier has a roughly linear relationship between input charge

and ToT because the feedback capacitor, onto which the signal current at the input

pad is integrated, is discharged at a constant rate. The dynamic range of the ToT

measurement can be increased by enabling the low-gain mode. This mode lowers

the preamplifier gain by adding an extra capacitor in parallel to the main feedback

capacitance. For hole-collecting sensors, the dynamic range can be increased further

by the adaptive-gain mode, which adds a MOS gate capacitance to the feedback circuit.

In this study only the default high-gain mode is considered.

Although the analog front-end can process positive as well as negative input

signals, the time resolution is expected to be better for electron-collecting sensors.

For hole-collecting sensors, at a certain amount of input charge, the analog front-end

enters a slew-rate limited regime where a further increase in the input charge does not

increase the slope of the preamplifier signal at the output anymore [16]. For positive

polarity signals, there is an upper bound to the current with which the first amplifier

stage can discharge the capacitive load at its output. As a consequence, the time

resolution is inherently limited for hole-collecting sensors.
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The test-pulse circuit at the preamplifier input allows for the injection of a controlled

amount of charge. The input is connected to the voltage references TpA and TpB

through a capacitor in an alternating manner; each time the voltage switches, a current

pulse is injected into the front-end. The duration of this injected current signal is

negligible compared to the rise time of the preamplifier, and the signal can therefore

be regarded as having the shape of a delta function.

The discriminator after the preamplifier uses a global (chip-wide) threshold voltage.

To compensate for pixel-to-pixel baseline variations, each pixel also has a five-bit local

threshold setting, which is referred to as a trim DAC in this paper.

Figure 8.1 also contains a table listing the counters and latches involved in the

various time measurements of each hit. In this figure, the ToA is the timestamp

corresponding to the 40 MHz clock, which in this paper is more specifically referred to

as the coarse ToA (cToA). Likewise, the ToT is the number of 40 MHz clock cycles that

the preamplifier output is above the threshold value. The so-called fine time of arrival

of the rising and falling edges of the preamplifier signal, fToA-rise and fToA-fall,

correspond to measurements performed with a 640 MHz voltage-controlled oscillator

(VCO) which is shared by a group of two by four pixels referred to as a superpixel. In

this study only the fToA-rise counter is used, and it is simply referred to as the fToA.

The even more precise ultra-fast time of arrival codes, ufToA-start and ufToA-stop,

capture the phase of the VCO when the discriminator fires (start) and when the first

subsequent 40 MHz clock edge arrives (stop). The ufToA-start code is only relevant

for hits that arrive when the VCO has already been activated by another hit in the same

superpixel, which cannot happen with the measurement method used in this study.

Therefore, only the ufToA-stop code is used, and for brevity it is simply referred to as

the ufToA code, or simply the ufToA when talking about its decoded value. The next

section explains the time measurement and these variables in more detail.

In section 8.4.3 the test-pulse circuit is used to measure the time resolution of

the analog front-end as a function of input charge. In this study the reference-clock

distribution system (section 8.2.3) is used to control the clock phase with respect to the

arrival time of the internally generated test pulses. As the clock is delayed, the time bin

in which the test pulses arrive will change, and due to the noise in the analog front-end,

this transition from one bin to another is not instantaneous: With each increment of

the clock delay, the number of test pulses arriving in one time bin gradually decreases

as they end up in the next adjacent time bin. The number of hits as a function of the

clock delay therefore takes on the shape of an s-curve, which is the cumulative ToA

distribution of the test pulses from which the time resolution of the analog front-end

can be determined.
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Figure 8.2 Diagram of the time measurement in Timepix4 for two hits with a

different signal amplitude. In Timepix4 the 640 MHz clock is also activated on the

falling edge of the discriminator in order to measure the ToT with a granularity of

1.56 ns. Figure adapted from [17].

Timepix4 offers the possibility to use the digital front-end of certain pixels to

timestamp external signals. This can be useful when working in conjunction with

other detectors (to provide reference signals for example). In section 8.3.2 this feature

is used to study the TDC (which is of the same type for all pixels) by generating

external signals with a controlled arrival time with respect to the reference clock. In

section 8.3.4 this feature is used to calibrate the reference-clock distribution, which is

necessary for the analog test-pulse measurements in section 8.4.

8.2.2 Time measurement in Timepix4

The time-to-digital conversion in Timepix4 can be roughly divided into three parts,

of which the first two are similar to Timepix3 (figure 8.2). First the coarse ToA is

determined as the 40 MHz clock cycle in which the preamplifier output goes over

threshold and activates the discriminator. Secondly, the discriminator activates the

VCO, and by counting its number of oscillations until the next rising edge of the

40 MHz clock, which defines the fine ToA, the timestamp granularity can be improved

to 1.56 ns. In Timepix4 the VCO is also activated when the preamplifier goes below

threshold in order to achieve a more precise ToT measurement. Normally, this feature

is not necessary as the uncertainty in the ToT measurement is dominated by the voltage

noise on the preamplifier output due to the shallow threshold crossing of the falling

edge. However, if the discharge-current setting is increased, the threshold crossing

improves, and the timestamp granularity due to the 40 MHz clock can become the

dominating factor. This feature is mainly aimed at high flux applications, where it

might be necessary to increase the discharge current of the feedback capacitor, and

thereby shorten the preamplifier output signal to prevent signal pile-up.
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Figure 8.3 shows the third part of the time-to-digital conversion in Timepix4.

The ToA measurement is further refined by having four phase shifted copies of the

640 MHz clock. These phase shifted clocks define eight time bins within a single

1.56 ns period. The states of these four clocks are latched on the subsequent rising

edge of the 40 MHz clock after the signal has crossed threshold. This defines the

four-bit ultra-fine ToA code, which is used to refine the time measurement to 195 ps.

The common control voltage of the VCOs, which determines their frequency, is

normally generated in the centre periphery by a phase-locked loop (PLL) which is

synchronised to the 40 MHz reference clock. However, the second iteration of the

chip (Timepix4v1) suffers from a problem in the modelling of the control-voltage

dependence of the VCO frequency, which has led to a frequency that is too high.2

The supply voltage of the periphery PLLs can be lowered independently to achieve

the target frequency, which is necessary for the correct transmission of data. The

supply voltage of the superpixel VCOs, however, cannot be set independently, and

the control voltage that is generated by the periphery PLLs is too high. The control

voltage is therefore configured to be taken from a dedicated DAC that is set to its

lowest value to lower the frequency as much as possible. The resulting frequency

is still too high, resulting in small time bins, but this does not negatively affect the

front-end operation otherwise.

8.2.3 Reference-clock distribution

The 40 MHz reference clock is distributed along each double-column structure by

means of a digital delay-locked loop (DLL) in order to achieve a well-defined clock

phase at the pixels with a target skew of less than 100 ps [18]. A schematic of

the DLL structure is shown in figure 8.4. The clock propagates away from the

centre periphery along the columns to the outermost super-pixel groups and back.

In each super-pixel group, the clock is buffered in both directions by an adjustable

delay buffer (ADB). During normal operation, the controller, which is located in the

centre periphery, regulates the delay of each of the 32 ADBs to 781 ps in order to

achieve a total delay that is equal to one clock cycle of 25 ns. It is also possible,

however, to override all controllers and set a chip-wide DLL control code to set the

delay manually. Furthermore, all ADBs can be bypassed individually to prevent

malfunctioning or completely defective ADBs from affecting entire double-columns.

The manual control of the ADBs also allows for accurate control of the clock phase,

which is demonstrated in section 8.3.4, and used in section 8.4.3 to measure the analog

front-end time resolution.

2The first iteration (Timepix4v0) suffers from the same problem.
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Figure 8.3 Diagram showing the ultra-fine ToA measurement in Timepix4. The four

phase shifted 640 MHz clocks divide the 1.56 ns period into eight time bins of 195 ps.

ADB
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Figure 8.4 Schematic of the digital delay-locked loop that distributes the 40 MHz

reference clock along a double-column. Figure adapted from [18].
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Figure 8.5 Diagram of the measurement setup.

Figure 8.6 A SPIDR4 control board with a Timepix4 carrier board containing a

Timepix4v1 with a 300 µm sensor. The Timepix4 power cable is directly connected to

the carrier board.
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8.3 Digital front-end measurements

In this section the superpixel TDC is characterised using a similar method that was

used to determine the time-bin sizes of Timepix3 [7, 19]. Section 8.3.1 describes the

measurement setup, and section 8.3.2 presents the results. In section 8.3.3 the expected

TDC resolution is determined from the measurement results. In section 8.3.4 the clock

distribution system is calibrated in preparation of the analog front-end characterisation

described in the next section.

8.3.1 Measurement setup

The digital pixel inputs of Timepix4 can be used to timestamp up to four external

signals. Each half of the chip has two digital pixel inputs, and each input is routed

to a different set of double-column structures within that half. These double-column

structures are typically referred to by their respective end-of-column (EoC) blocks.

Within each half, one input is routed to all even-numbered EoCs, and the other

input goes to all odd-numbered EoCs. The external signals are routed to the digital

front-ends of all pixels in the first superpixel of each EoC. These signals can be enabled

on a per-superpixel basis, and pixels can be masked to prevent receiving multiple

hits per superpixel. The measurements described here are performed with a single

non-masked pixel in each superpixel.

Figure 8.5 shows a diagram of the measurement setup that is used for the digital

pixel measurements. The external test pulses are generated by two pulse generators:3

The first pulse generator provides a 10 MHz clock and a synchronised 100 Hz trigger

signal to a second pulse generator, which is used to generate square pulses with a width

of 1 µs that are phase shifted by means of a configurable trigger delay. The signals are

then fed into the Timepix4 readout system (SPIDR4, the successor of SPIDR3 [20, 21])

which generates a synchronised 40 MHz reference clock for Timepix4, and passes on

the test pulses to one digital pixel input of each half of the chip. Figure 8.6 shows the

SPIDR4 control board with a Timepix4 carrier board containing a Timepix4v1 bonded

to a 300 µm p-on-n sensor. The setup allows for precise control of the test-pulse arrival

time in steps of 10 ps within the 25 ns clock period of the reference clock.

3The AT Pulse Rider was added after it was observed that the internal trigger of the Keysight is not

sufficiently synchronised with its 10 MHz clock. The internal trigger suffers from a drift of about 0.1 ns

per hour of elapsed real time (the exact value depends on the configuration) with respect to the 10 MHz

clock.



146 8 TIMING PERFORMANCE OF THE TIMEPIX4 FRONT-END

8.3.2 Superpixel TDC characterisat ion

The TDC is characterised by scanning the test-pulse arrival time through the 25 ns

reference-clock period in steps of 10 ps and recording the resulting timestamps.

Figure 8.7 shows the measurement results from a single pixel for both the fine and

ultra-fine time bins. It can be seen that the VCO frequency of Timepix4v1 is too high,

resulting in 21 fine time bins. Timepix4v2 has a VCO frequency much closer to the

design value, resulting in 17 fine bins. The first fine bins (fToA 0) of both devices

are about half the size of the others by design: The fToA counter is incremented by

the VCO clock with the largest phase delay as was illustrated in figure 8.3. The size

of the last fine bin (fToA 20 for version 1 and fToA 16 for version 2) depends on the

VCO frequency. The 17 ps jitter on the edges is dominated by the pulse generator. The

difference between the ultra-fine bin sizes is clearly visible for both devices, especially

for ufToA binary codes 0000 and 1111. The number of hits that arrive in or after4 a

certain time bin can be modelled as

5
(
Cdelay, C=, fj

)
=
#tp

2

[
1 + erf

(
Cdelay − C=√

2fj

)]
, (8.1)

where Cdelay is the trigger delay, C= is the left-edge location of the =-th bin where = is an

arbitrary sequential number assigned to the bins, fj is the jitter of the measured arrival

time of the pulses with respect to the reference clock, and #tp is the total number of

pulses per measurement. In order to determine the time-bin sizes, equation 8.1 is fitted

to the data, and the bin sizes are then determined as

F= = C=+1 − C= . (8.2)

Figure 8.8 shows the fit results for the bottom half of a Timepix4v1 device. The

mean bin size of 1.26 ns is smaller than the design value of 1.56 ns due to the problem

with the VCO frequency of Timepix4v1 as was explained in section 8.2.2. The data

indicates that the VCOs are running at a mean frequency of 794 MHz with a standard

deviation of 1.7 % over the superpixels. The majority of superpixels have 21 fine

time bins, except for a small fraction of 0.7 % that have 20 or 22 fine bins. It is also

observed that the ultra-fine time bins exhibit a clear structure in size. Furthermore,

time bins that are located immediately before a rising edge of the 40 MHz reference

clock show a relatively large pixel-to-pixel variation in size.

4This is a subtle detail, but it is important in ensuring that the data are well-described by an error

function when the time bins are small because the hits might be distributed over more than two time bins.
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Figure 8.7 Number of hits in alternating bins as seen by a single pixel of a Timepix4v1

device (top two plots) and a Timepix4v2 device (bottom two plots) as a function of

trigger delay for both types of time bins. The two datasets in each plot (orange and

green points) correspond to the parity of an arbitrary sequential number that has been

assigned to each time bin. Timepix4v1 has smaller time bins due to a design problem

of the VCO, which has been fixed in Timepix4v2.
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Figure 8.8 Distribution of fine time bin sizes the central fine time bins with 0 <

fToA < 20 (left), the ultra-fine time bins (centre), and the first bins before a rising edge

of the 40 MHz reference clock (right) for the bottom half of a Timepix4v1 device.

Figure 8.9 Distribution of fine time bin sizes the central fine time bins with 0 <

fToA < 16 (left), the ultra-fine time bins (centre), and the first bins before a rising

edge of the 40 MHz reference clock (right) for the top and bottom halves of a

Timepix4v2 device.
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Figure 8.9 shows the results for both matrix halves of a Timepix4v2 device. A

difference of 2 % is observed in the mean bin size between the bottom and top halves,

which could be due to a difference in the ground potential. It was checked that the

variation in bin size is not correlated to the variation in the VCO control voltage due to

the distribution over the EoCs. The overall bin size of 1.565 ± 0.017 ns corresponds to

a VCO frequency of 639 ± 7 MHz, which is in agreement with the design value. The

ultra-fine bins show the same structure as observed in Timepix4v1. It is also observed

that the ultra-fine time bins that are located directly in front of a rising edge of the

40 MHz clock vary in size from almost 0 up to about 300 ps. This variation will add

to the relative time offsets between pixels, and degrade the overall time resolution if

not corrected. The contribution to the total time resolution can be approximated by

the bin size RMS of 89 ps.

The increased size of ufToA bins 0 and 4 can be understood by considering the

VCO, which consists of a chain of four 195 ps delay cells whose outputs are the four

clock phases that were shown in figure 8.3. The first delay cell can be seen as an AND

gate with a 195 ps delay; one input is the OR function of the eight discriminators in

the superpixel to activate the VCO, and the other input is the inverted output of the

last delay cell. The delay of this inversion was not completely accounted for in the

design, and has led to an extra delay between the edges of the fourth VCO clock phase

and their corresponding edges in the first clock phase, resulting in the increased bin

size for ufToA 0 and 4. The difference between them is likely due to a difference in

the rise and fall times of the inversion. The remaining structure is not observed in

post-layout simulation, but the similarity between the two devices suggests that it is

not due to process variation.

8.3.3 TDC time resolution

In a real application of Timepix4, the hit-time of each pixel can be reconstructed as

Chit =

(
cToA − U

16
fToA − U

128
ΔufToA + UV

)
25 ns + ΔCpixel , (8.3)

where ΔufToA = ufToA − 4 for hits arriving when the superpixel VCO has not yet

been activated by earlier hits,5 U is a correction factor that compensates for variation

in the VCO frequency, V compensates the non-uniformity of the ultra-fine bins, and

ΔCpixel is a per-pixel term that corrects time offsets between pixels originating from

5As detailed in section 8.2.1, this study is restricted to primary hits for which the ufToA-start code is

invariably equal to 0000, which translates to a bin number of 4. The relationship between the ufToA

code and its corresponding time bin number was shown in figure 8.7.
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differences in clock phase due to the reference-clock distribution. The latter also

compensates for more subtle timing differences that originate from mechanisms such

as variation in the capacitive loading of traces connecting the pixel front-ends to the

superpixel VCO, as was observed in Timepix3 [7, 17].

To study the TDC resolution, the measured bin sizes are used to construct

the expected time-residual distribution (with respect to an imaginary perfect time

reference) under the assumptions that equation 8.3 is applied and that all time offsets

between pixels have been calibrated out. Initially, three types of VCO frequency

corrections are considered:

(i) chip-wide: U → Uchip,

(ii) per matrix half: U → Uhalf,

(iii) per VCO: U → Uvco,

(8.4)

where the bin structure is ignored (V → 0) for all cases because its overall contribution

is negligible at the current stage. For a complete pixel matrix, the number of

correction factors are 1, 2, and 29 × 103 (the number of superpixels), respectively.

An additional correction is considered in order to demonstrate the impact of the bin

structure on the TDC resolution:

(iv) per VCO and ufToA: U → Uvco & V → VufToA, (8.5)

which introduces 8 additional parameters with 7 degrees of freedom.6

The correction parameters are determined by minimising the standard deviation

of the resulting time-residual distribution. The results are shown in figure 8.10. The

best possible TDC resolution that can be achieved with the nominal TDC is 56.4 ps.7

However, the observed bin structure limits the best possible resolution to 58.3 ± 0.9 ps,

where the uncertainty is taken as the RMS value over the pixels. When no correction is

applied (U → 0 and V → 0), a TDC resolution of 111 ± 33 ps is observed. Introducing

a chip-wide correction factor (i) only has a very minor impact on the TDC resolution

(less than 1 %) because the mean VCO frequency is already very close to the design

value of 640 MHz. Correcting the VCO frequency of both matrix halves individually

(ii) gives a more pronounced improvement, resulting in a resolution of 80 ± 22 ps.

Further improvement can be achieved by taking into account the frequency of each

individual VCO (iii), resulting in a resolution of 61.9 ± 1.3 ps. Incorporating the bin

6It has been assumed that all pixel offsets are calibrated out which amounts to the constraint

that
∑

= V= = 0.

7This figure is defined by the variance of a rectangular distribution, f2 = F2/12, withF = 25 ns/128.
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Figure 8.10 Expected time-residual distributions of the TDC based on the measured

bin size structure of the Timepix4v2 device for various correction methods to com-

pensate for VCO frequency variation and the ultra-fine bin structure. For each case the

overall TDC resolution is presented in the legend, where the error indicates the RMS

value over the pixels.
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structure (iv) gives an additional improvement of 2.6 %. Lastly, it is noted that the

observed size variation in the first and last ultra-fine bins has not been taken into

account in i–iv, and that doing so results in an improvement of 0.1 to 1 %.

Figure 8.11 shows how the TDC resolution is distributed over the pixels. It can be

seen that methods i–ii both result in distributions with long tails towards worse TDC

resolutions. For methods iii and iv it can be seen that the top half of the pixel matrix

has a slightly worse resolution than the bottom half, which is due to the observed

difference in the mean VCO frequency as was shown in figure 8.9.

8.3.4 Adjustable delay buffer cal ibration

In this study the reference-clock distribution (section 8.2.3) is used to control the clock

phase with respect to the internally generated analog test pulses. The precision to

which the clock phase can be controlled depends on the number of ADBs that are

enabled in the chain. For the measurements described in this paper, only the first four

(out of 32) ADBs are enabled. For this configuration all pixels see the same change in

clock phase when the DLL control code is changed because they receive their clock

from the last 16 buffers in the chain. The DLL control code determines how many

coarse- and fine-delay elements are enabled within each ADB. The lowest four bits of

the control code are used to enable up to 15 fine elements, and the highest four bits are

used to enable up to 14 coarse elements. The four enabled ADBs are characterised by

performing the same measurement as described in the previous section for different

control codes. The clock phase is observed as a shift in the bin edges C= of equation 8.1.

Figure 8.12 shows the results for a single double-column structure, and distributions

of the change in clock phase for the coarse- and fine steps over all double-column

structures. A discontinuity in the clock phase shift is observed between control

codes 15 and 16 which is attributed to a slight discrepancy between the coarse- and

fine-element delays. The precision to which the clock phase can be controlled in the

current configuration is about 20 ps, and the total range that can be scanned with this

calibration (DLL codes 0 to 31) is about 600 ps, which is sufficient for performing the

analog front-end characterisation in the next section.
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Figure 8.11 Distributions of the expected TDC time resolution over the pixels for

three different methods of VCO frequency corrections.

Figure 8.12 Reference-clock phase shift as a function of the DLL control code

for a single double-column structure (left), and the delay step distribution over all

double-column structures for the coarse (centre) and fine (right) delay sections of the

four enabled ADBs.
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Table 8.1 DAC configuration of the Timepix4 devices.

Bias current DACs

Name Set value

VBiasADC 128

VBiasDAC 65a

VBiasDiscPMOS 89

VBiasDiscTRAFF 128

VBiasDiscTailNMOS 83

VBiasIkrum 3

VBiasLevelShift 88

VBiasPreamp 85

Bias voltage DACs

Name Output [mV]

VCascDisc 550

VCascPreamp 750

VControlVCOb 0

VFBK 500/800c

VThreshold Varied

VTpulseCoarse Varied

VTpulseFine Varied

aIncreased from recommended value of 47 to improve pixel equalisation
bOnly used in the Timepix4v1 devices
cElectron/hole-collecting mode

8.4 Analog front-end measurements

In this section the analog front-end is characterised. First the pixel matrix is equalised

in section 8.4.1, and then the preamplifier gain is determined in section 8.4.2 so that

the threshold can be configured in terms of signal charge. In section 8.4.3 the time

resolution of the analog front-end is measured as a function of signal charge and

various DAC configurations are explored. Another important aspect of the timing

performance is the systematic effect of signal size on the time measurement, which is

the subject of section 8.4.4.

Unless stated otherwise, the measurements in this section are performed with

the DAC configuration as shown in table 8.1, which is based on the values that are

currently recommended by the Timepix4 manual for fast timing purposes. The bias

voltage DACs are configured by tuning their outputs to the desired values using the

integrated 12-bit sigma-delta ADC [22]. The measurements are performed using three

Timepix4v1 devices (labeled N2, N4, and N8), and one Timepix4v2 device (N24).

Devices N2 and N8 are bonded to a 300 µm planar silicon p-on-n sensor to provide a

realistic input capacitance to the preamplifier.

8.4.1 Basel ine equalisat ion

With Timepix3 the pixel-baseline equalisation is typically done by performing a

threshold scan in the 10-bit counting acquisition mode for the minimum and maximum

trim DAC values which control the pixel baseline. As the threshold level is increased,
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it moves through the noise that is superimposed on the baseline level where the number

of threshold crossings peaks. The baseline level of each pixel is then taken as the

peak position obtained by fitting a Gaussian to the number of threshold crossings as a

function of threshold value.

Timepix4 has two frame-based counting modes that could be used to apply a

similar method. However, both modes are affected by bugs which make it impractical

to do so, and therefore a different method is applied. In this study the pixel-baseline

equalisation of Timepix4 is performed in the data-driven 24-bit counting mode. In this

mode the user sets a chip-wide counting threshold whose value is an integer multiple

of 256. When the number of threshold crossings in a pixel reaches this value, it sends

out a data packet and resets its counter. In this mode it is not feasible to measure a

Gaussian profile of the noise since this would either lead to an impractically high

data rate or a very limited counting resolution. The baseline is therefore obtained by

determining two edges on either side of the noise profile of a pixel, and taking the

midpoint as its baseline level.

To do so, two threshold scans are performed in opposite directions. For the first

scan, all trim DACs are initialised to their lowest value, and the global threshold

value is scanned in ascending order. For each threshold value the chip-wide counting

threshold is set to 512, and the shutter is opened for 50 µs. When a pixel reaches a

count rate of about 10 MHz it sends out a data packet, and the equalisation routine

stores the current threshold DAC value as the left noise-edge for the current trim DAC

value of that pixel. Then the trim DAC is incremented by one, which increases the

baseline value of that pixel, and therefore reduces its count rate until the threshold

reaches the same noise edge for a second time after the scan is resumed. At the end of

the scan, the left noise-edges for all pixels and trim values are known, and the scan is

performed in the opposite direction to find all right noise-edges. The baseline levels

are then obtained by assuming a symmetrical noise profile and taking the midpoint

between the left and right noise-edges.

A target baseline value is defined as the mean baseline level of the middle trim

values (15 and 16). For each pixel the trim value is chosen such that its baseline

distance to the target value is minimised. Figure 8.13 shows the equalisation results

for device N4 for two different values of the bias-current DAC that controls the pixel

trim range. Increasing this DAC from its recommended value of 47 to 65 increases

the trim range from about 150 threshold-DAC units (or 83 mV) to 222 (123 mV), and

reduces the fraction of pixels that cannot be equalised (because their required trim

values are out-of-range) from 2 % to 0.1 %. Doing so, however, also increases the

baseline spread from 1.43 threshold-DAC units (0.797 mV) to 2.01 (1.12 mV). The
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Figure 8.13 Pixel-baseline distributions of N4 before and after equalisation with the

bias-current DAC at its recommended value of 47 (left) and 65 (right). The device

was configured in the electron-collecting mode.

Figure 8.14 Mean noise-edge levels over the pixels as a function of pixel trim value.
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baseline spread can be expressed in electrons by taking into account the gain, which is

determined in the next section. The baseline spread for the default and increased trim

range are 22 e and 30 e, respectively. All measurements in this study are performed

with the increased trim range.

Figure 8.14 shows the mean left and right noise-edge level as a function of the

pixel trim value. Error bars indicate the one-sigma pixel-to-pixel spread. The data

of each pixel are aligned at the mean midpoint value of trim values 15 and 16. The

increase in pixel-to-pixel spread towards trim values 0 and 31 reflects a divergence

in the trim value dependence of the pixel baselines. The mean separation between

the left and right noise-edge levels is 11.3 ± 0.5 mV, which corresponds to about

317 ± 15 e. This implies that the baseline spread could potentially be larger than 30 e.

However, in the next section the baseline spread is determined by a different method

with compatible results. Nevertheless, the equalisation method may still be improved

by choosing a shorter shutter time or by increasing the counting threshold in order

to reduce the separation between the two noise-edges. The measurements presented

in the remainder of this paper are all performed with the equalisation performed

as described above.

8.4.2 Preamplif ier gain

A measurement of the preamplifier gain is performed in order to control the threshold

in terms of signal charge. This measurement is performed by means of a threshold

scan in the data-driven ToA/ToT mode with test pulses enabled in order to inject 1000

signals with a controlled amount of charge. To control the amount of injected charge

@, the two test-pulse DACs are tuned such that their potential difference is equal to

@/�tp, where �tp is the nominal test-pulse coupling capacitance of 3.2 fF. By varying

the amount of injected charge, the preamplifier gain can be determined.

Figure 8.15 shows the measured number of hits as a function of threshold level

in a single pixel for injected charges ranging from 0.6 ke to 2 ke in steps of 100 e

with the device configured in electron-collecting mode. For each scan the results are

modelled as

=hits = =0 e−Ethr/`E +
=tp

2

[
1 − erf

(
Ethr − Epeak√

2fv

)]
, (8.6)

where Ethr is the threshold level, =0 and `E are fit parameters used to model the noise

edge at the lower threshold levels, =tp is the number of test pulses, Epeak is the peak level

of the preamplifier output, and fv is the voltage noise at the preamplifier output. The

relationship between Epeak and the injected charge is determined by fitting equation 8.6
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Figure 8.15 Threshold scan results from a single pixel of N24 for injected test pulses

ranging from 0.6 ke to 2 ke measured in the electron-collecting mode.

Figure 8.16 Preamplifier output peak-level as a function of injected charge for all

devices configured in electron-collecting mode (left) and hole-collecting mode (right).

Error bars indicate the pixel-to-pixel variation.
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to the measurement data. Due to the limited data rate of the slow-control readout,

this measurement is performed for only 896 pixels that are located roughly along the

diagonals of the bottom and top halves of the pixel matrix.

Figure 8.16 shows the mean preamplifier peak-level (over the pixels) as a function

of injected charge for all devices and both input polarities. The gain is modelled as

Epeak = Eb + @ 6 , (8.7)

where Eb the baseline level, @ the injected charge, and 6 the gain. In this paper the

injected charge is always quoted by its absolute value so that @ > 0, and the charge

that is actually injected into the front-end is understood to be of the correct sign for the

relevant polarity mode. The observed mean gain is 35.0 mV/ke for collecting holes,

and 35.5 mV/ke for collecting electrons. The observed pixel-to-pixel RMS of the gain

ranges from 0.5 % to 0.9 %. In this study, the linear fits shown in figure 8.16 are used

to determine the threshold levels.

The baseline spread is determined by fitting equation 8.7 for each pixel separately

and calculating the standard deviation of Eb. The result is divided by the mean gain to

express the baseline spread in electrons. The results for all devices are presented in

table 8.2. The baseline spread is compared to the value obtained from the equalisation

as described in the previous section, and it can be seen that both measurements are

in agreement. Lastly, the equivalent noise charge (ENC) is determined as fv/6, and

is quoted in the rightmost column. It can be seen that devices N2 and N8 have an

Table 8.2 Gain measurement results for all devices used in this study. The baseline

spread derived from these gain measurements is compared to the value obtained from

the equalisation (eq.) method. Uncertainties indicate the pixel-to-pixel variation. A

reverse bias potential of 100 V is applied to both sensors.

Baseline spread [e]

Device Mode Gain meas. Eq. Gain [mV/ke] ENC [e]

N2 (v1, sensor)
e− 31 31 34.8 ± 0.2 81 ± 5

h+ 29 28 −34.0 ± 0.3 74 ± 3

N4 (v1, bare)
e− 30 30 36.8 ± 0.3 65 ± 2

h+ 27 28 −36.2 ± 0.3 57 ± 2

N8 (v1, sensor)
e− 28 28 34.7 ± 0.2 82 ± 4

h+ 29 26 −34.2 ± 0.3 74 ± 4

N24 (v2, bare)
e− 32 30 35.7 ± 0.2 69 ± 2

h+ 29 28 −35.3 ± 0.2 62 ± 2
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increased ENC, which is due to the additional input capacitance provided by the

bonded sensors. Both devices are fully depleted, and no significant dependence on

bias potential is observed.

8.4.3 Analog front-end time resolution

The time resolution of the analog front-end (AFE) is characterised by measuring the

cumulative ToA distribution of internally generated analog test pulses which inject a

controlled amount of charge at the preamplifier input. The cumulative ToA distribution

is measured by recording the number of hits that arrive in or before each time bin

while varying the reference-clock phase using the configurable delays in the clock

distribution system as described in section 8.3.4. Figure 8.17 shows the results of

four different pixels for different amounts of charge as measured with device N4

in the electron-collecting mode. As the clock is delayed, test pulses can be seen

to arrive earlier (relative to the clock) as more of them end up in time bins with

larger fToA and ufToA values.

For each amount of charge and pixel a simultaneous fit is performed by minimising

j2
=

∑
8, 9

[
#8 9 − 5

(
C 9 , C8 , ft

)
f8 9

]2

, (8.8)

where #8 9 is the number of hits that arrived in or before the 8-th time bin at the 9-th

step in the clock delay, 5 is the function defined by equation 8.1, C 9 is the 9-th clock

delay, C8 is the right-edge location of the 8-th bin, ft is the time resolution (which is the

quantity of interest), and lastly, f8 9 is the statistical uncertainty that #8 9 out of #tp test

pulses arrive before the edge located at C8 . This uncertainty is defined by

f2
8 9 =

#8 9

(
#tp − #8 9

)
#tp

, (8.9)

which is the variance of a binomial distribution: =?(1 − ?), with = = #tp and

? = #8 9/#tp. Note that equation 8.9 requires that only data points with 0 < #8 9 < #tp

are to be involved in the minimisation of equation 8.8 to ensure that f2
8 9 ≠ 0.

Furthermore, in order to ensure that the edge locations are well-defined, edges are

only included in the fit when they satisfy #8 9 < 900 at the start of the clock-delay

scan range ( 9 = 0) and #8 9 > 100 at the end of the scan range ( 9 = 31). Note that ft

becomes large compared to the scan range for small amounts of injected charge (top

left plot in figure 8.17). Its value, however, is still well-constrained by the data because

#tp is fixed to 1000.
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Figure 8.17 Number of hits in single pixels of device N4 that arrive in or before

consecutive time bins as a function of the relative clock shift for four different amounts

of injected charge in the electron-collecting mode. The horizontal grey line at H = 100

indicates the minimum number of hits that are required at the maximum clock shift

for a time-bin edge to be included in the analysis, and the line at H = 900 indicates a

maximum at the minimum clock shift.
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Figure 8.18 Mean time resolution of the analog front-end as a function of injected

charge for various devices and both polarity modes. Errors bars indicate the pixel-to-

pixel variation in the time resolution. The TDC resolution is also indicated, assuming

that VCO frequency variation is corrected on at least a per-VCO basis, and that time

offsets between pixels are calibrated out.

Figure 8.18 shows the measured time resolution of the AFE as a function of injected

charge. Firstly, it can be seen that the additional input capacitance from a bonded

sensor has a significant impact on the time resolution. For the hole-collecting mode,

the time resolution is limited due to an upper bound to the current with which the first

amplifier stage can discharge its capacitive load, as was explained in section 8.2.1.

The AFE resolution levels off to a value of 105 ± 7 ps, and therefore it would dominate

the total time resolution (obtained by including the TDC resolution) of 122 ± 6 ps. In

the electron-collecting mode, however, the AFE resolution keeps improving (roughly

exponentially) with signal charge, and the total time resolution is dominated by the

TDC for signals larger than 15 ke for the bare devices. For the bonded device the

break-even point is expected to be about 22–23 ke based on the trend.

The preamplifier rise-time can be decreased by increasing the preamplifier bias

current, which can potentially improve the AFE time resolution. A scan of the

preamplifier bias-current DAC is performed in order to study the change in time

resolution, and the results are shown in figure 8.19. In the electron-collecting mode,

setting the DAC to its maximum value improves the AFE resolution by about 21–38 %,

depending on the signal charge and input capacitance. Increasing the bias current
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Figure 8.19 Mean time resolution of the analog front-end as a function of the

preamplifier bias-current DAC for various amounts of injected charge with the devices

configured in electron- (left) and hole-collecting mode (right). Errors bars indicate the

pixel-to-pixel variation in the time resolution.

is more effective for lower signal charge and higher input capacitance. In the hole-

collecting mode, the AFE resolution improves by about 35–42 %, without a clear

dependence on charge and capacitance. The improvement, however, comes at the

expense of a significant increase in power consumption. In the electron-collecting

mode, the total power consumption, as measured by the SPIDR4 system, increases

linearly from 4.1 W at the default bias current to 6.0 W at the maximum value. The

hole-collecting mode shows a similar increase from 3.8 W to 5.6 W.

Figure 8.20 Shows the AFE time resolution as a function of threshold for the

hole-collecting mode. The AFE resolution expresses a clear minimum whose location

depends on both signal charge and input capacitance. For instance, the bare device

(N4) has a minimum at a threshold of roughly 2.5 ke for a signal charge of 10 ke

whereas the bonded device (N8), which has a larger input capacitance, has a minimum

at a threshold of about 2 ke. Furthermore, it can be seen that the minimum of device

N8 also increases with signal charge. This also seems to happen for device N4, but

it is not so clear due to the limited threshold range used in the measurement. The

mechanism behind this improvement can be found most likely in the slew rate of the

preamplifier output. The time resolution is approximately related to the noise at the

preamplifier output fv from equation 8.6 by

ft =
fv

3E/3C , (8.10)

where 3E/3C is the slew rate of the preamplifier output at the threshold level. By chang-

ing the threshold, the maximum slew rate can be found to optimise the time resolution.
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Figure 8.20 Time resolution of the analog front-end as a function of threshold for

various amounts of injected charge measured in the hole-collecting mode. Error bars

indicate the pixel-to-pixel variation.

Considering the threshold dependence in the electron-collecting mode (shown in

figure 8.21), it is observed that the AFE time resolution shows a slight improvement

when increasing the threshold up to a value of about 1 ke. At higher thresholds,

however, many pixels develop a substantially worse AFE resolution, producing a tail

in the distribution. On an individual pixel basis, the AFE resolution appears to peak at

some pixel-specific threshold before subsequently improving again as the threshold

is increased further. This effect is observed for all devices tested in this study, and

the thresholds at which the AFE resolution peaks show no clear structure, do not

depend on the column or row position, and also differ among the devices. The effect is

currently not understood, and requires further investigation.

Based on additional front-end simulations, a modified DAC configuration was

suggested to improve the timing performance. The preamplifier bias-current DAC,

which was studied above, is increased from 85 to a value of 135. In addition, the

VBiasDiscPMOS DAC is increased from 89 to 135, and the VBiasDiscTRAFF is

decreased from 128 to 64. This modified DAC configuration shows no significant

impact on the gain and ENC measurements presented above. The improvement in AFE

resolution of the Timepix4v2 device is shown in Figure 8.22. In the electron-collecting

mode, the modified configuration improves the AFE resolution by about 25 to 30 %

for signals up to 8 ke. For larger signals, the improvement decreases linearly to about

3 % at 21 ke. The point at which the TDC starts dominating the total front-end time

resolution is lowered to 12 ke. In the hole-collecting mode, the resolution improves by
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Figure 8.21 Distribution of the time resolution of the analog front-end as a function of

threshold measured with device N4 at a signal charge of 10 ke in the electron-collecting

mode. The data points show the resolution of five individual pixels. For thresholds

above 1 ke there is a significant pixel-to-pixel variation in the time resolution.

Figure 8.22 Comparison of the mean analog front-end time resolution between

two DAC configurations. Errors bars indicate the pixel-to-pixel variation in the time

resolution. The TDC resolution is also indicated, assuming that VCO frequency

variation is corrected on at least a per-VCO basis, and that time offsets between pixels

are calibrated out.
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25 to 30 % overall, and it now levels off to a value of 75 ± 5 ps. The improved time

resolution comes at the cost of an increase in power consumption by 14 % from its

baseline figure of 4.1 W in the electron-collecting mode, and by 20 % from its baseline

figure of 3.8 W in the hole-collecting mode.

8.4.4 Timewalk

In the previous section the analog front-end time resolution was determined as a

function of injected charge. In most applications the number of electron-hole pairs

that are generated in the sensor material will fluctuate from one event to another—

colloquially referred to as Landau fluctuations. The resulting time resolution will

therefore depend on the particular charge distribution of the events. Moreover, the

time resolution will be negatively affected by an additional mechanism that comes into

play when combining time measurements that are performed with distinct amounts of

charge: Lower-charge measurements will be systematically later than higher-charge

measurements. This effect, known as timewalk, can be corrected by means of the time-

over-threshold (ToT) measurement, which is performed alongside the time-of-arrival

(ToA) measurement of each hit. The ToT is a surrogate measure of the signal charge,

and it can be mapped to a correction term by either a model or a lookup table.

The relationship between injected charge and ToT is shown in figure 8.23. For a

given amount of injected charge, a pixel-to-pixel variation in ToT is observed. This

is a consequence of variation in the discharge current of the feedback capacitor onto

which the signal is integrated. For injected charges larger than 2 ke, the pixel-to-pixel

RMS of the ToT ranges from 11 to 15 % in the electron-collecting mode, and from 7 to

9 % in the hole-collecting mode. This effect is expected, and a per-pixel calibration is

required when the ToT is used to measure signal charge or particle energy. The relative

uncertainty of these measurements is determined by the relative ToT resolution, which

is also shown in figure 8.23. It improves from about 10 % at a signal charge of 2 ke

to 5 % at 3.5 ke. For signals of 21 ke the relative ToT resolution is about 1 %. The

absolute ToT resolution ranges from about 40 to 90 ns depending on the polarity mode,

the input capacitance, and the signal charge. The absolute ToT resolution worsens as

the signal charge increases. The modified DAC settings specified in section 8.4.3 have

no significant impact on these results.

The timewalk can be extracted from the measurements of the previous section

by tracking the change in time-bin locations C8 from equation 8.8 as a function of

injected charge. Figure 8.24 shows the mean timewalk over the pixels for various

devices in both collection modes. The pixels are time-aligned for a signal charge of
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Figure 8.23 Mean time over threshold (left) and the mean resolution (right) as a

function of injected charge for two devices in both polarity modes. Error bars indicate

the pixel-to-pixel RMS.

Figure 8.24 Timewalk obtained by tracking the shift in time bins for various devices.
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21 ke. The error bars indicate the pixel-to-pixel timewalk variation, and disappear

at 21 ke as a result of the time alignment. The pixel-to-pixel variation can be seen

to increase as the amount of injected charge decreases, which reflects a divergence

in the timewalk curves of the individual pixels. In the electron-collecting mode,

the timewalk behaves approximately as 75 ps/ke at a signal charge of 21 ke. For

the modified DAC configuration, defined in section 8.4.3, the timewalk behaves as

50 ps/ke. It is also observed that the hole-collecting mode suffers from less timewalk

than the electron-collecting mode, which is probably related to the difference in gain.

For the hole-collecting mode, it can also be clearly seen that the bonded device (N8)

has more timewalk, which may be expected as additional input capacitance typically

reduces the bandwidth of an amplifier [23], though the effect is not so apparent in the

electron-collecting mode.

8.5 Conclusion and outlook

A characterisation of the Timepix4 timing performance has been performed. The

pixel TDC in the digital front-end of Timepix4 has been studied using externally

generated pulses that were synchronised with the 40 MHz reference clock. Externally

generated pulses have also been used to calibrate the column DLLs, which distribute

the reference clock over the pixel matrix. This allowed for the characterisation of the

analog front-end using internally generated analog test pulses by making it possible to

control their arrival time with a step size of about 20 ps.

It has been shown that the high VCO frequency has been fixed in Timepix4v2. The

time bins are not completely uniform in size, but there are adjustment mechanisms

available for both the PLL in the periphery and the individual VCOs in the pixel

matrix that can potentially improve the time-bin uniformity. These are still to be

tested. However, the non-uniformity only has a minor impact (less than 1 %) on the

time resolution of the TDC. It has been shown that, depending on how the VCO

frequency variation is handled in the timestamp reconstruction, a TDC time resolution

ranging from about 58 ps to 80 ps can be achieved. A TDC resolution of 62 ps is likely

attainable with a moderate calibration effort.

The pixel baselines have been equalised with a pixel-to-pixel spread of less than

32 e. The fraction of pixels that cannot be equalised because their baselines deviate too

much from the majority is reduced from 2 % to 0.1 % by increasing the bias-current

DAC that controls the trim range from the default value of 47 to 65.

Internally generated analog test pulses have been used to measure the preamplifier

gain by injecting controlled amounts of charge and determining the peak level of
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the preamplifier response. The observed mean gain is 35.5 mV/ke in the electron-

collecting mode, and 35.0 mV/ke in the hole-collecting mode. The ENC has been

determined in the same measurement. For the bare devices an ENC ranging from 57 to

69 e is observed, depending on the polarity mode. The bonded devices have a higher

ENC ranging from 74 to 82 e due to the additional input capacitance from the sensor.

A characterisation of the analog front-end time resolution has been performed. For

both polarity modes, the analog front-end time resolution shows the same signal-charge

dependence up to values of about 6–9 ke. Beyond this point, however, the resolution

levels off to 105 ± 7 ps in the hole-collecting mode whereas it keeps improving in the

electron-collecting mode, eventually reaching values of 47 ± 7 ps and 62 ± 6 ps at an

injected charge of 21 ke for the bare and bonded devices, respectively. The injectable

charge is limited to this value by the internal DACs that define the test-pulse amplitude,

and it is clear that the time-resolution still shows a tendency to improve with increasing

charge. However, for these large signals the TDC will be the dominating contribution

to the total front-end time resolution.

An alternative DAC configuration has been shown to improve the analog front-end

time resolution. In the electron-collecting mode, this alternative DAC configuration

improves the analog front-end time resolution by 25 to 30 % for signals up to 8 ke, and

the point at which the TDC starts dominating the total front-end resolution is lowered

from 15 ke to 12 ke. This comes at the cost of an increase in power consumption of

14 %. In the hole-collecting mode, the analog front-end time resolution improves by

25 to 30 % overall, and the limiting resolution improves from 105 ± 7 ps to 75 ± 5 ps

at an increase in power consumption of 20 %. For hole-collecting sensors it could also

be worthwhile to experiment with the threshold level. For fixed amounts of injected

charge, the analog front-end time resolution expresses a clear minimum, which can

potentially improve the resolution by up to 30 ps depending on the amount of charge

and the efficacy of the applied timewalk correction.

Finally, to put these results into perspective, an electron-collecting version of

the 3D-silicon sensor that was mentioned in the introduction is considered. For this

sensor, it has been observed that a perpendicularly incident beam of minimally ionising

particles generates a charge distribution that peaks at 22 ke and has a FWHM of

about 9 ke [7]. Ignoring the tail towards higher charges, the signal charge can be

approximated to follow a Gaussian distribution with a standard deviation of about

3.8 ke. Based on the measurements presented in this paper, the analog front-end time

resolution for such a charge distribution is expected to have a lower limit of around

62 ps, which is the resolution of device N8 at 21 ke. Furthermore, a TDC resolution of

62 ps is taken into account, resulting in a lower limit for the best achievable front-end
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time resolution of about 88 ps. It is also important, however, to consider the effect

of timewalk. The timewalk approximately behaves as 50–75 ps/ke at a charge of

21 ke. Taking into account the 3.8 ke standard deviation of the charge distribution,

it follows that timewalk alone will contribute about 190–285 ps to the total time

resolution, which would make the front-end time resolution insignificant. Methods

to correct for timewalk should therefore be studied in more detail when test-beam

measurements are performed.
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Conclusion

T
he research presented in this dissertation has aimed to investigate the current

state of time measurements performed with hybrid pixel detectors, and to shed

light on the path to 4D tracking. These objectives have been achieved by

developing an extensive understanding of the various components that make up the time

resolution of Timepix3-based detectors using both conventional thick planar sensors

and fast sensor technologies. By identifying the limiting factors of time measurements

with current hybrid pixel detectors, it has become clear which technological challenges

have to be overcome in the coming years. The intrinsic time resolution of conventional

300 µm planar silicon sensors is insufficient for the purpose of 4D tracking. It was

found that readily available fast sensor technologies already deliver signals that are

fast enough to make current pixel ASICs such as Timepix3 the limiting factor. First

steps on the road ahead have been taken in the study of the successor to Timepix3, the

new Timepix4 pixel ASIC which will play an important role in detector research and

development in the years to come.

The combination of multiple time measurements of a single particle performed

with a subset of measurement channels (varying from event to event) has been explored.

It became apparent early on that this aspect, which could be called (large) system

timing, poses significant challenges to obtaining a high-quality time measurement

of tracks. In the spatial alignment of various detector planes that make up a particle

tracker, the well-defined spatial relation between pixels on single detector planes can

be readily exploited. However, the temporal relation between the much more numerous

individual pixels is not necessarily so well defined, even within a single detector plane.

Moreover, the temporal relationship between pixels can vary significantly, depending

on the specific clock cycle in which a measurement happened. This makes the temporal

alignment of a tracker challenging, and it can easily lead to unwanted correlations

between time measurements, making the mean value of multiple time measurements

less precise than they could be, as was shown in chapter 6.
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For conventional 300 µm planar sensors, it has been shown that the variation of

particle track location within the sensor volume of a pixel can lead to systematic errors

in the time measurements. A method has been developed to simultaneously correct

for this effect and the effect of timewalk, with which it is heavily intertwined. This

effect could not be studied properly for the fast-sensor technologies due to the limited

time resolution of the front-end electronics. Since these systematics can in principle

be corrected, it should be studied using the new, faster, Timepix4 ASIC to quantify

its significance to the time-resolution of future 4D trackers. Its dependence on the

angular orientation of tracks should also be investigated.

It has been shown that the time resolution of a 3D detector based on Timepix3

is mainly limited by the front-end electronics. The intrinsic time resolution of the

sensor itself was therefore not studied. In the coming years, newly produced 3D

silicon sensors should be tested on Timepix4 ASICs to verify their performance, and

to complement studies in which only a limited number of pixels are read out using

amplifiers that have larger bandwidths than can be achieved in pixel ASICs. Other fast

sensor technologies such as LGADs should also be tested on Timepix4, and further

cooperation with ASIC designers could provide the environment to explore novel

methods of sensor readout.

From the measurements in chapter 8 it is expected that timewalk, if left uncorrected,

will dominate the total time resolution of future Timepix4 detectors, given that they

have a similar signal distribution to that of the 3D silicon sensor tested in chapter 7.

Therefore, it is of great interest to study correction methods for timewalk with this

new pixel ASIC. The TDCs over the whole pixel matrix should also be characterised

using real particle data, and calibration methods need to be developed as they will be

required for detailed timing studies of new fast sensor prototypes for future upgrades.

The pixel matrix systematics in Timepix4 could not be fully studied using test signals

because systematics in their propagation across the matrix obscure the systematics of

the pixels.

A new beam telescope based on the Timepix4 ASIC has been constructed and

is currently in the early stages of operation. As it flourishes into a stable and well-

understood research tool, it will provide the ideal testing environment for the studies

mentioned above.



Summary

B
efore the field of particles physics was established, pre-Socratic philosophers

had already wondered about the substance making up the natural world. It was

not until the 1800s, however, that ordinary matter became known to consist

of only a limited number of chemical elements, a view that the pre-Socratic atomists

came remarkably close to. How this limited set of elements can manifest itself as the

matter that shapes our world is the domain of chemistry. Particle physics, however, is

inward bound. It is concerned with the elementary particles that make up the chemical

elements themselves: quarks and leptons. Particle physics also concerns itself with

photons and other more exotic types of short-lived particles, both elementary and

composite. The theories that describe the interactions between the elementary particles

are collectively known as the Standard Model. It has been very successful, and so

far the Standard Model has withstood all the experimental scrutiny that it has been

subjected to at particle accelerators.

It is known from other observations, however, that the Standard Model cannot be

the complete picture, and there are many open questions. For instance, the Standard

Model particles cannot account for dark matter, which is known to make up 85 % of

all matter in the universe. It also does not fit well with dark energy. The observed

rate of acceleration in the expansion of the universe requires a certain energy density

within the universe. This energy density, however, disagrees with Standard Model

calculations by many orders of magnitude. The matter-antimatter asymmetry poses

another conundrum. In the beginning, equal amounts of matter and antimatter should

have been created: When matter comes into existence, it does so in pairs of ordinary

particles and their antimatter counterparts. The universe today, however, is almost

entirely made up of ordinary matter, and the Standard Model contains no mechanism

that can explain this asymmetry. The Standard Model also contains peculiar particles

known as neutrinos. They are the counterparts of leptons such as the electron and the

more massive muon, for example. These particles were long thought to be massless,

175



176 SUMMARY

but it is now known that they posses a tiny non-zero mass, smaller than all the other

known massive particles. It remains unclear how neutrinos with small non-zero masses

should be incorporated into the Standard Model. Then there is also the elusive force

of gravity. This force obviously plays a major role in the universe, but it is too weak

to play any significant role at accelerator experiments, and therefore it is still not

included in the Standard Model. For now, it remains unclear if the force of gravity has

a quantum nature.

Particle accelerators such as the Large Hadron Collider [1] at CERN accelerate

and collide particles—typically protons—to test and refine the Standard Model.

Experiments at the Large Hadron Collider use silicon pixel detectors to track collision

products in the region closest to the interaction point. By doing so, the collisions that

took place can be reconstructed, making it possible to study the interactions between

elementary particles. The statistical significance and precision of these measurements

require large amounts of data. The future High Luminosity Large Hadron Collider [2],

which is planned to start operations in early 2029, will see a substantially higher rate of

collisions, allowing for a faster collection of experimental data to increase the potential

for new discoveries. However, the increased rate of collisions also poses a challenge

for the reconstruction of events.

Pixel detectors are used to perform high-resolution measurements of position.

From the spatial information of decay products, their tracks can be reconstructed, and

traced back to the collision that produced them. However, the spatial resolution that can

be obtained is limited by the minimum pixel size, which is mostly determined by the

area required for the implementation of front-end electronics. As the spatial separation

between collisions in the same bunch crossing decreases, the spatial resolution becomes

insufficient, making it harder to distinguish between them. However, the collisions are

also separated in time, and complementing the spatial information used in tracking with

time measurements—a method referred to as 4D tracking [3, 4]—may offer a solution.

The challenging simultaneous high-precision measurement of time and position

with hybrid silicon pixel detectors is the main subject of this dissertation. The presented

research has aimed to assess the current state of time measurements with hybrid silicon

pixel detectors; to develop an understanding of the challenges that lay ahead in the shift

towards 4D tracking; and to identify the factors currently limiting the time resolution

that can be achieved.
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Timing performance of the LHCb VELO Timepix3 Telescope

The LHCb VELO Timepix3 Telescope [5] (figure S1) was constructed for the

characterisation of sensor prototypes for the upgrade of the LHCb Vertex Locator.

The eight telescope planes use the Timepix3 pixel ASIC [6] to readout conventional

300 µm planar p-in-n silicon sensors, which where biased at 200 V. This pixel ASIC

consists of 256 × 256 pixels that provide simultaneous measurements of both time

and charge for all hits. The measurements were performed using a beam of mixed

hadrons (p, π, and K) of about 180 GeV/c at the H8 beam line of the CERN Super

Proton Synchrotron.

Figure S1 Diagram of the LHCb VELO Timepix3 Telescope [7].

In chapter 6 a detailed study of the timing performance of the Timepix3 beam

telescope was performed to assess the time resolution of conventional planar silicon

sensors, and to investigate the combined track time measurement using its eight detector

planes. It had been known from earlier measurements that the time resolution of

individual planes was about a nanosecond, and that the track time resolution was worse

than what could be expected for the mean of eight independent measurements with

such a resolution. It was suspected that the time measurements were correlated, but the

reason was unclear. Using two independent fast scintillators to provide high precision

time references, a time resolution of 1.02 ± 0.04 ns is found for single clusters on

the individual telescope planes. For uncorrelated measurements, this should yield

a track time resolution of (1.02 ± 0.04 ns)/
√

8 = 358 ± 13 ps, but a worse resolution

of 438 ± 16 ps is observed. Using the scintillator time references, the correlations

leading to this worse track time resolution are determined (figure S2).
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Figure S2 Correlations between the telescope planes [7].

Figure S3 Mean time residuals of individual pixels for a single telescope plane [7].
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A conventional timewalk correction, which is based on determining the relationship

between the time measurement error and the amount of signal charge, is found to be

ineffective as it leads to an improvement of only 5 % in the track time resolution. It

is found that both the timewalk and the time error depend on the track location in

the pixel because the telescope planes are placed under an angle of about 9° with

the beam. This is done to improve the spatial resolution through the sharing of

generated electron-hole pairs between pixels, meaning that the track location in the

pixel affects the amount of signal charge per pixel, and therefore it also affects the

amount of timewalk. Meanwhile, the track location in the pixel also affects the charge

collection time, which also contributes to the time error due to the strongly peaked

weighting field near the pixel implant. This leads to an interdependence between the

track location, timewalk, signal charge, and drift time, spoiling the simple relationship

between the time error and signal charge. By using the spatial information from the

track reconstruction, a more sophisticated timewalk correction can be performed. Hits

are not only binned on the amount of signal charge, but also on the track position

within the pixel that performed the time measurement. The track position is taken as

the intercept with the pixel plane, relative to the pixel that performed the measurement.

A lookup table of time corrections improves the track time resolution by 12 %. The

correction has no significant impact on the observed correlations, and the improvement

is mainly through the time resolution of individual planes. It can be argued that such a

correction might be of use in a future 4D tracker.

It was found that individual pixels have systematic time errors leading to time

differences between pixels up to 4 ns (figure S3). It was also found that, within a single

pixel, there is a systematic error of up to about 1 ns depending on the 640 MHz clock

cycle of the time to digital converter (TDC). These errors were corrected on a per-pixel

and per-TDC-bin basis, further improving the time resolution. The variation of these

systematics over the pixel matrix contributes to the observed correlations through the

spatial alignment of the planes.

After all corrections, the cluster time resolution improved by 36 % from 1.02 ±
0.04 ns to 650 ± 9 ps, and the track time resolution improved by 37 % from 438 ± 16 ps

to 276 ± 4 ps. Part of the correlations are removed by the corrections. The remaining

correlation between telescope planes of the two different telescope arms is mainly due

phase noise in the system clock affecting the time offset between the planes and the

scintillators. Removing these correlations can improve the track time resolution to

about 240 ps.
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Timing measurements with a 3D si l icon sensor on Timepix3

Fast sensor technologies aim to improve the time resolution of solid state detectors by

providing a faster signal to the front-end electronics of pixel ASICs. They typically do

so by reducing the drift distance of charge carriers that are generated by traversing

ionising particles, and by improving the weighting field so that it becomes more uniform.

In chapter 7, a 300 µm 3D sensor [8] and a 50 µm thin-planar sensor (figure S4), both

bonded to Timepix3 ASICs, are studied and compared using the the LHCb VELO

Timepix3 Telescope. The Timepix3 pixel systematics and clock phase noise were both

corrected in this analysis.

It was shown that, for perpendicularly incident particles, the time measurement

error of 3D and thin-planar sensors depend strongly on the track location within

the pixel (figure S5). For the 3D sensor this is due to the reduced signal charge for

particles crossing the pillar electrodes, which are less sensitive regions of the detector.

For the thin-planar sensor it is caused by the sharing of charge over multiple pixels,

mainly in the pixel corners. In both cases the time measurement offset was purely

due to timewalk in the front-end electronics, and the effect can be corrected using a

conventional timewalk correction.

The 3D detector suffers less from timewalk than the thin-planar detector because

its thicker sensor provides larger signals to the front-end electronics. As can be seen

in figure S6, the time resolution of the 3D detector deteriorates more sharply at low

amounts of input charge, indicating that the front-end of the 3D detector has more

electronic noise. This is expected since the 3D sensor has a larger pixel capacitance.

Although the thin-planar sensor has less electronic noise, its time resolution is more

severely affected due to its smaller signals, which also yield a larger error on the

timewalk correction. At grazing angles the thin-planar provides the better time

resolution as the 3D sensor suffers more from the associated reduction in signal charge.

For perpendicular tracks, the 3D and thin-planar detectors achieve a time resolution

of 567 ± 6 ps and 683 ± 8 ps, respectively. For both detectors the time resolution is

dominated by the Timepix3 ASIC. The 3D detector resolution is mainly limited by

the TDC in the digital front-end (1.56 ns bins). The thin-planar detector also has

a significant contribution from the analog front-end due to the lower slew rate at

which the threshold is crossed. The more sophisticated timewalk correction, which

takes into account the track position within the pixel, only leads to an additional 1 %

improvement. However, since the resolution of both detectors are dominated by the

front-end, it should be tested again when studying fast sensor technologies on ASICs

with a better time resolution.
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Figure S4 Schematic diagrams of a double sided 3D (left) and a thin planar sensor

(right). The beam points along the negative I-direction for a perpendicular incidence.

Figure from [9].

Figure S5 Relative delay within a pixel cell of the 3D detector (left) and the thin

planar detector (right). The shaded regions indicate where the relative delay is longer

than 4 ns. Figure from [9].
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Figure S6 The time resolution as a function of signal charge for both detectors. The

most probable value (MPV) of the charge distribution is indicated, and the contribution

of the Timepix3 front-end obtained from test pulses is also shown. Figure from [9].

Figure S7 Number of hits in alternating time bins in a Timepix4v2 device as a

function of trigger delay. The two datasets (orange and green points) correspond to

the parity of an arbitrary sequential number that has been assigned to each time bin.

Figure from [10].
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Figure S8 Mean time resolution of the analog front-end as a function of injected

charge for various devices and both polarity modes. Errors bars indicate the pixel-to-

pixel variation in the time resolution. The TDC resolution is also indicated, assuming

that VCO frequency variation is corrected on at least a per-VCO basis, and that time

offsets between pixels are calibrated out. Figure from [10].

Timing performance of the Timepix4 front-end

In chapter 8 the timing performance of two iterations of Timepix4 [11], the successor

to Timepix3, are characterised. The digital front-end is studied by supplying carefully

synchronised and controlled test signals to the the pixels. The analog front-end is

studied by careful control of the reference clock through use of the clock distribution

system in the pixel matrix.

The TDC time bins of Timepix4 have a size of 195 ps, a factor 8 smaller than the

1.56 ns bins in Timepix3. The non-uniformity of these TDC bins within a single pixel

is small (figure S7), and it only has about a 1 % impact on the TDC time resolution.

There is, however, a significant variation in the bins sizes between different TDCs.

Based on the variation observed in the TDCs at the bottom and top edges of the pixel

matrix, which can be signalled externally, it is expected that the TDC will have a

resolution of about 110 ps, compared to a nominal resolution of 195 ps/
√

12 = 56 ps.

A per-TDC correction factor is expected to improve this resolution to 62 ps.

As can be seen in figure S8, it is found that the analog front-end can reach a

time resolution of 47 ± 7 ps at an input charge of 21 ke for bare ASICs. A device
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that was bonded to a 300 µm silicon sensor, which provides a more realistic input

capacitance, was also tested. In the electron-collecting mode the analog front-end

reaches a resolution of 62 ± 6 ps. In the hole-collecting mode, the resolution is limited

to 105 ± 7 ps due to the slew rate limitation of the preamplifier.

Following the analog front-end measurements, the ASIC designers performed

additional simulations and provided an improved DAC configuration to improve

the time resolution. In the electron-collecting mode, the analog front-end time

resolution is improved by 25 to 30 % for signals up to 8 ke. For larger signals the

improvement reduces gradually, but here the TDC will limit the resolution anyway.

In the hole-collecting mode the resolution improves by 25 to 30 % overall, reaching

a value of 75 ± 5 ps.
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Samenvat t ing

V
oordat de deeltjesfysica als discipline ontstond, hadden de pre-socratische

filosofen zich al afgevraagd waaruit de natuur bestaat. Het duurde echter

tot de negentiende eeuw voordat er serieuze vooruitgang plaatsvond in de

natuurwetenschap en men inzag dat de gewone materie slechts uit een beperkt aantal

chemische elementen bestond, een opvatting die opmerkelĳk veel leek op het pre-

socratische atomisme. Hoe deze elementen de materie van onze wereld vormgeven

is het domein van de scheikunde. De deeltjesfysica is echter naar binnen gericht.

Zĳ houdt zich bezig met de elementaire deeltjes waaruit de chemische elementen

zelf zĳn opgebouwd: quarks en leptonen. De deeltjesfysica houdt zich ook bezig

met fotonen en andere meer exotische soorten kortlevende deeltjes, zowel elementair

als samengesteld. De verzameling theorieën die de interacties tussen de elementaire

deeltjes beschrĳven staan bekend als het Standaardmodel. Dit model is zeer succesvol,

en tot nu toe heeft het alle experimentele onderzoeken doorstaan waaraan het bĳ

deeltjesversnellers is onderworpen.

Uit andere wetenschappelĳke feiten blĳkt echter dat het Standaard Model niet het

totaalbeeld kan zĳn, en er zĳn dan ook veel open vragen. Het Standaard Model bevat

bĳvoorbeeld geen deeltjes die de donkere materie kunnen verklaren, terwĳl donkere

materie 85 % uitmaakt van alle materie in het heelal. Het Standaard Model kan ook de

donkere energie niet beschrĳven. De waargenomen versnelling van de uitdĳing van

het heelal vereist een bepaalde energiedichtheid in het heelal. Deze energiedichtheid

wĳkt echter vele ordes van grootte af van berekeningen die uitgaan van het Standaard

Model. De asymmetrie in de hoeveelheid materie en antimaterie vormt nog een

ander raadsel. De oerknal zou gelĳke hoeveelheden materie en antimaterie moeten

hebben geproduceerd, want materie ontstaat in paren van gewone deeltjes en hun

antideeltjes. Het huidige heelal bestaat echter bĳna volledig uit gewone materie, en

het Standaard Model bevat geen mechanisme dat deze asymmetrie kan verklaren. Het

Standaard Model bevat ook eigenaardige deeltjes die neutrino’s worden genoemd.

187
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Dit zĳn de tegenhangers van leptonen zoals het elektron en het massievere muon.

Lang werd gedacht dat deze deeltjes massaloos waren, maar nu is bekend dat ze toch

een minieme massa hebben, kleiner dan alle andere bekende massieve deeltjes. Het

is het onduidelĳk hoe neutrino’s met massa in het Standaardmodel moeten worden

opgenomen. Dan is er ook nog de weerbarstige zwaartekracht. Deze kracht speelt

uiteraard een grote rol in ons bestaan, maar zwaartekracht is te zwak om een rol van

betekenis te spelen bĳ deeltjesversnellers, en is daarom nog steeds niet opgenomen

in het Standaardmodel. Het blĳft vooralsnog onduidelĳk of de zwaartekracht een

kwantumkarakter heeft.

Deeltjesversnellers zoals de Large Hadron Collider [1] van CERN versnellen

deeltjes—meestal protonen—en laten ze botsen om het Standaardmodel te testen en te

verfijnen. Vrĳwel alle experimenten bĳ de Large Hadron Collider gebruiken silicium

pixeldetectoren om de producten van botsingen te volgen in het gebied rondom het

interactiepunt. Hierdoor kunnen de botsingen die hebben plaatsgevonden worden

gereconstrueerd, en wordt het mogelĳk om de interacties tussen elementaire deeltjes te

bestuderen. Voor de statistische significantie en precisie van deze metingen zĳn grote

hoeveelheden meetdata nodig. Bĳ de toekomstige High Luminosity Large Hadron

Collider [2], die begin 2029 in gebruik moet worden genomen, zullen aanzienlĳk meer

botsingen plaatsvinden, waardoor meetdata sneller kunnen worden verzameld om zo

de mogelĳkheden voor nieuwe ontdekkingen te vergroten. Het hogere aantal botsingen

vormt echter ook een uitdaging voor de reconstructie van de botsingen tussen deeltjes.

Pixeldetectoren worden gebruikt voor positiemetingen met hoge resolutie. Met

deze metingen worden deeltjessporen gereconstrueerd, om zo te herleiden welke botsing

ze heeft geproduceerd. Naarmate botsingen dichter bĳ elkaar plaatsvinden, wordt het

moeilĳker om ze van elkaar te kunnen onderscheiden. Een betere positieresolutie kan

helpen, maar deze wordt gelimiteerd door de minimale pixelgrootte, die voornamelĳk

wordt bepaald door de oppervlakte die nodig is voor het implementeren van de

zogenaamde front-end elektronica in de pixel. De botsingen vinden echter niet op

dezelfde tĳd plaats, en het combineren van positiemetingen met tĳdmetingen—een

methode die 4D-tracking [3, 4] wordt genoemd—kan uitkomst bieden.

De uitdagende gelĳktĳdige precisiemeting van zowel tĳd als positie met hybride

silicium pixeldetectoren is het onderwerp van dit proefschrift. Het gepresenteerde

onderzoek is gericht op het beoordelen van de huidige staat van tĳdmetingen met

hybride silicium pixeldetectoren; het ontwikkelen van inzicht in de toekomstige

uitdagingen bĳ de overstap naar 4D-tracking; en het identificeren van de factoren die

momenteel de haalbare tĳdresolutie beperken.
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Tĳdresolutie van de LHCb VELO Timepix3 Telescoop

De LHCb VELO Timepix3 Telescoop [5] (figuur S9) is ontwikkeld voor de karakteris-

ering van sensorprototypes voor de upgrade van de LHCb Vertex Locator. De acht

telescoopvlakken gebruiken de Timepix3 pixel ASIC [6] voor het uitlezen van conven-

tionele 300 µm planaire p-in-n siliciumsensoren waarop een omgekeerde voorspanning

van 200 V is aangebracht. De Timepix3 ASIC bestaat uit 256×256 pixels die zowel de

tĳd als lading van alle gediscrimineerde signalen meten. De metingen zĳn uitgevoerd

met een deeltjesbundel van gemengde hadronen (p, π, and K) van ongeveer 180 GeV/c
in de H8-bundellĳn van de Super Proton Synchrotron van CERN.

Figure S9 Schematisch diagram van de LHCb VELO Timepix3 Telescoop [7].

In hoofdstuk 6 wordt een gedetailleerde studie van de Timepix3 bundeltelescoop

gepresenteerd waarin de tĳdresolutie van conventionele planaire siliciumsensoren en

de gecombineerde tĳdmeting van het deeltjesspoor werden onderzocht. Uit eerdere

metingen was bekend dat de tĳdresolutie van de afzonderlĳke meetvlakken ongeveer

een nanoseconde bedroeg, en dat de tĳdresolutie van het deeltjesspoor slechter was

dan wat kon worden verwacht voor het gemiddelde van acht onafhankelĳke metingen

met een dergelĳke resolutie. Men vermoedde dat de tĳdmetingen gecorreleerd waren,

maar de reden hiervoor was onduidelĳk. Met twee onafhankelĳke snelle scintillatoren

voor nauwkeurige tĳdreferenties is een tĳdresolutie van 1.02 ± 0.04 ns gevonden voor

clusters op de afzonderlĳke telescoopvlakken. Voor ongecorreleerde metingen zou

dit een spoortĳdresolutie van (1.02 ± 0.04 ns)/
√

8 = 358 ± 13 ps moeten opleveren,

maar er wordt een slechtere resolutie van 438 ± 16 ps waargenomen. Met behulp van

de tĳdreferenties zĳn de correlaties bepaald die tot deze slechtere spoortĳdresolutie

leiden (figuur S10).
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Figure S10 Correlaties tussen de telescoop meetvlakken [7].

Figure S11 Gemiddelde tĳdsresiduen van individuele pixels voor een enkel meetvlak

van de telescoop [7].
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Het zogenaamde timewalk effect wordt conventioneel gecorrigeerd door het verband

te bepalen tussen de tĳdmeetfout en de hoeveelheid signaallading. Een dusdanige

correctie blĳkt echter niet effectief te zĳn, aangezien deze leidt tot een verbetering van

slechts 5 % in de spoortĳdresolutie. De verklaring hiervoor is dat de telescoopvlakken

onder een hoek van ongeveer 9° met de deeltjesbundel staan. Dit is gedaan om

ladingsverdeling over meerdere pixels te bewerkstelligen en zo de positieresolutie te

optimaliseren. Dit heeft tot gevolg dat de locatie van het deeltjesspoor in de pixel van

invloed is op de hoeveelheid signaallading in de pixel, en dus ook op het timewalk

effect. Ondertussen is de plaats van het deeltjesspoor in de pixel ook van invloed op

de drifttĳd van ladingsdragers, wat leidt tot een extra fout in de tĳdmeting omdat de

signaalinductie voornamelĳk plaatsvindt in de buurt van de pixel elektrode. Dit leidt er

toe dat zowel het timewalk effect als de drifttĳd afhankelĳk zĳn van de positie van het

deeltjesspoor, waardoor een correctie op basis van alleen de signaallading niet effectief

is. Hiervoor werd een alternatieve tĳdcorrectie ontwikkeld die gebruikt maakt van de

ruimtelĳke informatie in de reconstructie van het deeltjesspoor. Een opzoektabel met

tĳdcorrecties gebaseerd op de signaallading en spoorpositie verbetert de tĳdresolutie

van het deeltjesspoor met 12 %. De correctie heeft geen significante invloed op de

waargenomen correlaties tussen de meetvlakken, en de verbetering is voornamelĳk

toe te schrĳven aan de verbetering in de tĳdresolutie van afzonderlĳke vlakken. Een

dergelĳke correctie kan mogelĳk van nut zĳn in een toekomstige 4D-tracker.

Gebleken is dat afzonderlĳke pixels systematische tĳdfouten vertonen die leiden tot

tĳdverschillen tussen pixels tot 4 ns (figuur S11). Ook bleek dat een individuele pixel

een systematische fout kan hebben tot ongeveer 1 ns, afhankelĳk van de 640 MHz-

klokcyclus van de time to digital converter (TDC). Deze fouten werden per pixel en

per TDC-bin gecorrigeerd, waardoor de algehele tĳdresolutie verder werd verbeterd.

De variatie van deze systematiek over de pixelmatrix draagt bĳ tot de waargenomen

correlaties door de ruimtelĳke uitlĳning van de meetvlakken.

Na het toepassen van de correcties verbetert de tĳdresolutie van de afzonderlĳke

meetvlakken met 36 % van 1.02 ± 0.04 ns naar 650 ± 9 ps. De spoortĳdresolutie

verbetert met 37 % van 438 ± 16 ps naar 276 ± 4 ps. Een deel van de correlaties is

opgeheven door de toegepaste correcties. De resterende correlatie tussen meetvlakken

van de twee verschillende telescooparmen is hoofdzakelĳk het gevolg van faseruis in

de systeemklok die de tĳd offsets tussen de vlakken en de scintillatoren beïnvloedt.

Door deze variatie in de offsets te corrigeren worden ook deze correlaties opgeheven,

en wordt de spoortĳdresolutie verder verbeterd tot ongeveer 240 ps.
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Tĳdmetingen met een 3D-si l ic iumsensor op Timepix3

Snelle sensortechnologieën beogen de tĳdresolutie van siliciumsensoren te verbeteren

door een sneller signaal te leveren aan de front-end elektronica van de pixel ASIC.

Vrĳwel alle snelle sensortechnologiën hebben een kortere driftafstand van de lad-

ingsdragers. Ook kan het wegingsveld van de elektrodes worden verbeterd waardoor

het signaal minder afhankelĳk wordt van de drifttĳd. In hoofdstuk 7 worden een

300 µm 3D-sensor [8] en een 50 µm dun-planaire sensor (figuur S12), beide uitgelezen

door Timepix3 ASIC’s, bestudeerd en vergeleken met behulp van de LHCb VELO

Timepix3 Telescoop. De systematiek in de Timepix3 pixelmatrix en klokfasevariatie

werden beide gecorrigeerd in deze analyse.

Het is gebleken dat voor loodrecht invallende deeltjes de tĳdmeetfout van 3D-

sensoren en dun-planaire sensoren afhangt van de locatie waar de ioniserende deeltjes

de pixel passeren (figuur S13). In de 3D-sensor is dit een gevolg van de verminderde

signaallading voor deeltjes die de staafelektrodes kruisen. Lading die door het

ioniserende deeltje wordt gegenereerd in de staafelektrodes draagt niet bĳ aan het

gemeten signaal. Voor de dun-planaire sensor wordt de late tĳdmeting veroorzaakt

door de verdeling van de lading over meerdere pixels, voornamelĳk in de hoeken van

de pixel. In beide gevallen is de afwĳking in de tĳdmeting voornamelĳk te wĳten aan

het timewalk effect in de front-end elektronica, en het kan dan ook goeddeels worden

gecorrigeerd met een conventionele ladingsgebaseerde correctie.

De 3D-detector heeft minder last van het timewalk effect dan de dun-planaire

detector omdat de dikkere sensor van de 3D-detector grotere signalen levert aan de

front-end elektronica. Zoals te zien is in figuur S14, verslechtert de tĳdresolutie van

de 3D-detector sterker bĳ lage hoeveelheden signaallading, wat erop wĳst dat het

front-end van de 3D-detector meer elektronische ruis heeft. Dit is te verwachten omdat

de 3D-sensor een grotere pixelcapaciteit heeft. Hoewel de dun-planaire detector minder

elektronische ruis heeft, lĳdt de tĳdresolutie meer onder de veel kleinere signalen.

Deze kleine signalen leiden ook tot ook een grotere onzekerheid bĳ het corrigeren van

het timewalk effect. Onder zĳdelingse invalshoeken van de deeltjesbundel biedt de

dun-planaire detector een betere tĳdresolutie, aangezien de 3D-detector meer te lĳden

heeft onder de daarmee gepaard gaande vermindering van de signaallading.

Voor een loodrechte invalshhoek bereiken de 3D-detector en de dun-planaire

detector een tĳdresolutie van respectievelĳk 567 ± 6 ps en 683 ± 8 ps. Voor beide

detectoren wordt de tĳdresolutie gedomineerd door de Timepix3 ASIC. De resolutie

van de 3D-detector wordt voornamelĳk beperkt door de TDC in het digitale front-

end (1.56 ns bins). De dun-planaire detector heeft ook een aanzienlĳke bĳdrage
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Figure S12 Schematische weergave van een dubbelzĳdige 3D sensor (links) en een

dun-planaire sensor (rechts). De deeltjesbundel is gericht langs de negatieve I-richting

voor een loodrechte invalshoek. Figuur uit [9].

Figure S13 Relatieve vertraging binnen een pixelcel van de 3D-detector (links) en

de dun-planaire detector (rechts). De gearceerde gebieden geven aan waar de relatieve

vertraging langer is dan een nanoseconde. Figuur uit [9].
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Figure S14 De tĳdresolutie als functie van de signaallading voor beide detectoren.

De meest waarschĳnlĳke waarde (MPV) van de ladingsverdeling is aangegeven, en

de bĳdrage van het Timepix3 front-end verkregen via testpulsen is ook weergegeven.

Figuur uit [9].

van het analoge front-end vanwege de lagere slew rate waarop het signaal wordt

gediscrimineerd. De meer verfijnde correctie van het timewalk effect zoals werd

toegepast op de telescoopvlakken, die rekening houdt met de spoorpositie binnen de

pixel, leidt tot een verbetering van slechts 1 %. Aangezien de resolutie van beide

detectoren wordt gedomineerd door het front-end, zou dit opnieuw moeten worden

getoetst bĳ het bestuderen van snelle sensortechnologieën op ASIC’s met een betere

tĳdresolutie.

Tĳdresolutie van het Timepix4 front-end

In hoofdstuk 8 worden tĳdmetingen van twee opeenvolgende iteraties van de Timepix4

ASIC [10], de opvolger van Timepix3, gekarakteriseerd. Het digitale front-end wordt

bestudeerd door zorgvuldig gesynchroniseerde en gecontroleerde testsignalen aan

de pixels te leveren. Het analoge front-end wordt bestudeerd door een zorgvuldige

regeling van de referentieklok via het klokdistributiesysteem in de pixelmatrix.

De TDC tĳdbins van Timepix4 hebben een nominale grootte van 195 ps, een factor

8 kleiner dan de tĳdbins in Timepix3 (1.56 ns). De tĳdbins van individuele TDC’s

vertonen een variatie in grootte, maar deze is relatief klein (figuur S15) en heeft slechts
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Figure S15 Aantal waarnemingen in afwisselende tĳdbins in een Timepix4v2-chip

als functie van de triggervertraging. De twee datasets (oranje en groene punten)

komen overeen met de pariteit van een willekeurig volgnummer dat aan elke tĳdbin is

toegekend. Figuur uit [11].

een invloed van 1 % op de TDC-tĳdresolutie. Er is echter een aanzienlĳke variatie in

de grootte van de bins tussen verschillende TDC’s. Op basis van de waargenomen

variatie in de TDC’s die extern kunnen worden geactiveerd (gelokaliseerd aan de

uiterste randen van de pixelmatrix) wordt verwacht dat de TDC resolutie ongeveer

110 ps zal bedragen, vergeleken met een nominale resolutie van 195 ps/
√

12 = 56 ps.

Een correctiefactor per TDC zal deze resolutie naar verwachting verbeteren tot 62 ps.

Zoals te zien is in figuur S16, blĳkt dat het analoge front-end van een kale ASIC

(zonder sensor) een tĳdresolutie van 47 ± 7 ps kan bereiken bĳ een signaallading

van 21 ke. Er is ook een assemblage getest met een conventionele 300 µm planaire

siliciumsensor die het analoge front-end van een realistische ingangscapaciteit voorziet.

Voor negatieve ingangssignalen (e− modus) bereikt het analoge front-end een resolutie

van 62 ± 6 ps. Voor positieve ingangssignalen (h+ modus) is de resolutie beperkt

tot 105 ± 7 ps vanwege een beperking in de slew rate van de voorversterker voor

deze polariteit.

Naar aanleiding van deze studie hebben de ASIC-ontwerpers aanvullende simulaties

van het analoge front-end uitgevoerd en een aangepaste DAC-configuratie voorgesteld

om de tĳdresolutie te verbeteren. Voor negative ingangssignalen heeft de analoge

front-end een tĳdresolutie die 25 tot 30 % beter is voor signalen tot 8 ke. Voor grotere

signalen neemt de verbetering geleidelĳk af, maar hier is de analoge resolutie minder

belangrĳk aangezien de TDC de beperkende factor is voor grote signalen. Voor

positieve ingangssignalen verbetert de resolutie in totaal met 25 tot 30 %, tot een

waarde van 75 ± 5 ps.
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Figure S16 Gemiddelde tĳdresolutie van het analoge front-end als functie van de

geïnjecteerde lading voor verschillende timepix4-assemblages en beide polariteitsmodi.

De foutenbalken geven de pixel-tot-pixel variatie in de tĳdresolutie aan. De TDC-

resolutie wordt ook aangegeven, ervan uitgaande dat de frequentie van iedere VCO

wordt gekalibreerd en dat de tĳdsverschillen tussen de pixels worden gecorrigeerd.

Figuur uit [11].
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