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A B S T R A C T   

In recent years, network approaches to psychopathology have sparked much debate and have had a significant 
impact on how mental disorders are perceived in the field of clinical psychology. However, there are many 
important challenges in moving from theory to empirical research and clinical practice and vice versa. Therefore, 
in this article, we bring together different points of view on psychological networks by methodologists and 
clinicians to give a critical overview on these challenges, and to present an agenda for addressing these chal-
lenges. In contrast to previous reviews, we especially focus on methodological issues related to temporal net-
works. This includes topics such as selecting and assessing the quality of the nodes in the network, distinguishing 
between- and within-person effects in networks, relating items that are measured at different time scales, and 
dealing with changes in network structures. These issues are not only important for researchers using network 
models on empirical data, but also for clinicians, who are increasingly likely to encounter (person-specific) 
networks in the consulting room.   

Since its introduction a decade ago, the network approach to psy-
chopathology (Borsboom, 2008; Borsboom & Cramer, 2013; Cramer, 
Waldorp, van der Maas, & Borsboom, 2010) has caught the attention of 
many psychopathology researchers and clinicians (Robinaugh, Hoek-
stra, Toner, & Borsboom, 2020). In this paper, we discuss possibilities 
and challenges in applying networks to clinical research and practice. 

The introduction of the network approach centered on the substan-
tive claim that mental disorders emerge from causal interactions among 
symptoms (Borsboom & Cramer, 2013). This idea was concordant with 
conventional wisdom among cognitive-behavior therapists, who have a 
longstanding tradition (e.g., Beck, 1967; Ellis, 1956) of viewing mental 
disorders as arising from systematic causal connections between 
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cognitions (e.g., negative beliefs about oneself), affect states (e.g., sad 
mood, feelings of worthlessness), and behavior (e.g., withdrawal from 
social life, suicide attempts). Framing psychological disorders as net-
works thus aligned naturally with the dominant mode of thinking of 
cognitive-behavioral theorists. 

In addition, by focusing on psychological symptoms and their in-
teractions, the network approach provides an alternative to monocausal, 
often brain-based or biology-oriented approaches to mental disorders, 
which assume that mental disorders have a clear (biological) root cause 
analogous to medical diseases (Borsboom, Cramer, & Kalis, 2019). As 
such, the approach draws attention to mental states rather than their 
neural basis, and creates a conceptual space in which cognitions can play 
autonomous causal roles in the genesis of mental disorders (Oude 
Maatman, 2020; Kalis & Borsboom, 2020). This aligns naturally with the 
notion that interactions among mental states, such as Beck’s (1967) 
negative triad (beliefs about oneself, others and the world), and cogni-
tive representations, such as schemata in anxiety disorders (Beck, 1985, 
1988; McNally, 1990, 1994) and depressive disorders (Brouwer et al., 
2019, 2020), are central to the genesis and maintenance of mental dis-
orders. In addition, it allows for a genuine role of concrete, everyday 
problems that are based in the social and physical environment (e.g., 
debts, housing problems) rather than the result of abnormalities in the 
brain (e.g., Insel & Cuthbert, 2015), which also matches psychology’s 
long-standing emphasis on the essential role of the situational context in 
shaping behavior (Mischel, 1968; Mischel & Shoda, 1995). 

Following the introduction of the network approach as a theoretical 
framework, a host of methodological techniques was developed to infer 
network structures from data in a variety of research designs (Epskamp, 
Borsboom, & Fried, 2018; van Borkulo et al., 2014; Bringmann et al., 
2013; Epskamp, 2020). Although the network approach is not tied to 
any particular statistical model, and may in fact not involve fitting sta-
tistical models at all (Borsboom, Cramer, Schmittmann, Epskamp, & 
Waldorp, 2011; Borsboom & Cramer, 2013; Wittenborn, Rahmandad, 
Rick, & Hosseinichimeh, 2016; Ruzzano, Borsboom, & Geurts, 2015; 
Deserno et al., 2020), the use of statistical models quickly became the 
most popular implementation of the network approach (Robinaugh 
et al., 2020). Within this statistical approach, two particular modeling 
traditions have guided the majority of attempts to infer psychological 
network structures from data. 

The first comprises the estimation of conditional association net-
works based on cross-sectional data gathered from a large number of 
individuals (e.g., partial correlation networks, if data are multivariate 
normal; Epskamp & Fried, 2018).1 In this kind of data, symptoms (i.e., 
the nodes in the network) are variables assessed at a single assessment 
occasion, and links between these represent conditional associations 
between these variables (van Borkulo et al., 2014; Epskamp & Fried, 
2018). The most common representation of networks based on 
cross-sectional data is through an undirected network, in which the 
absence of a link between two nodes represents the fact that the corre-
sponding variables are conditionally independent given the other vari-
ables in the network, although extensions of this approach to directed 
(causal) relations are possible (McNally, Mair, Mugno, & Riemann, 
2017; Richardson & Spirtes, 2002). 

The second modeling tradition is based on the idea that network 
structures may be assessed based on repeated measures that characterize 
the dynamic evolution of symptoms within the individual over time (i.e., 
time series; Molenaar, 2004; Hamaker, 2012), possibly extended to a 
situation in which time series of multiple individuals are assessed 
simultaneously (Bringmann et al., 2013). In this paper, we refer to such 
networks as temporal networks. The most often used statistical model for 

inferring these kinds of networks is the vector autoregressive (VAR) 
model (Bringmann et al., 2013; Epskamp, 2020; Beltz & Gates, 2017). 
Typically, an arrow from node A to node B in a VAR-based network 
reflects the variance that can be predicted in variable B from variable A, 
while controlling for all other nodes in the model. Because of the explicit 
representation of time order, in contrast to cross-sectional networks 
VAR-based networks always involve directed edges (arrows). 
VAR-based network models may also include self-loops (the predictive 
effect of a symptom on itself from one time point to the next) and rep-
resentations of contemporaneous effects (i.e., the concurrent partial 
correlations between variables over time; Epskamp, 2020; Beltz & Gates, 
2017). 

The determination of a network structure, using methods such as the 
aforementioned conditional association networks or VAR models, is the 
first step in network analysis and ideally provides a stepping stone to a 
second order analysis of the network structure itself (Newman, 2018). In 
this second order analysis, researchers focus on the topology of the 
network (e.g., are the edges in a network distributed randomly or do 
they form a structure like a small world structure?; Watts & Strogatz, 
1998) and the role of specific nodes in that topology. The methods of 
network science for instance may enable detection of network properties 
such as centrality, that is, which nodes in the network are the most 
central (interconnected) symptoms potentially sustaining an episode of 
disorder (Blanken et al., 2018; Rodebaugh et al., 2018). The idea is that 
researchers and clinicians, using network models, can identify the 
structurally important symptoms, whose deactivation may hasten a 
patient’s recovery. Moreover, the network approach provides an intui-
tive story to individuals with mental health problems, and may thereby 
facilitate their communication with clinicians and lead to insights about 
mechanisms of their symptoms (Bak, Drukker, Hasmi, & van Os, 2016; 
Bos, Snippe, Bruggeman, Wichers, & van der Krieke, 2019; Kroeze et al., 
2016). These ideas have taken hold so quickly that several authors have 
voiced criticisms of these ideas; scholars have identified thorny issues in 
the interpretation of correlation structures as networks (Bringmann, 
2021; Bringmann et al., 2019; Dablander & Hinne, 2019), emphasized 
the limited evidence for the usefulness of topological information 
(Rodebaugh et al., 2018), and pointed out possible confounds of cen-
tralities (Hallquist, Wright, & Molenaar, 2021). 

With a rapid increase of researchers either using network analyses or 
developing reliable methods to estimate such psychopathological net-
works from empirical data (Robinaugh et al., 2020), clinicians are eager 
to apply network techniques in personalized assessment to improve 
treatment outcomes. Although there certainly is room for optimism 
about the network approach as one road into personalized clinical 
research and modeling, it is also important to address some of the 
methodological and practical challenges we face. Therefore, in this 
article, we bring together different points of view on psychological 
networks by methodologists, clinicians, and philosophers, to give a 
critical overview on these challenges, and to present an agenda for 
addressing these challenges in clinical research and other fields of psy-
chology. In contrast to previous reviews (see Borsboom et al., 2021; 
Fried & Cramer, 2017; Fried et al., 2017; McNally, 2021; Robinaugh 
et al., 2020; Wichers, Riese, Hodges, Snippe, & Bos, 2021), we especially 
focus on methodological issues related to temporal networks, which are 
not only important for researchers using network models on empirical 
data, but also for clinicians, who are increasingly likely to encounter 
such person-specific networks in the consulting room. 

The structure of this paper is as follows. As mentioned above, the 
network approach is closely aligned with clinical therapy and the idea 
that symptoms and cognitions influence each other, but it is a large step 
from this idea to actually selecting the nodes to include in a network. 
Therefore, we start by zooming in on this issue by introducing and 
explaining the notion of node validity. Next, we discuss in detail how 
between-person effects (e.g., how individuals in different groups react to a 
drug) and within-person effects (e.g., how the effect of a drug unfolds in 
an individual over time) can and cannot be distinguished in different 

1 In this article, we mainly focus on continuous data. For dichotomous data, 
Ising models have been popular in the recent network literature. The general 
term “Markov random fields” can be used to cover both partial correlation 
networks and Ising models Epskamp, Maris, Waldorp, & Borsboom (2018). 

L.F. Bringmann et al.                                                                                                                                                                                                                           



Behaviour Research and Therapy 149 (2022) 104011

3

kinds of networks, as knowing how to pull these effects apart is crucial 
for applying networks in clinical research or practice. 

Then we turn to the problem of relating items in a network that are 
measured at different time scales, such as sleep and mood states. As re-
searchers and clinicians increasingly use temporal networks based on 
time-series data, this issue is becoming very pressing, but has not 
received much attention in the literature yet. We discuss it thoroughly 
and provide important starting points for accommodating and dealing 
with differences in time scale. Furthermore, an important part of the 
network approach is to study changes in networks, for example when 
individuals transition into an episode of depression. Accordingly, we go 
through latest techniques of dealing with non-stationarity, that is, 
changes in network structure over time. 

These topics are all focused on how to infer and analyze networks. 
However, in clinical practice, there is also great interest in network- 
based interventions, or more generally, how to turn the ideas of the 
network approach into clinically useful applications. Therefore, we 
discuss interventions and networks in clinical research and practice: The 
question of how the network approach is applied in practice, and how its 
usefulness could be further studied. Another issue that is crucial for the 
success of the network approach in practice is the reproducibility and 
replicability of networks. This topic has been extensively discussed in 
psychology more generally, and in the context of cross-sectional net-
works, but we now consider it with regard to both cross-sectional and 
temporal networks. Finally, in section testability and falsifiability, we 
consider how to actually test the ideas of the network approach in 
empirical settings, and moving from data-driven to more theory-based 
approaches to inferring networks; issues which are crucial for 
improving the network approach and making it more applicable in 
practice. 

Although this article concerns the network approach and we are 
therefore focusing on networks, most of the methods and models that are 
currently used in this context are also applied more generally in psy-
chology. For this reason, this article can also be informative and useful 
for researchers who are working on cross-sectional, time-series or 
intensive longitudinal data in psychology and are interested in the topics 
covered here. 

1. Node validity 

An essential first step to take when clinical researchers and clinicians 
alike want to use a network model, or any model for that matter, in-
volves the choice of which variables should be included in the model. In 
clinical practice, a starting point is often to discuss with the patient the 
main reasons for seeking help and what symptoms and problems are 
perceived as most burdensome. Network construction thus starts by 
defining the variables (i.e., nodes) in the network. How should we 
decide what elements to include in a model? What nodes will best 
illuminate psychopathological processes? What criteria should adjudi-
cate variable inclusion? To address these questions, we introduce here 
the concept of node validity, which involves two steps. The first is node 
selection and refers to the adequacy of selecting appropriate variables as 
nodes in a network model. The second concerns node assessment and 
refers to the quality of the operationalizations used for selected 
variables. 

Node selection. Taking the definition of networks broadly, one can 
include anything as a variable in a network. However, most studies have 
included only symptoms as nodes (e.g., suicidal thoughts; Robinaugh 
et al., 2020). This accords with the original idea of the network 
approach, where the components of psychopathology networks are 
symptoms currently implemented in diagnostic systems such as DSM-5 
(Borsboom, 2017). In contrast, Jones, Heeren and McNally (2017) aim 
to identify a broader set of components, including theoretically relevant 
features missing from diagnostic criteria, such as catastrophic misin-
terpretation of bodily sensations in panic disorder or attentional biases 
in social anxiety. The Research Domain Criteria system (Insel et al., 

2010) furnishes yet another set of putative components. Furthermore, 
especially in the field of dynamic networks involving time series data, 
the focus is on momentary states such as thoughts and affective states (e. 
g., feeling happy or down) which do not directly correspond to symp-
toms (e.g., because symptoms often identify contextual information, 
exclusion criteria, and time scales that are not usually sampled in time 
series data). However, symptoms do not arise out of the blue, but 
arguably result from dynamical interactions among experiences, feel-
ings, and behaviors in daily life, which means a strong argument for 
including them can be made (Wichers, 2014). In general, these consid-
erations suggest that although clinical symptoms and affect states are 
most often the variables of choice for networks in psychopathology, 
these are not the only possible building blocks for constructing a 
network. 

Crucially, the clinical or theoretical hypothesis of a clinician or 
clinical researcher, often formulated together with the patient, plays a 
role in the choice of set of variables or nodes in the network. The chosen 
nodes should correspond as closely as possible to the hypothesis, which 
is articulated as unambiguously as possible. That is, ideally the chosen 
node set should be minimally complete, in other words, contain all nodes 
necessary to model the intended phenomena while excluding superflu-
ous nodes. What “minimally complete” means will differ across contexts; 
for example, if one holds that depression arises from interactions among 
DSM symptoms, then taking these as the minimally complete node set 
would be defensible. But if one holds that these criteria omit important 
components, then additional measures would be necessary. 

An additional important question for researchers to consider, espe-
cially when the interest is in causal hypotheses, is whether the nodes in 
the network are sufficiently distinct to act as separate nodes. For example, 
if items are mere psychometric indicators of a common cause, or (near) 
synonyms of each other, they should be modeled by using a latent var-
iable model instead of a (causal) network model (Epskamp, Rhemtulla, 
& Borsboom, 2017; Wichers, Wigman, Bringmann, & de Jonge, 2017). 
For example, certain positive affect items of the PANAS (e.g., excited 
and enthusiastic) seem to be near synonyms. If deemed reflective of the 
construct positive affect, then latent variable modelling is justified. More 
precisely, to be sufficiently distinct to causally affect each other, nodes 
should be a) separately identifiable (i.e., at least in theory, they can be 
assessed independently of one another), and b) independently manipu-
lable (i.e., at least in theory, one should be able to intervene on a node 
without intervening on other nodes; Woodward, 2015). 

Several open problems follow from these ideas. One potentially 
important issue is whether variables should be included in the network 
itself or in the “external field” (a term borrowed from physics to identify 
any factors that impinge on the network from outside; Borsboom, 2017). 
From a clinical perspective, it is plausible that the context of daily life 
provides a vital backdrop for understanding and treating psychopa-
thology (Wichers et al., 2011; Myin-Germeys et al., 2009). This can be, 
for example, daily activities undertaken or external stressors such as 
spousal loss (Fried et al., 2015). Although in some network studies such 
factors are included as nodes (e.g., stressful events; Fried et al., 2015; 
Bringmann et al., 2013, Slofstra et al., 2018), it has also been argued that 
these kinds of factors should rather be conceptualized as causal variables 
external to the network itself (Borsboom, 2017; Fried & Cramer, 2017). 
This also has consequences for modeling. Variables that are part of the 
network can all potentially influence each other and are therefore 
treated as endogenous variables (i.e., variables that are influenced by 
other variables in the model). The vector autoregressive model (VAR) is 
an example of a model where only such endogenous variables are 
included. On the other hand, if variables in the external field can in-
fluence network variables but not vice versa, they may be conceptual-
ized as exogeneous variables (i.e., variables that receive no influences 
from other variables in the model; note, however, that there may not 
always be a clear-cut distinction between endogenous and exogeneous 
variables, see Antonakis, Bendahan, Jacquart, and Lalive (2010). A 
network with an external field (exogeneous variables), such as spousal 
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loss, could be modeled, for example, with a VARX model (where besides 
endogenous also exogeneous variables can be included; Hamaker & 
Dolan, 2009). Ultimately, the decision to include variables (e.g., the 
context of daily life) in the external field or the network itself should be 
informed by both theoretical and modeling considerations. 

Importantly, researchers and clinicians, together with patients, not 
only gather data on psychological variables, but also biological data 
such as actigraphy measurements, electroencephalography (EEG) or 
social interactions. Should such variables of different levels (e.g., bio-
logical or social variables) be included in the same network with psy-
chological variables (Wittenborn, Rahmandad, Rick, & Hosseinichimeh, 
2016; Jones et al., 2017; Fried & Cramer, 2017), or should they appear 
in distinct networks studied in parallel with psychological networks 
(Blanken et al., 2021)? Inherently, this depends on what is meant by 
“levels” and how the variables at different levels are related (Eronen, 
2021; Riese & Wichers, 2021). For example, if a biological variable is the 
underlying neural basis of a psychological variable, the two variables are 
conceptually overlapping, and therefore it may be problematic to 
include both in the same network as separate nodes as this would violate 
the distinctiveness criterion identified above. However, if levels are 
understood in a different sense, for example, in terms of time scales, it is 
easier to see how variables of different levels (e.g., personality traits and 
psychological symptoms) could be related to each other and represented 
in a broader network (Lunansky, van Borkulo, & Borsboom, 2020). 

Node assessment. The above considerations highlight the need for 
delicate and precise assessment of nodes. However, in practice the above 
criteria are often difficult to assess. If clinicians or clinical researchers 
measure the variables loss of libido, loss of appetite and loss of interest, are 
they sufficiently distinct to warrant their inclusion as distinct nodes in a 
network, or are these all just manifestations of underlying anhedonia, 
their distinct names notwithstanding? 

For approaching questions like these, the classic psychometric 
criteria such as reliability and validity form the fundamental basis for 
assessment (AERA, APA, & NCME, 2014). Ideally, researchers can assess 
reliability and provide evidence of validity that helps to demonstrate 
that the variables are indeed distinct and identifiable from one another. 
However, one issue on which network node assessment might diverge 
from the classic psychometric approach is the number of items. 
Although psychometric tradition would typically prescribe a sizeable 
number of items to measure one variable (e.g., Nunnally & Bernstein, 
1994; Simms, 2008), practical considerations often make this unsuitable 
for network modeling. 

For instance, psychopathological network models are increasingly fit 
on time-series data that allow for the study of temporal relations within 
a single individual, often a patient. For such data, only a limited number 
of questions can be asked per measurement occasion due to consider-
ations of participant burden (Eisele, Vachon, et al., 2020). In practice, 
this often conflicts with the requirements of theoretical completeness. 
Technological developments can be potentially helpful by enabling 
automatic assessment of network nodes (see e.g., mobile sensing or 
wearables), thereby complementing questionnaire data while reducing 
participant burden (Harari, Müller, Aung, & Rentfrow, 2017; Insel, 
2017; Jacobson, Lekkas, Huang, & Thomas, 2021). This, however, again 
raises the question how variables of differing nature or different levels, 
including those that cannot be measured automatically (e.g., suicidal 
thoughts), can be combined into one network. 

A further issue in times-series research is that psychometrically 
validated scales or evidence-based guidelines on what to measure in 
these studies are still under development (e.g., Eisele, Lafit, et al., 2021). 
Currently, most researchers choose their own item set for their study, 
and little is therefore known about the psychometric measurement 
quality of the resulting data (Wright & Zimmermann, 2019). Moreover, 
due to the personalized nature of idiographic research (Wright & Woods, 
2020), it may also be preferable to include different variables per person 
(von Klipstein, Riese, Servaas, & Schoevers, 2020). Finally, also here, the 
consideration of the timescale on which different nodes are measured is 

a crucial one, involving questions about how and when different time-
scales can be combined. This is discussed in more detail in the section on 
Different time scales. 

2. Between- and within person effects 

Clinical research has predominantly focused on between-person ef-
fects, such as different responses to treatment. The network approach, 
however, emphasizes the importance of individual heterogeneity, and 
thus, the importance of studying within-person effects, such as how the 
process of major depressive disorder unfolds in a single individual over 
time (Borsboom & Cramer, 2013; Fried & Cramer, 2017). How to infer 
between- and within-person effects, and what kind of data is needed to 
distinguish between them, is an issue that is important for psychological 
methodology in general (Brose, Voelkle, Lövdén, Lindenberger, & 
Schmiedek, 2015; Hamaker, 2012; Molenaar, 2004; Voelkle, Brose, 
Schmiedek, & Lindenberger, 2014), and has recently surfaced in the 
network literature. 

Importantly, the data that a clinical researcher or clinician has 
available constrains the inferences that can be drawn. If there is only one 
time point available per person, it is hard to say much about within- 
person effects. On the other hand, if the data consist of a time series of 
just one person, it is impossible to infer between-person effects from the 
fit of a statistical model. In general, we may distinguish between three 
types of data used in estimating network structures: (1) cross-sectional 
data of many individuals measured once, (2) many repeated measures 
of only one individual (N = 1), known as time series data, and (3) 
repeated measures of many individuals (Borsboom et al., 2021). In this 
section, we discuss different ways of distinguishing between- and 
within-person effects based on such data, (Epskamp, 2020; Epskamp, 
Borsboom, & Fried, 2018; Hamaker, Asparouhov, Brose, Schmiedek, & 
Muthén, 2018), as well as the pressing question of how these levels of 
analysis should be conceptually related in network analyses. 

Cross-sectional data. Most psychopathological networks are based on 
cross-sectional data (Robinaugh et al., 2020), frequently with the aim to 
study between-person (i.e., interindividual) differences, and sometimes 
with the aim of generating hypotheses on within-person (i.e., intra-
individual) dynamics, for instance by using the Gaussian Graphical 
Model (Epskamp, Maris, Waldorp, & Borsboom, 2018). However, it is 
important to note that cross-sectional analyses do not statistically 
separate between-person variability (e.g., typically stable trait-like fea-
tures) from within-person variability (e.g., more transient, state-like 
features). For example, the state of participants when they provide 
self-report ratings has been shown to affect cross-sectional results in 
particular cases (Brose, Lindenberger, & Schmiedek, 2013). Thus, ana-
lyses based on cross-sectional data might result in networks with edges 
that reflect a mix of between and within effects (Hamaker, 2012). 

Furthermore, measurement instruments are usually tailored to cap-
ture either between-person or within-person variability. The difference 
is not just in how frequently the questions are asked (e.g., just once vs. 
several times per day), but also in the way they are formulated. For 
example, in cross-sectional studies participants are often asked to 
average over long periods of time (e.g., how sad have you felt in the past 
two weeks), whereas in intensive longitudinal studies they are asked 
about the current state (e.g., how sad are you feeling at this moment). 
These conceptual differences hamper statistical comparisons between 
cross-sectional and temporal networks. In a similar vein, Brose, 
Schmiedek, Gerstorf, and Voelkle (2020) have recently pointed out that 
the common practice of using measurement instruments that were 
established at the between-person level to assess affect at the 
within-person level is problematic, as these instruments are likely to 
have different psychometric properties at the within-person level. 

Moreover, cross-sectional data usually cannot be straightforwardly 
used to identify within-person dynamics or the development of state-like 
features (Hamaker, 2012; Molenaar, 2004). As pointed out by Molenaar 
(2004), only under very specific circumstances known as ergodicity are 
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the results obtained from studying cross-sectional data directly repre-
sentative of intraindividual processes. Ergodicity requires that in-
dividuals are independent and that the same data generating process 
applies to all individuals (homogeneity). Furthermore, the characteris-
tics of the data (e.g., means, variances, auto- and cross-covariances) are 
not allowed to change over time, which means there cannot be any 
trends in the data; this is known as the assumption of stationarity (see 
Molenaar, 2004 for details, and also the section (Non)-stationarity 
below). 

In psychological research, however, these assumptions are seldom 
realistic and for particular cases have been demonstrated to be contra-
dicted by empirical data (Brose et al., 2015; Schmiedek, Lövdén, von 
Oertzen, & Lindenberger, 2020). As such, strict ergodicity can typically 
be ruled out as a reasonable possibility. Although this precludes a direct 
generalization from the cross-sectional results to the within-person 
level, it is important to note that lack of ergodicity does not imply that 
nothing can be learned from cross-sectional data about within-person 
structures. For example, by controlling for factors that introduce het-
erogeneity across individuals or across time, we may establish “condi-
tional equivalence” that allows (conditional) inferences across levels 
(Adolf & Fried, 2019; Voelkle et al., 2014).2 

Even with conditional equivalence, however, the challenge is to 
identify these factors, and great care is required to adequately control 
for them. Such control should be exerted experimentally (by random 
assignment), or when that is not feasible, by statistically controlling for 
the factors that induce heterogeneity, while avoiding issues such as 
conditioning on colliders (for an introduction to this topic, see Rohrer, 
2018). In general, our theoretical understanding of how such factors 
affect ergodicity is limited, so the question of which aspects of inferences 
can be supported by various designs represents an important challenge 
for the network approach. Nevertheless, while network hypotheses often 
concern within-person dynamical processes, researchers will often have 
to rely on (partly) cross-sectional data due to the subject matter, as many 
relevant causal effects cannot realistically be studied in a time series 
design (e.g., the effect of child abuse on adult psychopathology; Isvor-
anu et al., 2016; see also the discussion below). 

Time series data. When inferring network models based on time series 
data of a single subject (e.g., an episode of depression in one patient), all 
variance involves fluctuations in (emotional) states over time; the only 
stable, trait-like feature is the person’s mean value for each variable. 
Accordingly, a time series N = 1 design enables us to model the dy-
namics of lagged effects within and between variables over time (e.g., 
the vector autoregressive model; Lütkepohl, 2005), and to model 
contemporaneous (i.e., lag 0) relations between variables to determine 
which phenomena tend to co-occur (e.g., using the graphical vector 
autoregressive model and GIMME; Gates & Molenaar, 2012; Beltz, 
Wright, Sprague, & Molenaar, 2016). One disadvantage of this approach 
when inferring networks from clinical data is that there may not always 
be sufficient fluctuation in the variables: For example, if levels of sui-
cidality and hopelessness always remain high, it is not possible to say 
much about the effects these variables have on other symptoms and thus 
the central role and urgency of high suicidality may be overlooked as 
well. A further downside of single-subject time series data is that the 
findings are individual-specific and cannot be generalized to other in-
dividuals (unless we assume that all individuals have the same 

within-person dynamics). This may, however, not always be problem-
atic for clinical practice, as the focus there is often on a single individual. 

Multiple persons time series data. So far, we have discussed data of 
several individuals at one time point and data of a single individual over 
many time points. When these two are combined, we have time series 
data of multiple individuals, providing a wealth of information for 
clinical researchers. With such data, we can disentangle the within- 
person, state-like variance—akin to that in the N = 1 setting—from 
the between-person, trait-like variance characterized by the stable dif-
ferences in means between individuals. 

Disentangling the within- and between-person variance can be 
accomplished by using a multilevel version of the VAR model in which 
the predictors are within-person centered (Bolger & Laurenceau, 2013; 
Bringmann et al., 2013; Hamaker, Kuiper, & Grasman, 2015). Such 
multilevel VAR models have been very popular in estimating psycho-
pathological network structures (e.g., Bringmann et al., 2016; Pe et al., 
2015; Wigman et al., 2015). However, in these kinds of time series 
models, the observed mean scores are often used to center the predictor, 
which can lead to biases (McNeish & Hamaker, 2020; Nickell, 1981). 
Bias can be avoided by decomposing the observed scores into two 
components via latent person-mean centering, for example, by 
combining multilevel vector autoregressive modeling with structural 
equation modeling (Hamaker & Muthen, 2018; cf. Anderlucci & Viroli, 
2015; Ernst, Albers, Jeronimus, & Timmerman, 2020). As these are time 
series-based models, they only work well with intensive longitudinal 
data. However, networks that disentangle the within and between 
structure can also be estimated when only few repeated measurements 
are available (i.e., panel data), for example through a cross-lagged panel 
model with random intercepts (Hamaker et al., 2015; Epskamp, 2020; 
Zyphur, Allison, et al., 2020; Zyphur, Voelkle, et al., 2020). 

Once the within-person part and a between-person part have been 
separated, these different components can be further investigated when 
studying psychological networks. On the one hand, the within-person 
part offers the opportunity to study how the momentary fluctuations 
in one aspect (e.g., stress) are related to momentary fluctuations in 
another aspect (e.g., worry). Moreover, it allows us to use lagged re-
gressions (e.g., using vector autoregressive based models) to see 
whether, for instance, increases in stress precede or follow increases in 
worrying; such temporal relations strongly adhere to the notion of a 
process that unfolds over time, with symptoms, experiences, thoughts, 
and behaviors triggering or attenuating each other (Borsboom & 
Cramer, 2013). On the other hand, the between-person part reflects the 
stable differences between individuals, with some individuals scoring 
consistently higher (or lower) than others on the measured phenomena. 
If one seeks clues for long term clinical intervention, then it may be 
better to focus on stable between-person mean differences on measures 
of symptoms, behavior, and so forth, rather than short-term, transient 
fluctuations modeled at the within-person level. 

Epskamp, Waldorp, Mõttus, & Borsboom (2018) argue that both 
parts may be of interest in network analysis, and that what is needed is a 
more thorough investigation of what causal processes are reflected by 
each level, and how one may be able to intervene on these. One 
important factor is the timescale at which a process unfolds. Some in-
terventions will be associated with the mechanism that is operating at a 
timescale captured by the within-person fluctuations (e.g., the effect of a 
minor setback on an individual’s mood during a period of two weeks). 
However, other interventions will be only visible at the timescale 
associated with the between-person variability (e.g., the effect of major 
life stressors on affect), and perhaps should be seen as part of the 
external field of the network (see the subsection on Node selection 
above). 

Importantly, often variables associated with between-person vari-
ability cannot reasonably be measured repeatedly. For instance, signif-
icant childhood experiences, such as the divorce of one’s parents, may 
have profound effects on the development of children and on the mental 
health of an individual. Although these experiences themselves were 

2 Furthermore, under the less restrictive assumption of measurement invari-
ance, some aspects of within-person dynamics do produce identifiable patterns 
in the cross-sectional data (Adolf, Schuurman, Borkenau, Borsboom, & Dolan, 
2014; also see; Epskamp, 2020). Importantly, however, before attempting any 
generalization across levels, the degree of equivalence needs to be established 
and critically evaluated, which requires longitudinal data. Moreover, discus-
sions of (conditional) ergodicity have mainly focused on contemporaneous (lag 
0) relationships instead of dynamic or temporal (e.g., lag 1) relationships, 
which temporal networks consist of. 
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processes that evolved over time, often we can only study the effect of 
such experiences by comparing individuals with and without them, while 
trying to account for possible confounders. These stable between-person 
differences in such experiences can then be used to study other indi-
vidual differences later in life (e.g., the ability to maintain an intimate 
relationship). Translated to the network context, although some vari-
ables are measured only once and give information about between- 
person variability, they can nevertheless also help to explain differ-
ences in temporal networks. As a hypothetical example, childhood 
trauma as a between-person variable could be used to explain why some 
individuals (who experienced childhood trauma) have, for instance, 
stronger lagged and contemporaneous relationships between variables 
in their individual network than others (who did not experience child-
hood trauma). In other words, individuals can also differ not just with 
respect to mean levels of, for example, symptoms, but also with regard to 
the short-term, transient fluctuations modeled at the within-person 
level. In order to study these kinds of differences, temporal network 
models and thus time series data (in addition to cross-sectional data) are 
needed. 

Thus, complex (within-person) network dynamics cannot be directly 
determined from cross-sectional data, nor from between-person differ-
ences concerning experiences in the past. Instead, it is important to 
carefully think about the timescale and timing at which a mechanism 
occurs, and to align the timing, frequency, and duration of measurements 
with the time and timescale at which the process of interest unfolds. A 
fruitful starting point would be clinical practice, for example, case 
conceptualization in cognitive behavioral therapy. In case conceptuali-
zation, therapists (together with the patient) discuss how the mental 
health problems manifested or evolved over time and relate to one’s 
beliefs, behavior and life events, resulting in clinical theory for the 
specific patient (Beck, 1979). Such theories can give important clues on 
the time scale at which a certain clinical process unfolds (Burger et al., 
2020; von Klipstein et al., 2020). 

3. Different time-scales 

Closely related to the previous section, an important challenge for 
the analysis and interpretation of psychological networks is how to deal 
with different time-scales. As we have seen in the previous section, 
clinically relevant variables or nodes are measured at various times 
scales. For example, sleep is usually measured daily, whereas affect is 
often measured several times a day (see, e.g., Fisher, Reeves, Lawyer, 
Medaglia, & Rubel, 2017). Typically, only nodes measured at the same 
time scale appear in a network, whereas other highly important nodes 
are not included because they are measured on a different time scale 
(Bastiaansen et al., 2020). 

In order to tackle the problem concerning different time-scales it is 
useful to distinguish between two different, but related, problems: First, 
how to analyze, interpret, and communicate results from networks that 
contain nodes that are assessed at different time scales and second, how 
to analyze, interpret, and communicate results from networks that 
contain nodes that operate at different time scales. 

Regarding the first problem of measurements at different time 
points, consider a patient’s bodyweight and physical well-being. Body-
weight could be assessed every two weeks, whereas physical well-being 
could be assessed once a week. In addition, the time intervals between 
measurements of each construct could differ from one measurement 
occasion to the next and could be different for each patient. For example, 
a patient could have skipped several assessments (e.g., due to holidays, 
physical well-being may not be reported two weeks in a row) and in-
dividuals could differ when they skip assessments (not all individuals 
take their holidays at the same time). This can easily result in a highly 
unbalanced data structure, where each network node and each patient is 
observed at a unique point in time that is not shared by any other node 
or patient. How can we still analyze and interpret the development and 
connectivity among nodes in such a situation? 

Regarding the second problem of how to analyze, interpret, and 
communicate results from networks that contain nodes that operate at 
different time scales, it is important to realize that even if variables such 
as bodyweight and positive affect are assessed at the same time points (e. 
g., once a day), they are likely to operate on different time scales. In a 
typical population of healthy adults, meaningful changes in bodyweight 
from one day to the next seem less likely than meaningful changes in 
positive affect from one day to another. Yet, there may be good reasons 
to expect a relationship between the two variables. 

In existing psychological network approaches to psychopathology, 
the two problems are currently unresolved. However, in other fields, 
such as time series analysis, dynamical systems and control theory, re-
searchers have developed ways to deal with these problems that may 
also prove useful for psychological networks (Kirk, 2004; Lütkepohl, 
2005; Mansell & Marken, 2015; van Montfort et al., 2018). In our 
opinion, key to the resolution of both problems is to separate the mea-
surement process, which is always discrete, from the underlying process 
of substantive interest, which often develops continuously over time. An 
“unemployment index does not cease to exist between readings, nor does 
Yule’s pendulum cease to swing” (Bartlett, 1946, p. 31). Perhaps a 
psychological network also does not cease to operate when it is not 
observed. Many variables, such as bodyweight or positive affect operate 
continuously and do not operate at one true time scale. However, other 
variables, such as drug use or panic attacks, may involve discrete events 
that may truly be absent, and not just unobserved, between measure-
ment occasions. 

In cases where discrete measurements are imposed on an underlying 
continuous process, instead of trying to “hit” the right time scale and 
then proceed with analyzing the data at that time scale, we can alter-
natively start with a model of how the process develops in real, 
continuous time and then seek evidence for or against this model based 
on discrete measurement occasions. One way to achieve this is by means 
of continuous time dynamic models that have recently gained increasing 
attention in psychological research (e.g., Haslbeck, Ryan, Robinaugh, 
Waldorp, & Borsboom, 2021; Oud & Jansen, 2000; van Montfort, Oud, & 
Voelkle, 2018; Ryan, Kuiper, & Hamaker, 2018; Ryan & Hamaker, 2021; 
Voelkle, Oud, Davidov, & Schmidt, 2012; Voelkle et al., 2012). By means 
of stochastic differential equations (SDEs), continuous time models 
formulate how change takes place over an infinitesimally small interval 
(i.e., in continuous time). By solving the SDE for a given starting point 
and a given discrete measurement interval, the model parameters can be 
estimated irrespective of the time scale the assessment took place. 
Importantly, the time intervals may differ across constructs (and in-
dividuals), so that variables with different sampling schemes, such as 
sleep and affect, may be included in the same model without the need to 
preprocess the data or deal with “missing” observations as it is often the 
case in discrete time modeling. By deriving the dynamics for many 
different intervals, we can study how nodes operate at different time 
scales. Moving beyond simple first order continuous time dynamic 
models, higher order models offer the necessary flexibility to study 
rather complex behavior (Oud, Voelkle, & Driver, 2018). While 
continuous time models based on linear SDEs can usually be solved 
analytically, nonlinear dynamic models may offer yet additional flexi-
bility, for example, in terms of studying different equilibria a network 
may converge to over time. However, naturally, such models come with 
additional challenges. 

Once the model is estimated, one can study, for instance, node cen-
trality as a function of the time scale of substantive interest (Ryan & 
Hamaker, 2021). For example, one could determine the time interval at 
which an effect is large (maximal) given a continuous time model, rather 
than hoping that the discrete time measurement interval was optimally 
chosen to capture a (large) effect. Especially for network models with 
many nodes, the direction and size of effects between nodes will often 
depend on a complex nonlinear fashion on the time-scale under 
consideration (e.g., Voelkle, Gische, Driver, & Lindenberger, 2018). 

Importantly, however, the increased flexibility of measuring and 
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studying phenomena at different time scales does not free the researcher 
from theoretical considerations regarding the “optimal” time scale. 
Indeed, study design will remain crucially important, because to obtain 
information about variables operating at different time scales, we still 
need at least some measurements at appropriate time scales (Bolger, 
Davis, & Rafaeli, 2003; Bolger & Laurenceau, 2013; Mehl & Conner, 
2012; Shrout et al., 2018). Ideally, assessments should occur at a sam-
pling rate appropriate to the process of interest (do symptoms and 
feelings affect one another within seconds, minutes, hours, or days; 
Hamaker et al., 2015; Trull, Lane, Koval, & Ebner-Priemer, 2015). More 
specifically, if the aim is to infer short term behavior of a network based 
on large intervals, such interpolation may be accompanied by high un-
certainty (see, e.g., Adolf, Loossens, Tuerlinckx, & Ceulemans, 2021). 
For example, if affect is measured in all studies only once per day, not 
even the most advanced continuous time model can capture how it 
fluctuates at a different time scale, such as from hour to hour. However, 
most intensive longitudinal or time series studies use three to ten as-
sessments per day, and the choice of measurement frequency is usually 
not merely influenced by the expected time scale of the processes of 
interest, but often even more so by considerations of feasibility and 
compliance (Vachon, Rintala, Viechtbauer, & Myin-Germeys, 2018). In 
addition, some variables, such as panic attacks, psychotic experiences, 
or binge eating episodes, may be essentially discrete events that are not 
simple functions of an underlying continuous process. 

To date, most clinical theories are not very precise in terms of 
formulating the exact “optimal” time scale at which an effect will take 
place. Often effects are simply divided into “short term” and “long 
term”, but it remains unclear what this refers to in quantifiable units 
such as hours, days, or years. While more careful theoretical consider-
ations regarding the time scale are essential, by adopting a continuous 
time framework, part of the burden of finding the optimal time scale can 
be left to the model (cf. Dormann & Griffin, 2015; Voelkle & Oud, 2012). 
In the end, it is up to the researcher or clinician to get the time scales 
approximately right and to obtain data, preferably at a high frequency 
(Helmich et al., 2021), that allow her to identify the presumed effects. 

Finally, although continuous time models are potentially a good 
solution for the issues of aligning different time scales, we still must 
confront the challenge of estimating continuous time network models 
from intensive longitudinal data. For example, the relatively large 
number of nodes in networks means that the number of time points 
needed to reliably infer a continuous time model will often be much 
higher than is feasible in practice (Ryan, 2020). This is thus an important 
topic for future research, where Bayesian approaches or regularization 
techniques may prove beneficial (Driver & Voelkle, 2018; Epskamp & 
Fried, 2018; Oravecz, Tuerlinckx, & Vandekerckhove, 2016). 

4. (Non)-stationarity 

An issue receiving increasing attention in psychological networks is 
non-stationarity. Most extant network models are stationary, meaning 
that certain characteristics – e.g., the global structure of the network – 
are assumed to be stable over time. However, change is integral to 
psychopathological networks. One hypothesis, for instance, that has 
been much discussed in the network literature is that the connections 
(edges) between symptoms are less strong in a healthy state than during 
an episode of depression (Borsboom, 2017; Wichers & Groot, 2016). In 
other words, a night of bad sleep may not trigger any feelings of sadness 
and anxiety when one is doing well, but when one is approaching a 
depressive episode, it may result in a vicious circle of symptoms that 
keep on activating each other. Moreover, changes in symptom dynamics 
may provide better early warning signals of a depressive episode than 
changes (i.e., increases) in the mean levels of symptoms (see also section 
Networks and interventions in clinical practice). 

To study changes in network structure, we need multivariate statis-
tical approaches that make it possible to study symptom dynamics that 
themselves are subject to change (i.e., non-stationary). However, when 

handling such non-stationarity, the most progress so far has been made 
in univariate, not multivariate, models. Therefore, we discuss both 
univariate and multivariate approaches to modeling changes in time 
series data. Even though univariate models are not strictly speaking 
network models, they may still be used to test certain network hy-
potheses related to change. 

Changes in the network can take many forms: For example, the 
change can be gradual or abrupt. One approach to screen multivariate 
time series for abrupt long-lasting changes is KCP-RS (Kernel Change 
Point detection on the Running Statistics), a non-parametric multivar-
iate change point detection toolbox and associated R-package (Cabrieto 
et al., 2018a, 2018b, 2018c, Cabrieto, Adolf, Tuerlinckx, Kuppens, & 
Ceulemans, 2019). The basic idea of KCP-RS is simple: Users select the 
statistics of interest (e.g., means, variances, correlations, autocorrela-
tions, or others). For the network approach, changes in cross-lagged 
effects would be particularly important, that is, how one symptom in-
fluences another symptom at the next time point (e.g., how the effect of 
poor sleep on sadness changes from a negligible to a strong effect). 

Next, the user extracts running versions of these statistics by sliding a 
time window across the time series and computing the statistic of choice 
in each time window. Finally, Kernel Change Point detection (Arlot, 
Celisse, & Harchaoui, 2012) is applied to the obtained running statistics. 
The KCP-RS toolbox includes significance tests to decide whether one or 
more change points are present in each of the running statistics and a 
tuning procedure to assess the exact number and location of change 
points. Validation studies on simulated and empirical data showcase 
good performance in case of longer time series and moderately large 
effect sizes. However, regarding cross-lagged effects, no validation 
studies have been conducted yet. Hence, more research is needed to 
determine how many time points are required and how large the moving 
window must be to reliably detect change points in the cross-lagged 
effects of the network. 

Closely related to the change point detection approach is the 
threshold autoregressive (TAR) model (Tong & Lim., 1980) or the fixed 
moderated time series model (Adolf, Voelkle, Brose, & Schmiedek, 
2017). In these models, the breaks or changes in the dynamics of one (e. 
g., changes in the autoregressive effect) or more (e.g., changes in the 
cross-lagged effects) nodes can be identified by using another observed 
variable (i.e., a predictor), such as another node in the network. In doing 
so, these models can model non-linear effects of a predictor: Through 
estimating separate slopes for different values of this predictor (e.g., 
below or above a specific threshold value), the effect of a one-unit in-
crease becomes dependent on the concurrent predictor score. Such 
models have been used to investigate whether inertia (i.e., autore-
gressive effect) of an individual differs depending on whether one is 
scoring low or high on momentary positive (or negative) affect (De 
Haan-Rietdijk, Gottman, Bergeman, & Hamaker, 2016) and to study the 
dynamics of affect and stress and how these co-vary with daily events 
(Adolf et al., 2017). This approach implies that individuals can switch 
back and forth between two or more different regimes that are charac-
terized by different parameters (e.g., intercepts, autoregressive coeffi-
cient, cross-lagged coefficients, and innovation variance), and that can 
be identified through the predictor (see, e.g., Hamaker, 2009).3 Thus, if 
such a model detects two regimes, two regime-specific networks can be 
estimated based on a predictor that can be within or outside of the 
network, with the individual switching back and forth between these 
regimes (i.e., networks). 

The above models assume rather sudden and abrupt changes which 
are associated with a break or switch between regimes. Alternatively, 
time-varying (V)AR models that use splines or kernels allow for 

3 Another option is to use regime-switching models in which the switching is 
governed by a hidden Markov model (Kim & Nelson, 1999), rather than an 
observed variable. Then, in addition to estimating the regime specific param-
eters, one also estimates the switching probabilities between any two regimes. 
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processes that are characterized by gradual changes over time, in the 
intercept, autoregression, cross-lagged effects and the mean (Bringmann 
et al., 2017, Bringmann, Ferrer, Hamaker, Borsboom, & Tuerlinckx, 
2018). Such gradual changes thus imply that the change in the under-
lying network structure is also gradual (Bringmann et al. 2017, 2018; 
Haslbeck & Waldorp, 2020; Haslbeck, Waldorp & Bringmann, 2021). 
These time-varying models are discrete time models, but extensions to 
continuous time models (see also the models discussed in the section 
Different time-scales) have been proposed (Chen, Chow, & Hunter, 2018). 
Modeling heterogeneity or change over time in the innovation (i.e., 
residuals) variance is impossible with most of these models (but see 
Adolf et al., 2017). 

Other approaches can detect and model both gradual and abrupt 
changes, but most are univariate and therefore cannot be directly used 
to study changes in symptom dynamics in a network. A recent such 
approach is presented by Albers and Bringmann (2020), who introduce a 
time-varying change point autoregressive (TVCP-AR) model. This 
approach uses the time-varying AR model as a starting point (for 
modeling gradual changes) and combines it with a change point (CP) 
modelling approach (for modeling abrupt changes; Bringmann et al., 
2017; Hamilton, 1994). The change point part of the model is especially 
well suited for data when one or a few abrupt changes happen, but is not 
suitable if the dynamics frequently shift between different regimes for 
short times (in the latter case, the models discussed above are more 
appropriate). 

Although these options for modeling non-stationarity in network 
dynamics are both promising and complementary, several challenges 
remain, yielding a research agenda for the future. First, to retrieve 
changes, simulation studies have shown that abundant data from the 
same person are needed (e.g., 200 time points, but often more; Cabrieto 
et al., 2018b, 2018c Bringmann et al., 2018), especially when changes 
are more subtle. Therefore, future research may inspect how much can 
be gained in signal to noise ratio by selecting or creating the most 
informative nodes possible (see subsections on Node selection and 
assessment), or by aggregating information from different individuals 
that go through the same changes, such as studying the changes in the 
networks of participants following the same type of therapy. 

Second, whereas changes in means are relatively easy to detect, first 
results on changes in other statistics or model parameters, such as the 
cross-lagged effects that are of main interest for the network approach, 
indicate that they are often much more subtle and therefore more 
difficult to pinpoint (Cabrieto et al., 2018b). Especially in methods for 
detecting changes in multiple features simultaneously, results will 
frequently be dominated by mean changes that obscure other changes. 
These findings call on the one hand for clear theoretical hypotheses on 
which statistics change when for instance a depressive episode develops 
(Wichers, Schreuder, Goekoop, & Groen, 2019); such hypotheses can 
then be used to build and apply parsimonious and targeted modeling 
strategies. For instance, in a regime switching model one can allow all 
parameters (i.e., intercepts, auto and cross-lagged effects, innovation 
covariances) to vary across regimes, or one can restrict some to be the 
same across regimes. In addition to theoretical hypotheses, more work is 
needed on model selection criteria, and tests and procedures to assist 
researchers in applying and evaluating these model building strategies. 

5. Networks and interventions in clinical research and practice 

Ultimately, the success of the network approach will depend on 
whether it can add value to evidence-based predictions and enhance 
effects of interventions for mental disorders (McNally, 2016). In other 
words, will the complex computational methods of network analysis 
enhance the ability of clinicians to reduce emotional suffering? Network 
approaches have already been applied to guide personalized, optimal 
treatment strategies (Bak et al., 2016; Fisher et al., 2017; Kroeze et al., 
2016; Lutz et al., 2018; Rubel, Fisher, Husen, & Lutz, 2018). These early 
applications show promise as a means of translating network analysis 

into clinical practice. However, until now no study has demonstrated 
that these network-based treatment strategies are beneficial above and 
beyond existing treatments for mental disorders, and many important 
questions remain. 

Let us first turn to the question whether the network approach can 
lead to better predictions of who will develop (or relapse into) a mental 
disorder. So far, one of the most promising approaches has been con-
necting network models to dynamic systems theory (Cramer et al., 2016; 
Wichers, 2014) whereby early warning signals enable predictability 
(Cramer et al., 2016; van de Leemput et al., 2014). The idea is that 
mental disorders such as depression behave like complex dynamic sys-
tems, where fragility of the system develops gradually until a tipping 
point is reached, and the system abruptly shifts from one state (e.g., 
healthy state) to another (e.g., depressed state). Early warning signals 
may precede such tipping points. For example, it has been proposed that 
an increase in autocorrelation or an increase in network density (i.e., 
increase in the strength of associations among symptoms) may forecast 
such transitions between states (van de Leemput et al., 2014; Wichers 
et al., 2011). Preliminary results from two small pilot studies with one 
(Wichers et al., 2011) and six patients, respectively (Wichers, Smit, & 
Snippe, 2020), suggested that increase in network density preceded the 
onset of depression, but larger studies are needed to see if this is a robust 
phenomenon. 

The predictability of networks has also been studied in a different 
way by Lutz et al. (2018), who explored the predictive power of cen-
trality measures derived from individual dynamic networks. In this 
study, initial evidence suggested that centrality measures can have 
added value in predicting patient dropout. In general, although 
network-based predictability shows early promise for clinical practice, 
research on it has been limited, and more large-scale intensive longi-
tudinal studies are needed (e.g., Helmich, Olthof, et al., 2021; 
Schreuder, Groen, Wigman, Hartman, & Wichers, 2020). More specif-
ically, the predictive value of network connections and centrality on the 
course of mental health conditions needs to be studied systematically. 

Another issue with current application of network structures in 
clinical practice is how to determine which specific edges or node cen-
tralities provide optimal target points for interventions. As mentioned in 
the introduction, it is an appealing idea that identifying the most central 
nodes (symptoms) in the network can also help to identify the most 
important intervention targets. Although the general theoretical idea of 
centrality seems clear, there are many different centrality measures, and 
it has been hotly debated whether centrality measures (and if so which 
ones) are suitable for psychological networks, and if they indeed indi-
cate clinically important intervention targets (Bringmann et al., 2019; 
Dablander & Hinne, 2019; Hallquist et al., 2021). Whereas Bringmann 
et al. (2019) argue that the conceptualizations and operationalizations 
of centrality measures are not transparent in psychological networks, 
and it is not clear what they measure, Dablander & Hinne (2019) argue 
that central nodes are in general not necessarily causally important 
nodes in the network. That is, it is unclear whether deactivating a central 
node will result in the deactivation of its neighbors. Thus, these theo-
retical ideas, for example that nodes with many connections to other 
nodes might serve as efficient treatment targets, still need more math-
ematical and theoretical scrutiny (e.g., based on control theory; Henry, 
Robinaugh, & Fried, 2021) as well as empirical studies. Such empirical 
studies could include, for example, experimental designs using micro 
randomized controlled trials (including intense repeated daily assess-
ments over time) and case series designs (Brouwer et al., 2020; Holmes 
et al., 2018.; Slofstra et al., 2018). 

A related issue is that even if we assume that we have successfully 
identified the most clinically important nodes (symptoms) in the 
network, it is not always clear whether and if so how we could intervene 
on those specific nodes. Importantly, it is often difficult to see how one 
could intervene on one psychological symptom in a network without at 
the same time influencing other symptoms. For example, the prescrip-
tion benzodiazepine for insomnia not only reduces sleeping problems, 
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but is also likely to reduce anxiety and worrying as well. Similarly, in-
terventions based on cognitive behavioral therapy typically target 
various aspects of sleep at the same time, for instance by combining 
sleep restriction intervention with attempts to change cognitive struc-
tures (Blanken et al., 2019; van der Zweerde, Van Straten, Effting, Kyle, 
& Lancee, 2019). In other words, is it possible to “surgically” target a 
single symptom in isolation, or are psychological interventions always 
“fat-handed”, changing several symptoms at the same time (Eronen, 
2020)? 

It can also be challenging in practice to distinguish between an 
intervention that effectively targets a single symptom, whose reduction 
in severity then diminishes the severity of other symptoms shortly 
thereafter (which is what network-inspired clinical practice would aim 
to achieve) from an intervention that simultaneously affects several 
symptoms (i.e., a fat-handed intervention). Moreover, the absence of 
improvement after an intervention does not necessarily mean that the 
network model was incorrect or that a network hypothesis (e.g., that a 
certain symptom is central in the network) is falsified, as it may be the 
case that the intervention was insufficiently efficacious to change the 
network. Thus, more research and empirical studies are needed that 
assess how networks change in response to an intervention and how this 
change relates to clinical improvement. Besides interventions that target 
specific nodes, this can also include other kinds of interventions, such as 
studying how intervening on the environment or external factors 
changes the network. For example, Bringmann et al. (2013) compared 
the affect networks of individuals with residual depressive symptoms 
before and after therapy (see also Snippe et al., 2017). 

Finally, it is also important to study whether personalization of 
treatment guided by specific network characteristics also leads to better 
outcomes than current evidence-based treatments and/or traditional 
personalized assessments by clinicians. We may expect, if we can assume 
that the network structure is informative, that people will improve more 
strongly if the intervention is based on the person’s network informa-
tion, compared to a randomly generated network. However, even if the 
network structure is valid and informative, it may not lead to enough 
clinical gain to be useful in practice. This could be tested in randomized 
controlled trials comparing the effect of network-based treatment and 
traditional clinician-based treatment. 

6. Reproducibility and replicability of networks 

Another issue that is crucial for the clinical success of the network 
approach and that has received much attention recently is replicability 
(obtaining the same conclusions from new data) and reproducibility 
(obtaining the same conclusions from the same data) of network models. 
In this section, we will discuss the replicability and reproducibility of 
both cross-sectional and dynamic network models based on time series. 
Recently, many modelling techniques have been developed to check for 
robustness of results for cross-sectional data (e.g., Epskamp, Borsboom, 
& Fried, 2018). In contrast, for time series or intensive longitudinal data, 
this is largely uncharted territory, except for cross-validation ap-
proaches to check for overfitting (Bulteel, Mestdagh, Tuerlinckx, & 
Ceulemans, 2018). 

Replicability of cross-sectional networks Recently several papers have 
been published that investigate expected replicability of cross-sectional 
networks (Borsboom, Robinaugh, Psychosystems Group, Rhemtulla, & 
Cramer, 2018; Fried et al., 2018), making use of simulation methods. For 
example, the bootnet R package contains a function replicationSimulator 
that can be used to generate two datasets from the same model and 
assess how well an estimated network for the first dataset will replicate 
in the second dataset. Furthermore, the bootnet package can be used to 
assess the stability and accuracy of results (Epskamp, Borsboom, & 
Fried, 2018). Additionally, van Borkulo et al. (2017) present a method to 
test if differences in observed network structures are larger than what 
would be expected if there actually is no difference at the population 
level. 

In order to reduce the false positive rate and increase replicability, 
many cross-sectional network estimation methods include built-in reg-
ularization techniques. Regularization techniques, such as the well- 
known  least absolute shrinkage and selection operator (LASSO; Tib-
shirani, 1996), set very small coefficients exactly to zero, thereby 
reducing the likelihood of spurious edges (Epskamp, Waldorp, et al., 
2018). In this way, many network estimation methods aim to be con-
servative. Therefore, it is to be expected that at low sample sizes the 
networks estimated contain only a subset of the true edges. This means 
that, for example, if we estimate a network based on two subsets of the 
same data and the sample size is low, it is likely that not all edges from 
the first network replicate in the second network. Additionally, if the 
two data sets differ in sample size, it is to be expected that the network 
based on the dataset with a higher sample-size will contain more edges. 
A final important consideration is that samples can also feature genuine 
heterogeneity in their underlying models (e.g., due to differences in 
populations), and as such it may not be expected that a single network 
model is retrieved from two datasets even when these have high sample 
sizes (Isvoranu, Epskamp, & Cheung, 2021). The replicability of 
cross-sectional networks remains an important topic in current discus-
sions (see, e.g., Forbes, Wright, Markon, & Krueger, 2019 and Jones, 
Williams, & McNally, 2021), and novel approaches have been proposed, 
such as Bayesian model selection methods to demonstrate replicability 
(Williams, Rast, Pericchi, & Mulder, 2020), as well as meta-analytic 
methods for aggregating multiple studies (Epskamp, Isvoranu, & 
Cheng, 2021). 

Replicability of dynamic networks For dynamic networks based on time 
series models, replicability remains a largely understudied topic. How-
ever, one way in which it has been studied is from the angle of cross- 
validation and predictive accuracy, assessing how well model esti-
mates for training parts of the data allow to predict test parts of the data 
(Bulteel, Mestdagh, et al., 2018; Bulteel, Tuerlinckx, Brose, & Ceule-
mans, 2018). First, results suggest that predictive accuracy is low when a 
complex network model (e.g., a multilevel VAR model) with many edges 
is fitted on a relatively small data set (i.e., low number of measurement 
occasions), thus resulting in overfitting. Although it is likely that the 
amount of overfitting will decrease with larger (multilevel) data sets and 
with fewer nodes in the network (Lafit, Meers, & Ceulemans, 2021), it is 
not possible to formulate one-size-fits-all rules of thumb regarding how 
large the data set should be. Recommendations will depend on the 
number of variables, effect size, type of model, etc. (Lafit et al., 2021; see 
also; Liu, 2017). Therefore, careful sample size planning (e.g., power 
analyses; Lafit et al., 2020) is important for increasing the likelihood of 
replicable results. 

Software availability In addition to the above threats to replicability, 
the network approach also faces threats to reproducibility, most 
importantly, threats due to software availability and due to methodo-
logical developments (Epskamp, 2019). Recent years have seen a surge 
of applied publications in which state-of-the-art network methods are 
applied. Usually, these new methods have been introduced in method-
ological journals and supported by evidence in the form of mathematical 
proofs as well as extensive simulations studies. However, it may not be 
easy or feasible for many applied researchers to implement such a 
method correctly for several reasons. When code is made available, this 
may come in various levels of quality, ranging from poorly documented 
non-flexible code to transparent and well-documented R packages on the 
comprehensive R archive network (R Core Team, 2020). Even when 
code is implemented in a documented software package, it may still 
contain bugs, be still in development, or may change over time. The 
problem may further be exacerbated by having such potentially 
changing software packages depending on other packages that may 
change (dependency trees; e.g., Figure 2 of Epskamp, 2019). Therefore, 
there is the risk that applied studies do not implement methods correctly 
or that the results of network studies do not reproduce due to software 
issues. 

Methodological development In addition to software developing and 

L.F. Bringmann et al.                                                                                                                                                                                                                           



Behaviour Research and Therapy 149 (2022) 104011

10

changing over time, methodological recommendations may also develop 
and change over time. It is typical for methodological papers to be 
thoroughly reviewed, leading to publication processes that may well 
take over a year. This means that when applied researchers use a method 
based on a preprint, recommendations for using that method may still 
considerably change from the preprint to the final published version, 
and the results of the applied article may end up being published before 
the methodological article. In addition, a fast-paced methodological 
world alone already dictates that the current state-of-the-art may not be 
next year’s state-of-the-art, and new choices in the analyses may lead to 
different conclusions. As such, while a research method (e.g., an esti-
mated network structure) may be reproducible, its generated conclu-
sions may not be replicable per se. 

This is not a problem exclusive to psychological network analysis, as 
it may also apply to numerous novel methodologies (e.g., advances in 
machine learning). It may never be clear when a methodology is suffi-
ciently crystalized such that further changes are unlikely. Hence, there is 
no straightforward solution to this problem. However, it is important 
that researchers make as much of the analysis code and data available 
openly, in order to allow future researchers to study the same question 
by using updated methods. Moreover, it is also helpful if methodological 
researchers provide their simulation codes and data online, to make it 
easier to conduct benchmarking studies that clarify which methods work 
best for which type of data (Doove, Wilderjans, Calcagnì, & Van 
Mechelen, 2017). Additionally, openness should not be restricted to 
sharing code and data, but should also include transparency. In other 
words, it is important that code and data are well annotated and docu-
mented and thus understandable for other researchers. 

In general, considerations of replicability and reproducibility of 
psychological networks are crucially important, not just for network 
research, but also when applying network methods and results to clinical 
practice. 

7. Testability and falsifiability 

The network approach connects broad conceptual frameworks and 
statistical models with empirical psycho(patho)logical phenomena, and 
has led to novel hypotheses, such as that the episodes of depression are 
trigged by causal interactions between symptoms (Cramer et al., 2016). 
However, it is still far from clear how exactly these hypotheses, or the 
theories and models underlying them, could be falsified or tested. For 
the network approach to develop further, it is therefore important to 
discuss how network hypotheses, theories and models can be empiri-
cally tested. 

It is first of all important to note that unlike social networks or 
railroad networks, psychological networks are not directly observable 
from the raw data, but are rather based on statistical models (e.g., the 
Ising model, the Rasch model, or the VAR model). These statistical 
models as such are not normally considered to be subject to falsification, 
because they are merely abstract families of probability distributions 
(Bringmann & Eronen, 2018). One can only start testing theories and 
thus falsifying them once these models are given an empirical interpre-
tation, that is, when the abstract symbols “X" and “Y" in the formulation 
of a statistical model are replaced by concrete components such as 
symptoms (e.g., “insomnia” or “concentration problems”) and the ab-
stract statistical regression of Y on X is replaced by a substantively 
meaningful dynamic or causal relation between these symptoms (e.g., if 
insomnia persists for days or weeks, concentration problems start to 
arise). This move from abstract schemes or statistical models to falsifi-
able interpreted theories requires three important theoretical steps: (a) 
identifying the components of the network (i.e., what are the Xs and Ys?), 
(b) identifying the dynamic relations between them (i.e., how do these 
real-world components – represented by Xs and Ys – influence one 
another over time?), and (c) deriving empirical implications from the 
so-constructed dynamical model. 

In the section Node validity above, we have discussed topic (a) 

identifying the components or variables of the network, which has 
already gained attention in the literature. However, in most currently 
used statistical network models, (b) the dynamical relations are not 
explicitly represented. In population or cross-sectional models, dynam-
ical relations are absent (Epskamp, Waldorp, et al., 2018), whereas in 
regression models fitted on highly intensive time series (e.g., VAR-based 
models; Bringmann et al., 2013) the model is typically chosen for con-
venience rather than derived from a theory that says how network 
components influence each other over time. However, if one wants to 
move from network models to network theories, one must specify how 
changes (e.g., the component “insomnia” becomes active) may propa-
gate through the whole network (e.g., how “insomnia” may trigger the 
development of other symptoms and, as such, trigger a depressive 
episode). 

There are only a few examples of theoretical network models that 
have made this step, even provisionally: Van der Maas et al.’s (2006) 
mutualism model of intelligence, Cramer et al.’s (2016) proposal for a 
minimal working theoretical model for major depression, Dalege, 
Borsboom, van Harreveld, and van der Maas (2018) theory of attitude 
change, and Robinaugh et al.’s (2019) computational model for Panic 
Disorder. For example, in Robinaugh et al.’s (2019) formalization of the 
standing theory on Panic Disorder, the component arousal schema (a set 
of beliefs about the implications of bodily sensations like increased heart 
rate) controls the strength of the feedback loop between the components 
arousal and perceived threat that generates panic attacks (Beck, 1985). 
Because this theory has (a) identified the relevant components, and (b) 
specified the relations between these components, testable conse-
quences can be derived: for instance, if we observed no association be-
tween arousal schema and panic attacks, the theory would have to be 
rejected or adapted. 

Thus, after both (a) network components and (b) dynamical relations 
between them have been specified, the resulting computational model 
can be used to (c) derive testable hypotheses concerning the behavior of 
the system as a whole. For example, Cramer et al. (2016) discovered that 
their simulated major depression network implies the existence of hys-
teresis, that is, the phenomenon that the amount of stress reduction 
needed to get out of depression is much higher than the amount of stress 
needed to trigger an episode of depression. Dalege et al.’s (2018) atti-
tude model implies the existence of an inverse mere thought effect, and 
Robinaugh et al.’s (2019) model implies several distinct pathways to 
generate panic attacks. These implications can then be tested in a rele-
vant experimental or quasi-experimental design; importantly, this may, 
but need not, involve fitting network models statistically. For example, if 
Cramer et al.’s (2016) depression model is correct, reducing insomnia 
should reduce other symptoms; and although this prediction can be 
tested with a network model (Blanken et al., 2019), it can also be tested 
in other ways (Ballesio et al., 2018; van der Zweerde et al., 2019). 
However, if statistical network models are indeed used in testing sub-
stantive network theories, current exploratory algorithms may be com-
plemented by confirmatory network analysis techniques (Epskamp 
et al., 2017; Epskamp, 2020). 

This less data-driven and more theory-based approach can also help 
to make the network approach more applicable to clinical practice. 
Whereas currently the focus in applying the network approach to clin-
ical practice has been very much on data-driven and exploratory tech-
niques such as VAR-based models, approaches that are more focused on 
confirmation and falsification are better suited to identify flaws in 
network theories or models. This can be an important step in developing 
models that are helpful for clinical practice, and should receive more 
attention in the clinical field. 

8. Conclusions 

In the past decade, the network approach has sparked much debate 
and has had a significant impact on the way how mental disorders are 
perceived in the field of clinical psychology, namely as a complex system 
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where symptoms and mechanisms are interacting with each other, giv-
ing symptoms a central role in understanding how mental disorders 
develop and are sustained. However, there are still important challenges 
in moving from the theory to empirical research and clinical practice 
and vice versa. In this article, we have discussed these methodological 
and practical challenges that the network approach still faces. 

Importantly, many of the challenges come back to the question of 
timescales. First, timescales are crucial for thinking about how different 
levels, such as the psychological and physiological (or even affect states 
vs. symptoms), interact with each other. Second, to know which nodes 
should be included in a network and how they relate to each other, 
timescale should be considered, for example, to distinguish between 
between-person and within-person effects. The question of timescales 
also has important methodological consequences, not just for data 
collection or for node selection, but also for modeling, whether to use a 
continuous time model or a discrete time model. It is also important to 
study which timescales (e.g., hours, days, weeks or months) are the most 
relevant ones for capturing the most crucial fluctuations for under-
standing psychopathology, as increase in the number of time points 
collected can also lead to increase in the burden for the patients. 

Another important challenge for the network approach is that 
change is crucial for psychopathology, for example for understanding 
how individuals develop or recover from a mental health condition. This 
involves change in the outcome variables of interest, as well as change in 
the model parameters that captures such changes. However, most 
standard models to infer networks, such as Gaussian graphical models or 
VAR, assume stationarity, meaning that the dynamics of the network do 
not change over time. Yet change is integral to the psychotherapeutic 
enterprise. In this article we have discussed the various emerging op-
tions for dealing with nonstationarity, such as time-varying VAR models 
and change point analysis. 

As in all other fields of science, reproducibility and replicability are 
crucial for the researchers and clinicians using network techniques. We 
have laid out the latest developments in this regard, emphasizing the 
importance of making the code and methods clear and transparent, and 
discussed new ways of assessing the replicability of network models. We 
have also argued that in order to test network hypotheses and to identify 
flaws in network theories and models, data-driven and exploratory 
techniques such as VAR based models are not sufficient, but also 
confirmatory and theory-driven approaches are needed. 

In the end, the success of the network approach will depend on the 
extent to which it can add value to the prediction of onset and mainte-
nance of mental health conditions and even more so the added value of 
improving the effect of treatment above current evidence-based treat-
ments. We hope that in this paper we have not only laid out the theo-
retical and methodological challenges to making the network approach 
clinically applicable, but also have shown pathways and avenues to 
move forward to address these challenges. 
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