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## CHAPTER 1

## Introduction

This thesis is devoted to the theoretical aspects of stochastic covariance models with jumps taking values in finite- or infinite-dimensional Hilbert spaces. More precisely, we provide the mathematical foundations for two specific classes of stochastic processes with jumps taking values in cones of positive operators and we demonstrate their potential to model the instantaneous stochastic covariance process in stochastic covariance models. In particular, we study applications of the two model classes to forward curve and multivariate asset price modeling.

The thesis is divided into two parts, each of which consists of separate chapters based on the authors publications [38, 39], submitted preprints [67, 17] and working papers (Chapter 4 and 6 ). In the first part of the thesis, we introduce and study various aspects of affine pure-jump processes taking values in the cone of positive self-adjoint Hilbert-Schmidt operators and extend the class of affine stochastic covariance models from a multivariate to an infinite-dimensional Hilbert space setting. In the second part we, deal with positive multivariate continuous-time autoregressive moving-average (positive MCARMA) processes and study the second order moment structure of a class of multivariate stochastic covariance models based on positive semi-definite MCARMA processes.
We provide a substantive introduction and an outline of our main contributions at the beginning of each of the two parts of this thesis. Therefore, in the remainder of this general introduction, we restrict ourselves to outlining the general ideas behind stochastic covariance modeling and discussing the main application examples for the two stochastic covariance models considered in this thesis.

A generic stochastic covariance model Broadly speaking, a stochastic covariance model is used to model a stochastic process exhibiting an instantaneous covariance process that itself is also stochastic. In particular, a stochastic covariance model consists of two components: A model for the quantity of interest, e.g. the (logarithmic) price vector process of some correlated financial assets, see for example [77, 73, 9, 10, 23, 21, 104], and a model for its instantaneous covariance process. More specifically, the stochastic covariance models that we are concerned with fall into the following generic setup (or slight generalization of it): We let $\left(Y_{t}\right)_{t \geq 0}$ be a stochastic process with values in some finite- or infinite-dimensional separable Hilbert space $H$ given by a stochastic differential equation of the form

$$
\left\{\begin{array}{l}
\mathrm{d} Y_{t}=\left(A\left(Y_{t}\right)+G\left(X_{t}\right)\right) \mathrm{d} t+X_{t}^{1 / 2} \mathrm{~d} W_{t}, \quad t>0  \tag{1.1}\\
Y_{0}=y
\end{array}\right.
$$

where we assume that $A$ is a continuous linear operator on $H, G$ is continuous and maps $X_{t}$ (for every $t \geq 0$ ) affine linearly into the space $H$ and $\left(W_{t}\right)_{t \geq 0}$ denotes a $H$-cylindrical Brownian motion. Moreover, we let $\left(X_{t}\right)_{t \geq 0}$ be a positive operatorvalued stochastic process such that the operator square-root process $\left(X_{t}^{1 / 2}\right)_{t \geq 0}$ is integrable with respect to $\left(W_{t}\right)_{t \geq 0}$. We note that the model (1.1) is specified such that the stochastic quadratic-covariation process of $\left(Y_{t}\right)_{t \geq 0}$ (see [117]) is given by

$$
\begin{equation*}
\langle\langle Y, Y\rangle\rangle_{t}=\int_{0}^{t} X_{s} \mathrm{~d} s, \quad t \geq 0 \tag{1.2}
\end{equation*}
$$

which means that the covariance structure of the process $Y$ is completely determined by the process $X$. The joint process $(Y, X)$ is what we call the stochastic covariance model given by (1.1). In particular, we call $X$ the instantaneous covariance process of the model (1.1), which is justified by the relation (1.2).
The main objective in stochastic covariance modeling is the appropriate specification of the instantaneous covariance process such that the stochastic covariance model is both flexible and tractable. We say that the model is flexible if the theoretic covariance structure implied by the model matches a wide variety of observed realized (cross)-covariance structures of the underlying process and displays the stylized facts of observed data. In practice, the flexibility of the model must be met with a reasonable tractability, as for most applications stochastic covariance models are supposed to be feasible for, e.g. conducting statistical inference, simulations or, more finance specific, option pricing.
In this thesis we demonstrate that affine pure-jump processes on positive HilbertSchmidt operators and MCARMA processes on positive semi-definite matrices are both flexible and tractable classes for modeling the instantaneous covariance process in an infinite-dimensional, respectively, multivariate setting. Next, we introduce the main applications for the two stochastic covariance models, where conversely to their appearance in this thesis we, begin with the multivariate case.

## Stochastic covariance models for multivariate asset price dynamics

 Most stochastic covariance models for multivariate asset price dynamics in the literature $[10,104,126,73]$ are of the form (1.1) with $H=\mathbb{R}_{d}, A=0$ and $\left(W_{t}\right)_{t \geq 0}$ a standard Brownian motion on $\mathbb{R}_{d}$. For the operator $G$ a common modeling option is to assume $G(X)=\alpha+X \beta$, where $\alpha \in \mathbb{R}_{d}$ is a constant drift term and $\beta \in \mathbb{R}_{d}$ denotes the risk-premium. Classical choices for the instantaneous covariance in these multivariate asset price models are either matrix-valued pure-jump models, such as positive semi-definite Ornstein-Uhlenbeck (OU) processes or superposition of these, so called supOU processes, see e.g. [10, 126], pure diffusion-based models such as Wishart processes, see [31, 73], or mixtures of both, e.g. affine jump-diffusions on positive semi-definite matrices, see [104, 42]. Instantaneous covariance processes with jumps provide good models for the financial time series in stock, energy or fixed-income markets, as it is illustrated, e.g., in [57, 24, 37, 104]. We refer in particular to [104] where the authors discussed convincing empirical evidence for (state dependent) jumps in the instantaneous covariance process of multivariate stochastic covariance models.In the second part of the thesis, we propose to model the instantaneous covariance process in multivariate stochastic covariance models by positive semi-definite MCARMA processes driven by Lévy subordinators. This model class extends the popular multivariate Barndorff-Nielsen-Shepard (BNS) stochastic volatility model (first order MCARMA) to higher-order MCARMA based models that have the potential to model certain short-memory features that are often observed in realized covariance processes and are not captured by the classical BNS model.

Stochastic covariance models for forward curve dynamics In infinite dimensions, stochastic covariance models of (roughly) the form (1.1) have been studied in [21, 23, 22]. These models are applied in the context of forward curve modeling in commodity or fixed-income markets formulated in the Heath-Jarrow-Morton-Musiela (HJMM) framework, see e.g. [60, 32, 18]. In this setting, the Hilbert space $H$ is taken from a class of weighted Sobolev spaces that match the economic reasoning about forward curves, see [60]. Moreover, the operator $A$ under the HJMM formulation of the forward curve dynamics turns out to be unbounded; it is given by the first derivative, i.e. $A=\frac{\partial}{\partial x}$. The models in [21, 22] can be considered as operator-valued extensions of the multivariate BNS model. Indeed, the instantaneous covariance is given by a Lévy driven OU process taking values in the cone of positive Hilbert-Schmidt operators, which can be viewed as the natural infinite-dimensional analog of the positive semi-definite matrices.
In the first part of the thesis, we extend the operator-valued BNS model towards affine stochastic covariance models in Hilbert spaces, where the instantaneous covariance is modeled by an affine process on positive Hilbert-Schmidt operators admitting state-dependent jump intensities. We view this class as the infinitedimensional version of the multivariate affine stochastic covariance model in [42].

## Part I

## Infinite-Dimensional Affine Stochastic Covariance Models

## Introduction to Part I: Infinite-Dimensional Affine Stochastic Covariance Models

In order to model infinite-dimensional instantaneous covariance processes, we introduce the following setting: Let $\left(H,\langle\cdot, \cdot\rangle_{H}\right)$ be a separable Hilbert space and denote by $(\mathcal{H},\langle\cdot, \cdot\rangle)$ the Hilbert space of all self-adjoint Hilbert-Schmidt operators on $H$ equipped with the trace inner-product $\langle x, y\rangle:=\operatorname{Tr}(x y)$ for $x, y \in \mathcal{H}$. We denote the cone of all positive self-adjoint Hilbert-Schmidt operators by $\mathcal{H}^{+}$and let $\left(X,\left(\mathbb{P}_{x}\right)_{x \in \mathcal{H}^{+}}\right)$be a time-homogeneous Markov process with values in the cone $\mathcal{H}^{+}$, where $\mathbb{P}_{x}$ denotes the law of $X$ given $X_{0}=x \in \mathcal{H}^{+}$. As mentioned in the introduction, in this Hilbert space-valued setting we focus on instantaneous covariance processes $\left(X_{t}\right)_{t \geq 0}$ that are commonly known as affine processes, see e.g. [52, 42, 43]. This roughly speaking means that the Laplace transform of $X_{t}$, for all $t \geq 0$, is of an exponential affine form in the initial value $X_{0}=x \in \mathcal{H}^{+}$, i.e. we have

$$
\begin{equation*}
\mathbb{E}_{\mathbb{P}_{x}}\left[\mathrm{e}^{-\left\langle X_{t}, u\right\rangle}\right]=\mathrm{e}^{-\phi(t, u)-\langle x, \psi(t, u)\rangle}, \quad t \geq 0, u \in \mathcal{H}^{+} \tag{1.3}
\end{equation*}
$$

for some functions $\phi: \mathbb{R}^{+} \times \mathcal{H}^{+} \rightarrow \mathbb{R}^{+}$and $\psi: \mathbb{R}^{+} \times \mathcal{H}^{+} \rightarrow \mathcal{H}^{+}$, typically the solutions to a pair of generalized Riccati differential equations. The appeal of affine processes lays in their good tractability entailed by the affine transform formula (1.3). Indeed, for affine processes computations of the Fourier-Laplace transform reduce to mere evaluations of the functions $\phi$ and $\psi$, provided that both functions are (approximately) known. The affine class is also recognized for its flexibility as, depending on the state-space, it admits various modeling options including processes with drift depending affine linearly on the state of the process, diffusion components and jumps governed by a jump-intensity measure depending affine linearly on the state.
In finite dimensions affine processes and their applications were studied by various authors on state spaces including the canonical state space $\mathbb{R}_{+}^{d} \times \mathbb{R}^{n}(d, n \in \mathbb{N})$, see e.g. [52, 93, 49, 62, 95, 90], and the cone $\mathbb{S}_{d}^{+}$of positive semi-definite $d \times d$ matrices, see [42]. More recently, it became increasingly popular to study their infinite-dimensional versions, see e.g. [45, 134, 74]. Affine processes on $\mathcal{H}^{+}$, as introduced and studied in this thesis, can be considered as the natural infinitedimensional analog of affine processes on $\mathbb{S}_{d}^{+}$. The relevance of affine processes on the cone $\mathbb{S}_{d}^{+}$, in particular for applications in multivariate stochastic covariance modeling is widely recognized, see [42, 104, 10, 73].
In the first part of this thesis we are concerned with the infinite-dimensional extension of the ideas in $[42,104]$, i.e. we let $H$ be an infinite-dimensional Hilbert space and propose to model the instantaneous covariance process in stochastic covariance models on $H$ by an affine process on $\mathcal{H}^{+}$.

Indeed, in the forthcoming five chapters we provide the mathematical foundations for infinite-dimensional affine stochastic covariance models with jumps and demonstrate the capability of the affine class on $\mathcal{H}^{+}$to model the instantaneous covariance process in this infinite-dimensional environment. In the following paragraphs we give a brief outline of the first part of the thesis and highlight our main contributions to the general understanding of infinite-dimensional operatorvalued affine processes and their applications to stochastic covariance modeling in Hilbert spaces.

## Existence of affine pure-jump processes on positive HilbertSchmidt operators

In Chapter 2 we prove the existence of a broad class of affine pure-jump processes with values in the cone of positive self-adjoint Hilbert-Schmidt operators specified by a set of admissible parameters. The parameters are such that an associated pair of operator-valued generalized Riccati equations modulated by this parameter set admits a unique global solution $(\phi(\cdot, u), \psi(\cdot, u))$ on the convex cone $\mathbb{R}^{+} \times \mathcal{H}^{+}$. Our main objective is to prove that for all such solutions $(\phi(\cdot, u), \psi(\cdot, u))$ there exists an associated Markov process $\left(X,\left(\mathbb{P}_{x}\right)_{x \in \mathcal{H}^{+}}\right)$satisfying the affine transform formula (1.3) for this choice of $\phi$ and $\psi$. We formulate our main existence result (Theorem 2.8) in an abbreviated form as follows:

Theorem 1.1. Let $(b, B, m, \mu)$ be a tuple consisting of a vector $b \in \mathcal{H}$, a bounded linear operator $B \in \mathcal{L}(\mathcal{H})$, a measure $m$ on the Borel- $\sigma$-algebra $\mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right)$ and a $\mathcal{H}$-valued measure $\mu$ on $\mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right)$, satisfying the admissibility assumptions posed in Definition 2.3 below. Then there exists an affine Markov process $\left(X,\left(\mathbb{P}_{x}\right)_{x \in \mathcal{H}^{+}}\right)$with values in $\mathcal{H}^{+}$, such that the functions $\phi$ and $\psi$ in (1.3) are the unique solutions to the so called generalized Riccati equations:

$$
\begin{cases}\frac{\partial \phi(t, u)}{\partial t}=F(\psi(t, u)), & \phi(0, u)=0  \tag{1.4a}\\ \frac{\partial \psi(t, u)}{\partial t}=R(\psi(t, u)), & \psi(0, u)=u\end{cases}
$$

where $F: \mathcal{H}^{+} \rightarrow \mathbb{R}$ and $R: \mathcal{H}^{+} \rightarrow \mathcal{H}$ are given by

$$
\begin{align*}
& F(u)=\langle b, u\rangle-\int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-1+\mathbf{1}_{\|\xi\| \leq 1}(\xi)\langle\xi, u\rangle\right) m(\mathrm{~d} \xi),  \tag{1.5a}\\
& R(u)=B^{*}(u)-\int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-1+\mathbf{1}_{\|\xi\| \leq 1}(\xi)\langle\xi, u\rangle\right) \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}} . \tag{1.5b}
\end{align*}
$$

Without providing the exact parameter conditions, the implicit claim here is, that the class of affine processes $\left(X,\left(\mathbb{P}_{x}\right)_{x \in \mathcal{H}^{+}}\right)$given by Theorem 1.1 is flexible. More precisely, we show that the affine class under consideration admits novel modeling options on positive Hilbert-Schmidt operators, such as processes with drift term $b+B\left(X_{t}\right)$, depending affine linearly on the state of the process, together with jumps of possibly infinite-variation governed by a state-dependent jump-intensity measure of the form $\nu\left(X_{t}, \mathrm{~d} \xi\right):=m(\mathrm{~d} \xi)+\|\xi\|^{-2}\left\langle X_{t}, \mu(\mathrm{~d} \xi)\right\rangle$ (see Proposition 3.5).
Our main contribution is the inclusion of state-dependent jump-intensities in the dynamics of $X$, which is reflected by the model parameter $\mu$. Indeed, notice that for $\mu=0$ the affine process $X$ given by Theorem 1.1 is simply an OUtype process on $\mathcal{H}^{+}$driven by an $\mathcal{H}^{+}$-valued Lévy process with characteristics $(b, 0, m)$, which was introduced and studied in [21]. Conceptually, we view the inclusion of state-dependent jump-intensities to an OU-type model as a shift from a linear infinite-dimensional SDE (the SDE for the OU process) to a nonlinear infinite-dimensional SDE driven by state-dependent jump-noise of possibly infinite-variation (the SDE for the affine process). Solving these equations associated with affine processes is, in general, an intricate problem, especially so in this infinite-dimensional non-locally compact setting.

In Chapter 2 we solve the SDE associated with the class of affine pure-jump processes in a stochastically weak sense by using the theory of generalized Feller processes. The biggest challenges we face is that like many infinite-dimensional cones, the cone of positive self-adjoint Hilbert-Schmidt operators has empty interior and is non-locally compact. One consequence is that one cannot employ classical localization arguments as, e.g. in [42], to establish the existence of the desired affine processes (and solutions to the generalized Riccati equations). Another consequence is that it is difficult to incorporate a diffusion term. Indeed, it remains an open question whether and under what conditions infinite-dimensional affine processes on positive Hilbert-Schmidt operators allow for a diffusion term.

## Affine stochastic covariance models in infinite-dimensions

Our main motivation for studying affine processes on $\mathcal{H}^{+}$is their potential to model the instantaneous covariance process in infinite-dimensional stochastic covariance models. This is motivated by the finite-dimensional case studied in $[73,34,104,125]$. In infinite-dimensions, the stochastic covariance model we propose, generalizes the operator-valued Barndorff-Nielsen-Shepard model in [21] to a model admitting state-dependent jump intensities in the instantaneous covariance process, while maintaining the tractable affine property. Proving wellposedness and establishing the affine property of the stochastic covariance model with affine pure-jump instantaneous covariance process is our main concern in Chapter 3.

More specifically, we demonstrate that stochastic covariance models of the form in (1.6) below, with instantaneous covariance process modeled by an affine process on $\mathcal{H}^{+}$given by Theorem 1.1 are well-defined and the tractable affine form of the Laplace-transform of the instantaneous covariance process inherits to the characteristic function of the joint-model. More precisely, we state our main result (Theorem 3.14) on the existence of affine stochastic covariance models as follows:

Theorem 1.2. Let $X$ be an affine process on $\mathcal{H}^{+}$associated with an admissible parameter set $(b, B, m, \mu)$ given by Theorem 1.1 and assume that $X$ has càdlàg paths. Moreover, let $(\mathcal{A}, \operatorname{dom}(\mathcal{A}))$ be the generator of a strongly continuous semigroup on $H, D \in \mathcal{H}^{+},\left(W_{t}\right)_{t \geq 0}$ a cylindrical Brownian motion on $H$ and let $\left(Y_{t}\right)_{t \geq 0}$ be the solution of

$$
\left\{\begin{array}{l}
\mathrm{d} Y_{t}=\mathcal{A} Y_{t}+D^{1 / 2} X_{t}^{1 / 2} \mathrm{~d} W_{t}, \quad t>0,  \tag{1.6}\\
Y_{0}=y
\end{array}\right.
$$

Then for every initial value $\left(Y_{0}, X_{0}\right)=(y, x) \in H \times \mathcal{H}^{+}$and every $u=\left(u_{1}, u_{2}\right) \in$ i $H \times \mathcal{H}^{+}$we have

$$
\begin{equation*}
\mathbb{E}\left[\mathrm{e}^{\left\langle Y_{t}, u_{1}\right\rangle_{H}-\left\langle X_{t}, u_{2}\right\rangle}\right]=\mathrm{e}^{-\Phi(t, u)+\left\langle y, \psi_{1}(t, u)\right\rangle_{H}-\left\langle x, \psi_{2}(t, u)\right\rangle}, \quad t \geq 0 \tag{1.7}
\end{equation*}
$$

where $\left(\Phi(\cdot, u),\left(\psi_{1}(\cdot, u), \psi_{2}(\cdot, u)\right)\right)$ is the unique (mild) solution of the equations

$$
\left\{\begin{array}{rlrl}
\frac{\partial \Phi(t, u)}{\partial t} & =F\left(\psi_{2}(t, u)\right) & & \Phi(0, u)=0 \\
\psi_{1}(t, u)=u_{1}-\mathrm{i} \mathcal{A}^{*}\left(\mathrm{i} \int_{0}^{t} \psi_{1}(s, u) \mathrm{d} s\right), & \psi_{1}(0, u)=u_{1} \\
\left.\frac{\partial \psi_{2}(t, u)}{\partial t}=R\left(\psi_{2}(t, u)\right)\right)-\frac{1}{2}\left(D^{1 / 2} \psi_{1}(t, u)\right)^{\otimes 2}, & & \psi_{2}(0, u)=u_{2}
\end{array}\right.
$$

where the functions $F$ and $R$ are as in (1.5).
Having established the general existence and affine property of the affine stochastic covariance model $(Y, X)$ in Theorem 1.2, we present various examples of stochastic covariance models included in this class (see Section 3.4). First, we show that the operator-valued Barndorff-Nielsen-Shepard model from [21] is indeed a special case of our model. But more importantly, our proposed model class contains models where the instantaneous covariance process $X$ has statedependent jump-intensity of possibly infinite variation. This, although no diffusion part is admissible in our model class, has the potential to resemble some diffusive-like behavior in the instantaneous covariance component. In particular, our model class has the potential to model volatility clustering in infinitedimensional stochastic covariance models, see Section 3.4.

## Pricing options on forwards modeled in infinite-dimensional affine stochastic covariance models

In Chapter 4 we introduce a geometric affine stochastic covariance model for forward curve dynamics formulated in the HJMM framework, see [60, 32, 18, 19]. More precisely, we propose to model the dynamics of the logarithmic forward price curves in, e.g., commodity markets by an affine stochastic covariance model $(Y, X)$ given by Theorem 1.2 with additional drift term $G\left(X_{t}\right)$ in the $Y$ dynamics. In this setting, the underlying space $H$ stems from a class of Hilbert spaces $H_{w}$, proposed in [60], containing viable forward curves (see also Section 4.3). Moreover, in the HJMM framework one has $\mathcal{A}=\frac{\partial}{\partial x}, G$ satisfying a certain drift condition (see Lemma 4.6), $D \in \mathcal{L}_{2}\left(H_{w}\right)$ being self-adjoint and positive and $\left(W_{t}\right)_{t \geq 0}$ a Brownian motion on $H_{w}$. Denoting by $f_{t}(x)$ the price of the forward contract at time $t \geq 0$ with time-to-maturity $x \geq 0$, we propose to model the arbitrage-free forward price as

$$
f_{t}(x):=\exp \left(\delta_{x}\left(Y_{t}\right)\right) \quad \text { for } x, t \geq 0
$$

where $\delta_{x}$ denotes the point evaluation at $x \geq 0$. Within this setting we price a European call option written on a forward contract $F(T, \hat{T})=f_{T}(\hat{T}-T)$ $0 \leq T \leq \hat{T}$ with pay-off function at time $T$ given by

$$
\max (F(T, \hat{T})-K, 0)
$$

In particular, in Proposition 4.7 we present quasi-explicit option price formulas in terms of the solutions to an associated generalized Riccati equation and the Fourier transform of the pay-off function. Our derivations show that the virtues of the affine class for option-pricing via Fourier-methods, which is well recognized in the finite-dimensional setting, see $[33,53,52]$, remain valid in infinite-dimensions.

## Long-time behavior of affine processes on positive HilbertSchmidt operators and the stationary covariance regime

In Chapter 5 we study the long-time behavior of affine processes on $\mathcal{H}^{+}$. The long-time behavior of instantaneous covariance processes plays an important role in the calibration of stochastic covariance models, see [1, 105].
Note that for an affine process $\left(X_{t}\right)_{t \geq 0}$ on $\mathcal{H}^{+}$with transition-kernels $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$, we can write the affine transform formula (1.3) as

$$
\int_{\mathcal{H}^{+}} \mathrm{e}^{-\langle\xi, u\rangle} p_{t}(x, \mathrm{~d} \xi)=\mathrm{e}^{-\phi(t, u)-\langle x, \psi(t, u)\rangle}, \quad t \geq 0, u \in \mathcal{H}^{+} .
$$

In Chapter 5, we then study the existence of a unique invariant measure $\pi$ of $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$, the existence of stationary affine processes and ergodicity.

An invariant measure $\pi$ on $\mathcal{H}^{+}$of $X$ with transition-kernels $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$ satisfies

$$
\int_{\mathcal{H}^{+}} p_{t}(x, \mathrm{~d} \xi) \pi(\mathrm{d} x)=\pi(\mathrm{d} \xi), \quad \text { for all } t \geq 0 \text { and } x \in \mathcal{H}^{+}
$$

Heuristically, if the transition kernels $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$ converge weakly to a probability measure $\pi$ on $\mathcal{H}^{+}$, then $\pi$ is the invariant measure of $X$. Indeed, we prove the existence of unique limit distribution of $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$ as $t$ tends to infinity and, moreover, we show the following assertions (Theorem 5.3):

Theorem 1.3. Let $\left(X_{t}\right)_{t \geq 0}$ be an affine process on $\mathcal{H}^{+}$with transition kernels $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$ and assume that all eigenvalues of the linear effective drift of $X$ given by (5.1) have strictly negative real-parts. Then the following holds true:
i) There exists a unique invariant measure $\pi$ of $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$ for all $x \in \mathcal{H}^{+}$.
ii) For every $x \in \mathcal{H}^{+}$the sequence $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$ converges exponentially fast to the invariant measure $\pi$ in the Wasserstein distance of order two as $t \rightarrow \infty$.
iii) There exists a Markov process $X^{\pi}$ such that the transition kernels of $X$ are given by $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$ and the distribution of $X_{t}^{\pi}$ is equal to $\pi$ for all $t \geq 0$.
In addition to the assertions of Theorem 1.3, we also provide explicit rates for the convergence of $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$ to $\pi$ in Wasserstein distance of order $q \in[1,2]$ in terms of the second moment of the invariant measure and the spectral bound of the effective drift (see Theorem 5.3 and Proposition 5.6).
The existence of stationary affine processes on $\mathcal{H}^{+}$allows us to introduce the stationary covariance regime for infinite-dimensional affine stochastic covariance models known from the univariate case in [94]. In the stationary covariance regime, we replace the affine instantaneous covariance process $X$ with its stationary version given by Theorem 1.3. In this context, we establish an intimate connection between the implied forward volatility smile for large forwardstart dates in the (non-stationary) geometric affine stochastic covariance model for forward curve dynamics and the implied volatility of a plain vanilla option on forwards modeled under the stationary covariance regime (Section 5.4.2 and Proposition 5.12).

## Finite-rank approximations of affine stochastic covariance models in infinite-dimensions

We motivated the use of $\mathcal{H}^{+}$-valued affine processes as a model for the instantaneous covariance process in stochastic covariance models by their tractable affine structure, i.e. that the Fourier-Laplace transform is quasi-explicitly given in terms of the solution to the generalized Riccati equation (1.4).

This is particularly relevant when numerical approximations of the SDE describing the affine process $X$ converge slowly and/or are difficult to implement, e.g. because the SDE contains a square-root term or admits state-dependent jumpintensity. However, the tractability of the affine class relies on the assumption that the generalized Riccati equations can be (approximately) solved, which is not immediately clear, especially not in this infinite-dimensional setting.
Therefore, we study in Chapter 6 a feasible approximation scheme for affine processes on positive Hilbert-Schmidt operators. More precisely, we reduce the operator-valued generalized Riccati equations (1.4) to finite-dimensional (essentially matrix-valued) equations using Galerkin-type approximations, and provide explicit upper bounds for the error

$$
\sup _{t \in[0, T]}\left\|\psi_{d}\left(t, \mathbf{P}_{d}(u)\right)-\psi(t, u)\right\|,
$$

where for $d \in \mathbb{N}$, we let $\mathbf{P}_{d}: \mathcal{H} \rightarrow \mathcal{H}_{d}$ be an appropriately chosen projection onto a finite-dimensional subspace $\mathcal{H}_{d}$ (in particular such that $\left.\mathbf{P}_{d}\left(\mathcal{H}^{+}\right)\right|_{H_{d}} \simeq \mathcal{S}_{+}^{d}$ for some $d$-dimensional subspace $H_{d}$ of $H$ ) and for all $u \in \mathcal{H}^{+}$let $\psi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right)$ denotes the associated $d \times d$-dimensional Galerkin approximation of $\psi(\cdot, u)$.

In addition to that, we construct a sequence of positive finite-rank operator valued affine processes $\left(X^{d}\right)_{d \in \mathbb{N}}$ associated with the Galerkin approximations $\left(\phi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right), \psi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right)_{d \in \mathbb{N}}\right.$ and we prove its weak convergence in the Skorohod space to the affine process $X$ associated with $\phi$ and $\psi$ as the rank $d$ tends to infinity. This approach also solves the open question on the existence of càdlàg paths, see Theorem 1.2, and provides an alternative proof for the existence of affine pure-jump processes on $\mathcal{H}^{+}$by exploiting the connections to their matrixvalued versions.

## CHAPTER 2

## Affine Pure-Jump Processes on Positive Hilbert-Schmidt Operators


#### Abstract

In this chapter we prove the existence of a broad class of affine pure-jump Markov processes with values in the cone of positive selfadjoint Hilbert-Schmidt operators, defined on an infinite-dimensional separable Hilbert space. This class of affine processes is the natural infinite-dimensional analog of affine (pure-jump) processes on positive semi-definite matrices. As for their matrix-valued versions, the processes we construct allow for a drift depending affine linearly on the state, as well as jumps governed by a jump-intensity measure that depends affine linearly on the state. The fact that the cone of positive self-adjoint Hilbert-Schmidt operators has empty interior and is not locally compact calls for a new approach to proving existence: Instead of using standard localization techniques and solving the martingale problem, we employ the theory of generalized Feller semigroups, which was introduced in [51] and further developed in [45]. Our approach requires a second moment condition on the jump measures involved, consequently, we obtain convenient explicit formulas for the first and second moments of the affine processes.


This chapter is based on [38]:
Cox, S., Karbach, S., and Khedher, A.
Affine pure-jump processes on positive Hilbert-Schmidt operators.
Stochastic Processes and their Applications 151 (2022), 191-229.

### 2.1 Introduction

In this chapter, we are concerned with proving the existence of a broad class of affine Markov processes with values in the cone of positive self-adjoint HilbertSchmidt operators. More specifically, the processes under consideration have the following model parameters: a constant drift vector $b$, a linear drift term $B$, a constant jump measure $m$, and a state-dependent jump measure $\mu$. To prove the existence of class of affine processes on $\mathcal{H}^{+}$, we first study the associated generalized Riccati equations (1.4) and prove the existence of a unique global solution $(\phi(\cdot, u), \psi(\cdot, u))$ on the cone $\mathbb{R}^{+} \times \mathcal{H}^{+}$. In order to prove the existence of a unique associated affine process $X$, our main objective is to show that the operators $\left(P_{t}\right)_{t \geq 0}$ defined as $P_{t} \exp (-\langle\cdot, u\rangle)(x)=\exp (-\phi(t, u)-\langle\cdot, \psi(t, u)\rangle)(x)$ for $x \in \mathcal{H}^{+}$give rise to a proper Markovian semigroup (on some reasonably large space of functions) that can be associated with the affine process $X$.
We are facing two main challenges in proving the existence of this class of processes: First, the state-space $\mathcal{H}^{+}$is not locally compact and consequently tools known from the classical Feller theory are not applicable. To compensate for that, we use the generalized Feller theory introduced in [51]. This approach copes with the non-locally compact setting, but computations appear to be more intricate compared to the classical setting. The second challenge we face is that like many infinite-dimensional cones, the cone of positive self-adjoint Hilbert-Schmidt operators has empty interior. One consequence is that one cannot employ classical localization arguments to establish existence of the desired processes; we take a different approach outlined below. Another consequence is that it is difficult to incorporate a diffusion term. Indeed, as pointed out in the introduction, it remains an open question whether and under what conditions, infinite-dimensional affine processes on positive Hilbert-Schmidt operators allow for a diffusion term.

Our new approach to proving existence involves approximating the transition semigroup associated with the desired Markov process by simpler transition semigroups corresponding to affine finite-activity jump processes. We then exploit the aforementioned generalized Feller theory, in particular two approximation results from [45] as well as a version of Kolmogorov's extension theorem to show that the limiting semigroup gives rise to a generalized Feller process. Note that the idea of proving the existence of affine processes with jumps of infinite activity (in our case even infinite-variation) through an approximation with simpler affine processes was already used on, e.g. convex sets in finite dimensions, where it is known that affine processes are (classical) Feller processes (see [52] and [42]). However, our approach is somewhat different, and a considerable amount of effort goes into verifying that the approximating generalized Feller semigroups satisfy all necessary conditions for convergence. In particular, a subtle analysis of the regularity of $\phi$ and $\psi$ is conducted and uniform growth bounds for the approximations derived.

### 2.1.1 Layout of the chapter

In Section 2.2 we provide the definition of admissible parameter sets and present the comprehensive version of our main result (Theorem 2.8) on the existence of affine pure-jump processes on the cone of positive self-adjoint Hilbert-Schmidt operators. Moreover, we specify the exact form of the weak generator of these affine Markov processes on the linear span of the Fourier basis elements in terms of the introduced admissible parameter set. A brief outline of the proof of Theorem 2.8 is presented in Section 2.2 and the full proof is left to Section 2.4. In Section 2.3 we prove existence and uniqueness of the solution to the generalized Riccati equations (1.4) and moreover study its regularity with respect to the initial value. In Section 2.4 we are making use of the results in Section 2.3 and some intricate approximation techniques for generalized Feller semigroups to complete the proof of Theorem 2.8.

### 2.1.2 Notation

We set $\mathbb{N}=\{1,2, \ldots\}$ and $\mathbb{N}_{0}=\{0,1, \ldots\}$. For a vector space $X$ and $U \subseteq X$ we denote the linear span of $U$ by $\operatorname{lin}(U)$. For $(X, \tau)$ a topological space and $S \subseteq X$ we let $\mathcal{B}(S)$ denote the Borel- $\sigma$-algebra generated by the relative topology on $S$. Let $\left(H,\langle\cdot, \cdot\rangle_{H}\right)$ be a Hilbert space. Then we denote by $C(S, H)$ the space of $H$ valued functions on $S$ that are continuous with respect to the relative topology and we denote by $C_{b}(S, H)$ the space of bounded $H$-valued continuous functions on $S$. This is a Banach space when endowed with the supremum norm $\|\cdot\|_{C(S)}$. Notice that when $H=\mathbb{R}$, we typically omit $H$ in the notation: $C(S):=C(S, \mathbb{R})$. Let $\mathcal{L}(X)$ denote the space of bounded linear operators from a Banach space $X$ to $X$. This is a Banach space when equipped with the operator norm $\|\cdot\|_{\mathcal{L}(X)}$. If $\mathcal{G}$ is a linear operator on a Banach space $X$, we denote its domain by dom $(\mathcal{G})$ and denote by $I$ the identity in $\mathcal{L}(X)$. We denote unbounded operators by a calligraphic font and bounded ones by the standard font, e.g., $\mathcal{G}$ versus $G$. Let $\mathcal{L}^{(2)}(H \times H, H)$ denote the space of continuous bilinear forms from $H \times H$ to $H$. The adjoint of an operator $A: H \rightarrow H$ is denoted by $A^{*}$. An operator $A \in \mathcal{L}(H)$ is positive if $\langle A x, x\rangle_{H} \geq 0$ for all $x \in H$. We let $\mathcal{L}_{2}(H)$ denote the space of Hilbert-Schmidt operators from $H$ to $H$, this is a Hilbert space when endowed with the inner product

$$
\langle A, B\rangle_{\mathcal{L}_{2}(H)}:=\operatorname{Tr}\left(B^{*} A\right)=\sum_{n=1}^{\infty}\left\langle A e_{n}, B e_{n}\right\rangle_{H},
$$

where $\operatorname{Tr}$ denotes the trace of an operator, $\left(e_{n}\right)_{n \in \mathbb{N}}$ is an orthonormal basis for $H$ and $\langle\cdot, \cdot\rangle_{\mathcal{L}_{2}(H)}$ is independent of the choice of the orthonormal basis (see, e.g., [146, Section VI.6]).

A nonempty subset $K$ of a vector space is called a wedge if $K+K \subseteq K$ and $\alpha K \subseteq K$ for all $\alpha \geq 0$, if moreover $K \cap(-K)=\{0\}$ then we call $K$ a cone. A cone $K$ in a vector space $X$ induces a partial ordering: we write $x \leq_{K} y$ if $y-x \in K\left(\right.$ and $x \geq_{K} y$ if $\left.x-y \in K\right)$. If $K \subset H$ is a wedge, we define the dual of $K$ by

$$
\begin{equation*}
K^{*}=\left\{x \in H:\langle x, y\rangle_{H} \geq 0 \text { for all } y \in K\right\}, \tag{2.1}
\end{equation*}
$$

and we say that $K$ is self-dual if $K=K^{*}$. Note that if $K$ is self-dual then $0 \leq_{K} x \leq_{K} y$ implies $\|x\|_{H}^{2} \leq\langle x, y\rangle_{H} \leq\|x\|_{H}\|y\|_{H}$, i.e. $0 \leq_{K} x \leq_{K} y$ implies $\|x\|_{H} \leq\|y\|_{H}$ (in other words, $K$ is monotonic). We say that a cone $K$ is regular if for all $y, x_{1}, x_{2}, \ldots \in K$ satisfying $x_{1} \leq_{K} x_{2} \leq_{K} \ldots \leq_{K} y$ there exists an $x \in H$ such that $\lim _{n \rightarrow \infty}\left\|x_{n}-x\right\|_{H}=0$. A cone $K$ is said to have generating dual if $B^{*}=K^{*}-K^{*}$. It is true that $K$ has generating dual if and only if $K$ is normal, i.e. $0 \leq_{K} x \leq_{K} y$ for $y \in K$, implies $\|x\| \leq \lambda\|y\|$ where $\lambda>0$, see e.g. [91]. In finite dimensions, self-dual normal cones have non-empty interior. However, in infinite dimensions, the property $H=K-K$ does in general not imply that $K$ has non-empty interior, see [100]. Let $(S, \mathcal{S})$ be a measurable space and $U \subseteq H$. A mapping $\mu: \mathcal{S} \rightarrow U$ is called a $U$-valued measure (on $S$ ) if it is weakly countably additive, i.e., if for every pairwise disjoint sequence $U_{1}, U_{2} \ldots \in \mathcal{S}$ satisfying $\cup_{n \in \mathbb{N}} U_{n}=U$ it holds that $\langle\mu(U) x, y\rangle_{H}=\sum_{k \in \mathbb{N}}\left\langle\mu\left(U_{k}\right) x, y\right\rangle_{H}$ for all $x, y \in H$. We know from the work of Pettis [124] that if $\mu: \mathcal{F} \rightarrow H$ is weakly $\sigma$-additive, then it is also strongly $\sigma$-additive. For a $H$-valued measure $\mu$ and $h \in H$ we define the signed measure $\langle\mu, h\rangle: \mathcal{F} \rightarrow \mathbb{R}$ by $\langle\mu, h\rangle(A)=\langle\mu(A), h\rangle_{H}, A \in \mathcal{F}$. Throughout this thesis we are required to integrate with respect to vector-valued measures, for the readers convenience we added a section about it to Appendix A.1.

### 2.1.3 Setting

Throughout the first part of this thesis we assume that $\left(H,\langle\cdot, \cdot\rangle_{H}\right)$ is an infinitedimensional, separable and real Hilbert space. For notational brevity we reserve $\langle\cdot, \cdot\rangle$ to denote the inner product on $\mathcal{L}_{2}(H)$, and $\|\cdot\|$ for the norm induced by $\langle\cdot, \cdot\rangle$. In addition, we define $\mathcal{H}$ to be the space of all self-adjoint Hilbert-Schmidt operators on $H$ and $\mathcal{H}^{+}$to be the cone of all positive operators in $\mathcal{H}$, i.e.

$$
\begin{aligned}
\mathcal{H} & :=\left\{A \in \mathcal{L}_{2}(H): A=A^{*}\right\} \quad \text { and } \\
\mathcal{H}^{+} & :=\left\{A \in \mathcal{H}:\langle A h, h\rangle_{H} \geq 0 \text { for all } h \in H\right\} .
\end{aligned}
$$

Note that $\mathcal{H}$ is a closed subspace of $\mathcal{L}_{2}(H)$, and that $\mathcal{H}^{+}$is a self-dual cone in $\mathcal{H}$ (indeed, $\left(\mathcal{H}^{+}\right)^{*} \subseteq \mathcal{H}^{+}$by the spectral theorem for compact operators, and the reverse inclusion is trivial). Consequently, $\mathcal{H}$ is monotonic. Moreover, $\mathcal{H}^{+}$ is regular (see, e.g., [92, Theorem 1]), we have $\mathcal{H}=\mathcal{H}^{+}-\mathcal{H}^{+}$and we note that $\mathcal{H}^{+}$has empty interior. We define the truncation function $\chi: \mathcal{H} \rightarrow \mathcal{H}$ by $\chi(\xi):=\xi \mathbf{1}_{\{\|\xi\| \leq 1\}}$ and fix it throughout this chapter.

### 2.2 Existence of affine pure-jump processes

In this section we give a detailed definition of affine processes on the state space $\mathcal{H}^{+}$, introduce the notion of admissible parameter sets and compare our admissible parameter conditions to the matrix-valued case, which is done in Remark 2.4. Given an admissible parameter set we deduce first properties of the two functions in (1.5), i.e. the right-hand side functions of the generalized Riccati equations. At the end of this section we state our main result of this chapter in Theorem 2.8, which guarantees the existence of affine Markov processes on $\mathcal{H}^{+}$associated with a given admissible parameter set and specifies the form of the weak generator on the linear span of the Fourier-basis elements. However, we relegate the proof to Section 2.4.3 and only give a brief outline of it at the end of this section.
We consider a time-homogeneous Markov process $X$ with state space $\mathcal{H}^{+}$and transition semigroup $\left(P_{t}\right)_{t \geq 0}$ acting on functions $f \in C_{b}\left(\mathcal{H}^{+}\right)$as

$$
P_{t} f(x)=\int_{\mathcal{H}^{+}} f(\xi) p_{t}(x, \mathrm{~d} \xi), \quad x \in \mathcal{H}^{+}
$$

where $p_{t}(x, \cdot), t \geq 0, x \in \mathcal{H}^{+}$, denotes the transition kernel of $X$. Moreover for $x \in \mathcal{H}^{+}$, we denote the law of $X$ given $X_{0}=x$ by $\mathbb{P}_{x}$.
Definition 2.1. The Markov process $\left(X,\left(\mathbb{P}_{x}\right)_{x \in \mathcal{H}^{+}}\right)$is called affine if its Laplace transform has exponential-affine dependence on the initial state, i.e., if

$$
\begin{equation*}
P_{t} \mathrm{e}^{-\langle x, u\rangle}=\int_{\mathcal{H}^{+}} \mathrm{e}^{-\langle u, \xi\rangle} p_{t}(x, \mathrm{~d} \xi)=\mathrm{e}^{-\phi(t, u)-\langle x, \psi(t, u)\rangle}, \tag{2.2}
\end{equation*}
$$

for all $t \geq 0$, and for all $u, x \in \mathcal{H}^{+}$, for some functions $\phi: \mathbb{R}_{+} \times \mathcal{H}^{+} \rightarrow \mathbb{R}_{+}$and $\psi: \mathbb{R}_{+} \times \mathcal{H}^{+} \rightarrow \mathcal{H}^{+}$.
We follow the approach in [42] and consider the Laplace transform instead of the characteristic function which is justified by the non-negativity of $X$.
Note, that we do not require stochastic continuity of the affine process here, as in this chapter we are not aiming to provide a complete characterization of affine processes. As discussed in the introduction, our existence result requires an analysis of the corresponding generalized Riccati equations. In particular, a direct consequence of our approach (see Theorem 2.8 below) is that the processes we consider are regular in the sense of [42, Def. 2.2]. We recall this concept for the reader's convenience:

Definition 2.2. We call the affine process regular, whenever the functions

$$
\left.\frac{\partial \phi(t, u)}{\partial t}\right|_{t=0+} \quad \text { and }\left.\quad \frac{\partial \psi(t, u)}{\partial t}\right|_{t=0+}
$$

exist and are continuous at $u=0$.

As we will see, the established class of affine processes satisfy an even stronger regularity condition, see Section 2.3.2. In finite dimensions stochastically continuous affine processes are always regular (see [97]), however, there exist finitedimensional affine processes that are not stochastically continuous. Note that in infinite dimensions the regularity condition is somewhat more restrictive, as it implies, e.g., that the operator $B$ in Definition 2.3 must be bounded. In this thesis we treat only the regular case and leave the unregular case to future work. In order to identify pure-jump affine processes, we introduce an admissible parameter set in the following definition.

Definition 2.3. An admissible parameter set ( $b, B, m, \mu$ ) consists of
i) a measure $m: \mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right) \rightarrow[0, \infty]$ such that
(a) $\int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)<\infty$ and
(b) $\int_{\mathcal{H}^{+} \backslash\{0\}}|\langle\chi(\xi), h\rangle| m(\mathrm{~d} \xi)<\infty$ for all $h \in \mathcal{H}$ and there exists an element $I_{m} \in \mathcal{H}$ such that $\left\langle I_{m}, h\right\rangle=\int_{\mathcal{H}^{+} \backslash\{0\}}\langle\chi(\xi), h\rangle m(\mathrm{~d} \xi)$ for every $h \in \mathcal{H}$;
ii) a vector $b \in \mathcal{H}$ such that

$$
\langle b, v\rangle-\int_{\mathcal{H}^{+} \backslash\{0\}}\langle\chi(\xi), v\rangle m(\mathrm{~d} \xi) \geq 0 \quad \text { for all } v \in \mathcal{H}^{+} ;
$$

iii) a $\mathcal{H}^{+}$-valued measure $\mu: \mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right) \rightarrow \mathcal{H}^{+}$such that the kernel $M(x, \mathrm{~d} \xi)$, for every $x \in \mathcal{H}^{+}$defined on $\mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right)$ by

$$
\begin{equation*}
M(x, \mathrm{~d} \xi):=\frac{\langle x, \mu(\mathrm{~d} \xi)\rangle}{\|\xi\|^{2}} \tag{2.3}
\end{equation*}
$$

satisfies, for all $u, x \in \mathcal{H}^{+}$such that $\langle u, x\rangle=0$,

$$
\begin{equation*}
\int_{\mathcal{H}^{+} \backslash\{0\}}\langle\chi(\xi), u\rangle M(x, \mathrm{~d} \xi)<\infty ; \tag{2.4}
\end{equation*}
$$

iv) an operator $B \in \mathcal{L}(\mathcal{H})$ with adjoint $B^{*}$ satisfying

$$
\left\langle B^{*}(u), x\right\rangle-\int_{\mathcal{H}^{+} \backslash\{0\}}\langle\chi(\xi), u\rangle \frac{\langle\mu(\mathrm{d} \xi), x\rangle}{\|\xi\|^{2}} \geq 0
$$

for all $x, u \in \mathcal{H}^{+}$with $\langle u, x\rangle=0$.
We think of $b$ as the constant drift vector, $B$ the linear term in the drift, $m$ the constant jump measure, and $\mu$ the state-dependent jump measure.

Remark 2.4 (Comparison to the finite-dimensional case). Definition 2.3 above is analogous to the definition of an admissible parameter set for $\mathbb{R}_{+}^{d}$-valued processes see [52, Def. 2.6]) and the case of positive semi-definite and symmetric matrices, see [42, Def. 2.3]. However, as mentioned in the introduction, we do not consider any diffusion terms in this thesis. A more subtle difference is that we require second moment conditions on the measures $m(\mathrm{~d} \xi)$ and $\|\xi\|^{-2} \mu(\mathrm{~d} \xi)$, whereas no moment conditions are needed in the finite-dimensional setting. These second moment conditions are a consequence of our generalized Feller approach, for which we take the weight function $\rho=\|\cdot\|^{2}+1$. See Remark 2.39 for a detailed discussion regarding the necessity of these moment conditions to our approach.
In what follows we will frequently use the following observation:

$$
\begin{align*}
\forall \xi, u \in \mathcal{H}^{+}: & \\
-\min (\langle\xi, u\rangle, 1) \mathbf{1}_{\{\|\xi\|>1\}} & \leq \mathrm{e}^{-\langle\xi, u\rangle}-1+\langle\chi(\xi), u\rangle  \tag{2.5}\\
& \leq \frac{1}{2}|\langle\xi, u\rangle|^{2} \mathbf{1}_{\{\|\xi\| \leq 1\}} \leq \frac{1}{2}\|\xi\|^{2}\|u\|^{2} \mathbf{1}_{\{\|\xi\| \leq 1\}}
\end{align*}
$$

Given admissible parameters $(b, B, m, \mu)$, we recall $F: \mathcal{H}^{+} \rightarrow \mathbb{R}$ and $R: \mathcal{H}^{+} \rightarrow \mathcal{H}$ from (1.5), respectively, given by

$$
\begin{align*}
& F(u)=\langle b, u\rangle-\int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-1+\langle\chi(\xi), u\rangle\right) m(\mathrm{~d} \xi),  \tag{2.6a}\\
& R(u)=B^{*}(u)-\int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-1+\langle\chi(\xi), u\rangle\right) \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}} . \tag{2.6~b}
\end{align*}
$$

Note that the admissibility conditions, Corollary A. 7 and equation (2.5) ensure that $F$ and $R$ are well-defined. We also have that $F$ and $R$ are continuous and grow at most quadratically:

Lemma 2.5. Let $(b, B, m, \mu)$ be an admissible parameter set conform Definition 2.3 and let $F$ and $R$ be as in (2.6). Then $F$ and $R$ are continuous on $\mathcal{H}^{+}$.
Proof. This follows immediately from (2.5) and Theorem A.8.
Lemma 2.6. Let $(b, B, m, \mu)$ be an admissible parameter set conform Definition 2.3 and let $F$ and $R$ be given by (2.6). Then for all $u \in \mathcal{H}^{+}$we have

$$
\begin{array}{r}
|F(u)| \leq\left(\|b\|+\int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)\right)\left(1+\|u\|^{2}\right), \\
\|R(u)\| \leq\left(\left\|B^{*}\right\|_{\mathcal{L}(\mathcal{H})}+\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\right)\left(1+\|u\|^{2}\right) . \tag{2.7b}
\end{array}
$$

Proof. This follows immediately from the admissibility conditions, (2.5), (A.7), and (A.4).

Inspired by the finite-dimensional theory, we consider a system of ordinary differential equations associated with the admissible parameter set $(b, B, m, \mu)$ given by the system (1.4). The equations are commonly known as the generalized Riccati equations which is due to the typically quadratic growth of $F$ and $R$. To keep the chapter reasonably self-contained we recall the equations from (1.4). Using the formulas for $F$ and $R$ in (2.6) we define

$$
\left\{\begin{array}{lll}
\frac{\partial \phi(t, u)}{\partial t}=F(\psi(t, u)), & t>0 ; & \phi(0, u)=0  \tag{2.8a}\\
\frac{\partial \psi(t, u)}{\partial t}=R(\psi(t, u)), & t>0 ; & \psi(0, u)=u
\end{array}\right.
$$

Definition 2.7. Let $u \in \mathcal{H}^{+}$. We say that $(\phi(\cdot, u), \psi(\cdot, u)):[0, \infty) \rightarrow \mathbb{R} \times \mathcal{H}$ is a solution to $(2.8)$ if $(\phi(\cdot, u), \psi(\cdot, u))$ is continuously differentiable, takes values in $\mathbb{R}^{+} \times \mathcal{H}^{+}$, and satisfies the equations (2.8a)-(2.8b).

For a transition semigroup $\left(P_{t}\right)_{t \geq 0}$ defined on bounded measurable functions on $\mathcal{H}^{+}$we recall the notion of a weak generator $(\mathcal{A}, \operatorname{dom}(\mathcal{A}))$ of $\left(P_{t}\right)_{t \geq 0}$ (see [123, Definition 9.36]), i.e. $f \in C_{b}\left(\mathcal{H}^{+}\right)$belongs to $\operatorname{dom}(\mathcal{A})$, whenever the limit $\mathcal{A} f(x):=\lim _{t \rightarrow 0+} t^{-1}\left(P_{t} f(x)-f(x)\right)$, exists for every $x \in \mathcal{H}^{+} ; \mathcal{A} f \in C_{b}\left(\mathcal{H}^{+}\right)$and

$$
P_{t} f(x)=f(x)+\int_{0}^{t} P_{s} \mathcal{G} f(x) \mathrm{d} s, \quad x \in \mathcal{H}^{+}
$$

The following theorem is our main result on the existence of affine pure-jump processes on the cone of positive self-adjoint Hilbert-Schmidt operators.
Theorem 2.8. Let $(b, B, m, \mu)$ be an admissible parameter set as in Definition 2.3 and set $\nu(x, \mathrm{~d} \xi):=m(\mathrm{~d} \xi)+\|\xi\|^{-2}\langle\mu(\mathrm{~d} \xi), x\rangle$. Then there exist constants $M, \omega \in[1, \infty)$ and a time-homogeneous $\mathcal{H}^{+}$-valued Markov process $X$ with transition semigroup $\left(P_{t}\right)_{t \geq 0}$ such that

$$
\begin{equation*}
\mathbb{E}\left[\left\|X_{t}\right\|^{2} \mid X_{0}=x\right] \leq M e^{\omega t}\left(\|x\|^{2}+1\right) \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{t}\left(\mathrm{e}^{-\langle\cdot, u\rangle}\right)(x)=\mathrm{e}^{-\phi(t, u)-\langle x, \psi(t, u)\rangle}, \quad t \geq 0, u \in \mathcal{H}^{+} \tag{2.10}
\end{equation*}
$$

where $(\phi(\cdot, u), \psi(\cdot, u))$ is the unique solution to the associated generalized Riccati equations (2.8a)-(2.8b). Moreover, let $(\mathcal{G}, \operatorname{dom}(\mathcal{G}))$ be the weak generator of $\left(P_{t}\right)_{t \geq 0}$, then it holds that $\operatorname{lin}\left\{\mathrm{e}^{-\langle\cdot, u\rangle}: u \in \mathcal{H}^{+}\right\} \subseteq \operatorname{dom}(\mathcal{G})$ and for every function $f \in \operatorname{lin}\left\{\mathrm{e}^{-\langle\cdot, u\rangle}: u \in \mathcal{H}^{+}\right\}$we have:

$$
\begin{equation*}
\mathcal{G} f(x)=\left\langle b+B(x), f^{\prime}(x)\right\rangle+\int_{\mathcal{H}^{+} \backslash\{0\}}\left(f(x+\xi)-f(x)-\left\langle\chi(\xi), f^{\prime}(x)\right\rangle\right) \nu(x, \mathrm{~d} \xi) . \tag{2.11}
\end{equation*}
$$

Outline of the proof. The proof is based on the approximation procedure that we conduct in detail in Section 2.4.2, where we work in the realm of generalized Feller semigroups, see Section 2.4.2 for more details. Here we limit ourselves to give a brief outline of the proof that shall provide a rough guidance for the upcoming sections and condensing the main ideas therein. The detailed proof is then given in Section 2.4.3.
Inspired by [45], we approximate the Kolmogorov type operator $\mathcal{G}$ in (2.11) by operators $\left(\mathcal{G}^{(k)}\right)_{k \in \mathbb{N}}$ corresponding to processes of pure-jump type with finite activity, i.e. for every $k \in \mathbb{N}$ we replace the constant jump measure $m(\mathrm{~d} \xi)$ in formula (2.11) by $\mathbf{1}_{\{\xi \geq 1 / k\}} m(\mathrm{~d} \xi)$ and the linear jump measures $\mu(\mathrm{d} \xi)$ by $\mathbf{1}_{\{\xi \geq 1 / k\}} \mu(\mathrm{d} \xi)$. The approximation operators $\mathcal{G}^{(k)}$ generate strongly continuous semigroups $\left(P_{t}^{(k)}\right)_{t \geq 0}$ on a space of functions, being weakly continuous with subquadratic growth, see Proposition 2.34.
Having established the existence of affine processes of pure-jump type associated with the strongly continuous semigroups $\left(P_{t}^{(k)}\right)_{t \geq 0}$, we next apply a TrotterKato type result from [45] to obtain the limiting semigroup $\left(P_{t}\right)_{t \geq 0}$, see Proposition 2.37. To this end we first need to establish growth bounds on $\left(P_{t}^{(k)}\right)_{t \geq 0}$, that are uniform in $k$, see Proposition 2.36. This requires understanding the associated generalized Riccati equations (2.8).
We provide global existence and uniqueness results in Section 2.3. The crucial importance of the associated generalized Riccati equations is that they substitute for the Kolmogorov equations, hence semigroup theoretic arguments involving the Kolmogorov-type operators, respectively the abstract Cauchy problem can be reduced to arguments from the theory of ordinary differential equations (ODEs). Lastly, we apply a version of Kolmogorov's extension theorem (see Theorem 2.26) to the limiting semigroup $\left(P_{t}\right)_{t \geq 0}$, which then yields the existence of an underlying Markovian process. This process associated via the semigroup to the operator $(\mathcal{G}, \operatorname{dom}(\mathcal{G}))$ is the desired affine process identified by the set $(b, B, m, \mu)$.

Remark 2.9. The equation for $\psi(\cdot, u)$ in the generalized Riccati equation (2.8b) is a non-linear differential equation on the cone of positive self-adjoint HilbertSchmidt operators. This type of infinite-dimensional differential equations has been of interest in the literature as they also show up e.g. in optimal control problems and stochastic filtering theory [46, 69, 111]. Hence, several articles deal with the problem of numerical tractability of this type of equations. See, e.g. [128] where Galerkin approximation and convergence theory was developed for operator-valued Riccati differential equations formulated in the space of Hilbert-Schmidt operators and [54] where the author studied a backward Euler approximation scheme and convergence results for this type of equations. In the subsequent Chapter 6, we investigate the Galerkin approximation further and draw a connection to matrix-valued affine processes.

### 2.3 Analysis of the generalized Riccati equations

In this section we investigate the generalized Riccati equations given by (2.8). More precisely, in Section 2.3.1 we introduce Lipschitz continuous approximations of the mappings $R$ and $F$ in (2.6) and use these approximations to show existence and uniqueness of a solution to (2.8). In Section 2.3.2 we establish regularity properties of $R$ and $F$ and use this to show that the solution map depends in a differentiable way on its initial value.

### 2.3.1 Solving the generalized Riccati equations (2.8)

The goal of this subsection is to prove the existence of a unique solution to the generalized Riccati equations given an admissible parameter set $(b, B, m, \mu)$. A common approach in the finite-dimensional case, e.g. in the case of the cone of positive semi-definite and symmetric matrices, is to use a localization argument exploiting the fact that the function $R$ is analytic on the interior of the cone. Note, however, that in general $R$ fails to be Lipschitz continuous on the boundary of the cone. The cone of positive self-adjoint Hilbert-Schmidt operators has an empty interior, a property that is shared by many cones in infinite dimensions. This has the consequence that localization arguments for solving equations (2.8) on the interior of $\mathbb{R}^{+} \times \mathcal{H}^{+}$are not valid anymore. Instead, for every $k \in \mathbb{N}$ we introduce approximations $F^{(k)}$ of $F$ in equation (2.13a) and $R^{(k)}$ of $R$ in equation (2.13b), which involve only finite-activity jump-measures, see (2.12) below. These approximations are Lipschitz continuous on $\mathcal{H}^{+}$and in Proposition 2.16 we show that the solution to the generalized Riccati equations associated with ( $b, B, m^{(k)}, \mu^{(k)}$ ) converges to the (unique) solution of (2.8).
We begin by introducing the approximating functions for $F$ and $R$ : For $k \in \mathbb{N}$ we set

$$
\begin{equation*}
m^{(k)}(\mathrm{d} \xi):=\mathbf{1}_{\{\|\xi\|>1 / k\}} m(\mathrm{~d} \xi) \quad \text { and } \quad \mu^{(k)}(\mathrm{d} \xi):=\mathbf{1}_{\{\|\xi\|>1 / k\}} \mu(\mathrm{d} \xi), \tag{2.12}
\end{equation*}
$$

and we introduce the functions $F^{(k)}: \mathcal{H}^{+} \rightarrow \mathbb{R}$ and $R^{(k)}: \mathcal{H}^{+} \rightarrow \mathcal{H}$ defined respectively as follows

$$
\begin{align*}
& F^{(k)}(u)=\langle b, u\rangle-\int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-1+\langle\chi(\xi), u\rangle\right) m^{(k)}(\mathrm{d} \xi)  \tag{2.13a}\\
& R^{(k)}(u)=B^{*}(u)-\int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-1+\langle\chi(\xi), u\rangle\right) \frac{\mu^{(k)}(\mathrm{d} \xi)}{\|\xi\|^{2}} . \tag{2.13b}
\end{align*}
$$

We denote the generalized Riccati equations associated to $\left(b, B, m^{(k)}, \mu^{(k)}\right)$ by:

$$
\left\{\begin{array}{lll}
\frac{\partial \phi^{(k)}(t, u)}{\partial t}=F^{(k)}\left(\psi^{(k)}(t, u)\right), & t>0 ; & \phi^{(k)}(0, u)=0  \tag{2.14a}\\
\frac{\partial \psi^{(k)}(t, u)}{\partial t}=R^{(k)}\left(\psi^{(k)}(t, u)\right), & t>0 ; & \psi^{(k)}(0, u)=u
\end{array}\right.
$$

The notion of quasi-monotonicity will be needed to guarantee that the solution to (2.14) stays in $\mathbb{R}^{+} \times \mathcal{H}^{+}$.

Definition 2.10. Let $\left(V,\|\cdot\|_{V}\right)$ be a Hilbert space and let $K \subset V$ be a self-dual cone. In addition, let $D \subseteq V$ and let $f: D \rightarrow V$, then $f$ is called quasi-monotone with respect to $K$ if for all $v_{1}, v_{2} \in D$ satisfying $v_{1} \leq_{K} v_{2}$ and for all $u \in K$ satisfying $\left\langle v_{2}-v_{1}, u\right\rangle=0$ we have

$$
\left\langle f\left(v_{2}\right)-f\left(v_{1}\right), u\right\rangle \geq 0
$$

Intuitively, quasi-monotone functions are pointing 'inwards' at the boundary points, which ensures that solutions stay in a cone (see Section A.2). For details on quasi-monotone functions on Banach spaces and their connection to differential equations see [50, Section 5.3].
The following lemma states that the admissibility of parameters implies that $R^{(k)}, k \in \mathbb{N}$, is quasi-monotone with respect to $\mathcal{H}^{+}$. The proof is analogous to the proof of [42, Lemma 5.1], we present an abridged version.

Lemma 2.11. Let $B$ and $\mu$ satisfy the conditions in Definition 2.3 iii) and Definition 2.3 iv). Then for all $k \in \mathbb{N}$ the function $R^{(k)}$ given by (2.13b) is quasimonotone with respect to $\mathcal{H}^{+}$.

Proof. The admissibility condition Definition 2.3 iv) (which makes sense thanks to Definition 2.3 iii) and the monotonicity of the exponential function imply the quasi-monotonicity of $R^{(k)}$.

By removing the small jumps and since $m$ and $\mu$ have finite first moment, we obtain Lipschitz continuous mappings on $\mathcal{H}^{+}$:

Lemma 2.12. Let $B$ and $\mu$ satisfy the conditions in Definition 2.3 iii) and Definition 2.3 iv). Let $k \in \mathbb{N}$ and $R^{(k)}$ given by (2.13b). Then for all $u, v \in \mathcal{H}^{+}$we have

$$
\begin{equation*}
\left\|R^{(k)}(u)-R^{(k)}(v)\right\| \leq\left(\|B\|_{\mathcal{L}(\mathcal{H})}+2 k\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\right)\|u-v\| \tag{2.15}
\end{equation*}
$$

Proof. Observe that for all $u, v, \xi \in \mathcal{H}^{+}$we have

$$
\left|\mathrm{e}^{-\langle\xi, u\rangle}-\mathrm{e}^{-\langle\xi, v\rangle}\right| \leq\|\xi\|\|u-v\|
$$

Thus, (A.4) and (A.7) imply that

$$
\begin{aligned}
\left\|R^{(k)}(u)-R^{(k)}(v)\right\| \leq & \left\|B^{*}(u-v)\right\|+\left\|\int_{\mathcal{H}^{+} \backslash\{0\} \cap\left\{\frac{1}{k}<\|\xi\|<1\right\}}\langle\xi, u-v\rangle \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}\right\| \\
& +\left\|\int_{\mathcal{H}^{+} \backslash\{0\} \cap\left\{\|\xi\|>\frac{1}{k}\right\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-\mathrm{e}^{-\langle\xi, v\rangle}\right) \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}\right\| \\
\leq & \left(\|B\|_{\mathcal{L}(\mathcal{H})}+2 k\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\right)\|u-v\| .
\end{aligned}
$$

Note that $R$ is typically not Lipschitz continuous on the whole $\mathcal{H}^{+}$:
Remark 2.13. Note that

$$
\begin{equation*}
\left|e^{-\langle\xi, u\rangle}-e^{-\langle\xi, v\rangle}+\langle\xi, u-v\rangle\right| \leq\left|\int_{\langle\xi, u\rangle}^{\langle\xi, v\rangle} s \mathrm{~d} s\right| \leq\|\xi\|^{2}(\|u\| \vee\|v\|)\|u-v\| \tag{2.16}
\end{equation*}
$$

for all $\xi, u, v \in \mathcal{H}^{+}$. This implies that $R$ is in general Lipschitz continuous only on bounded sets in $\mathcal{H}^{+}$.

By Lemmas 2.11 and 2.12 we have that $R^{(k)}$ is Lipschitz continuous on $\mathcal{H}^{+}$and quasi-monotone with respect to $\mathcal{H}^{+}$. Hence classical infinite dimensional ODE theory guarantees the existence of a global solution to the equations (2.14):
Proposition 2.14. Let $(b, B, m, \mu)$ be an admissible parameter set conform Definition 2.3 and let $R^{(k)}$, $k \in \mathbb{N}$, be given by equation (2.13b). Then for every $k \in \mathbb{N}$ and $u \in \mathcal{H}^{+}$there exists a solution $\left(\phi^{(k)}(\cdot, u), \psi^{(k)}(\cdot, u)\right)$ to (2.14). Moreover,

$$
\begin{equation*}
\psi^{(k)}(t, u) \leq_{\mathcal{H}^{+}} \psi^{(k)}(t, v), \quad \forall u, v \in \mathcal{H}^{+} \text {satisfying } u \leq_{\mathcal{H}^{+}} v \tag{2.17}
\end{equation*}
$$

for all $t \geq 0$ and

$$
\begin{equation*}
\left\|\psi^{(k)}(t, u)-\psi^{(k)}(t, v)\right\| \leq \exp \left(\left(\|B\|_{\mathcal{L}(\mathcal{H})}+2 k\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\right) t\right)\|u-v\| \tag{2.18}
\end{equation*}
$$

for all $t \geq 0$ and $u, v \in \mathcal{H}^{+}$.
Proof. Let $k \in \mathbb{N}$. By Lemma 2.12 the function $R^{(k)}$ is Lipschitz continuous on $\mathcal{H}^{+}$, by (2.15) with $v=0$ the function $R^{(k)}$ satisfies the linear growth condition $\left\|R^{(k)}(u)\right\| \leq\left(\|B\|_{\mathcal{L}(\mathcal{H})}+2 k\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\right)\|u\|$ and by Lemma $2.11 R^{(k)}$ is quasimonotone with respect to $\mathcal{H}^{+}$, thus by [113, VI.3. Theorem 3.1 and Proposition 3.2] there exists a unique global solution $\psi^{(k)}(\cdot, u):[0, \infty) \rightarrow \mathcal{H}^{+}$to the second equation of (2.14). Now, setting $\phi^{(k)}(t, u)=\int_{0}^{t} F^{(k)}\left(\psi^{(k)}(s, u)\right) \mathrm{d} s$, for all $t \geq 0$, we obtain by continuity of $F^{(k)}$ and $\psi^{(k)}(\cdot, u)$ a solution of (2.14), denoted by $\left(\phi^{(k)}(\cdot, u), \psi^{(k)}(\cdot, u)\right)$, satisfying the inequality (2.17).

Finally, observe that Lemma 2.12 implies that

$$
\begin{aligned}
& \frac{\partial}{\partial t}\left\|\psi^{(k)}(t, u)-\psi^{(k)}(t, v)\right\|^{2} \\
& =2\left\langle\psi^{(k)}(t, u)-\psi^{(k)}(t, v), R^{(k)}\left(\psi^{(k)}(t, u)\right)-R^{(k)}\left(\psi^{(k)}(t, v)\right)\right\rangle \\
& \leq 2\left(\|B\|_{\mathcal{L}(\mathcal{H})}+2 k\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\right)\left\|\psi^{(k)}(t, u)-\psi^{(k)}(t, v)\right\|^{2} .
\end{aligned}
$$

This and Gronwall's lemma implies the second inequality (2.18).
Proposition (2.16) below guarantees the existence of a unique solution to the original generalized Riccati equations (2.8) on the interval $[0, \infty)$. First, we prove the following lemma:

Lemma 2.15. Let $B$ and $\mu$ satisfy the conditions in Definition 2.3 iii) and Definition 2.3 iv), let $R^{(k)}$ and $R$ be respectively given by equation (2.13b) and (2.6b). Then for every $M>0$ we have

$$
\lim _{k \rightarrow \infty} \sup _{u \in \mathcal{H}^{+}:\|u\| \leq M}\left\|R^{(k)}(u)-R(u)\right\|=0
$$

Proof. It follows immediately from (A.7) and (2.5) that

$$
\begin{equation*}
\left\|R^{(k)}(u)-R(u)\right\| \leq\left\|\mu\left(\left\{\xi \in \mathcal{H}^{+}:\|\xi\| \leq \frac{1}{k}\right\}\right)\right\|\|u\|^{2} . \tag{2.19}
\end{equation*}
$$

The assertion follows from the above and the continuity of $\mu$, see (A.2).
Proposition 2.16. Let $(b, B, m, \mu)$ be an admissible parameter set conform Definition 2.3. Then for every $u \in \mathcal{H}^{+}$there exists a unique solution $(\phi(\cdot, u), \psi(\cdot, u))$ of the equations (2.8). Moreover,

$$
\psi(t, u) \leq_{\mathcal{H}^{+}} \psi^{(k)}(t, u) \quad \forall k \in \mathbb{N}, t \geq 0 \text { and } u \in \mathcal{H}^{+}
$$

and $\psi(t, u)=\lim _{k \rightarrow \infty} \psi^{(k)}(t, u)$ for all $t \geq 0$ and $u \in \mathcal{H}^{+}$, as well as

$$
\begin{equation*}
\psi(t, u) \leq_{\mathcal{H}^{+}} \psi(t, v), \quad \forall t \geq 0 \text { and } u, v \in \mathcal{H}^{+} \text {with } u \leq_{\mathcal{H}^{+}} v, \tag{2.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\psi(t, u)\| \leq \exp \left(\left(\|B\|_{\mathcal{L}(\mathcal{H})}+2\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\right) t\right)\|u\|, \quad \forall t \geq 0, u \in \mathcal{H}^{+} \tag{2.21}
\end{equation*}
$$

Finally, for all $M, T \geq 0$ there exists a $K(M, T) \geq 0$ such that for all $u, v \in \mathcal{H}^{+}$ satisfying $\|u\|,\|v\| \leq M$ and all $t \in[0, T]$ it holds that

$$
\begin{equation*}
\|\psi(t, u)-\psi(t, v)\| \leq K(M, T)\|u-v\| . \tag{2.22}
\end{equation*}
$$

Proof. First of all note that uniqueness of a solution follows from the fact that $R$ is Lipschitz continuous on bounded sets of $\mathcal{H}^{+}$, see Remark 2.13. Observe that by (A.5), (2.5), and (2.13b) we have, for all $u \in \mathcal{H}^{+}$and $k \in \mathbb{N}$,

$$
\begin{align*}
R^{(k)}(u)-R^{(k+1)}(u) & =\int_{\mathcal{H}^{+} \cap\left\{\frac{1}{k+1}<\|\xi\| \leq \frac{1}{k}\right\}}\left(\mathrm{e}^{-\langle u, \xi\rangle}-1+\langle\xi, u\rangle\right) \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}} \\
& \geq_{\mathcal{H}^{+}} 0 \tag{2.23}
\end{align*}
$$

Now, fix $u \in \mathcal{H}^{+}$. By Proposition 2.14 we know that there exists a unique global solution $\psi^{(k)}(\cdot, u)$ to equation (2.14) for every $k \in \mathbb{N}$. This combined with (2.23) implies that for all $k \in \mathbb{N}$ and $t \geq 0$ we have

$$
\begin{aligned}
\frac{\partial \psi^{(k+1)}}{\partial t}(t, u)-R^{(k+1)}\left(\psi^{(k+1)}(t, u)\right) & =\frac{\partial \psi^{(k)}}{\partial t}(t, u)-R^{(k)}\left(\psi^{(k)}(t, u)\right) \\
& \leq_{\mathcal{H}^{+}} \frac{\partial \psi^{(k)}}{\partial t}(t, u)-R^{(k+1)}\left(\psi^{(k)}(t, u)\right)
\end{aligned}
$$

It follows from Lemma 2.12 and Theorem A. 9 with $K=\mathcal{H}^{+}, F=R^{(k+1)}$, $f=\psi^{(k+1)}(\cdot, u)$ and $g=\psi^{(k)}(\cdot, u)$ that

$$
\begin{equation*}
\psi^{(k+1)}(t, u) \leq_{\mathcal{H}^{+}} \psi^{(k)}(t, u), \quad t \geq 0 \tag{2.24}
\end{equation*}
$$

As moreover $\psi^{(k)}(t, u) \geq_{\mathcal{H}^{+}} 0$ for all $t \geq 0$ and $k \in \mathbb{N}$, the regularity of the cone $\mathcal{H}^{+}$implies that for all $t \geq 0$ there exists a $\psi(t, u) \in \mathcal{H}^{+}$such that

$$
\begin{equation*}
\psi(t, u)=\lim _{k \rightarrow \infty} \psi^{(k)}(t, u) \tag{2.25}
\end{equation*}
$$

Note that by (2.24), the monotonicity of $\mathcal{H}^{+}$, and the continuity of $\psi^{(1)}(\cdot, u)$ we have, for all $T>0$,

$$
\begin{equation*}
\sup _{k \in \mathbb{N}, s \in[0, T]}\left\|\psi^{(k)}(s, u)\right\| \leq \sup _{s \in[0, T]}\left\|\psi^{(1)}(s, u)\right\|<\infty \tag{2.26}
\end{equation*}
$$

It follows from this, (2.25), the dominated convergence theorem, and Lemmas 2.15 and 2.6 that for all $t \geq 0$ we have

$$
\begin{aligned}
\psi(t, u)= & \lim _{k \rightarrow \infty} \psi^{(k)}(t, u) \\
= & u+\lim _{k \rightarrow \infty} \int_{0}^{t} R^{(k)}\left(\psi^{(k)}(s, u)\right) \mathrm{d} s \\
= & u+\lim _{k \rightarrow \infty} \int_{0}^{t}\left(R^{(k)}\left(\psi^{(k)}(s, u)\right)-R\left(\psi^{(k)}(s, u)\right)\right) \mathrm{d} s \\
& +\lim _{k \rightarrow \infty} \int_{0}^{t} R\left(\psi^{(k)}(s, u)\right) \mathrm{d} s \\
= & u+\int_{0}^{t} R(\psi(s, u)) \mathrm{d} s
\end{aligned}
$$

The equation above combined with Lemma 2.6 implies that the map $\psi(\cdot, u)$ is continuous, whence Lemma 2.5 and the fundamental theorem of calculus imply that $\psi(\cdot, u) \in C^{1}([0, \infty), \mathcal{H})$ and

$$
\begin{equation*}
\frac{\partial \psi}{\partial t}(t, u)=R(\psi(t, u)), \quad t \geq 0 ; \quad \psi(0, u)=u \tag{2.27}
\end{equation*}
$$

Moreover, the continuity of $F$ and of $\psi(\cdot, u)$ ensures that by setting

$$
\begin{equation*}
\phi(t, u)=\int_{0}^{t} F(\psi(s, u)) \mathrm{d} s, \quad t \geq 0 \tag{2.28}
\end{equation*}
$$

we obtain that $(\phi(\cdot, u), \psi(\cdot, u))$ is a solution to (2.8a)-(2.8b).
Next, note that (2.20) follows from (2.17) and (2.25). Moreover, (2.21) follows from (2.18) with $k=1$, (2.24), (2.25), and the fact that $\psi^{(1)}(t, 0) \equiv 0$. Finally, (2.22) follows from the Lipschitz continuity of $R$ on bounded sets (see Remark 2.13), (2.21), and the same reasoning as we used to obtain (2.18).

### 2.3.2 Regularity with respect to the initial value of the solution

Having established the existence of a unique solution to (2.8), we now turn to the regularity of the solution with respect to its initial value. To this end we first must introduce a fitting concept of differentiability:

Definition 2.17. Let $X$ and $Y$ be Banach spaces and $D \subseteq X$ a convex subset. We say that a function $f: D \subseteq X \rightarrow Y$ has a one-sided derivative at $x \in D$ in the direction $v \in X$, whenever $x+\lambda v \in D$ for all $\lambda$ sufficiently small and the limit

$$
\lim _{\lambda \rightarrow 0+} \frac{f(x+\lambda v)-f(x)}{\lambda}
$$

exists in $Y$. We denote this limit by $\mathrm{d}_{+} f(x)(v)$. We define the second one-sided derivative in $x \in D$ in direction $(v, w) \in X \times X$ as

$$
\lim _{\lambda \rightarrow 0+} \frac{\mathrm{d}_{+} f(x+\lambda w)(v)-\mathrm{d}_{+} f(x)(v)}{\lambda}
$$

whenever $x+\lambda w \in D$ and $\mathrm{d}_{+} f(x+\lambda w)(v)$ exists for all $\lambda$ sufficiently small and moreover the limit exists in $Y$. We denote the second one-sided derivative of $f$ at $x$ in directions $(v, w)$ by $\mathrm{d}_{+}^{2} f(x)(v, w)$.

Lemma 2.18. Let $(b, B, m, \mu)$ be an admissible parameter set conform Definition 2.3 and let $F$ and $R$ be given by (2.6a)-(2.6b). For $u \in \mathcal{H}^{+}$define $\mathrm{d} R(u) \in \mathcal{L}(\mathcal{H})$ by

$$
\begin{equation*}
\mathrm{d} R(u) v=B^{*}(v)+\int_{\mathcal{H}^{+} \backslash\{0\}}\langle\xi, v\rangle \mathrm{e}^{-\langle\xi, u\rangle}-\langle\chi(\xi), v\rangle \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}, \quad v \in \mathcal{H} \tag{2.29}
\end{equation*}
$$

and $\mathrm{d} F(u) \in \mathcal{L}(H, \mathbb{R})$ by

$$
\begin{equation*}
\mathrm{d} F(u) v=\langle b, v\rangle+\int_{\mathcal{H}^{+} \backslash\{0\}}\langle\xi, v\rangle \mathrm{e}^{-\langle\xi, u\rangle}-\langle\chi(\xi), v\rangle m(\mathrm{~d} \xi), \quad v \in \mathcal{H} \tag{2.30}
\end{equation*}
$$

Moreover, define $\mathrm{d}^{2} R(u) \in \mathcal{L}^{(2)}(\mathcal{H} \times \mathcal{H}, \mathcal{H})$ by

$$
\begin{equation*}
\mathrm{d}^{2} R(u)(v, w)=-\int_{\mathcal{H}^{+} \backslash\{0\}}\langle\xi, v\rangle\langle\xi, w\rangle \mathrm{e}^{-\langle\xi, u\rangle} \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}, \quad v, w \in \mathcal{H} \tag{2.31}
\end{equation*}
$$

and $\mathrm{d}^{2} F(u) \in \mathcal{L}^{(2)}(\mathcal{H} \times \mathcal{H}, \mathbb{R})$ by

$$
\begin{equation*}
\mathrm{d}^{2} F(u)(v, w)=-\int_{\mathcal{H}^{+} \backslash\{0\}}\langle\xi, v\rangle\langle\xi, w\rangle \mathrm{e}^{-\langle\xi, u\rangle} m(\mathrm{~d} \xi), \quad v, w \in \mathcal{H} . \tag{2.32}
\end{equation*}
$$

Then the operator $\mathrm{d} R(u)$ is quasi-monotone for all $u \in \mathcal{H}^{+}$, and for all $u_{0}, u_{1} \in$ $\mathcal{H}^{+}$and $v, w \in \mathcal{H}$ we have

$$
\begin{equation*}
\left\|\mathrm{d} R\left(u_{0}\right)(v)\right\| \leq\left\|B^{*}\right\|_{\mathcal{L}(\mathcal{H})}\|v\|+\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\left(1+\left\|u_{0}\right\|\right)\|v\|, \tag{2.33}
\end{equation*}
$$

$$
\begin{align*}
\left\|\mathrm{d} R\left(u_{0}\right)(v)-\mathrm{d} R\left(u_{1}\right)(v)\right\| & \leq\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\left\|u_{0}-u_{1}\right\|\|v\|  \tag{2.34}\\
\left\|\mathrm{d}^{2} R\left(u_{0}\right)(v, w)\right\| & \leq\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\|v\|\|w\| \tag{2.35}
\end{align*}
$$

and $u \mapsto \mathrm{~d}^{2} R(u)(v, w)$ is continuous. Moreover, $F$ and $R$ are two-times onesided differentiable in $u$ in the direction $(v, w)$ for all $u, v, w \in \mathcal{H}^{+}$, and for all $u, v, w \in \mathcal{H}^{+}$we have:

$$
\begin{align*}
\mathrm{d}_{+} R(u)(v) & =\mathrm{d} R(u) v  \tag{2.36}\\
\mathrm{~d}_{+}^{2} R(u)(v, w) & =\mathrm{d}^{2} R(u)(v, w)  \tag{2.37}\\
\mathrm{d}_{+} F(u)(v) & =\mathrm{d} F(u) v  \tag{2.38}\\
\mathrm{~d}_{+}^{2} F(u)(v, w) & =\mathrm{d} F(u)(v, w) \tag{2.39}
\end{align*}
$$

Proof. The quasi-monotonicity of $\mathrm{d} R$ follows directly from the admissibility assumption. For all $u, \xi \in \mathcal{H}^{+}$and all $v \in \mathcal{H}$ we have

$$
\left|\langle\xi, v\rangle \mathrm{e}^{-\langle\xi, u\rangle}-\langle\chi(\xi), v\rangle\right| \leq\|\xi\|\|v\|\left(\mathbf{1}_{\{\|\xi\|>1\}}+\|\xi\|\|u\| \mathbf{1}_{\{\|\xi\| \leq 1\}}\right)
$$

which together with (2.29) yields (2.33).

Estimate (2.34) is obtained similarly, estimate (2.35) is immediate from the definition, and the continuity of $u \mapsto \mathrm{~d}^{2} R(u)(v, w)$ follows from the dominated convergence theorem (Theorem A.8).
We next confirm the asserted differentiability of the map $u \mapsto R(u)$. Let $u, v \in$ $\mathcal{H}^{+}$then

$$
\begin{align*}
\mathrm{d}_{+} R(u)(v) & =\lim _{\lambda \rightarrow 0+} \frac{R(u+\lambda v)-R(u)}{\lambda} \\
& =B^{*}(v)-\lim _{\lambda \rightarrow 0+} \int_{\mathcal{H}^{+} \backslash\{0\}} \frac{\mathrm{e}^{-\langle\xi, u+\lambda v\rangle}-\mathrm{e}^{-\langle\xi, u\rangle}}{\lambda}+\langle\chi(\xi), v\rangle \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}} \\
& =B^{*}(v)-\int_{\mathcal{H}^{+} \backslash\{0\}} \lim _{\lambda \rightarrow 0+} \frac{\mathrm{e}^{-\langle\xi, u+\lambda v\rangle}-\mathrm{e}^{-\langle\xi, u\rangle}}{\lambda}+\langle\chi(\xi), v\rangle \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}  \tag{2.40}\\
& =B^{*}(v)+\int_{\mathcal{H}^{+} \backslash\{0\}}\langle\xi, v\rangle \mathrm{e}^{-\langle\xi, u\rangle}-\langle\chi(\xi), v\rangle \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}} .
\end{align*}
$$

where the interchange of the integral and the limit in equation (2.40) is justified, since $\lambda \mapsto \mathrm{e}^{-\langle u+\lambda v, \xi\rangle}$ is a convex mapping, hence its differential quotient is non-decreasing in $\lambda$ and non-negative, and thus we can apply the monotone convergence theorem to obtain that the one-sided derivative of $R$ exists in $u$ in the direction $v$ and (2.36) holds. An analogous derivation for $F$ leads to equation (2.38).
The proof that the second one-sided directional derivative of both $F$ and $R$ exist and that (2.37)-(2.39) hold is again analogous. Note in particular that for the existence of the second derivatives we use that the measures $m(\mathrm{~d} \xi)$ and $\|\xi\|^{-2} \mu(\mathrm{~d} \xi)$ have finite second moments.

In Proposition 2.20 below we show that the solution $(\phi(\cdot, u), \psi(\cdot, u))$ of (2.8) is such that the mappings $u \mapsto \psi(t, u)$ and $u \mapsto \phi(t, u)$ are twice one-sided differentiable in the origin in all directions. The techniques to prove this might be well-known, however, as we are dealing with a non-standard concept of differentiability we still give the detailed proof. We first need the following lemma which is a consequence of the fundamental theorem of calculus:

Lemma 2.19. Let $X, Y$ be Banach spaces, let $F: D \subset X \rightarrow Y$, let $x, y \in D$ and assume that the one-sided derivative of $F$ in $z$ exists in the direction $y-x$ for all $z \in\{x+s(y-x): s \in[0,1]\}$ and that the mapping

$$
\begin{equation*}
[0,1] \ni s \mapsto \mathrm{~d}_{+} F(x+s(y-x))(y-x) \in Y \tag{2.41}
\end{equation*}
$$

is continuous. Then $F(y)-F(x)=\int_{0}^{1} \mathrm{~d}_{+} F(x+s(y-x))(y-x) \mathrm{d} s$.

Proof. The continuity of $[0,1] \ni s \mapsto \mathrm{~d}_{+} F(x+s(y-x))(y-x) \in Y$ and the fundamental theorem of calculus imply that the right derivative of the mapping

$$
[0,1] \ni t \mapsto\left(F(x+t(y-x))-F(x)-\int_{0}^{t} \mathrm{~d}_{+} F(x+s(y-x))(y-x) \mathrm{d} s\right) \in Y
$$

equals zero. As any function with right derivative equal to zero is constant, this leads to the desired assertion.

Proposition 2.20. Let $(b, B, m, \mu)$ be an admissible parameter set conform Definition 2.3, for every $u \in \mathcal{H}^{+}$let $(\phi(\cdot, u), \psi(\cdot, u))$ be the solution to (2.8a)-(2.8b), and let $\mathrm{d} R, \mathrm{~d} F, \mathrm{~d}^{2} R$, and $\mathrm{d}^{2} F$ be defined by (2.29)-(2.32). Then the maps $u \mapsto \psi(t, u)$ and $u \mapsto \phi(t, u)$ are twice one-sided differentiable in 0 in all directions $(v, w) \in \mathcal{H}^{+} \times \mathcal{H}^{+}$. Moreover, $\mathrm{d}_{+} \psi(t, 0)(v), \mathrm{d}_{+}^{2} \psi(t, 0)(v, w) \in \mathcal{H}^{+}$for all $v, w \in \mathcal{H}^{+}$and the mappings $t \mapsto \mathrm{~d}_{+} \phi(t, 0)(v)$ and $t \mapsto \mathrm{~d}_{+} \psi(t, 0)(v)$ solves the following pair of differential equations:

$$
\begin{array}{lll}
\frac{\partial}{\partial t} \mathrm{~d}_{+} \phi(t, 0)(v)=\mathrm{d} F(0)\left(\mathrm{d}_{+} \psi(t, 0)(v)\right), & t \geq 0 ; & \mathrm{d}_{+} \phi(0,0)(v)=0 \\
\frac{\partial}{\partial t} \mathrm{~d}_{+} \psi(t, 0)(v)=\mathrm{d} R(0)\left(\mathrm{d}_{+} \psi(t, 0)(v)\right), & t \geq 0 ; & \mathrm{d}_{+} \psi(0,0)(v)=v \tag{2.42b}
\end{array}
$$

Moreover, the mappings $t \mapsto \mathrm{~d}_{+}^{2} \psi(t, 0)(v, w)$ and $t \mapsto \mathrm{~d}_{+}^{2} \phi(t, 0)(v, w)$ solve the following pair of differential equations:

$$
\begin{align*}
\frac{\partial}{\partial t} \mathrm{~d}_{+}^{2} \phi(t, 0)(v, w)= & \mathrm{d}^{2} F(0)\left(\mathrm{d}_{+} \psi(t, 0)(v), \mathrm{d}_{+} \psi(t, 0)(w)\right) \\
& +\mathrm{d} F(0)\left(\mathrm{d}_{+}^{2} \psi(t, 0)(v, w)\right), \quad t \geq 0 ; \quad \mathrm{d}_{+}^{2} \phi(0,0)(v, w)=0 \tag{2.43a}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial}{\partial t} \mathrm{~d}_{+}^{2} \psi(t, 0)(v, w)= & \mathrm{d}^{2} R(0)\left(\mathrm{d}_{+} \psi(t, 0)(v), \mathrm{d}_{+} \psi(t, 0)(w)\right) \\
& +\mathrm{d} R(0)\left(\mathrm{d}_{+}^{2} \psi(t, 0)(v, w)\right), \quad t \geq 0 ; \quad \mathrm{d}_{+}^{2} \psi(0,0)(v, w)=0 \tag{2.43b}
\end{align*}
$$

Proof. Note that in order to prove that the second directional derivative in 0 of a mapping exists, we need that its first directional derivative exists in $u \in \mathcal{H}^{+}$for all $u \in \mathcal{H}^{+}$sufficiently small. Hence, we begin by proving that the first derivative of $u \mapsto \psi(t, u)$ exists in $u$ in the direction $v$ for all $u, v \in \mathcal{H}^{+}$and all $t \in[0, \infty)$. To this end we fix $u, v \in \mathcal{H}^{+}$.
Recall the definition of the operators $\mathrm{d} R(u) \in \mathcal{L}(\mathcal{H})$ and $\mathrm{d}^{2} R(u) \in \mathcal{L}^{(2)}(\mathcal{H} \times \mathcal{H}, \mathcal{H})$ from (2.29) and (2.31). Define the operator $C_{\theta}(t) \in \mathcal{L}(\mathcal{H}), \theta, t \in[0, \infty)$, by

$$
\begin{equation*}
C_{\theta}(t) w=\int_{0}^{1} \mathrm{~d} R(\psi(t, u)+s(\psi(t, u+\theta v)-\psi(t, u))) w \mathrm{~d} s \tag{2.44}
\end{equation*}
$$

Note that the integral in (2.44) is well-defined as the integrand is continuous in $s$ by (2.34) and bounded by (2.21) and (2.33). Lemma 2.19, equation (2.36), the fact that $(1-s) \psi(t, u)+s \psi(t, u+\theta v) \in \mathcal{H}^{+}$for all $s \in[0,1], t \in[0, \infty)$, and the fact that $\psi(t, u+\theta v) \geq_{\mathcal{H}^{+}} \psi(t, u)$ for all $t \in[0, \infty)$ by (2.20) imply that

$$
C_{\theta}(t)(\psi(t, u+\theta v)-\psi(t, u))=R(\psi(t, u+\theta v))-R(\psi(t, u)), \quad \theta, t \in[0, \infty)
$$

This and equation (2.8b) imply

$$
\frac{\partial}{\partial t}(\psi(t, u+\theta v)-\psi(t, u))=C_{\theta}(t)(\psi(t, u+\theta v)-\psi(t, u)), \quad \theta, t \in[0, \infty)
$$

It follows that

$$
\psi(t, u+\theta v)-\psi(t, u)=\theta \exp \left(\int_{0}^{t} C_{\theta}(s) \mathrm{d} s\right) v, \quad \theta, t \in[0, \infty)
$$

where we note that $\int_{0}^{t} C_{\theta}(s) \mathrm{d} s$ is well-defined in $\mathcal{L}(\mathcal{H})$ as the $\mathcal{L}(\mathcal{H})$-valued integrand is continuous in $s$ by (2.34) and bounded due to (2.33). This implies that for all $\theta \in(0, \infty)$ we have

$$
\begin{align*}
& \left\|\frac{\psi(t, u+\theta v)-\psi(t, u)}{\theta}-\exp \left(\int_{0}^{t} C_{0}(s) \mathrm{d} s\right) v\right\|  \tag{2.45}\\
& =\left\|\left(\exp \left(\int_{0}^{t} C_{\theta}(s) \mathrm{d} s\right)-\exp \left(\int_{0}^{t} C_{0}(s) \mathrm{d} s\right)\right) v\right\| .
\end{align*}
$$

 we obtain from (2.44), (2.45), (2.21), (2.22), and (2.34) that the one-sided derivative $\mathrm{d}_{+} \psi(t, u)(v)$ exists. Moreover, the fact that $C_{0}(t) v=\mathrm{d} R(\psi(t, u)) v$ implies that $t \mapsto \mathrm{~d}_{+} \psi(t, u)(v)$ is the solution to the following ODE

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathrm{~d}_{+} \psi(t, u)(v)=\mathrm{d} R(\psi(t, u))\left(\mathrm{d}_{+} \psi(t, u)(v)\right), \quad t \geq 0 ; \quad \mathrm{d}_{+} \psi(0, u)(v)=v \tag{2.46}
\end{equation*}
$$

This, together with the quasi-monotonicity of $\mathrm{d} R(\psi(t, u))$ (see Lemma 2.18) and Theorem A. 9 implies that $\mathrm{d}_{+} \psi(t, u)(v) \in \mathcal{H}^{+}$. Regarding the derivative of $\phi$, note that estimates analogous to (2.33) and (2.34) hold for $\mathrm{d} F$, which, in combination with the fact that $\mathrm{d}_{+} \psi(t, u)(v) \in \mathcal{H}^{+},(2.8),(2.38)$, and Lemma 2.19 implies that for all $\theta \in(0, \infty)$ and all $t \in[0, \infty)$ we have

$$
\begin{aligned}
& \frac{\phi(t, u+\theta v)-\phi(t, u)}{\theta} \\
& =\int_{0}^{t} \int_{0}^{1} \mathrm{~d} F(\psi(s, u)+r(\psi(s, u+\theta v)-\psi(s, u))) \mathrm{d} r \frac{\psi(s, u+\theta v)-\psi(s, u)}{\theta} \mathrm{d} s
\end{aligned}
$$

This in combination with (2.22) and (2.20) implies that the dominated convergence theorem can be applied to obtain that $\mathrm{d}_{+} \phi(t, u)$ exists for all $t$ and satisfies

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathrm{~d}_{+} \phi(t, u)(v)=\mathrm{d} F(\psi(t, u))\left(\mathrm{d}_{+} \psi(t, u)(v)\right), \quad t \geq 0 ; \quad \mathrm{d}_{+} \phi(0, u)(v)=0 \tag{2.47}
\end{equation*}
$$

This proves in particular that $u \mapsto(\phi(t, u), \psi(t, u))$ is differentiable in 0 in the direction $v \in \mathcal{H}^{+}$for all $v \in \mathcal{H}^{+}$and that the corresponding derivatives solve the ODEs (2.42a) and (2.42b).
We now turn to the second derivative in 0 . To this end, fix $v, w \in \mathcal{H}^{+}$and observe that Lemma 2.19, the boundedness and continuity of $\mathrm{d}^{2} R$, see Lemma 2.18, together with (2.37) and the fact that $\psi(t, \theta v), \mathrm{d}_{+} \psi(t, \theta v) \in \mathcal{H}^{+}$for all $\theta \in[0, \infty)$ imply that

$$
\begin{aligned}
\frac{\partial}{\partial t}\left(\left(\mathrm{~d}_{+} \psi(t, \theta v)-\mathrm{d}_{+} \psi(t, 0)\right)(w)\right)= & \int_{0}^{1} \mathrm{~d}^{2} R(s \psi(t, \theta v))\left(\mathrm{d}_{+} \psi(t, \theta v)(w), \psi(t, \theta v)\right) \mathrm{d} s \\
& +\mathrm{d} R(0)\left(\mathrm{d}_{+} \psi(t, \theta v)(w)-\mathrm{d}_{+} \psi(t, 0)(w)\right)
\end{aligned}
$$

for all $\theta \in[0, \infty), t \in[0, \infty)$. As $\mathrm{d}_{+} \psi(0, \theta v)(w)-\mathrm{d}_{+} \psi(0,0)(w)=0$ this implies

$$
\begin{align*}
& \frac{\mathrm{d}_{+} \psi(t, \theta v)(w)-\mathrm{d}_{+} \psi(t, 0)(w)}{\theta} \\
& =\int_{0}^{t} \mathrm{e}^{(t-r) \mathrm{d} R(0)} \int_{0}^{1} \mathrm{~d}^{2} R(s \psi(r, \theta v))\left(\mathrm{d}_{+} \psi(r, \theta v)(w), \frac{\psi(r, \theta v)}{\theta}\right) \mathrm{d} s \mathrm{~d} r \tag{2.48}
\end{align*}
$$

for all $\theta \in(0, \infty), t \in[0, \infty)$. Note that (2.22), (2.34), and (2.46) imply that $\lim _{\theta \rightarrow 0+} \mathrm{d}_{+} \psi(t, \theta v)(w)=\mathrm{d}_{+} \psi(t, 0)(w)$. Moreover, we have already established that $\lim _{\theta \rightarrow 0+} \frac{\psi(t, \theta v)}{\theta}=\mathrm{d}_{+} \psi(t, 0)(v)$. Combining these observations with equations (2.21), (2.35), and (2.48) implies that $\mathrm{d}_{+}^{2} \psi(t, 0)(v, w)$ exists and satisfies equation (2.43a). We leave it to the reader to now verify that also $\mathrm{d}_{+}^{2} \phi(t, u)(v, w)$ exists and that $\mathrm{d}_{+}^{2} \phi(t, u)(v, w)$ satisfies (2.43b).
For $u=0$ we derive explicit formulas for the solutions to the pairs of differential equations in (2.42b) and (2.43b) of Proposition 2.20, as those will be needed for proving Lemma 2.35 in the approximating case and for Proposition 2.38 below. First, note that

$$
\mathrm{d}_{+} R(0)(v)=B^{*}(v)+\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\langle\xi, v\rangle \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}} .
$$

Recall the definition of $\mathrm{d} R(0)$ from (2.29). The solution of equation (2.42b) is then given by

$$
\begin{equation*}
\mathrm{d}_{+} \psi(t, 0)(v)=\mathrm{e}^{t \mathrm{~d} R(0)} v \tag{2.49}
\end{equation*}
$$

By inserting formula (2.49) into equation (2.43b) (note that $e^{t \mathrm{~d} R(0)} v \in \mathcal{H}^{+}$) and solving this inhomogeneous linear equation we obtain

$$
\begin{equation*}
\mathrm{d}_{+}^{2} \psi(t, 0)(v, w)=\int_{0}^{t} \mathrm{e}^{(t-s) \mathrm{d} R(0)} \mathrm{d}^{2} R(0)\left(\mathrm{e}^{s \mathrm{~d} R(0)} v, \mathrm{e}^{s \mathrm{~d} R(0)} w\right) \mathrm{d} s \tag{2.50}
\end{equation*}
$$

Remark 2.21. Note that one can also prove that $u \mapsto \psi(t, u)$ and $u \mapsto \phi(t, u)$ are twice one-sided differentiable in $u$ for every $u \in \mathcal{H}^{+}$, in every direction $(v, w) \in \mathcal{H}^{+} \times \mathcal{H}^{+}$. We do not need this, but what we needed in the proof of Proposition 2.20 was the existence of the first derivative in $u \in \mathcal{H}^{+}$for sufficiently small $u$ in order to obtain the second derivative.

### 2.4 Proof: Existence of affine pure-jump processes

In this section we use the well-posedness and regularity results of the generalized Riccati equations (2.8) from Section 2.3 to show the existence of an affine process in $\mathcal{H}^{+}$associated to a given admissible parameter set $(b, B, m, \mu)$ conform Definition 2.3. Due to the lack of local compactness of the underlying state space, standard Feller theory cannot be employed in our context and we use the theory of generalized Feller processes as introduced in [51]. The existence proof is based on the approximation procedure roughly sketched at the end of Section 2.2. In this section we rigorously build up this approximation procedure in the generalized Feller setting. Essentially, we approximate the transition semigroup $\left(P_{t}\right)_{t \geq 0}$, that can be associated to an affine process on $\mathcal{H}^{+}$with infinite-activity jump behavior, by simpler transition semigroups corresponding to affine finite-activity jump processes. The considered semigroups are strongly continuous semigroups on a certain Banach space of real functions being weakly-continuous on compact sets and having at most quadratic growth in the tails. In Section 2.4.2 we apply approximation results from the theory of strongly continuous semigroups adapted to the generalized Feller setting by [45].
Note that a completely different approach to proving the existence of affine purejump processes on $\mathcal{H}^{+}$is taken in Chapter 6, which is based on finite-dimensional approximations of this class of affine processes. Both approaches together give valuable insights on the structure and capability of affine processes on positive Hilbert-Schmidt operators.

### 2.4.1 Preliminaries: generalized Feller semigroups

We recall the concept of generalized Feller semigroups introduced in [51] and further developed in [45].
Throughout this section let $(Y, \tau)$ be a complete regular Hausdorff space.
Definition 2.22. A function $\rho: Y \rightarrow(0, \infty)$ such that for every $R>0$ the set $K_{R}:=\{x \in Y: \rho(x) \leq R\}$ is compact is called an admissible weight function. The pair $(Y, \rho)$ is called weighted space.
Let $\rho: Y \rightarrow(0, \infty)$ be an admissible weight function. For $f: Y \rightarrow \mathbb{R}$ we define $\|f\|_{\rho} \in[0, \infty]$ by

$$
\begin{equation*}
\|f\|_{\rho}:=\sup _{x \in Y} \frac{|f(x)|}{\rho(x)} \tag{2.51}
\end{equation*}
$$

$\|f\|_{\rho}:=\sup _{x \in Y} \frac{|f(x)|}{\rho(x)}$ Note that $\|\cdot\|_{\rho}$ is norm on the vector space $B_{\rho}(Y):=$ $\left\{f: Y \rightarrow \mathbb{R}:\|f\|_{\rho}<\infty\right\}$ which renders $\left(B_{\rho}(Y),\|\cdot\|_{\rho}\right)$ a Banach space.
Recall that $C_{b}(Y)$ denotes the space of bounded $\mathbb{R}$-valued $\tau$-continuous functions on $Y$. As any admissible weight function satisfies $\inf _{x \in Y} \rho(x)>0$, we have that $C_{b}(Y) \subseteq B_{\rho}(Y)$.
Definition 2.23. We define $\mathcal{B}_{\rho}(Y)$ to be the closure of $C_{b}(Y)$ in $B_{\rho}(Y)$.
The following useful characterization of $\mathcal{B}_{\rho}(Y)$ is proven in [51, Theorem 2.7]:
Theorem 2.24. Let $(Y, \rho)$ be a weighted space. Then $f \in \mathcal{B}_{\rho}(Y)$ if and only if $\left.f\right|_{K_{R}} \in C\left(K_{R}\right)$ for all $R>0$ and

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \sup _{x \in Y \backslash K_{R}} \frac{|f(x)|}{\rho(x)}=0 . \tag{2.52}
\end{equation*}
$$

We can now present the definition of a generalized Feller semigroup, as introduced in [51, Section 3].
Definition 2.25. A family of bounded linear operators $\left(P_{t}\right)_{t \geq 0}$ in $\mathcal{L}\left(\mathcal{B}_{\rho}(Y)\right)$ is called a generalized Feller semigroup (on $\mathcal{B}_{\rho}(Y)$ ), if
i) $P_{0}=I$, the identity on $\mathcal{B}_{\rho}(Y)$,
ii) $P_{t+s}=P_{t} P_{s}$ for all $t, s \geq 0$,
iii) $\lim _{t \rightarrow 0+} P_{t} f(x)=f(x)$ for all $f \in \mathcal{B}_{\rho}(Y)$ and $x \in Y$,
iv) there exist constants $C \in \mathbb{R}$ and $\varepsilon>0$ such that $\left\|P_{t}\right\|_{\mathcal{L}\left(\mathcal{B}_{\rho}(Y)\right)} \leq C$ for all $t \in[0, \varepsilon]$,
v) $\left(P_{t}\right)_{t \geq 0}$ is a positive semigroup, i.e., $P_{t} f \geq 0$ for all $t \geq 0$ and for all $f \in \overline{\mathcal{B}}_{\rho}(Y)$ satisfying $f \geq 0$.

By [51, Theorem 3.2] any generalized Feller semigroup is strongly continuous. Moreover, generalized Feller semigroups allow for a Kolmogorov theorem, see [45, Theorem 2.11] for a proof:

Theorem 2.26. Let $\left(P_{t}\right)_{t \geq 0}$ be a generalized Feller semigroup on $\mathcal{B}_{\rho}(Y)$ satisfying $P_{t} \mathbf{1}=\mathbf{1}$ for all $t \geq 0$. Then there exists a filtered measurable space $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}\right)$ with a right-continuous filtration and a family of functions $X_{t}: \Omega \rightarrow$ $Y, t \geq 0$, such that $X_{t}$ is $\mathcal{F}_{t}$ measurable for all $t \geq 0$ and for any initial value $x \in Y$ there exists a probability measure $\mathbb{P}_{x}$ such that

$$
\begin{equation*}
\mathbb{E}_{\mathbb{P}_{x}}\left[f\left(X_{t}\right)\right]=P_{t} f(x) \tag{2.53}
\end{equation*}
$$

for every $t \geq 0$ and every $f \in \mathcal{B}_{\rho}(Y)$. Moreover, for all $x \in Y$ the process $\left(X_{t}\right)_{t \geq 0}$ is a time-homogeneous $\mathbb{P}_{x}$-Markov process, i.e., for all $x \in Y, 0 \leq s<t$, $f \in \mathcal{B}_{\rho}(Y)$ we have

$$
\begin{equation*}
\mathbb{E}_{\mathbb{P}_{x}}\left[f\left(X_{t}\right) \mid \mathcal{F}_{s}\right]=P_{t-s} f\left(X_{s}\right) \tag{2.54}
\end{equation*}
$$

almost surely with respect to $\mathbb{P}_{x}$.
Let $\left(P_{t}\right)_{t \geq 0}$ be a generalized Feller semigroup satisfying $P_{t} \mathbf{1}=\mathbf{1}$ for all $t \geq 0$. The process $\left(X_{t}\right)_{t \geq 0}$, the existence of which is guaranteed by Theorem 2.26, is called a generalized Feller process with initial value $x$ with respect to the measure $\mathbb{P}_{x}$. From now on we write $\mathbb{E}_{x}$ for expectations with respect to the probability measure $\mathbb{P}_{x}$.

Remark 2.27. Let $\left(P_{t}\right)_{t \geq 0}$ be a generalized Feller semigroup and let $x \in Y$, then by a Riesz representation-type result (see [45, Theorem 2.4 and Remark 2.8]) $P_{t} \rho(x) \in \mathbb{R}$ can be defined by the integral of $\rho$ with respect to the measure representing the linear functional $f \mapsto P_{t} f(x), f \in \mathcal{B}_{\rho}(Y)$. Moreover, as there exist $M>1, \omega \in \mathbb{R}$ such that $\left|P_{t} f(x)\right| \leq M \exp (\omega t) \rho(x)\|f\|_{\rho}$ for all $f \in \mathcal{B}_{\rho}(Y)$, we obtain

$$
\begin{equation*}
P_{t} \rho \leq M \exp (\omega t) \rho \tag{2.55}
\end{equation*}
$$

for $t \geq 0$. If moreover $\left(P_{t}\right)_{t \geq 0}$ is associated to a Markov process $\left(X_{t}\right)_{t \geq 0}$ such that equation (2.53) holds, we obtain:

$$
\mathbb{E}_{x}\left[\rho\left(X_{t}\right)\right]=P_{t} \rho(x) \leq M \exp (\omega t) \rho
$$

This can be seen by equation (2.55) and a monotone convergence argument by choosing for every $n \in \mathbb{N}$ the approximations $\rho_{n}=\sum_{i=1}^{n}\left\langle\cdot, e_{i}\right\rangle^{2} \wedge n \in \mathcal{B}_{\rho}(Y)$, where $\left(e_{i}\right)_{i \in \mathbb{N}}$ is an ONB of $\mathcal{H}$, then $\rho_{n} \rightarrow \rho$ in pointwise as $n \rightarrow \infty$ and $\rho_{n} \leq \rho_{n+1}$ for all $n \in \mathbb{N}$.

### 2.4.2 Approximation of the semigroups of affine processes

We equip the Hilbert space $\mathcal{H}$ with its weak topology $\sigma\left(\mathcal{H}, \mathcal{H}^{\prime}\right)$ (which, by the Riesz representation theorem, is the weak-*-topology). Note that as $\mathcal{H}^{+}$is selfdual and it is closed in $\left(\mathcal{H}, \sigma\left(\mathcal{H}, \mathcal{H}^{\prime}\right)\right)$. For brevity of notation we let $\mathcal{H}_{\mathrm{w}}^{+}$denote the complete regular Hausdorff space $\left(\mathcal{H}^{+}, \sigma\left(\mathcal{H}, \mathcal{H}^{\prime}\right)_{\mathcal{H}^{+}}\right)$, where $\sigma\left(\mathcal{H}, \mathcal{H}^{\prime}\right)_{\mathcal{H}}{ }^{+}$denotes the relative topology $\sigma\left(\mathcal{H}, \mathcal{H}^{\prime}\right)$ on $\mathcal{H}^{+}$. Note that the Borel $\sigma$-algebra $\mathcal{B}\left(\mathcal{H}^{+}\right)$ coincides with the Borel $\sigma$-algebra $\mathcal{B}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$. In addition, we define $\rho: \mathcal{H}^{+} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\rho(x):=1+\|x\|^{2}, \quad x \in \mathcal{H}^{+}, \tag{2.56}
\end{equation*}
$$

and observe that $\rho$ is an admissible weight function on $\mathcal{H}_{\mathrm{w}}^{+}$by the Banach-Alaoglu theorem, i.e., $\left(\mathcal{H}_{\mathrm{w}}^{+}, \rho\right)$ is a weighted space. Note that for every $R>0$, the preimage $\left\{x \in \mathcal{H}^{+}: \rho(x) \leq R\right\}$ is compact in $\mathcal{H}^{+}$equipped with the norm topology, if and only if $\mathcal{H}$ is finite-dimensional. Since we assumed throughout the chapter that $\mathcal{H}$ is infinite-dimensional, we see that $\rho$ is not an admissible weight function in the stronger norm topology.
The linear span of the set of Fourier basis elements $\left\{\mathrm{e}^{-\langle\cdot, u\rangle}: u \in \mathcal{H}^{+}\right\}$is denoted by

$$
\begin{equation*}
\mathcal{D}:=\operatorname{lin}\left(\left\{\mathrm{e}^{-\langle\cdot, u\rangle}: u \in \mathcal{H}^{+}\right\}\right) . \tag{2.57}
\end{equation*}
$$

The relevance of this set lies in the following lemma.
Lemma 2.28. The set $\mathcal{D}$ is dense in $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$.
Proof. It suffices to prove that for every $\varepsilon>0$ and every $f \in C_{b}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$there exists an $f_{\varepsilon} \in \mathcal{D}$ such that $\left\|f-f_{\varepsilon}\right\|_{\rho}<\varepsilon$. To this end, observe that for every $\varepsilon>0$ and every $f \in C_{b}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$there exists an $R>0$ such that $\sup _{x \in \mathcal{H}^{+},\|x\|>R} \frac{f(x)}{\rho(x)}<\frac{\varepsilon}{2}$, and apply Stone-Weierstrass to $C\left(\mathcal{H}_{\mathrm{w}}^{+} \cap\left\{x \in \mathcal{H}^{+}:\|x\| \leq R\right\}\right)$.
Corollary 2.29. The space $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$is separable.
Proof. Let $U$ be a countable dense set in $\left(\mathcal{H}^{+},\|\cdot\|\right)$ (recall from Section 2.1.3 that $\mathcal{H}^{+}$is separable). Then by Lemma 2.28 we see that the set given by $\left\{\sum_{j=1}^{n} q_{j} \mathrm{e}^{-\left\langle\cdot, u_{j}\right\rangle}: n \in \mathbb{N}, q_{j} \in \mathbb{Q}, u_{j} \in U\right\}$ is dense in $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$.

Throughout the remainder of this section let $(b, B, m, \mu)$ be an admissible parameter set, see Definition 2.3. For every $k \in \mathbb{N}$, recall $m^{(k)}$ and $\mu^{(k)}$ from (2.12) and define $\tilde{B}^{(k)} \in \mathcal{L}(\mathcal{H})$ and $\tilde{b}^{(k)} \in \mathcal{H}^{+}$by

$$
\begin{aligned}
\tilde{B}^{(k)}(x) & :=B(x)-\int_{\mathcal{H}^{+} \cap\{0<\|\xi\| \leq 1\}} \xi \frac{\left\langle\mu^{(k)}(\mathrm{d} \xi), x\right\rangle}{\|\xi\|^{2}}, \quad x \in \mathcal{H}^{+}, \\
\tilde{b}^{(k)} & :=b-\int_{\mathcal{H}^{+} \cap\{0<\|\xi\| \leq 1\}} \xi m^{(k)}(\mathrm{d} \xi) .
\end{aligned}
$$

Note that the fact that $B \in \mathcal{L}(\mathcal{H})$ and that $\mu$ is an $\mathcal{H}^{+}$-valued measure, as well as (A.7) and (2.12) ensure that $\tilde{B}^{(k)} \in \mathcal{L}(\mathcal{H})$ is well-defined. Moreover, Definition 2.3 i) and Definition 2.3 ii) ensure that $\tilde{b}^{(k)} \in \mathcal{H}^{+}$is well-defined. For $x \in \mathcal{H}^{+}$ and $k \in \mathbb{N}$ we consider the following deterministic equation in differential form:

$$
\begin{cases}\mathrm{d} \mathbf{x}_{t}^{(x, k)} & =\left(\tilde{b}^{(k)}+\tilde{B}^{(k)}\left(\mathbf{x}_{t}^{(x, k)}\right)\right) \mathrm{d} t, \quad t \geq 0  \tag{2.58}\\ \mathbf{x}_{0}^{(x, k)} & =x\end{cases}
$$

Standard infinite-dimensional ODE theory ensures that for all $x \in \mathcal{H}^{+}$and $k \in \mathbb{N}$ the unique classical solution to (2.58) is given by

$$
\begin{equation*}
\mathbf{x}_{t}^{(x, k)}:=\mathrm{e}^{t \tilde{B}^{(k)}} x+\int_{0}^{t} \mathrm{e}^{(t-s) \tilde{B}^{(k)}} \tilde{b}^{(k)} \mathrm{d} s, \quad t \geq 0 \tag{2.59}
\end{equation*}
$$

The following lemma provides some properties of $\mathbf{x}^{(x, k)}, x \in \mathcal{H}^{+}, k \in \mathbb{N}$.
Lemma 2.30. Let $(b, B, m, \mu)$ be an admissible parameter set as in Definition 2.3. For $x \in \mathcal{H}^{+}$and $k \in \mathbb{N}$ let $\mathbf{x}^{(x, k)}$ be given by (2.59). Then

$$
\begin{equation*}
0 \leq_{\mathcal{H}^{+}} \mathbf{x}_{t}^{(x, k+1)} \leq_{\mathcal{H}^{+}} \mathbf{x}_{t}^{(x, k)} \tag{2.60}
\end{equation*}
$$

for all $k \in \mathbb{N}, x \in \mathcal{H}^{+}$, and $t \geq 0$.
Proof. It follows immediately from Definition 2.3 iv) that $\mathcal{H} \ni x \mapsto \tilde{b}^{(k)}+$ $\tilde{B}^{(k)}(x) \in \mathcal{H}$ is quasi-monotone with respect to $\mathcal{H}^{+}$. As $\tilde{b}^{(k)} \in \mathcal{H}^{+}$, Theorem A. 9 with $K=\mathcal{H}^{+}, F(\cdot)=\tilde{b}^{(k)}+\tilde{B}^{(k)}(\cdot), f \equiv 0$, and $g(\cdot)=\mathbf{x}^{(x, k)}$ ensures that $\mathbf{x}_{t}^{(x, k)} \in \mathcal{H}^{+}$for all $t \geq 0, x \in \mathcal{H}^{+}, k \in \mathbb{N}$.
Moreover, for all $k \in \mathbb{N}$ and $x \in \mathcal{H}^{+}$we have

$$
\tilde{b}^{(k)}+\tilde{B}^{(k)}(x)-\left(\tilde{b}^{(k+1)}+\tilde{B}^{(k+1)}(x)\right) \geq_{\mathcal{H}^{+}} 0 .
$$

This implies that for every $x \in \mathcal{H}^{+}, k \in \mathbb{N}$, and $t \geq 0$ we have

$$
\begin{aligned}
\frac{\partial \mathbf{x}_{t}^{(x, k+1)}}{\partial t}-\left(\tilde{b}^{(k+1)}+\tilde{B}^{(k+1)}\left(\mathbf{x}_{t}^{(x, k+1)}\right)\right) & =\frac{\partial \mathbf{x}_{t}^{(x, k)}}{\partial t}-\left(\tilde{b}^{(k)}+\tilde{B}^{(k)}\left(\mathbf{x}_{t}^{(x, k)}\right)\right) \\
& \leq_{\mathcal{H}^{+}} \frac{\partial \mathbf{x}_{t}^{(x, k)}}{\partial t}-\left(\tilde{b}^{(k+1)}+\tilde{B}^{(k+1)}\left(\mathbf{x}_{t}^{(x, k)}\right)\right)
\end{aligned}
$$

Again applying Theorem A. 9 with $K=\mathcal{H}^{+}, F(\cdot)=\tilde{b}^{(k)}+\tilde{B}^{(k)}(\cdot), f(t)=\mathbf{x}_{t}^{(x, k+1)}$ and $g(t)=\mathbf{x}_{t}^{(x, k)}, t \geq 0$, implies that $\mathbf{x}_{t}^{(x, k+1)} \leq_{\mathcal{H}^{+}} \mathbf{x}_{t}^{(x, k)}$ for all $t \geq 0$.

For $k \in \mathbb{N}, t \geq 0$ and $f \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$define $P_{t}^{(\operatorname{det}, k)} f: \mathcal{H}^{+} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\left(P_{t}^{(\operatorname{det}, k)} f\right)(x):=f\left(\mathbf{x}_{t}^{(x, k)}\right), \quad x \in \mathcal{H}^{+} . \tag{2.61}
\end{equation*}
$$

Lemma 2.31. Let $(b, B, m, \mu)$ be an admissible parameter set conform Definition 2.3. Let $k \in \mathbb{N}, t \geq 0, f \in C_{b}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$and let $P_{t}^{(\mathrm{det}, k)} f: \mathcal{H}^{+} \rightarrow \mathbb{R}$ be defined by (2.61). In addition, let

$$
\begin{align*}
M & :=\max \left\{1+2\left\|\tilde{B}^{(1)}\right\|_{\mathcal{L}(\mathcal{H})}^{-2}\left\|\tilde{b}^{(1)}\right\|^{2}, 2\right\}  \tag{2.62}\\
\omega & :=2\left\|\tilde{B}^{(1)}\right\|_{\mathcal{L}(\mathcal{H})} \tag{2.63}
\end{align*}
$$

Then, $P_{t}^{(\operatorname{det}, k)} f \in C_{b}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$,

$$
\begin{equation*}
\left\|P_{t}^{(\mathrm{det}, k)} f\right\|_{\rho} \leq M \mathrm{e}^{\omega t}\|f\|_{\rho} \tag{2.64}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|P_{t}^{(\operatorname{det}, k)} f\right\|_{\sqrt{\rho}} \leq \sqrt{M} \mathrm{e}^{\omega t / 2}\|f\|_{\sqrt{\rho}} \tag{2.65}
\end{equation*}
$$

Proof. For every $t \geq 0$ the operator $\mathrm{e}^{t \tilde{B}^{(k)}}$ is strong-to-strong continuous, hence it is also weak-to-weak continuous, and thus $P_{t}^{(\operatorname{det}, k)} f \in C_{b}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$. Next, note that Lemma 2.30 implies that

$$
\begin{aligned}
\frac{1+\left\|\mathbf{x}_{t}^{(x, k)}\right\|^{2}}{1+\|x\|^{2}} & \leq \frac{1+\left\|\mathbf{x}_{t}^{(x, 1)}\right\|^{2}}{1+\|x\|^{2}} \\
& \leq \frac{1+2 \mathrm{e}^{2 t\left\|\tilde{\mathcal{S}}^{(1)}\right\| \mathcal{L}(\mathcal{H})\left(\left\|\tilde{S}^{(1)}\right\|_{\mathcal{L}(\mathcal{H})}^{-2}\left\|\tilde{b}^{(1)}\right\|^{2}+\|x\|^{2}\right)}}{1+\|x\|^{2}} \\
& \leq M \mathrm{e}^{\omega t}
\end{aligned}
$$

for all $x \in \mathcal{H}^{+}$. Using the above estimate and (2.61) we obtain

$$
\begin{aligned}
\left\|P_{t}^{(\mathrm{det}, k)} f\right\|_{\rho} & =\sup _{x \in \mathcal{H}^{+}} \frac{\left(P_{t}^{(\operatorname{det}, k)} f\right)(x)}{1+\|x\|^{2}}=\sup _{x \in \mathcal{H}^{+}} \frac{f\left(\mathbf{x}_{t}^{(x, k)}\right)}{1+\|x\|^{2}} \leq\|f\|_{\rho} \sup _{x \in \mathcal{H}^{+}} \frac{1+\left\|\mathbf{x}_{t}^{(x, k)}\right\|^{2}}{1+\|x\|^{2}} \\
& \leq M \mathrm{e}^{\omega t}\|f\|_{\rho}
\end{aligned}
$$

Similarly,

$$
\left\|P_{t}^{(\operatorname{det}, k)} f\right\|_{\sqrt{\rho}}=\sup _{x \in \mathcal{H}^{+}} \frac{f\left(\mathbf{x}_{t}^{(x, k)}\right)}{\sqrt{1+\|x\|^{2}}} \leq\|f\|_{\sqrt{\rho}} \sup _{x \in \mathcal{H}^{+}} \frac{\sqrt{1+\left\|\mathbf{x}_{t}^{(x, k)}\right\|^{2}}}{\sqrt{1+\|x\|^{2}}} \leq \sqrt{M} \mathrm{e}^{\omega t / 2}\|f\|_{\sqrt{\rho}} .
$$

Recall that if $(A, \operatorname{dom}(A))$ is the generator of a strongly continuous semigroup $S=\left(S_{t}\right)_{t \geq 0}$ on a Banach space $X$, then a subspace $D \subseteq \operatorname{dom}(A)$ is a core for $A$ if $D$ is dense in $\operatorname{dom}(A)$ for the graph norm $\|\cdot\|_{\operatorname{dom}(A)}=\|\cdot\|_{X}+\|A\|_{X}$ (see [55, Chapter II, Def. 1.6]). By [55, Chapter II, Prop. 1.7] any subspace $D \subseteq \operatorname{dom}(A)$ that is dense in $X$ and invariant under $S$ is a core.

Lemma 2.32. Let $(b, B, m, \mu)$ be an admissible parameter set conform Definition 2.3. For all $k \in \mathbb{N}, t \geq 0, f \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$let $P_{t}^{(\mathrm{det}, k)} f: \mathcal{H}^{+} \rightarrow \mathbb{R}$ be defined by (2.61). Then $\left(P_{t}^{(d e t, k)}\right)_{t \geq 0}$ is a generalized Feller semigroup on both $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$ and $\mathcal{B}_{\sqrt{\rho}}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$for all $k \in \mathbb{N}$. Moreover, $\mathcal{D}$ is a core for the generator $\mathcal{G}_{\operatorname{det}}^{(k)}$ of $\left(P_{t}^{(\operatorname{det}, k)}\right)_{t \geq 0}$ on $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$and for all $f \in \mathcal{D}$ we have

$$
\begin{equation*}
\left(\mathcal{G}_{\mathrm{det}}^{(k)} f\right)(x)=\left\langle\tilde{b}^{(k)}+\tilde{B}^{(k)}(x), f^{\prime}(x)\right\rangle, \quad x \in \mathcal{H}^{+} . \tag{2.66}
\end{equation*}
$$

Proof. Let $k \in \mathbb{N}$. It follows from Lemma 2.31 that $\left(P_{t}^{(\operatorname{det}, k)}\right)_{t \geq 0}$ is a family of bounded linear operators on both $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$and $\mathcal{B}_{\sqrt{\rho}}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$. Moreover, properties i), ii), and v) in Definition 2.25 are trivially satisfied. Property iv) follows from Lemma 2.31. Finally, property iii) follows from Theorem 2.24 and the fact that $\lim _{t \rightarrow 0^{+}}\left\|\mathbf{x}_{t}^{(x, k)}-x\right\|=0$.
It is easily verified that $\mathcal{D}$ is a subspace of $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$that is invariant under the semigroup $\left(P_{t}^{(\operatorname{det}, k)}\right)_{t \geq 0}$. We know from Lemma 2.28 that $\mathcal{D}$ is dense in $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$, thus by [55, Chapter II, Prop. 1.7] it remains to prove that $\mathcal{D} \subseteq \operatorname{dom}\left(\mathcal{G}_{\text {det }}^{(k)}\right)$ and that (2.66) holds. To this end, let $u \in \mathcal{H}^{+}$and consider $f(\cdot)=\mathrm{e}^{-\langle u, \cdot\rangle} \in \mathcal{D}$. For $f$ of this latter form, we define $f^{\prime}(x):=-\mathrm{e}^{-\langle u, x\rangle} u$, for $u, x \in \mathcal{H}^{+}$and $f^{\prime \prime}(x)$ to be the bounded linear map on $\mathcal{H}^{+}$defined for $u, x \in \mathcal{H}^{+}$by $f^{\prime \prime}(x)(v):=$ $\mathrm{e}^{-\langle u, x\rangle} u\langle u, v\rangle, v \in \mathcal{H}^{+}$. Now, observe that for $\tilde{B}(x):=\tilde{B}^{(k)}(x)+\tilde{b}^{(k)}$, we have

$$
\begin{align*}
& \frac{\left(P_{t}^{(\mathrm{det}, k)} f\right)(x)-f(x)}{t}-\left\langle f^{\prime}(x), \tilde{B}(x)\right\rangle \\
& =\int_{0}^{1}\left\langle f^{\prime}\left(s\left(\mathbf{x}_{t}^{(x, k)}-x\right)+x\right), \frac{\mathbf{x}_{t}^{(x, k)}-x}{t}-\tilde{B}(x)\right\rangle \mathrm{d} s  \tag{2.67}\\
& \quad+\int_{0}^{1} \int_{0}^{1}\left\langle f^{\prime \prime}\left(u s\left(\mathbf{x}_{t}^{(x, k)}-x\right)+x\right)\left(s\left(\mathbf{x}_{t}^{(x, k)}-x\right)\right), \tilde{B}(x)\right\rangle \mathrm{d} u \mathrm{~d} s
\end{align*}
$$

where we used Lemma 2.19 twice. Note that this lemma is applicable as the one-sided derivatives of $f$, considered as a function on $\mathcal{H}^{+}$, exist.

Observe that

$$
\begin{align*}
& \lim _{t \rightarrow 0+} \sup _{x \in \mathcal{H}^{+}} \frac{\left|\frac{1}{t}\left(\mathbf{x}_{t}^{(x, k)}-x\right)-\left(\tilde{B}^{(k)} x+\tilde{b}^{(k)}\right)\right|}{\sqrt{\rho(x)}} \\
& \leq \lim _{t \rightarrow 0+} \sup _{x \in \mathcal{H}^{+}} \frac{\left\|\tilde{B}^{(k)}\right\| \mathcal{L}(\mathcal{H})\left\|e^{t \tilde{B}^{(k)}}-1\right\|_{\mathcal{L}(\mathcal{H})}\|x\|+\frac{1}{t}\left\|\tilde{\delta}^{(k)}\right\| \int_{0}^{t}\left\|e^{(t-s) \tilde{B}^{(k)}}-1\right\|_{\mathcal{L}(\mathcal{H})}^{\mathrm{d} s}}{\sqrt{1+\|x\|^{2}}}=0 . \tag{2.68}
\end{align*}
$$

Moreover, we have

$$
\begin{equation*}
\lim _{t \rightarrow 0+} \sup _{x \in \mathcal{H}^{+}} \frac{\left|\mathbf{x}_{t}^{(x, k)}-x\right|}{\sqrt{\rho(x)}} \leq \lim _{t \rightarrow 0+} \sup _{x \in \mathcal{H}^{+}} \frac{\left\|e^{t \bar{B}^{(k)}}-1\right\|\left\|_{\mathcal{L} \mathcal{H})}\right\| x\left\|+\int_{0}^{t}\right\| e^{(t-s) \bar{B}^{(k)} \tilde{b}^{(k)} \| \mathrm{d} s}}{\sqrt{\rho(x)}}=0 . \tag{2.69}
\end{equation*}
$$

Since $\sup _{x \in \mathcal{H}^{+}}|\rho(x)|^{-\frac{1}{2}}\left\|f^{\prime}(x)\right\|<\infty$ and $\sup _{x \in \mathcal{H}^{+}}\left\|f^{\prime \prime}(x)\right\|_{\mathcal{L}(\mathcal{H})}<\infty$, it follows from equations (2.67), (2.68), and (2.69) that

$$
\begin{equation*}
\lim _{t \rightarrow 0+}\left\|\frac{\left(P_{t}^{(\operatorname{det}, k)} f\right)(x)-f(x)}{t}-\left\langle f^{\prime}(x), \tilde{B}^{(k)}(x)+\tilde{b}^{(k)}\right\rangle\right\|_{\rho}=0 \tag{2.70}
\end{equation*}
$$

This, the linearity of $\mathcal{G}_{\text {det }}^{(k)}$ and the fact that $\mathcal{D}$ is invariant for $P_{t}^{(\mathrm{det}, k)}$ (and thus $P_{t}^{(\operatorname{det}, k)} f \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$whenever $\left.f \in \mathcal{D}\right)$ implies that $\mathcal{D} \subseteq \operatorname{dom}\left(\mathcal{G}_{\text {det }}^{(k)}\right)$ and that (2.66) holds.

We now introduce the family of measures $\nu^{(k)}: \mathcal{H}^{+} \times \mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right) \rightarrow[0, \infty)$ for every $x \in \mathcal{H}^{+}$given by

$$
\begin{equation*}
\nu^{(k)}(x, \mathrm{~d} \xi)=m^{(k)}(\mathrm{d} \xi)+\frac{\left\langle\mu^{(k)}(\mathrm{d} \xi), x\right\rangle}{\|\xi\|^{2}} \tag{2.71}
\end{equation*}
$$

and define the operator $\mathcal{G}_{\text {jump }}^{(k)}: \operatorname{dom}\left(\mathcal{G}_{\text {jump }}^{(k)}\right) \subseteq \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right) \rightarrow \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$by

$$
\begin{align*}
& \operatorname{dom}\left(\mathcal{G}_{\text {jump }}^{(k)}\right) \\
& =\left\{f \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right):\left(x \mapsto \int_{\mathcal{H}^{+} \backslash\{0\}}(f(\xi+x)-f(x)) \nu^{(k)}(x, \mathrm{~d} \xi)\right) \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)\right\} \tag{2.72}
\end{align*}
$$

and for $f \in \operatorname{dom}\left(\mathcal{G}_{\text {jump }}^{(k)}\right)$ :

$$
\begin{equation*}
\mathcal{G}_{\mathrm{jump}}^{(k)} f(x):=\int_{\mathcal{H}^{+} \backslash\{0\}}(f(\xi+x)-f(x)) \nu^{(k)}(x, \mathrm{~d} \xi), \quad x \in \mathcal{H}^{+} \tag{2.73}
\end{equation*}
$$

Note that for all $k \in \mathbb{N}$ the measure $\nu^{(k)}(x, \mathrm{~d} \xi)$ is finite, i.e. $\nu^{(k)}\left(x, \mathcal{H}^{+} \backslash\{0\}\right)<\infty$ for all $x \in \mathcal{H}^{+}$, but it is an affine function in $x$ and hence unbounded in the first component. For that reason $\mathcal{G}_{\text {jump }}^{(k)} f$ may not be in $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$for all $f \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$. However, the following lemma ensures that $C_{b}\left(\mathcal{H}_{\mathrm{w}}^{+}\right) \subseteq \operatorname{dom}\left(\mathcal{G}_{\text {jump }}^{(k)}\right)$ :
Lemma 2.33. Let $(b, B, m, \mu)$ be an admissible parameter set conform Definition 2.3. Let $k \in \mathbb{N}$, and let $\mathcal{G}_{\mathrm{jump}}^{(k)}$ be as defined in (2.72) and (2.73). Then $C_{b}\left(\mathcal{H}_{\mathrm{w}}^{+}\right) \subseteq \operatorname{dom}\left(\mathcal{G}_{\text {jump }}^{(k)}\right)$.
Proof. Let $f \in C_{b}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$and let $g_{f}: \mathcal{H}^{+} \rightarrow \mathbb{R}$ be defined by

$$
\begin{equation*}
g_{f}(x)=\int_{\mathcal{H}^{+} \backslash\{0\}} f(x+\xi) \frac{\left\langle\mu^{(k)}(\mathrm{d} \xi), x\right\rangle}{\|\xi\|^{2}} \tag{2.74}
\end{equation*}
$$

We will prove that $g_{f} \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$using Theorem 2.24. All other terms in the definition of $\mathcal{G}_{\text {jump }}^{(k)} f$ can be dealt with in a similar (simpler) way.
To see that $g_{f}$ is continuous on $K_{R}:=\{\rho \leq R\}$ for all $R>0$ it suffices to show that $g_{f}$ is sequentially continuous on $K_{R}$ for every $R>0$ as the weak topology restricted to $K_{R}$ is metrizable. Fix $R>0$ and let $\left(x_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $K_{R}$ converging (weakly) to an $x \in K_{R}$. By the dominated convergence theorem (Theorem A.8) and the fact that $\sup _{n \in \mathbb{N}}\left\|x_{n}\right\| \leq \sqrt{R}$ we obtain

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|g_{f}\left(x_{n}\right)-g_{f}(x)\right| \leq & \lim _{n \rightarrow \infty}\left\|\int_{\mathcal{H}^{+} \backslash\{0\}}\left(f\left(x_{n}+\xi\right)-f(x+\xi)\right) \frac{\mu^{(k)}(\mathrm{d} \xi)}{\|\xi\|^{2}}\right\|\left\|x_{n}\right\| \\
& +\lim _{n \rightarrow \infty}\left|\int_{\mathcal{H}^{+} \backslash\{0\}} f(x+\xi) \frac{\left\langle\mu^{(k)}, x_{n}-x\right\rangle(\mathrm{d} \xi)}{\|\xi\|^{2}}\right|=0 .
\end{aligned}
$$

Finally, observe that

$$
\lim _{R \rightarrow \infty} \sup _{x \in \mathcal{H}^{+}: \rho(x) \geq R}|\rho(x)|^{-1}\left|g_{f}(x)\right|=0
$$

as $f$ is bounded and $\int_{\mathcal{H}^{+} \backslash\{0\}} \frac{\mu^{(k)}(\mathrm{d} \xi)}{\|\xi\|^{2}} \in \mathcal{H}$ (recall (A.7)). By Theorem 2.24 this ensures that $g_{f} \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$, which completes the proof of the lemma.

In the next proposition we achieve an important intermediate stage, that allows us to conclude the existence of generalized Feller processes in $\mathcal{H}^{+}$admitting for bounded drifts and finite-activity jump behavior, as well as satisfying the exponential affine formula (2.2).

Proposition 2.34. Let $(b, B, m, \mu)$ be an admissible parameter set conform Definition 2.3. Let $k \in \mathbb{N}$, and let $\left(\phi^{(k)}(\cdot, u), \psi^{(k)}(\cdot, u)\right)$ be the unique solution to (2.14) (cf. Proposition 2.14). Let $\mathcal{D} \subseteq \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$be given by (2.57) and $\mathcal{G}_{\mathrm{det}}^{(k)}$ and $\mathcal{G}_{\text {jump }}^{(k)}$ be as defined in (2.66), respectively (2.73). Consider the opera$\operatorname{tor} \mathcal{G}_{\text {det }}^{(k)}+\mathcal{G}_{\text {jump }}^{(k)}: \operatorname{dom}\left(\mathcal{G}_{\text {det }}^{(k)}\right) \cap \operatorname{dom}\left(\mathcal{G}_{\text {jump }}^{(k)}\right) \subseteq \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right) \rightarrow \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$. Then $\mathcal{D} \subseteq$ $\operatorname{dom}\left(\mathcal{G}_{\text {det }}^{(k)}\right) \cap \operatorname{dom}\left(\mathcal{G}_{\text {jump }}^{(k)}\right)$. Moreover, there exists a generalized Feller semigroup $\left(P_{t}^{(k)}\right)_{t \geq 0}$ with generator $\left(\mathcal{G}^{(k)}, \operatorname{dom}\left(\mathcal{G}^{(k)}\right)\right)$ such that
i) $\mathcal{D} \subseteq \operatorname{dom}\left(\mathcal{G}^{(k)}\right)$,
ii) $\mathcal{G}^{(k)} f=\left(\mathcal{G}_{\text {det }}^{(k)}+\mathcal{G}_{\text {jump }}^{(k)}\right) f$ for all $f \in \mathcal{D}$,
iii) $P_{t}^{(k)} \mathbf{1}=\mathbf{1}$ for all $t \geq 0$, and
iv) for all $u, x \in \mathcal{H}^{+}, t \geq 0$ we have

$$
\begin{equation*}
\left(P_{t}^{(k)} \mathrm{e}^{-\langle\cdot, u\rangle}\right)(x)=\mathrm{e}^{-\phi^{(k)}(t, u)-\left\langle x, \psi^{(k)}(t, u)\right\rangle} . \tag{2.75}
\end{equation*}
$$

Proof of Proposition 2.34. Roughly speaking, we can ensure the existence of a generalized Feller semigroup $P_{t}^{(k)}$ satisfying ii) in Proposition 2.34 by verifying that all conditions of [45, Proposition 3.3] are satisfied. However, the assertions of [45, Proposition 3.3] do not immediately give us i), iii), and iv). In order to obtain these statements we need to dig into the proof of [45, Proposition 3.3], which makes this proof somewhat technical and tricky. To enhance the readability, we split the proof in to several parts.
Step 1: Verifying the assumptions of [45, Proposition 3.3]. We consider, in the notation of that Proposition, $(X, \rho)=\left(\mathcal{H}_{\mathrm{w}}^{+}, \rho\right), A=\mathcal{G}_{\text {det }}^{(k)}, \omega$ as in (2.63), $M_{1}=M$ where $M$ is as in (2.62), $\mu(x, E)=\nu^{(k)}\left(x, E-x \cap \mathcal{H}^{+}\right)$(recall the definition of $\nu^{(k)}$ from (2.71); here $E-x:=\{y \in \mathcal{H}: y+x \in E\}$ ), and $B=\mathcal{G}_{\text {jump }}^{(k)}$. By Lemma 2.32, $\mathcal{G}_{\text {det }}^{(k)}$ is the generator of a generalized Feller semigroup $\left(P_{t}^{(\operatorname{det}, k)}\right)_{t \geq 0}$ of transport type on both $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$and $\mathcal{B}_{\sqrt{\rho}}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$. In particular, by [51, Theorem 3.2], $\left(P_{t}^{(\text {det }, k)}\right)_{t \geq 0}$ defines a strongly continuous semigroup on both $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$and $\mathcal{B}_{\sqrt{\rho}}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$, i.e., it automatically holds that the domain of $\mathcal{G}_{\text {det }}^{(k)}$ is dense and that $\left.P_{t}^{(\text {det }, k)}\right)_{t \geq 0}$ allows for exponential bounds (see Lemma 2.31 for explicit bounds). Lemma 2.33 implies that $\mathcal{G}_{\text {jump }}^{(k)} f$ is weakly continuous on compact sets $\{\rho \leq R\}$ for all $R \geq 0$ and all $f \in C_{b}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$.

Moreover, one easily verifies that there exists a constant $K$ (possibly depending on $k$ ) such that for all $x \in \mathcal{H}^{+}$we have

$$
\begin{align*}
\int_{\mathcal{H}^{+} \backslash\{0\}} \rho(y+x) \nu^{(k)}(x, \mathrm{~d} y) & \leq \int_{\mathcal{H}^{+} \backslash\{0\}}\left(1+2\|x\|^{2}+2\|y\|^{2}\right) \nu^{(k)}(x, \mathrm{~d} y)  \tag{2.76}\\
& \leq K|\rho(x)|^{2},
\end{align*}
$$

similarly for the square-root

$$
\begin{align*}
\int_{\mathcal{H}+\backslash\{0\}} \sqrt{\rho(y+x)} \nu^{(k)}(x, \mathrm{~d} y) & \leq \int_{\mathcal{H}+\backslash\{0\}}(1+\|x\|+\|y\|) \nu^{(k)}(x, \mathrm{~d} y)  \tag{2.77}\\
& \leq K \rho(x)
\end{align*}
$$

and lastly

$$
\begin{equation*}
\int_{\mathcal{H}^{+} \backslash\{0\}} \nu^{(k)}(x, \mathrm{~d} y) \leq K \sqrt{\rho(x)} . \tag{2.78}
\end{equation*}
$$

Next, observe that by Lemma 2.30 and the fact that $(0, B, 0, \mu)$ is also an admissible parameter set, we have $e^{t \tilde{B}^{(k)}} \xi \in \mathcal{H}^{+}$whenever $\xi \in \mathcal{H}^{+}$. Thus

$$
\begin{align*}
& P_{t}^{(\operatorname{det}, k)} \rho(\xi+x)=1+\left\|\mathbf{x}_{t}^{(\xi+x, k)}\right\|^{2}=1+\left\|e^{t \tilde{B}^{(k)}} \xi+\mathbf{x}_{t}^{(\xi, k)}\right\|^{2} \\
& =P_{t}^{(\operatorname{det}, k)} \rho(x)+2\left\langle e^{t \tilde{B}^{(k)}} \xi, \mathbf{x}_{t}^{(\xi, k)}\right\rangle+\left\|\mathrm{e}^{t \tilde{B}^{(k)}} \xi\right\|^{2} \geq P_{t}^{(\operatorname{det}, k)} \rho(x) \tag{2.79}
\end{align*}
$$

for all $x, \xi \in \mathcal{H}^{+}$. This, together with estimates similar to (2.66) yields (note that $\left\|\mathrm{e}^{t \tilde{B}^{(k)}} \xi\right\| \leq\left\|\mathrm{e}^{t \tilde{B}^{(1)}} \xi\right\|$, and recall $\omega$ from (2.63))

$$
\begin{align*}
& \left|\frac{\sup _{t \geq 0} \mathrm{e}^{-\omega t} P_{t}^{(\operatorname{det}, k)} \rho(\xi+x)-\sup _{t \geq 0} \mathrm{e}^{-\omega t} P_{t}^{(\operatorname{det}, k)} \rho(x)}{\sup _{t \geq 0} \mathrm{e}^{-\omega t} P_{t}^{(\operatorname{det}, k)} \rho(x)}\right| \\
& =\frac{\sup _{t \geq 0} \mathrm{e}^{-\omega t} P_{t}^{(\operatorname{det}, k)} \rho(\xi+x)-\sup _{t \geq 0} \mathrm{e}^{-\omega t} P_{t}^{(\operatorname{det}, k)} \rho(x)}{\sup _{t \geq 0} \mathrm{e}^{-\omega t} P_{t}^{(\mathrm{det}, k)} \rho(x)} \\
& \leq \frac{\sup _{t \geq 0} \mathrm{e}^{-\omega t}\left|\left\|\mathrm{e}^{t \tilde{B}^{(k)}} \xi\right\|^{2}+2\left\|\mathrm{e}^{t \tilde{B}^{(k)}} \xi\right\|\left\|\mathbf{x}_{t}^{(x, k)}\right\|\right|}{1+\|x\|^{2}} \leq \frac{\|\xi\|^{2}+2\|\xi\|(\|x\|+\sqrt{M})}{1+\|x\|^{2}} \\
& \leq \frac{\left(M+2\|\xi\|^{2}\right)(1+\|x\|)}{1+\|x\|^{2}} \leq \frac{2 M+4\|\xi\|^{2}}{1+\|x\|}, \quad \forall x, \xi \in \mathcal{H}^{+} . \tag{2.80}
\end{align*}
$$

It follows that for all $x \in \mathcal{H}^{+}$we have

$$
\begin{align*}
& \int_{\mathcal{H}^{+} \backslash\{0\}}\left|\frac{\sup _{t \geq 0} \mathrm{e}^{-\omega t}\left(P_{t}^{(\operatorname{det}, k)} \rho\right)(\xi+x)-\sup _{t \geq 0} \mathrm{e}^{-\omega t}\left(P_{t}^{(\mathrm{det}, k)} \rho\right)(x)}{\sup _{t \geq 0} \mathrm{e}^{-\omega t}\left(P_{t}^{(\operatorname{det}, k)} \rho\right)(x)}\right| \nu^{(k)}(x, \mathrm{~d} \xi) \\
& \leq \sup _{y \in \mathcal{H}^{+}}\left|\int_{\mathcal{H}^{+} \backslash\{0\}}\left(\frac{2 M+4\|\xi\|^{2}}{1+\|y\|}\right) \nu^{(k)}(y, \mathrm{~d} \xi)\right|=: \tilde{\omega}_{k}<\infty . \tag{2.81}
\end{align*}
$$

This ensures that all conditions of [45, Proposition 3.3] are satisfied.
Step 2: Presenting the assertions of [45, Proposition 3.3]. As in the proof of [45, Proposition 3.3], we introduce the operator $\mathcal{G}_{\text {jump }}^{(k, n)} \in \mathcal{L}\left(\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)\right)$which satisfies

$$
\left(\mathcal{G}_{\text {jump }}^{(k, n)} f\right)(x)=\int_{\mathcal{H}^{+} \backslash\{0\}}(f(\xi+x)-f(x)) \frac{n}{\rho(\xi+x) \wedge n} \nu^{(k)}(x, \mathrm{~d} \xi)
$$

for all $x \in \mathcal{H}^{+}, f \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$. Note that $\mathcal{D} \subseteq \operatorname{dom}\left(\mathcal{G}_{\text {jump }}^{(k)}\right)$ by Lemma 2.33. For future reference (see Proposition 2.40 below) we also introduce $\tilde{\rho}_{k}: \mathcal{H}^{+} \rightarrow \mathbb{R}$, $\tilde{\rho}_{k}(x)=\sup _{t \geq 0} e^{-\omega t} P_{t}^{(\operatorname{det}, k)} \rho(x)$. It follows from [45, Remark 2.9] that $\tilde{\rho}_{k}$ is an admissible weight function and that $\|\cdot\|_{\rho} \leq\|\cdot\|_{\tilde{\rho}_{k}} \leq M\|\cdot\|_{\rho}$. Moreover, it follows from the proof of [45, Proposition 3.3] (with $A=\mathcal{G}_{\text {det }}^{(k)}$ and $B_{n}=\mathcal{G}_{\text {jump }}^{(k, n)}$ ) that $\mathcal{G}_{\text {det }}^{(k)}+\mathcal{G}_{\text {jump }}^{(k, n)}$ is the generator of a generalized Feller semigroup $\left(P_{t}^{(k, n)}\right)_{t \geq 0}$ on $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$for all $n \in \mathbb{N}$, such that
a) $\left\|P_{t}^{(k, n)}\right\|_{\mathcal{L}\left(\mathcal{B}_{\tilde{\rho}_{k}}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)\right)} \leq e^{\left(\omega+\tilde{\omega}_{k}\right) t}$ for all $t \geq 0, n \in \mathbb{N}$,
b) $\left\|P_{t}^{(k, n)}\right\|_{\mathcal{L}\left(\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)\right)} \leq M \mathrm{e}^{\left(\omega+\tilde{\omega}_{k}\right) t}$ for all $t \geq 0, n \in \mathbb{N}$,
c) $\lim _{n \rightarrow \infty}\left\|\left(\mathcal{G}_{\text {jump }}^{(k, n)}-\mathcal{G}_{\text {jump }}^{(k)}\right) f\right\|_{\rho}=0$ for all $f \in \mathcal{D}$.

It moreover follows from the proof of [45, Proposition 3.3] that there exists a generalized Feller semigroup $\left(P_{t}^{(k)}\right)_{t \geq 0}$ on $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$with generator $\mathcal{G}^{(k)}$ satisfying

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{s \in[0, t]}\left\|\left(P_{s}^{(k, n)}-P_{s}^{(k)}\right) f\right\|_{\rho}=0, \text { for all } f \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right), t \geq 0 \tag{2.82}
\end{equation*}
$$

Step 3: Proof of i) and ii). Fix $f \in \mathcal{D}$. Let $u_{k, n}(t)=P_{t}^{(k, n)} f, t \geq 0$ and $n \in \mathbb{N}$, let $u_{k}(t)=P_{t}^{(k)} f, t \geq 0$, and let $v_{k}(t)=P_{t}^{(k)}\left(\mathcal{G}_{\text {det }}^{(k)}+\mathcal{G}_{\text {jump }}^{(k)}\right) f$. Observe that $u_{k, n}^{\prime}(t)=P_{t}^{(k, n)}\left(\mathcal{G}_{\text {det }}^{(k)}+\mathcal{G}_{\text {jump }}^{(k, n)}\right) f$. By a), b), and (2.82) we have, for all $T \geq 0$, that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{t \in[0, T]}\left(\left\|u_{k, n}(t)-u_{k}(t)\right\|_{\rho}+\left\|u_{k, n}^{\prime}(t)-v_{k}(t)\right\|_{\rho}\right)=0 \tag{2.83}
\end{equation*}
$$

This implies that $u_{k}$ is differentiable and $u_{k}^{\prime}(t)=v_{k}(t)$, which implies that $f \in$ $\operatorname{dom}\left(\mathcal{G}^{(k)}\right)$ and $\mathcal{G}^{(k)} f=u_{k}^{\prime}(0)=\left(\mathcal{G}_{\text {det }}^{(k)}+\mathcal{G}_{\text {jump }}^{(k)}\right) f$.
Step 4: Proof of iii). In order to verify that $P_{t}^{(k)} \mathbf{1}=\mathbf{1}$ for all $t \geq 0$, observe that $\mathcal{G}_{\text {jump }}^{(k, n)} \mathbf{1}=\mathbf{0}$ (the constant zero function), whence $e^{t \mathcal{G}_{\text {jump }}^{(k, n)}} \mathbf{1}=\mathbf{1}$ for all $t \geq 0$ and the Trotter product formula (see, e.g., [55, Chapter III, Corollary 5.8]) implies that $P_{t}^{(k, n)} \mathbf{1}=\mathbf{1}$ for all $t \geq 0$. It then follows that $P_{t}^{(k)} \mathbf{1}=\mathbf{1}$ for all $t \geq 0$.
Step 5: Proof of iv). Recall the functions $R^{(k)}$ and $F^{(k)}$ from (2.13a) and (2.13b). Recall from Lemmas 2.32 and 2.33 that $\mathrm{e}^{-\langle\cdot, u\rangle} \in \mathcal{D} \subseteq \operatorname{dom}\left(\mathcal{G}_{\text {det }}^{(k)}\right) \cap \operatorname{dom}\left(\mathcal{G}_{\text {jump }}^{(k)}\right)$ for all $u \in \mathcal{H}^{+}$, and that

$$
\begin{align*}
\mathcal{G}^{(k)}\left(\mathrm{e}^{-\langle\cdot, u\rangle}\right)(x) & =\left(\mathcal{G}_{\text {det }}^{(k)}+\mathcal{G}_{\text {jump }}^{(k)}\right)\left(\mathrm{e}^{-\langle\cdot, u\rangle}\right)(x) \\
& =\left(-\left\langle\tilde{b}^{(k)}+\tilde{B}^{(k)}(x), u\right\rangle+\int_{\mathcal{H}+\backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-1\right) \nu^{(k)}(x, \mathrm{~d} \xi)\right) \mathrm{e}^{-\langle x, u\rangle} \\
& =\left(-F^{(k)}(u)-\left\langle x, R^{(k)}(u)\right\rangle\right) \mathrm{e}^{-\langle x, u\rangle}, \tag{2.84}
\end{align*}
$$

for all $u, x \in \mathcal{H}^{+}$. On the other hand, Proposition 2.14 implies that

$$
\begin{aligned}
& \frac{\partial}{\partial t} \mathrm{e}^{-\phi^{(k)}(t, u)-\left\langle x, \psi^{(k)}(t, u)\right\rangle} \\
& =\left(-F^{(k)}\left(\psi^{(k)}(t, u)\right)-\left\langle x, R^{(k)}\left(\psi^{(k)}(t, u)\right)\right\rangle\right) \mathrm{e}^{-\phi^{(k)}(t, u)-\left\langle x, \psi^{(k)}(t, u)\right\rangle},
\end{aligned}
$$

for all $u, x \in \mathcal{H}^{+}$. Therefore for all $u \in \mathcal{H}^{+}$, we conclude that the mapping

$$
[0, \infty) \ni t \mapsto \mathrm{e}^{-\phi^{(k)}(t, u)-\left\langle\cdot, \psi^{(k)}(t, u)\right\rangle} \in \mathcal{D} \subseteq \operatorname{dom}\left(\mathcal{G}^{(k)}\right)
$$

is a classical solution to the following abstract Cauchy problem:

$$
\left\{\begin{aligned}
\frac{\partial v(t)}{\partial t} & =\mathcal{G}^{(k)} v(t) \\
v(0) & =\mathrm{e}^{-\langle\cdot, u\rangle}
\end{aligned}\right.
$$

By the uniqueness of the classical solution we conclude (2.75).
From Proposition 2.34, which ensures the existence of the generalized Feller semigroup $\left(P_{t}^{(k)}\right)_{t \geq 0}$ with $P_{t}^{(k)} \mathbf{1}=\mathbf{1}$, together with the version of Kolmogorov's extension Theorem 2.26, we conclude that there exists a generalized Feller process associated to $\left(P_{t}^{(k)}\right)_{t \geq 0}$, denoted by $\left(X_{t}^{(k)}\right)_{t \geq 0}$, such that $\mathbb{E}_{x}\left[f\left(X_{t}^{(k)}\right)\right]=P_{t}^{(k)} f(x)$ for every $f \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$.

Item a) and equation (2.82) in the proof of Proposition 2.34 result in exponential bounds on $\left\|P_{t}^{(k)}\right\|_{\mathcal{L}\left(\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)\right)}$that depend on $k \in \mathbb{N}$. In order to proceed, we need to establish bounds that are uniform in $k$. We begin with a lemma that builds on top of the results in Proposition 2.20:
Lemma 2.35. Let $(b, B, m, \mu)$ be an admissible parameter set conform Definition 2.3. Moreover for every $k \in \mathbb{N}$, let $\left(\phi^{(k)}(\cdot, u), \psi^{(k)}(\cdot, u)\right)$ be the solution of (2.14), the existence of which is established in Proposition 2.14, and the mappings $\mathrm{d}_{+} \phi(\cdot, 0), \mathrm{d}_{+} \psi(\cdot, 0), \mathrm{d}_{+}^{2} \phi^{(k)}(\cdot, 0)$ and $\mathrm{d}_{+}^{2} \psi^{(k)}(\cdot, 0)$ be as in Proposition 2.20 for the admissible parameter set $\left(b, B, m^{(k)}, \mu^{(k)}\right)$. Moreover, let $\left(X_{t}^{(k)}\right)_{t \geq 0}$ be the generalized Feller process associated to $\left(P_{t}^{(k)}\right)_{t \geq 0}$. Then for every $v, w \in \mathcal{H}$ and $t \geq 0$ the following formulas hold true:

$$
\begin{equation*}
\mathbb{E}_{x}\left[\left\langle X_{t}^{(k)}, v\right\rangle\right]=\mathrm{d}_{+} \phi(t, 0)(v)+\left\langle x, \mathrm{~d}_{+} \psi(t, 0)(v)\right\rangle \tag{2.85}
\end{equation*}
$$

and

$$
\begin{align*}
\mathbb{E}_{x}\left[\left\langle X_{t}^{(k)}, v\right\rangle\left\langle X_{t}^{(k)}, w\right\rangle\right]=- & \mathrm{d}_{+}^{2} \phi^{(k)}(t, 0)(v, w)-\left\langle x, \mathrm{~d}_{+}^{2} \psi^{(k)}(t, 0)(v, w)\right\rangle \\
& +\left(\mathrm{d}_{+} \phi(t, 0)(v)+\left\langle x, \mathrm{~d}_{+} \psi(t, 0)(v)\right\rangle\right) \\
& \times\left(\mathrm{d}_{+} \phi(t, 0)(w)+\left\langle x, \mathrm{~d}_{+} \psi(t, 0)(w)\right\rangle\right) . \tag{2.86}
\end{align*}
$$

Proof. Let $k \in \mathbb{N}$ arbitrary, but fixed. Recall from Remark 2.27 that for all $t \geq 0$ :

$$
\begin{equation*}
\mathbb{E}_{x}\left[\left\|X_{t}^{(k)}\right\|^{2}\right]<\infty, \quad \forall x \in \mathcal{H}^{+} \tag{2.87}
\end{equation*}
$$

We first show that the formulas (2.85) and (2.86) holds for $v, w \in \mathcal{H}^{+}$and subsequently extend these to $v, w \in \mathcal{H}$. Let $u \in \mathcal{H}^{+}, x \in \mathcal{H}^{+}, t \geq 0$ and set

$$
\Phi^{(k)}(t, u, x):=\mathrm{e}^{-\phi^{(k)}(t, u)-\left\langle x, \psi^{(k)}(t, u)\right\rangle}
$$

and by the affine property of $\left(X_{t}^{(k)}\right)_{t \geq 0}$ from equation (2.75) we have

$$
\begin{equation*}
\mathbb{E}_{x}\left[\mathrm{e}^{-\left\langle X_{t}^{(k)}, u\right\rangle}\right]=\Phi^{(k)}(t, u, x) \tag{2.88}
\end{equation*}
$$

By Proposition 2.20 the right-hand side of equation (2.88) is one-sided differentiable in $u \in \mathcal{H}^{+}$in the direction $v$ for every $v \in \mathcal{H}^{+}$. In particular, by applying the chain-rule at $u=0$ we have:

$$
\begin{align*}
\mathrm{d}_{+} \Phi^{(k)}(t, 0, x)(v) & =\left(-\mathrm{d}_{+} \phi^{(k)}(t, 0)(v)-\left\langle x, \mathrm{~d}_{+} \psi^{(k)}(t, 0)(v)\right\rangle\right) \Phi^{(k)}(t, 0, x) \\
& =-\mathrm{d}_{+} \phi^{(k)}(t, 0)(v)-\left\langle x, \mathrm{~d}_{+} \psi^{(k)}(t, 0)(v)\right\rangle, \tag{2.89}
\end{align*}
$$

where $\mathrm{d}_{+} \phi^{(k)}(t, 0)=\mathrm{d}_{+} \phi(t, 0)$ and $\mathrm{d}_{+} \psi^{(k)}(t, 0)=\mathrm{d}_{+} \psi(t, 0)$ for all $t \geq 0$ and $k \in \mathbb{N}$, see Lemma 2.18.

Moreover, note that for $\theta \in \mathbb{R}^{+}$the random variable $\mathrm{e}^{-\left\langle X_{t}^{(k)}, \theta v\right\rangle}$ is integrable and for $\mathbb{P}_{x}$-almost all $\omega \in \Omega$ the mapping $\theta \mapsto \mathrm{e}^{-\left\langle X_{t}^{(k)}(\omega), \theta v\right\rangle}$ is differentiable. Due to equation (2.87) the term

$$
\sup _{\theta \in[0,1]}\left|\frac{\mathrm{d}}{\mathrm{~d} \theta} \mathrm{e}^{-\left\langle X_{t}^{(k)}, \theta v\right\rangle}\right|=\sup _{\theta \in[0,1]}\left|-\left\langle X_{t}^{(k)}, v\right\rangle \mathrm{e}^{-\left\langle X_{t}^{(k)}, \theta v\right\rangle}\right|
$$

is integrable. Hence, all the requirements for switching the derivative with respect to $\theta$ and the expectation with respect to $\mathbb{P}_{x}$ are fulfilled, thus the left-hand side of equation (2.88) together with equation (2.89) yields:

$$
\begin{equation*}
\mathbb{E}_{x}\left[\left\langle X_{t}^{(k)}, v\right\rangle\right]=\mathrm{d}_{+} \phi(t, 0)(v)+\left\langle x, \mathrm{~d}_{+} \psi(t, 0)(v)\right\rangle . \tag{2.90}
\end{equation*}
$$

Again due to equation (2.87) we obtain by differentiating both sides of equation (2.88) at $u=0$ twice in the direction $v$ and $w$ the formula in (2.86). Note that for every $v \in \mathcal{H}$ there exist $v^{+}, v^{-} \in \mathcal{H}^{+}$such that $v=v^{+}-v^{-}$, by linearity of the formula (2.85) in $v$, we have:

$$
\begin{aligned}
\mathbb{E}_{x}\left[\left\langle X_{t}^{(k)}, v\right\rangle\right]= & \mathbb{E}_{x}\left[\left\langle X_{t}^{(k)}, v^{+}\right\rangle\right]-\mathbb{E}_{x}\left[\left\langle X_{t}^{(k)}, v^{-}\right\rangle\right] \\
= & \mathrm{d}_{+} \phi(t, 0)\left(v^{+}\right)-\mathrm{d}_{+} \phi(t, 0)\left(v^{-}\right) \\
& +\left\langle x, \mathrm{~d}_{+} \psi(t, 0)\left(v^{+}\right)-\mathrm{d}_{+} \psi(t, 0)\left(v^{-}\right)\right\rangle \\
= & \mathrm{d}_{+} \phi(t, 0)(v)+\left\langle x, \mathrm{~d}_{+} \psi(t, 0)(v)\right\rangle .
\end{aligned}
$$

By introducing the linear functional

$$
\begin{equation*}
\langle\langle\cdot, v \otimes w\rangle\rangle: \mathcal{H} \otimes \mathcal{H} \rightarrow \mathbb{R} \text { defined by }\langle\langle x \otimes x, v \otimes w\rangle\rangle:=\langle x, v\rangle\langle x, w\rangle, \tag{2.91}
\end{equation*}
$$

we can write

$$
\mathbb{E}_{x}\left[\left\langle X_{t}^{(k)}, v\right\rangle\left\langle X_{t}^{(k)}, w\right\rangle\right]=\mathbb{E}_{x}\left[\left\langle\left\langle X_{t}^{(k)} \otimes X_{t}^{(k)}, v \otimes w\right\rangle\right\rangle\right]
$$

for every $v, w \in \mathcal{H}^{+}$and we have

$$
\begin{align*}
\mathbb{E}_{x}\left[\left\langle\left\langle X_{t}^{(k)} \otimes X_{t}^{(k)}, v \otimes w\right\rangle\right\rangle\right]= & -\left\langle\left\langle\mathrm{d}_{+}^{2} \phi^{(k)}(t, 0)+\mathrm{d}_{+}^{2} \psi^{(k)}(t, 0)^{*}(x), v \otimes w\right\rangle\right\rangle \\
& +\left\langle\left\langle\mathrm{d}_{+} \phi(t, 0) \otimes \mathrm{d}_{+} \phi(t, 0), v \otimes w\right\rangle\right\rangle \\
& +\left\langle\left\langle\mathrm{d}_{+} \phi(t, 0) \otimes \mathrm{d}_{+} \psi(t, 0)^{*}(x), v \otimes w\right\rangle\right\rangle \\
& +\left\langle\left\langle\mathrm{d}_{+} \psi(t, 0)(x) \otimes \mathrm{d}_{+} \phi(t, 0), v \otimes w\right\rangle\right\rangle \\
& +\left\langle\left\langle\mathrm{d}_{+} \psi(t, 0)^{*}(x) \otimes \mathrm{d}_{+} \psi(t, 0)^{*}(x), v \otimes w\right\rangle\right\rangle, \tag{2.92}
\end{align*}
$$

where we conveniently identified functionals on $\mathcal{H}$ with elements of $\mathcal{H}$.

Written in this form the right-hand side in formula (2.86) reveals its linearity in $v \otimes w$ and for $v \otimes w \in \mathcal{L}_{2}(\mathcal{H})$, we have

$$
v \otimes w=v^{+} \otimes w^{+}-v^{+} \otimes w^{-}-v^{-} \otimes w^{+}+v^{-} \otimes w^{-}
$$

and thus expanding both sides by linearity in equation (2.86), shows the validity of the formula for all $v, w \in \mathcal{H}$.

Note that by inserting the formulas from (2.49)-(2.50) and (2.29)-(2.32) into the corresponding terms in (2.85) and (2.86), the latter become explicit up to the parameters $(b, B, m, \mu)$. To save some space, we give those explicit formulas only for the limit case in Proposition 2.38 below.
Using the formulas from Lemma 2.35, we establish uniform growth bounds for the semigroups $\left(P_{t}^{(k)}\right)_{t \geq 0}$ in the next proposition. Let us note here that in general we do not obtain an uniform growth bound $w \in \mathbb{R}^{+}$with $M=1$ :

Proposition 2.36. Let $(b, B, m, \mu)$ be an admissible parameter set conform Definition 2.3 and for every $k \in \mathbb{N}$ let $\left(P_{t}^{(k)}\right)_{t \geq 0}$ be the generalized Feller semigroup on $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$associated with $\left(b, B, m^{(k)}, \mu^{(k)}\right)$, the existence of which is guaranteed by Proposition 2.34. Then there exists a constant $w \in \mathbb{R}^{+}$and $M \geq 1$, both independent of $k \in \mathbb{N}$, such that

$$
\begin{equation*}
\left\|P_{t}^{(k)}\right\|_{\mathcal{L}\left(\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)\right)} \leq M \mathrm{e}^{w t} \quad \text { for all } k \in \mathbb{N}, t \geq 0 \tag{2.93}
\end{equation*}
$$

Proof. Recall from Remark 2.27, that in order to show the existence of a $M \geq 1$ and $w \in \mathbb{R}^{+}$such that equation (2.93) holds, it suffices to show the existence of a $\epsilon>0$ and $C \geq 0$, independent of $k \in \mathbb{N}$, such that

$$
\begin{equation*}
\mathbb{E}_{x}\left[\rho\left(X_{t}^{(k)}\right)\right] \leq C \rho(x), \quad \forall t \in[0, \epsilon] \text { and } x \in \mathcal{H}^{+} \tag{2.94}
\end{equation*}
$$

Let $k \in \mathbb{N}$ be arbitrary, but fixed and denote by $\left(e_{n}\right)_{n \in \mathbb{N}}$ an ONB of $\mathcal{H}$, then by Parseval's identity and monotone convergence we have:

$$
\mathbb{E}_{x}\left[\rho\left(X_{t}^{(k)}\right)\right]=\mathbb{E}_{x}\left[1+\left\|X_{t}^{(k)}\right\|^{2}\right]=1+\sum_{n=1}^{\infty} \mathbb{E}_{x}\left[\left\langle X_{t}^{(k)}, e_{n}\right\rangle^{2}\right]
$$

for every $t \geq 0$ and $x \in \mathcal{H}^{+}$. By equation (2.86), in particular using the notation in equation (2.92), we have for all $n \in \mathbb{N}$ :

$$
\begin{align*}
\mathbb{E}_{x}\left[\left\langle X_{t}^{(k)}, e_{n}\right\rangle^{2}\right]= & \left\langle\left\langle-\mathrm{d}_{+}^{2} \phi^{(k)}(t, 0)-\mathrm{d}_{+}^{2} \psi^{(k)}(t, 0)^{*}(x), e_{n} \otimes e_{n}\right\rangle\right\rangle \\
& +\left\langle\left\langle\left(\mathrm{d}_{+} \phi(t, 0)+\mathrm{d}_{+} \psi(t, 0)^{*}(x)\right)^{\otimes 2}, e_{n} \otimes e_{n}\right\rangle\right\rangle . \tag{2.95}
\end{align*}
$$

We show separately for the first and second terms on the right-hand side of equation (2.95) that, when summing over all $n \in \mathbb{N}$, we find a $\epsilon>0$ and $C \geq 0$ such that equation (2.94) holds. Since

$$
\sum_{n=1}^{\infty}\left\langle\mathrm{d}_{+} \phi(t, 0)+\mathrm{d}_{+} \psi(t, 0)^{*}(x), e_{n}\right\rangle^{2}=\left\|\mathrm{d}_{+} \phi(t, 0)+\mathrm{d}_{+} \psi(t, 0)^{*}(x)\right\|^{2}
$$

we deduce for the second term ion the right hand side of (2.95):

$$
\sum_{n=1}^{\infty}\left\langle\left\langle\left(\mathrm{d}_{+} \phi(t, 0)+\mathrm{d}_{+} \psi(t, 0)^{*}(x)\right)^{\otimes 2}, e_{n} \otimes e_{n}\right\rangle\right\rangle \leq C(t)\left(1+\|x\|^{2}\right)
$$

for

$$
C(t)=\left(\left\|\mathrm{d}_{+} \phi(t, 0)\right\|+\left\|\mathrm{d}_{+} \psi(t, 0)^{*}\right\|_{\mathcal{L}(\mathcal{H})}\right)^{2}
$$

The terms $\left\|\mathrm{d}_{+} \phi(t, 0)\right\|$ and $\left\|\mathrm{d}_{+} \psi(t, 0)^{*}\right\|_{\mathcal{L}(\mathcal{H})}$ are bounded for all $t \geq 0$. Therefore, we deduce the existence of $\epsilon>0$ and $C \geq 0$, independent of $k \in \mathbb{N}$, such that

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left\langle\left\langle\left(\mathrm{d}_{+} \phi(t, 0)+\mathrm{d}_{+} \psi(t, 0)^{*}(x)\right)^{\otimes 2}, e_{n} \otimes e_{n}\right\rangle\right\rangle \leq C\left(1+\|x\|^{2}\right), \tag{2.96}
\end{equation*}
$$

for all $t \in[0, \epsilon]$ and $x \in \mathcal{H}^{+}$. We continue with the first term on the right hand side of (2.95). Recall formulas (2.30), (2.32), (2.43a), (2.49) and (2.50), from which we obtain:

$$
\begin{align*}
& \left\langle\left\langle\mathrm{d}_{+}^{2} \psi^{(k)}(t, 0)^{*}(x), e_{n} \otimes e_{n}\right\rangle\right\rangle \\
& \quad=-\int_{0}^{t} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle\mathrm{e}^{s \mathrm{~d} R(0)^{*}} \xi, e_{n}\right\rangle^{2}\left\langle x, \mathrm{e}^{(t-s) \mathrm{d} R(0)}\right\rangle \frac{\mu^{(k)}(\mathrm{d} \xi)}{\|\xi\|^{2}} \mathrm{~d} s, \tag{2.97}
\end{align*}
$$

and

$$
\begin{align*}
\left\langle\left\langle\mathrm{d}_{+}^{2} \phi^{(k)}(t, 0), e_{n} \otimes e_{n}\right\rangle\right\rangle= & -\int_{0}^{t}\left(\int_{\mathcal{H}+\backslash\{0\}}\left\langle\mathrm{e}^{s \mathrm{~d} R(0)^{*}} \xi, e_{n}\right\rangle^{2} m^{(k)}(\mathrm{d} \xi)\right. \\
& \left.+\left\langle\left\langle\mathrm{d}_{+}^{2} \psi^{(k)}(s, 0)^{*}(b), e_{n} \otimes e_{n}\right\rangle\right\rangle\right) \mathrm{d} s \\
& +\int_{0}^{t} \int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\left\langle\left\langle\mathrm{d}_{+}^{2} \psi^{(k)}(s, 0)^{*}(\xi), e_{n} \otimes e_{n}\right\rangle\right\rangle m(\mathrm{~d} \xi) \mathrm{d} s . \tag{2.98}
\end{align*}
$$

Hence, the two terms on the right hand side of equation (2.95) can be estimated by

$$
\begin{aligned}
& \sum_{n=1}^{\infty} \int_{0}^{t} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle\mathrm{e}^{s \mathrm{~d} R(0)^{*}} \xi, e_{n}\right\rangle^{2}\left\langle x, \mathrm{e}^{(t-s) \mathrm{d} R(0)}\right\rangle \frac{\mu^{(k)}(\mathrm{d} \xi)}{\|\xi\|^{2}} \mathrm{~d} s \\
& \quad \leq\left(\int_{0}^{t}\left\|\mathrm{e}^{s \mathrm{~d} R(0)^{*}}\right\|_{\mathcal{L}(\mathcal{H})}^{2}\left\|\mathrm{e}^{(t-s) \mathrm{d} R(0)}\right\|_{\mathcal{L}(\mathcal{H})}\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\| \mathrm{d} s\right)\|x\|
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{n=1}^{\infty}\left\langle\left\langle\mathrm{d}_{+}^{2} \phi^{(k)}(t, 0), e_{n} \otimes e_{n}\right\rangle\right\rangle \\
& \quad \leq 2\left(\|b\|+\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|+\int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2}+\|\xi-\chi(\xi)\| m(\mathrm{~d} \xi)\right) \\
& \quad \times \int_{0}^{t} \int_{0}^{s}\left\|\mathrm{e}^{\tau \mathrm{d} R(0)^{*}}\right\|_{\mathcal{L}(\mathcal{H})}^{2}\left\|\mathrm{e}^{(s-\tau) \mathrm{d} R(0)}\right\|_{\mathcal{L}(\mathcal{H})} \mathrm{d} \tau \mathrm{~d} s
\end{aligned}
$$

where we used that for all $k \in \mathbb{N}$ :

$$
\left\|\mu^{(k)}\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\| \leq\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|<\infty
$$

and

$$
\int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2}+\|\xi-\chi(\xi)\| m^{(k)}(\mathrm{d} \xi) \leq \int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2}+\|\xi-\chi(\xi)\| m(\mathrm{~d} \xi)<\infty .
$$

Therefore, there exist $\epsilon>0$ and $\tilde{C} \geq 0$ such that

$$
\sum_{n=1}^{\infty}\left\langle\left\langle-\mathrm{d}_{+}^{2} \phi^{(k)}(t, 0)-\mathrm{d}_{+}^{2} \psi^{(k)}(t, 0)^{*}(x), e_{n} \otimes e_{n}\right\rangle\right\rangle \leq \tilde{C}\left(1+\|x\|^{2}\right),
$$

for all $t \in[0, \epsilon]$ and $x \in \mathcal{H}^{+}$. Taking the sum of the latter constant $\tilde{C}$ and the constant $C$ found in equation (2.96) yields (2.94).

In the next step we show that the family $\left(P_{t}\right)_{t \geq 0}$, defined by

$$
P_{t}:=\lim _{k \rightarrow \infty} P_{t}^{(k)}, \quad t \geq 0
$$

gives rise to a generalized Feller semigroup and deduce the existence of a generalized Feller process $\left(X_{t}\right)_{t \geq 0}$ with generator $\mathcal{G}$ as in formula (2.11).

Proposition 2.37. Let $(b, B, m, \mu)$ be an admissible parameter set conform Definition 2.3. Then there exists a generalized Feller semigroup $\left(P_{t}\right)_{t \geq 0}$ on $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$ such that

$$
\begin{equation*}
\left(P_{t} \mathrm{e}^{-\langle\cdot, u\rangle}\right)(x)=\mathrm{e}^{-\phi(t, u)-\langle x, \psi(t, u)\rangle} \tag{2.99}
\end{equation*}
$$

for all $t \geq 0$ and $x, u \in \mathcal{H}^{+}$, where $(\phi(\cdot, u), \psi(\cdot, u))$ is the unique solution to the generalized Riccati equation (2.8a)-(2.8b). The semigroup $\left(P_{t}\right)_{t \geq 0}$ gives rise to a generalized Feller process $\left(X_{t}\right)_{t \geq 0}$ in $\left(\mathcal{H}_{\mathrm{w}}^{+},\|\cdot\|^{2}+1\right)$ such that

$$
\mathbb{E}_{x}\left[f\left(X_{t}\right)\right]=P_{t} f(x), \quad t \geq 0, \quad x \in \mathcal{H}^{+}
$$

and the generator $\mathcal{G}$ of $\left(P_{t}\right)_{t \geq 0}$ is of the form in equation (2.11) on $\mathcal{D}$.
Proof. Hereto we check that the conditions of Theorem 3.2 in [45] hold. From Proposition 2.36, we know that the sequence of semigroups $\left(P_{t}^{(k)}\right)_{t \geq 0, k \in \mathbb{N}}$ with generators $\left(\mathcal{G}^{(k)}\right)_{k \in \mathbb{N}}$ satisfy the following growth bound

$$
\begin{equation*}
\left\|P_{t}^{(k)}\right\|_{\mathcal{L}\left(\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)\right)} \leq M \mathrm{e}^{w t}, \quad \forall n \in \mathbb{N} \quad \text { and } t \geq 0 \tag{2.100}
\end{equation*}
$$

where $w \in \mathbb{R}$.
Recall the definition of $\mathcal{D}$ from equation (2.57) and recall from Lemma 2.28 that $\mathcal{D}$ is a dense subspace of $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$. Thus (i) in Theorem 3.2 in [45] is satisfied.
Note that the operator $\mathcal{G}^{(n)}, n \in \mathbb{N}$, applied to the function $\mathrm{e}^{-\phi^{(k)}(s, u)-\left\langle\cdot, \psi^{(k)}(s, u)\right\rangle}$, with $\left(\phi^{(k)}(\cdot, u), \psi^{(k)}(\cdot, u)\right)$ being a solution to (2.14), gives (see also (2.84))

$$
\begin{aligned}
&\left(\mathcal{G}^{(n)}\right.\left.\mathrm{e}^{-\phi^{(k)}(s, u)-\left\langle\cdot, \psi^{(k)}(s, u)\right\rangle}\right)(x) \\
&=\mathrm{e}^{-\phi^{(k)}(s, u)} \mathcal{G}^{(n)} \mathrm{e}^{-\left\langle\cdot, \psi^{(k)}(s, u)\right\rangle}(x) \\
& \quad=\left(-F^{(n)}\left(\psi^{(k)}(s, u)\right)-\left\langle R^{(n)}\left(\psi^{(k)}(s, u)\right), x\right\rangle\right) \mathrm{e}^{-\phi^{(k)}(s, u)-\left\langle x, \psi^{(k)}(s, u)\right\rangle},
\end{aligned}
$$

for $x, u \in \mathcal{H}^{+}, s \geq 0$ From the latter and equation (2.75), we infer

$$
\begin{align*}
& \frac{1}{\|x\|^{2}+1}\left|\mathcal{G}^{(n)} P_{s}^{(k)} \mathrm{e}^{-\langle\cdot, u\rangle}(x)-\mathcal{G}^{(k)} P_{s}^{(k)} \mathrm{e}^{-\langle\cdot, u\rangle}(x)\right| \\
& \leq \frac{\mathrm{e}^{-\phi^{(k)}(s, u)-\left\langle x, \psi^{(k)}(s, u)\right\rangle}}{\|x\|^{2}+1}\left[b_{s, u}^{(n, k)}+\|x\| a_{s, u}^{(n, k)}\right] \tag{2.101}
\end{align*}
$$

where

$$
\begin{aligned}
& a_{s, u}^{(n, k)}:=\left\|R^{(n)}\left(\psi^{(k)}(s, u)\right)-R^{(k)}\left(\psi^{(k)}(s, u)\right)\right\|, \\
& b_{s, u}^{(n, k)}:=\left|F^{(n)}\left(\psi^{(k)}(s, u)\right)-F^{(k)}\left(\psi^{(k)}(s, u)\right)\right| .
\end{aligned}
$$

From the equations (2.5) and (2.26) we have, for all $0 \leq s \leq T<\infty$ :

$$
\begin{aligned}
& \left|\left(\mathrm{e}^{-\left\langle\xi, \psi^{(k)}(s, u)\right\rangle}-1-\left\langle\chi(\xi), \psi^{(k)}(s, u)\right\rangle\right)\left(\mathbf{1}_{\{\|\xi\|>1 / n\}}-\mathbf{1}_{\{\|\xi\|>1 / k\}}\right)\right| \\
& \quad \leq\left\|\psi^{(k)}(s, u)\right\|^{2}\|\xi\|^{2} \mathbf{1}_{\{\|\xi\| \leq 1\}} \\
& \quad \leq \sup _{s \in[0, T]}\left\|\psi^{(1)}(s, u)\right\|^{2}\|\xi\|^{2} \mathbf{1}_{\{\|\xi\| \leq 1\}}=: g(\xi) .
\end{aligned}
$$

Observe that for $h \in \mathcal{H}^{+}$, we have $\int_{\mathcal{H}^{+} \backslash\{0\}} g(\xi) \frac{\langle\mu(\mathrm{d} \xi), h\rangle}{\|\xi\|^{2}}<\infty$. Hence, it follows from Lemma A. 6 that $g(\cdot) /\|\cdot\|^{2} \in \mathcal{L}^{1}\left(\mathcal{H}^{+}, \mu\right)$ and from Theorem A.8, we deduce that $\sup _{s \in[0, T]} a_{s, u}^{(n, k)}$ converges to 0 as $n, k \rightarrow \infty$. By the admissibility condition Definition 2.3 i), we infer $\int_{\mathcal{H}^{+} \backslash\{0\}} g(\xi) m(\mathrm{~d} \xi)<\infty$ and applying the dominated convergence theorem we also deduce that $\sup _{s \in[0, T]} b_{s, u}^{(n, k)}$ converge to 0 as $n, k \rightarrow \infty$. Observing that $\phi^{(k)}(s, u) \in \mathbb{R}^{+}$and $\psi^{(k)}(s, u) \in \mathcal{H}^{+}$for all $s \geq 0$, we can bound $\mathrm{e}^{-\phi^{(k)}(s, u)-\left\langle x, \psi^{(k)}(s, u)\right\rangle}$ by 1 for all $x \in \mathcal{H}^{+}$and get from equation (2.101), that for all $s>0$ :

$$
\begin{aligned}
\| \mathcal{G}^{(n)} & P_{s}^{(k)} \mathrm{e}^{-\langle\cdot, u\rangle}-\mathcal{G}^{(k)} P_{s}^{(k)} \mathrm{e}^{-\langle\cdot, u\rangle} \|_{\rho} \\
& \leq \sup _{x \in \mathcal{H}^{+}} \frac{\|x\|+1}{\|x\|^{2}+1}\left(a_{s, u}^{(n, k)}+b_{s, u}^{(n, k)}\right) \\
& \leq\left(\sup _{s \in[0, T]} a_{s, u}^{(n, k)}+\sup _{s \in[0, T]} b_{s, u}^{(n, k)}\right) C_{u}\left\|\mathrm{e}^{-\langle\cdot, u\rangle}\right\|_{\infty}
\end{aligned}
$$

where $C_{u}=\sup _{x \in \mathcal{H}^{+}}(\|x\|+1) /\left(\|x\|^{2}+1\right)$. Thus condition (ii) in Theorem 3.2 in [45] is satisfied with $\|\cdot\|_{\mathcal{D}}=\|\cdot\|_{\infty}$ and we deduce the existence of a generalized Feller semigroup $\left(P_{t}\right)_{t \geq 0}$ with the same growth bound as the semigroup $\left(P_{t}^{(k)}\right)_{t \geq 0}$ and such that $P_{t} f=\lim _{k \rightarrow \infty} P_{t}^{(k)} f$, for all $f \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$, uniformly on compacts in time. Since $P_{t} \mathbf{1}=\mathbf{1}$, for all $t \geq 0$, we deduce from Theorem 2.26 that there exists a generalized Feller process $\left(X_{t}\right)_{t \geq 0}$ such that $P_{t} f(x)=\mathbb{E}_{x}\left[f\left(X_{t}\right)\right]$ for all $t \geq 0$ and $x \in \mathcal{H}^{+}$. The exponential affine formula (2.99) follows from formula (2.75) and the fact that $\lim _{k \rightarrow \infty} \phi^{(k)}(t, u)=\phi(t, u)$ and $\lim _{k \rightarrow \infty} \psi^{(k)}(t, u)=\psi(t, u)$ for all $t \geq 0$ and $u \in \mathcal{H}^{+}$. From this we further derive the particular form of the generator $\mathcal{G}$ on the space $\mathcal{D}$ by noting that $t \mapsto P_{t} \mathrm{e}^{-\langle\cdot, u\rangle}(x)$ uniquely solves the abstract Cauchy problem associated to $(\mathcal{G}, \operatorname{dom}(\mathcal{G}))$ and hence by mimicking the proof of the approximation case in Proposition 2.34, we conclude formula (2.11).

Analogous to the approximating processes $\left(X_{t}^{(k)}\right)_{t \geq 0}$, for $k \in \mathbb{N}$ in Lemma 2.35, we now deduce explicit formulas for the expressions $\mathbb{E}_{x}\left[\left\langle X_{t}, v\right\rangle\right]$ as well as for $\mathbb{E}_{x}\left[\left\langle X_{t}, v\right\rangle^{2}\right]$, where $x \in \mathcal{H}^{+}, t \geq 0$ and $v \in \mathcal{H}^{+}$.

Proposition 2.38. Let $(b, B, m, \mu)$ be an admissible parameter set conform Definition 2.3 and recall from (2.29)-(2.32) the definition of $\mathrm{d} R(0), \mathrm{d}^{2} R(0), \mathrm{d} F(0)$, and $\mathrm{d}^{2} F(0)$. Then for all $v, w \in \mathcal{H}^{+}$the following formulas hold true:
$\mathbb{E}_{x}\left[\left\langle X_{t}, v\right\rangle\right]=\int_{0}^{t}\left\langle b, \mathrm{e}^{s \mathrm{~d} R(0)} v\right\rangle+\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\left\langle\xi, \mathrm{e}^{s \mathrm{~d} R(0)} v\right\rangle m(\mathrm{~d} \xi) \mathrm{d} s+\left\langle x, \mathrm{e}^{t \mathrm{~d} R(0)} v\right\rangle$
and

$$
\begin{align*}
& \mathbb{E}_{x}\left[\left\langle X_{t}, v\right\rangle\left\langle X_{t}, w\right\rangle\right] \\
&=-\int_{0}^{t} \mathrm{~d}^{2} F(0)\left(\mathrm{e}^{s \mathrm{~d} R(0)} v, \mathrm{e}^{s \mathrm{~d} R(0)} w\right) \mathrm{d} s \\
&-\int_{0}^{t} \int_{0}^{s} \mathrm{~d} F(0)\left(\mathrm{e}^{(s-u) \mathrm{d} R(0)} \mathrm{d}^{2} R(0)\left(\mathrm{e}^{u \mathrm{~d} R(0)} v, \mathrm{e}^{u \mathrm{~d} R(0)} w\right)\right) \mathrm{d} u \mathrm{~d} s \\
&-\int_{0}^{t}\left\langle x, \mathrm{e}^{(t-s) \mathrm{d} R(0)} \mathrm{d}^{2} R(0)\left(\mathrm{e}^{s \mathrm{~d} R(0)} v, \mathrm{e}^{s \mathrm{~d} R(0)} w\right)\right\rangle \mathrm{d} s \\
&+\left(\int_{0}^{t} \mathrm{~d} F(0)\left(\mathrm{e}^{s \mathrm{~d} R(0)} v\right) \mathrm{d} s+\left\langle x, \mathrm{e}^{t \mathrm{~d} R(0)} v\right\rangle\right) \\
& \times\left(\int_{0}^{t} \mathrm{~d} F(0)\left(\mathrm{e}^{s \mathrm{~d} R(0)} w\right) \mathrm{d} s+\left\langle x, \mathrm{e}^{t \mathrm{~d} R(0)} w\right\rangle\right) \tag{2.103}
\end{align*}
$$

Moreover, for $v \in \mathcal{H}^{+},\langle\cdot, v\rangle \in \operatorname{dom}(\mathcal{G})$ and

$$
\begin{equation*}
\mathcal{G}\langle\cdot, v\rangle(x)=\langle b+B(x), v\rangle+\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\langle\xi, v\rangle \nu(x, \mathrm{~d} \xi), \quad x \in \mathcal{H}^{+} . \tag{2.104}
\end{equation*}
$$

Proof. Formulas (2.102) and (2.103) can be obtained analogous to the computation of the formulas (2.85) and (2.86) derived for the approximating case, combined with the explicit formulas (2.49)-(2.50). As in the proof of Lemma 2.35 we use Proposition 2.20 and the finite second moments of the process $\left(X_{t}\right)_{t \geq 0}$ to interchange the operations of the expectation and the one-sided derivatives. To obtain more explicit formulas, we consider the analogous of the formulas (2.85) and (2.86) and recall that $\mathrm{d}_{+} \phi(t, 0)(v), \mathrm{d}_{+}^{2} \phi(t, 0)(v, v)$ can be expressed in terms of $\mathrm{d} F(0), \mathrm{d}^{2} F(0), \mathrm{d}_{+} \psi(t, 0)(v)$, and $\mathrm{d}_{+}^{2} \psi(t, 0)(v, w)$, see (2.42a) and (2.43a). Then, we recall the expressions (2.49) and (2.50) for $\mathrm{d}_{+} \psi(t, 0)(v)$, and $\mathrm{d}_{+}^{2} \psi(t, 0)(v, w)$.

To prove (2.104), observe that using the analogue of (2.85), we get

$$
\begin{aligned}
& \frac{1}{t}\left|P_{t}\langle\cdot, v\rangle(x)-\langle x, v\rangle-\langle b+B(x), v\rangle-\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\langle\xi, v\rangle \nu(x, \mathrm{~d} \xi)\right| \\
& \leq \frac{1}{t}\left|\mathrm{~d}_{+} \phi(t, 0)(v)-\langle b, v\rangle-\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\langle\xi, v\rangle m(\mathrm{~d} \xi)\right| \\
& \quad+\frac{1}{t}\|x\|\left\|\mathrm{d}_{+} \psi(t, 0)(v)-v-B^{*}(v)-\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\langle\xi, v\rangle \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}\right\| .
\end{aligned}
$$

The latter together with formulas (2.42a) and (2.42b), yield

$$
\begin{aligned}
& \lim _{t \rightarrow 0^{+}} \sup _{x \in \mathcal{H}^{+}} \frac{\frac{1}{t}\left|P_{t}\langle\cdot, v\rangle(x)-\langle x, v\rangle-\langle b+B(x), v\rangle-\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\langle\xi, v\rangle \nu(x, \mathrm{~d} \xi)\right|}{1+\|x\|^{2}} \\
& \leq \mid \mathrm{d} F(0)(v)-\langle b, v\rangle-\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\langle\xi, v\rangle m(\mathrm{~d} \xi) \mid \\
& \quad+\left\|\mathrm{d} R(0)(v)-B^{*}(v)-\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\langle\xi, v\rangle \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}\right\|
\end{aligned}
$$

and recalling the formulas for $\mathrm{d} R(0)$ and $\mathrm{d} F(0)$ respectively in (2.29) and (2.30), we conclude that $\langle\cdot, v\rangle \in \operatorname{dom}(\mathcal{G})$, for $v \in \mathcal{H}^{+}$and that (2.104) holds.

Remark 2.39. As observed in Remark 2.4, the second moment conditions are a consequence of our generalized Feller approach and weight function $\rho=\|\cdot\|^{2}+1$. More specifically, the uniform bounds established in Proposition 2.36 rely on the existence of second moments as established in Lemma 2.35. A natural question to ask is whether one could perform the analysis with a different (weaker) weight function. However, in the proof of Lemma 2.32 we need that $\sqrt{\rho(x)} \geq c\|x\|$, $x \in \mathcal{H}^{+}$, for some constant $c \in(0, \infty)$.
Note also that the existence of a first moment of $\|\xi\|^{-2} \mu(\mathrm{~d} \xi)$ is already used in Lemma 2.12 to ensure that the mappings $R^{(k)}$ are Lipschitz continuous. Interestingly, also the alternative approach to proving existence in Chapter 6 requires the second moment condition.
In general we do not obtain a version of the process $X$ in Proposition 2.37 with càdlàg paths (but see Chapter 6 for a positive result). By Theorem 2.13 in [45] a càdlàg version exists when the associated semigroup $\left(P_{t}\right)_{t \geq 0}$ is quasi-contractive on $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$, i.e., if one can take $M=1$ in Proposition 2.36. We do not know whether this holds in general. However, we can show that $X$ admits a càdlàg version in the finite activity setting:

Proposition 2.40. Assume the setting of Proposition 2.37 and assume moreover that $m\left(\mathcal{H}^{+} \backslash\{0\}\right)<\infty$ and that $\mathcal{H}^{+} \backslash\{0\} \ni \xi \mapsto\|\xi\|^{-2}$ is $\mu$-integrable. Then there exists a version of $X$ with càdlàg paths.

Proof. By [45, Theorem 2.13] it in fact suffices to prove that the generalized Feller semigroup $\left(P_{t}\right)_{t \geq 0}$ associated to $X$ is quasi-contractive on $\mathcal{B}_{\tilde{\rho}}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$, where $\tilde{\rho}: \mathcal{H}^{+} \rightarrow[0, \infty)$ is an admissible weight function such that its associated norm $\|\cdot\|_{\tilde{\rho}}$ is equivalent to $\|\cdot\|_{\rho}$. Note that in the finite activity setting we can apply Proposition 2.34 with $k=\infty$ (with the understanding that $m^{(\infty)}:=m$ and $\mu^{(\infty)}:=\mu$ ) to directly obtain $\left(P_{t}\right)_{t \geq 0}$ (i.e., no approximation over $k$ is necessary). In particular $\tilde{\omega}_{\infty}<\infty$, where $\tilde{\omega}_{\infty}$ is defined by taking $k=\infty$ in (2.81). It then follows from statement a) on page 44 that $\left(P_{t}\right)_{t \geq 0}$ is quasi-contractive on $\mathcal{B}_{\tilde{\rho}_{\infty}}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$where $\tilde{\rho}_{\infty}$ is an admissible weight function with associated norm equivalent to $\|\cdot\|_{\rho}$.

In the next section we give the proof of Theorem 2.8. This is based on collecting the results from this section and transferring from a generalized Feller setting to the classical setting (in particular transferring from the weak to the strong topology on $\mathcal{H}^{+}$) that we used for presenting the results in Section 2.2.

### 2.4.3 Proof of Theorem 2.8

Let $(b, B, m, \mu)$ be an admissible parameter set. Then by Proposition 2.37 there exists a generalized Feller semigroup $\left(P_{t}\right)_{t \geq 0}$ and the associated generalized Feller process $\left(X_{t}\right)_{t \geq 0}$ in $\mathcal{H}^{+}$such that $\mathbb{E}_{x}\left[f\left(X_{t}\right)\right]=P_{t} f(x)$ for $t \geq 0$ and the Markov property (2.54) holds. The existence of constants $M, \omega \in[1, \infty)$ such that (2.9) is satisfied follows from Remark 2.27. The space $\mathcal{H}$ is a separable Hilbert space and hence the Borel- $\sigma$-algebras $\mathcal{B}\left(\mathcal{H}^{+}\right)$and $\mathcal{B}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$coincide. This means that the transition kernels $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$ defining the semigroup $\left(P_{t}\right)_{t \geq 0}$ stay unaffected under the change of topology and hence the process $\left(X_{t}\right)_{t \geq 0}$ is also a Markov process in $\mathcal{H}^{+}$with the strong topology. This proves the first part of the assertion and we continue with the affine transform formula.
Indeed, the asserted affine transform formula (2.2) is precisely formula (2.99) from Proposition 2.37. This and Proposition 2.16 implies for all $x \in \mathcal{H}^{+}$that

$$
\begin{align*}
\lim _{t \rightarrow 0+} \frac{P_{t} \mathrm{e}^{-\langle\cdot, u\rangle}(x)-\mathrm{e}^{-\langle\cdot, u\rangle}(x)}{t} & =\lim _{t \rightarrow 0+} \frac{\mathrm{e}^{-\phi(t, u)-\langle x, \psi(t, u)\rangle}-\mathrm{e}^{-\langle x, u\rangle}}{t} \\
& =(-F(u)-\langle x, R(u)\rangle) \mathrm{e}^{-\langle x, u\rangle} \tag{2.105}
\end{align*}
$$

In particular, we see that $\mathcal{G}(\mathcal{D}) \subseteq C_{b}\left(\mathcal{H}^{+}\right)$and since $\left(P_{t}\right)_{t \geq 0}$ is a strongly continuous semigroup on $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$we have

$$
\left(P_{t} \mathrm{e}^{-\langle\cdot, u\rangle}\right)(x)=\mathrm{e}^{-\langle\langle, x\rangle}(x)+\int_{0}^{t}\left(P_{s} \mathcal{G} \mathrm{e}^{-\langle\cdot, u\rangle}\right)(x) \mathrm{d} s
$$

Consequently, we have shown that $\mathcal{D} \subseteq \operatorname{dom}(\mathcal{G})$ and from formula (2.105) we see that formula (2.11) holds true on $\mathcal{D}$.

### 2.5 Concluding remarks

With Theorem 2.8 we have proven the existence of affine Markov processes on the cone of positive self-adjoint Hilbert-Schmidt operators by a novel approach inspired by [45]. In particular, our approach relies on the theory of generalized Feller processes, taking the weight function $\rho=\|\cdot\|^{2}+1$. This approach requires the existence of first and second moments of the jump measures $m$ and $\mu$. A beneficial by-product is that we obtain explicit formulas for the first and second moments of the affine Markov process, see Proposition 2.38. See Remark 2.39 for a discussion regarding the necessity of the second-moment condition. Below, we make some more remarks, including possible further directions of research.

## - On relaxing the condition on existence of moments

A possible direction of further research is to investigate whether one can adapt the proof in such a way to allow for the weight function $\rho=\|\cdot\|+1$. In this case a first moment conditions on $m$ and $\mu$ should suffice. On a more abstract level, the question arises whether it is possible to establish existence without any moment conditions, as can be done in the finite dimensional setting where the cone of interest does not have empty interior. Note, however, that for instantaneous covariance processes one usually assumes the existence of second moments, i.e. for applications in stochastic covariance modeling the second moment assumptions on the affine processes are not a real restriction, but often required anyways.

## - On the inclusion of a diffusion part

Another tantalizing question is to what degree an infinite-dimensional affine process on the cone of positive self-adjoint Hilbert-Schmidt operators allows for diffusion. It is clear from [23] that certain constructions are possible in infinitedimensions. See also [99] for an process with affine diffusion part on the cone of positive continuous functions, which, however, has non-empty interior.

## - On considering a different state space for the covariance process

Note that in the stochastic covariance model $(Y, X)$ in (1.6), we take $X$ to be the square root of an affine process in order to obtain that $Y$ is again affine, see Chapter 3. However, this means that the 'natural' state space for $X$ is not the cone of positive self-adjoint Hilbert-Schmidt operators, but the cone of positive self-adjoint trace class operators. Unfortunately, this is no longer a cone in a Hilbert space. As self-duality of the cone was used at various instances in the proof of Theorem 2.8, it is not clear how much can be salvaged if we consider trace class operators. This would be a further interesting direction of research.

## CHAPTER 3

## An Infinite-Dimensional Affine Stochastic Covariance Model


#### Abstract

In this chapter we present a flexible and tractable affine stochastic covariance model in infinite-dimensions. More specifically, we consider a Hilbert space valued linear stochastic differential equation driven by an infinite-dimensional Brownian motion that is modulated by an affine purejump process with values in the cone of positive self-adjoint Hilbert-Schmidt operators. The tractability of our model lies in the fact that the two processes involved are jointly affine, i.e. we show that their characteristic function can be given quasi-explicitly in terms of the solutions to a set of generalized mild Riccati equations. The flexibility of the model lies in the fact that we allow multiple modeling options for the instantaneous covariance process, including processes with state-dependent jump intensity. We discuss applications of our model in the context of forward curve dynamics described in the HJMM modeling framework. In this setting we discuss various examples: An infinite-dimensional version of the Barndorff-Nielsen-Shephard stochastic volatility model, as well as models with instantaneous covariance processes admitting state-dependent jumpintensity, that have the potential to model volatility clustering.


This chapter is based on [39]:
Cox, S., Karbach, S., and Khedher, A.
An infinite-dimensional affine stochastic volatility model.
Mathematical Finance 32, 3 (2022), 878-906.

### 3.1 Introduction

In this chapter we propose a novel class of infinite-dimensional affine stochastic covariance models $(Y, X)$, where $Y=\left(Y_{t}\right)_{t \geq 0}$ takes values in an infinitedimensional separable Hilbert space $\left(H,\langle\cdot, \cdot\rangle_{H}\right)$ and $X=\left(X_{t}\right)_{t \geq 0}$ is a timehomogeneous affine Markov process with values in the cone of positive self-adjoint Hilbert-Schmidt operators on $H$. The process $X$ is taken from the class of affine processes introduced in Chapter 2. The process $\left(Y_{t}\right)_{t \geq 0}$ is modeled by the following stochastic differential equation

$$
\begin{equation*}
\mathrm{d} Y_{t}=\mathcal{A} Y_{t} \mathrm{~d} t+X_{t}^{1 / 2} \mathrm{~d} W_{t}^{Q}, \quad t \geq 0, \quad Y_{0}=y \in H \tag{3.1}
\end{equation*}
$$

where $\mathcal{A}: \operatorname{dom}(\mathcal{A}) \subseteq H \rightarrow H$ is a possibly unbounded operator with dense domain $\operatorname{dom}(\mathcal{A})$ and $\left(W_{t}^{Q}\right)_{t \geq 0}$ is a $Q$-Brownian motion independent of $X$, with $Q$ a positive self-adjoint trace-class operator on $H$. Assuming that $X$ is progressively measurable and using the moment bounds on $X$ established in Chapter 2, the existence of a solution to (3.1) is straightforward (see Lemma 3.7 below).
In Section 3.2.1 we show that under the assumption that the Markov process $\left(X_{t}\right)_{t \geq 0}$ has càdlàg paths, it is a square-integrable semimartingale. This follows from the formulation of an associated martingale problem in terms of what we call a weak generator (see Definition 3.2) of the Markov process $\left(X_{t}\right)_{t \geq 0}$ and yields the explicit representation of $\left(X_{t}\right)_{t \geq 0}$ as

$$
\begin{equation*}
X_{t}=x+\int_{0}^{t}\left(b+B\left(X_{s}\right)+\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}} \xi \nu\left(X_{s}, \mathrm{~d} \xi\right)\right) \mathrm{d} s+\bar{J}_{t}, \quad t \geq 0 \tag{3.2}
\end{equation*}
$$

where $x, b \in \mathcal{H}^{+}, B \in \mathcal{L}(\mathcal{H})$ is a bounded linear operator, given $x \in \mathcal{H}^{+}$the measure $\nu(x, \cdot): \mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right) \rightarrow \mathbb{R}$ is such that $\nu^{X}(\mathrm{~d} t, \mathrm{~d} \xi)=\nu\left(X_{t}, \mathrm{~d} \xi\right) \mathrm{d} t$ is the predictable compensator of the jump-measure of $\left(X_{t}\right)_{t \geq 0}$, and $\left(\bar{J}_{t}\right)_{t \geq 0}$ is a purely discontinuous $\mathcal{H}$-valued square-integrable martingale. Here and throughout this chapter the parameters $(b, B, m, \mu)$ are admissible as in Definition 2.3.
By exploiting the results in Chapter 2 and [117], we adapt the proof of [80, Theorem II.2.42] to our infinite-dimensional setting to obtain the characteristic triplet (see Definition 3.1) of $\left(X_{t}\right)_{t \geq 0}$ explicitly and show its affine form (see Proposition 3.5).
Our main contribution lies in showing that our stochastic covariance model $(Y, X)$ has the affine property, that is, we prove for all $t \geq 0$ that the mixed FourierLaplace transform of $\left(Y_{t}, X_{t}\right)$ is exponentially affine in the initial value $(y, x) \in$ $H \times \mathcal{H}^{+}$and has a quasi-explicit formula in terms of a solution to generalized (mild) Riccati equations that are written in terms of the parameters of the model, see Theorem 3.14 below.

The proof Theorem 3.14, i.e., of the affine property of our stochastic covariance model $\left(Y_{t}, X_{t}\right)_{t \geq 0}$, is given in Section 3.3. It involves considering an approximation $\left(Y_{t}^{(n)}, X_{t}\right)_{t \geq 0}$ of $\left(Y_{t}, X_{t}\right)_{t \geq 0}$ obtained by replacing $\mathcal{A}$ in (3.1) by its Yosida approximation. The use of the approximation allows us to exploit the semimartingale theory and standard techniques in order to show that the approximating process is affine. To show that the affine property holds for the limiting process $\left(Y_{t}, X_{t}\right)_{t \geq 0}$, we study the convergence of the generalized Riccati equations associated with $\left(Y_{t}^{(n)}, X_{t}\right)_{t \geq 0}$ to those associated with $\left(Y_{t}, X_{t}\right)_{t \geq 0}$. We prove the existence of a unique solution to these generalized Riccati equations by exploiting infinite dimensional ODE results and using the quasi-monotonicity argument to show that the solution stays in the cone $\mathcal{H}^{+}$, see [50] and [113]. In order for the approach described above to succeed, we impose a commutativity-type condition on the covariance operator of the $Q$-Wiener process $\left(W_{t}^{Q}\right)_{t \geq 0}$ and the stochastic covariance $\left(X_{t}^{1 / 2}\right)_{t \geq 0}$ (see Assumption $\mathcal{B}$ below). This condition is also imposed in [21] and we find it rather limiting. However, we show that it can be avoided by considering a slightly different version of the stochastic covariance model, see Remark 3.10.
In Section 3.4 we consider a number of examples. For the process $Y$ we assume the setting proposed in $[60,18]$, which can be used to model arbitrage-free forward prices at time $t \geq 0$ of a contract delivering an asset, e.g. a commodity, at time $t+x$. In this case the operator $\mathcal{A}$ in (3.1) is given by $\mathcal{A}=\partial / \partial x$ and the space $H$ is given by some weighted Sobolev space. For the process $\left(X_{t}\right)_{t \geq 0}$, we construct several examples in which we specify the drift and jump parameters: We first show that the infinite-dimensional lift of the multivariate Barndorff-NielsenShephard model introduced in [21] is a particular example of our model. The instantaneous covariance process $\left(X_{t}\right)_{t \geq 0}$ in this example is given as the solution to a SDE driven by a Lévy subordinator in the space of self-adjoint HilbertSchmidt operators, as we show in Section 3.4.1. As mentioned above, this example does not involve state-dependent jump intensities. However, Sections 3.4.2, 3.4.3, and 3.4.4 provide explicit parameter choices that do involve state-dependent jump intensities. In Section 3.4.2 we construct a covariance process which is essentially one-dimensional; evolving along a fixed vector $z \in \mathcal{H}^{+}$. In Section 3.4.3, we construct a truly infinite-dimensional covariance process $X$. In this example both $X_{t}, t \geq 0$, and $Q$ share a fixed orthonormal basis of eigenvectors. This is imposed to ensure that the commutativity condition given by Assumption $\mathcal{B}$ is satisfied. In Section 3.4.4, we avoid this commutativity condition by considering an example involving the alternative model from Remark 3.10.
In Chapter 4 we derive quasi-explicit formulas for option-prices on commodity forwards based on the introduced affine model. In practice, these computations require the study of finite dimensional approximations of the instantaneous covariance process and the Riccati equations, which is being tackled in Chapter 6.

### 3.1.1 Layout of the chapter

In Section 3.2 we give an in-depth analysis of our stochastic covariance model and introduce sufficient parameter assumptions that ensure the well-posedness of the proposed model. Subsequently, in Section 3.3 we prove the affine-property of our joint model $\left(Y_{t}, X_{t}\right)_{t \geq 0}$. We split the proof into two parts, first in Section 3.3.1 we show the existence and uniqueness of solutions to the associated generalized Riccati equations under admissible parameter assumptions and thereafter, in Section 3.3.2, we prove the affine transform formula. In Section 3.4, we give several examples of stochastic covariance models included in our model class by specifying various instantaneous covariance processes $\left(X_{t}\right)_{t \geq 0}$.

### 3.1.2 Notation and Hilbert-valued semimartingales

Throughout this chapter we let $\left(H,\langle\cdot, \cdot\rangle_{H}\right)$ be an infinite-dimensional separable Hilbert space and let $\chi: \mathcal{H} \rightarrow \mathcal{H}$ be the truncation function given by $\chi(x)=$ $x 1_{\{\|x\| \leq 1\}}$. By slight abuse of notation we shall write $\langle y, u\rangle_{H}=-\mathrm{i}\langle y, \tilde{u}\rangle_{H}$, in case that $y \in H$ and $u=\mathrm{i} \tilde{u} \in \mathrm{i} H$, see also the notation section in Chapter 4.
For this section let $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ be a filtered probability space, write $\mathbb{F}=\left(\mathcal{F}_{t}\right)_{t \geq 0}$ and denote by $(\mathcal{H},\langle\cdot, \cdot\rangle)$ another separable Hilbert space. Let $M=\left(M_{t}\right)_{t \geq 0}$ be an $\mathcal{H}$-valued locally square-integrable martingale. Then we know from $[117$, Theorem 21.6 and Section 23.3] that there exists a unique (up to a $\mathbb{P}$-null set) càdlàg predictable process $\langle\langle M\rangle\rangle$ of finite variation taking values in the set of positive self-adjoint elements of $\mathcal{L}_{1}(\mathcal{H})$ such that $\langle\langle M\rangle\rangle_{0}=0$ and the process

$$
M \otimes M-\langle\langle M\rangle\rangle
$$

is an $\mathcal{L}_{1}(\mathcal{H})$-valued local martingale.
Following [117, Definition 23.7], an $\mathcal{H}$-valued process $X=\left(X_{t}\right)_{t \geq 0}$ is called $a$ semimartingale if

$$
\begin{equation*}
X_{t}=X_{0}+M_{t}+A_{t}, \quad t \geq 0 \tag{3.3}
\end{equation*}
$$

where $X_{0}$ is $\mathcal{H}$-valued and $\mathcal{F}_{0}$-measurable, $M$ is a $\mathcal{H}$-valued locally square integrable martingale with càdlàg paths such that $M_{0}=0$ and $A$ is an adapted $\mathcal{H}$ valued càdlàg process of finite variation with $A_{0}=0$. When the process $A$ in (3.3) is predictable, then $X$ is said to be a special semimartingale. The decomposition (3.3) in this case is unique (see [117, Theorem 23.6]) and is called the canonical decomposition of $X$. For a semimartingale $X$, we write $\Delta X_{t}=X_{t}-X_{t-}$, where $X_{t-}=\lim _{s \rightarrow t-} X_{s}$. Notice that when $\|\Delta X\|$ is bounded, then $X$ is a special semimartingale (see [117, Chapter 4, Exercise 11]).
Two $\mathcal{H}$-valued locally square-integrable martingales $M$ and $N$ are called orthogonal if the real-valued process $\left(\left\langle M_{t}, N_{t}\right\rangle\right)_{t \geq 0}$ is a local martingale.

Further, we call $M$ a purely discontinuous local martingale if it is orthogonal to all continuous local martingales. An $\mathcal{H}$-valued semimartingale can be written as

$$
\begin{equation*}
X_{t}=X_{0}+X_{t}^{c}+M_{t}^{d}+A_{t}, \quad t \geq 0 \tag{3.4}
\end{equation*}
$$

where $X_{0}$ is $\mathcal{F}_{0}$-measurable, $X^{c}$ is a continuous local martingale with $X_{0}^{c}=0$, $M^{d}$ is a locally square integrable martingale orthogonal to $X^{c}$ with $M_{0}^{d}=0$, and $A$ is a càdlàg process of finite variation with $A_{0}=0$, see [117, Theorem 20.2]. The process $X^{c}$ is unique (up to a $\mathbb{P}$-null set), see [117, Chapter 4, Exercise 13]. We associate with the $\mathcal{H}$-valued semimartingale $X$, the integer-valued random measure $\mu^{X}: \mathcal{B}([0, \infty) \times \mathcal{H}) \rightarrow \mathbb{N}$ given by

$$
\begin{equation*}
\mu^{X}(\mathrm{~d} t, \mathrm{~d} \xi)=\sum_{s \geq 0} \mathbf{1}_{\left\{\Delta X_{s} \neq 0\right\}} \delta_{\left(s, \Delta X_{s}\right)}(\mathrm{d} t, \mathrm{~d} \xi), \tag{3.5}
\end{equation*}
$$

where $\delta_{a}$ denotes the Dirac measure at point $a$. Recall from [80, Theorem II.1.8], the existence and uniqueness (up to a $\mathbb{P}$-null set) of the predictable compensator $\nu^{X}$ of $\mu^{X}$.
Given a semimartingale $X$ we define the 'large jumps' process $\check{X}$ by

$$
\check{X}:=\sum_{s \leq} \Delta X_{s} \mathbf{1}_{\left\{\left\|\Delta X_{s}\right\|>1\right\}}
$$

and we define the 'small jumps' process

$$
\begin{equation*}
\hat{X}=X-\check{X} \tag{3.6}
\end{equation*}
$$

Since $\|\Delta \hat{X}\| \leq 1, \hat{X}$ is a special semimartingale and hence it admits the unique decomposition

$$
\begin{equation*}
\hat{X}_{t}=X_{0}+M_{t}^{\hat{X}}+A_{t}^{\hat{X}}, \quad t \geq 0 \tag{3.7}
\end{equation*}
$$

where $X_{0}$ is $\mathcal{F}_{0}$-measurable, $M^{\hat{X}}$ is a local martingale with $M_{0}^{\hat{X}}=0$, and $A^{\hat{X}}$ is a predictable process of finite variation with $A_{0}^{\hat{X}}=0$. We are ready to introduce the characteristic triplet of an $\mathcal{H}$-valued semimartingale $X$ :

Definition 3.1. Let $X$ be an $\mathcal{H}$-valued semimartingale, let $A^{\hat{X}}$ be the predictable process of finite variation from decomposition (3.7), let $X^{c}$ be the continuous martingale part of $X$ as provided by (3.4), and let $\nu^{X}$ be the predictable compensator of $\mu^{X}$, where $\mu^{X}$ is defined by (3.5). Then we call the triplet $\left(A^{\hat{X}},\left\langle\left\langle X^{c}\right\rangle\right\rangle, \nu^{X}\right)$ the characteristic triplet of $X$. Note that the characteristic triplet consists of a predictable càdlàg $\mathcal{H}$-valued process of finite variation, a predictable càdlàg $\mathcal{L}_{1}(\mathcal{H})$-valued process of finite variation, and a predictable random measure on $\mathcal{B}([0, \infty) \times \mathcal{H})$.

### 3.2 The stochastic covariance model

In this section we specify our stochastic covariance model. First, in Section 3.2.1, we introduce the exact specification for the instantaneous covariance process $X$, for which we choose an affine Markov process on the cone of positive self-adjoint Hilbert-Schmidt operators, the existence of which we proved in Chapter 2. We show that whenever the process $X$ admits for a version with càdlàg paths, this version is actually a Markovian semimartingale with characteristic triplet of an affine form and the representation (3.2) holds true. In Section 3.2.2, we show that given such an instantaneous covariance process $X$ there exists a mild solution $Y$ to equation (3.1) with initial value $y \in H$, which enables us to introduce our joint stochastic covariance model $Z=(Y, X)$ (see Definition 3.8).

### 3.2.1 The affine covariance process

We propose to model the instantaneous covariance process $\left(X_{t}\right)_{t \geq 0}$ as an affine Markov process on the state space $\mathcal{H}^{+}$in the sense of Chapter 2. More precisely, we assume that $(b, B, m, \mu)$ is an admissible parameter set as in Definition 2.3. Given $(b, B, m, \mu)$ it follows from Theorem 2.8 that there exists an associated square-integrable time-homogeneous $\mathcal{H}^{+}$-valued affine Markov process $X$. More specifically, Theorem 2.8 and Proposition 2.38 imply Theorem 3.3 below, a version of the existence results that we need in our derivations later and which we recall for the readers convenience. In order to state this result we adapt the notion of a weak generator ${ }^{1}$ from Section 2.2 slightly and let the state-space of test-functions be the space of continuous functions on $\mathcal{H}^{+}$with at most quadratic growth (in the tails), in particular we allow for unbounded functions in the domain.

Definition 3.2 (Weak generator on functions with at most quadratic-growth). Let $X$ be a square-integrable $\mathcal{H}^{+}$-valued time-homogeneous Markov process with transition semigroup $\left(P_{t}\right)_{t \geq 0}$ acting on the space

$$
C_{\mathrm{w}}\left(\mathcal{H}^{+}, \mathbb{R}\right):=\left\{f \in C\left(\mathcal{H}^{+}, \mathbb{R}\right): \sup _{x \in \mathcal{H}^{+}} \frac{f(x)}{\|x\|^{2}+1}<\infty\right\}
$$

$C_{\mathrm{w}}\left(\mathcal{H}^{+}, \mathbb{R}\right)$ Then the weak generator $\mathcal{G}: \operatorname{dom}(\mathcal{G}) \subseteq C_{\mathrm{w}}\left(\mathcal{H}^{+} ; \mathbb{R}\right) \rightarrow C_{\mathrm{w}}\left(\mathcal{H}^{+} ; \mathbb{R}\right)$ of $\left(P_{t}\right)_{t \geq 0}$ is defined as follows: $f \in \operatorname{dom}(\mathcal{G})$ if and only if there exists a $g \in$ $C_{\mathrm{w}}\left(\mathcal{H}^{+}, \mathbb{R}\right)$ such that $g(x)=\lim _{t \downarrow 0} t^{-1}\left(P_{t} f(x)-f(x)\right)$ and for all $x \in \mathcal{H}^{+}$

$$
P_{t} f(x)=f(x)+\int_{0}^{t} P_{s} g(x) \mathrm{d} s, \quad \text { and in this case set } \mathcal{G} f:=g
$$

[^0]We then recall the following result(s) from Chapter 2:
Theorem 3.3. Let $(b, B, m, \mu)$ be an admissible parameter set according to Definition 2.3. Then there exist constants $M, \omega \in[1, \infty)$ and a square-integrable $\mathcal{H}^{+}$-valued time-homogeneous Markov process $\left(X_{t}\right)_{t \geq 0}$ with transition semigroup $\left(P_{t}\right)_{t \geq 0}$, acting on functions $f \in C_{\mathrm{w}}\left(\mathcal{H}^{+}, \mathbb{R}\right)$, and weak generator $(\mathcal{G}, \operatorname{dom}(\mathcal{G}))$ such that the following holds:
i) $\mathbb{E}\left[\left\|X_{t}\right\|^{2} \mid X_{0}=x\right] \leq M e^{\omega t}\left(\|x\|^{2}+1\right)$ for all $t \geq 0$,
ii) $\operatorname{lin}\left(\left\{\mathrm{e}^{-\langle\cdot, u\rangle}: u \in \mathcal{H}^{+}\right\} \cup\left\{\langle\cdot, u\rangle: u \in \mathcal{H}^{+}\right\}\right) \subseteq \operatorname{dom}(\mathcal{G})$, and
iii) for every $f \in \operatorname{lin}\left\{\mathrm{e}^{-\langle\cdot, u\rangle}: u \in \mathcal{H}^{+}\right\} \cup\left\{\langle\cdot, u\rangle: u \in \mathcal{H}^{+}\right\}$we have:

$$
\begin{equation*}
\mathcal{G} f(x)=\left\langle b+B(x), f^{\prime}(x)\right\rangle+\int_{\mathcal{H}^{+} \backslash\{0\}}\left(f(x+\xi)-f(x)-\left\langle\chi(\xi), f^{\prime}(x)\right\rangle\right) \nu(x, \mathrm{~d} \xi), \tag{3.8}
\end{equation*}
$$

where $\nu(x, \mathrm{~d} \xi)=m(\mathrm{~d} \xi)+\frac{\langle\mu(\mathrm{d} \xi), x\rangle}{\|\xi\|^{2}}$.
An additional assumption we want to impose on the affine instantaneous covariance process $X$ under consideration is the requirement, that $X$ must admit for a version with càdlàg paths.
Assumption $\mathcal{A}$. The time-homogeneous Markov process $X$ associated with the parameter set $(b, B, m, \mu)$ satisfying the conditions in Definition 2.3 has càdlàg paths.
Due to the lack of local compactness of the underlying state space, standard Feller theory were not employed to establish Theorem 3.3. We overcame this problem by using generalized Feller semigroups, but unfortunately the Markov processes associated to a generalized Feller semigroup need not have càdlàg paths (but see [45, Theorem 2.13] for a positive result). Some (rather limiting) conditions that ensure that Assumption $\mathcal{A}$ is satisfied are provided in the lemma below. In Chapter 6 we show that Assumption $\mathcal{A}$ is satisfied in general.

Lemma 3.4. Assume that $(b, B, m, \mu)$ is an admissible parameter set that fulfill either one of the following two cases:
i) (the Lévy-driven case) $\mu(\mathrm{d} \xi)=0$,
ii) (finite activity jumps) $m\left(\mathcal{H}^{+} \backslash\{0\}\right)<\infty$ and $\int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle x, \frac{\mu(\mathrm{~d} \xi)}{\|\xi\|^{2}}\right\rangle<\infty$ for all $x \in \mathcal{H}^{+}$.

Then the affine Markov process $\left(X_{t}\right)_{t \geq 0}$ associated with ( $b, B, m, \mu$ ) admits for a version with càdlàg paths.

Proof. To prove i), observe that the weak generator (3.8) associated to the admissible parameters $(b, B, m, 0)$ is a weak generator of a Lévy driven SDE as described for example in [123, equation 9.37]) and hence the assertion follows from [123, Theorem 4.3]. In case of ii), the assertion follows from Proposition 2.40.

We show in the next proposition that the version of $X$ with càdlàg paths is in fact a Markovian semimartingale:

Proposition 3.5. Suppose that $(b, B, m, \mu)$ is an admissible parameter set according to Definition 2.3 and such that the associated affine Markov process $X$ satisfies Assumption $\mathcal{A}$. Then there exists a version of $\left(X_{t}\right)_{t \geq 0}$ which is an $\mathcal{H}^{+}-$ valued semimartingale with characteristics triplet $\left(A, C, \nu^{X}\right)$ of the form:

$$
\begin{align*}
A_{t} & =\int_{0}^{t}\left(b+B\left(X_{s}\right)\right) \mathrm{d} s, t \geq 0  \tag{3.9}\\
C_{t} & =0, t \geq 0  \tag{3.10}\\
\nu^{X}(\mathrm{~d} t, \mathrm{~d} \xi) & =\nu\left(X_{t}, \mathrm{~d} \xi\right) \mathrm{d} t=\left(m(\mathrm{~d} \xi)+\left\langle X_{t}, \frac{\mu(\mathrm{~d} \xi)}{\|\xi\|^{2}}\right\rangle\right) \mathrm{d} t . \tag{3.11}
\end{align*}
$$

Moreover, the following representation holds

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t}\left(b+B\left(X_{s}\right)+\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}} \xi \nu\left(X_{s}, \mathrm{~d} \xi\right)\right) \mathrm{d} s+\bar{J}_{t}, \quad t \geq 0 \tag{3.12}
\end{equation*}
$$

where $\bar{J}$ is a purely discontinuous square-integrable martingale.
In order to prove Proposition 3.5, we need the following result, which can be obtained by mimicking the proof of [123, Proposition 9.38]:

Proposition 3.6. Let $X$ be a square-integrable time-homogeneous càdlàg Markov process on $\mathcal{H}^{+}$with transition semigroup $\left(P_{t}\right)_{t \geq 0}$ acting on $C_{\mathrm{w}}\left(\mathcal{H}^{+}, \mathbb{R}\right)$, let $\mathcal{G}$ be its weak generator and let $f \in \operatorname{dom}(\mathcal{G})$. Define $M_{t}=f\left(X_{t}\right)-f\left(X_{0}\right)-\int_{0}^{t}(\mathcal{G} f)\left(X_{s}\right) \mathrm{d} s$. Then $\left(M_{t}\right)_{t \geq 0}$ is a real-valued martingale.

Proof of Proposition 3.5. Let $\left(e_{n}\right)_{n \in \mathbb{N}}$ be an orthonormal basis of $\mathcal{H}$, then for every $n \in \mathbb{N}$, we have $e_{n}=e_{n}^{+}-e_{n}^{-}$, for $e_{n}^{+}, e_{n}^{-} \in \mathcal{H}^{+}$. By Theorem 3.3 and Proposition 3.6 applied to $f=\left\langle\cdot, e_{n}\right\rangle$ there exists a square-integrable martingale $\bar{J}^{(n)}$ such that

$$
\begin{aligned}
\left\langle X_{t}, e_{n}\right\rangle=\left\langle X_{0}, e_{n}\right\rangle+\int_{0}^{t}\left(\left\langle b+B\left(X_{s}\right), e_{n}\right\rangle+\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\left\langle\xi, e_{n}\right\rangle \nu\left(X_{s}, \mathrm{~d} \xi\right)\right) \mathrm{d} s \\
+\bar{J}_{t}^{(n)}, \quad t \geq 0
\end{aligned}
$$

Noting that $X=\sum_{n=1}^{\infty}\left\langle X, e_{n}\right\rangle e_{n}$, we infer that $X$ is an $\mathcal{H}^{+}$-valued semimartinagle with the decomposition in (3.12), where $\bar{J}=\sum_{n=1}^{\infty} \bar{J}^{(n)} e_{n}$ is a square integrable $\mathcal{H}$-valued martingale.
We are left to show that $\bar{J}$ is purely discontinuous and to make the characteristic triplet of $X$ explicit. These are known results in the finite-dimensional setting (see for instance [80, Theorem II.2.42]). Below, we adapt the proof of [80, Theorem II.2.42] to our setting. For that we decompose $X=A^{\hat{X}}+N^{\hat{X}}+\tilde{X}$ as in (3.6) and (3.7). Denote by $\left(A^{\hat{X}}, C, \nu^{X}\right)$ the characteristic triplet of the semimartingale $X$. Let $u \in \mathcal{H}^{+}$be arbitrary and consider the function $g_{u}=\mathrm{e}^{-\langle\cdot, u\rangle}, u \in \mathcal{H}^{+}$. On the one hand, applying the Itô formula to $g_{u}(X)$ (see for instance, [117, Theorem $27.2]$ ), yields that $g_{u}(X)$ is a real-valued semimartingale and

$$
\begin{align*}
& \mathrm{e}^{-\left\langle X_{t}, u\right\rangle} \\
&= \mathrm{e}^{-\left\langle X_{0}, u\right\rangle}-\int_{0}^{t} \mathrm{e}^{-\left\langle X_{s-}, u\right\rangle}\left\langle u, \mathrm{~d} A_{s}^{\hat{X}}\right\rangle-\int_{0}^{t} \mathrm{e}^{-\left\langle X_{s-}, u\right\rangle}\left\langle u, \mathrm{~d} N_{s}^{\hat{X}}\right\rangle \\
&+\frac{1}{2} \int_{0}^{t} \mathrm{e}^{-\left\langle X_{s-}, u\right\rangle}\left\langle u \otimes u, \mathrm{~d} C_{s}\right\rangle_{\mathcal{L}_{2}(\mathcal{H})}+\int_{0}^{t} \int_{\mathcal{H}^{+} \backslash\{0\}} \mathrm{e}^{-\left\langle X_{s-}, u\right\rangle} K(\xi, u) \nu^{X}(\mathrm{~d} s, \mathrm{~d} \xi) \\
&+\int_{0}^{t} \int_{\mathcal{H}^{+} \backslash\{0\}} \mathrm{e}^{-\left\langle X_{s-}, u\right\rangle} K(\xi, u)\left(\mu^{X}(\mathrm{~d} s, \mathrm{~d} \xi)-\nu^{X}(\mathrm{~d} s, \mathrm{~d} \xi)\right), \tag{3.13}
\end{align*}
$$

where $K(\xi, u)=\mathrm{e}^{-\langle\xi, u\rangle}-1+\langle\chi(\xi), u\rangle$. On the other hand, by Proposition 3.6 there exists a real-valued martingale $I^{u}$ such that

$$
\begin{align*}
\mathrm{e}^{-\left\langle X_{t}, u\right\rangle}= & \mathrm{e}^{-\left\langle X_{0}, u\right\rangle}+I_{t}^{u}-\int_{0}^{t} \mathrm{e}^{-\left\langle X_{s}, u\right\rangle}\left(\left\langle b+B\left(X_{s}\right), u\right\rangle\right) \mathrm{d} s \\
& +\int_{0}^{t} \int_{\mathcal{H}+\backslash\{0\}} \mathrm{e}^{-\left\langle X_{s}, u\right\rangle} K(\xi, u) \nu\left(X_{s}, \mathrm{~d} \xi\right) \mathrm{d} s, \quad t \geq 0 . \tag{3.14}
\end{align*}
$$

Note that for every $t \geq 0$, the integrals with respect to $\mathrm{d} s$ on the right-hand side of (3.14) remain unchanged if we take the left-limits $X_{s-}$ instead of $X_{s}$, as the number of jumps on $[0, t]$ is at most countable. Moreover, as $X$ takes values in $\mathcal{H}^{+}$, we have that $g_{u}(X)$ is bounded and hence it is a special semimartingale and its canonical decomposition is unique. Therefore the finite variation part in formulas (3.13) and (3.14) must coincide, i.e. the following must hold for all $t \geq 0$ almost surely:

$$
\begin{align*}
& -\int_{0}^{t} \mathrm{e}^{-\left\langle X_{s-}, u\right\rangle}\left(\left\langle u, \mathrm{~d} A_{s}^{\hat{X}}\right\rangle+\frac{1}{2}\left\langle u \otimes u, \mathrm{~d} C_{s}\right\rangle \mathcal{L}^{2}(\mathcal{H})+\int_{\mathcal{H}^{+} \backslash\{0\}} K(\xi, u) \nu^{X}(\mathrm{~d} s, \mathrm{~d} \xi)\right) \\
& \quad=-\int_{0}^{t} \mathrm{e}^{-\left\langle X_{s}, u\right\rangle}\left(\left\langle b+B\left(X_{s}\right), u\right\rangle+\int_{\mathcal{H}^{+} \backslash\{0\}} K(\xi, u) \nu\left(X_{s}, \mathrm{~d} \xi\right)\right) \mathrm{d} s \tag{3.15}
\end{align*}
$$

Now, by integrating $\mathrm{e}^{\left\langle X_{s-}, u\right\rangle}$ with respect to both sides of (3.15) over $[0, t]$, we obtain

$$
\begin{aligned}
& -\left\langle u, A_{t}^{\hat{X}}\right\rangle+\frac{1}{2}\left\langle u \otimes u, C_{t}\right\rangle_{\mathcal{L}^{2}(\mathcal{H})}+\int_{\mathcal{H}^{+} \backslash\{0\}} K(\xi, u) \nu^{X}([0, t], \mathrm{d} \xi) \\
& \quad=-\left\langle u, \int_{0}^{t} b+B\left(X_{s}\right) \mathrm{d} s\right\rangle+\int_{0}^{t} \int_{\mathcal{H}^{+} \backslash\{0\}} K(\xi, u) \nu\left(X_{s}, \mathrm{~d} \xi\right) \mathrm{d} s, \quad \forall t \geq 0 \text { a.s. }
\end{aligned}
$$

Now, following similar steps as in the proof of [80, Theorem II.2.42] we conclude that $C_{t}=0, \nu^{X}([0, t], \mathrm{d} \xi)=\int_{0}^{t} \nu\left(X_{s}, \mathrm{~d} \xi\right) \mathrm{d} s$ and $A_{t}^{\hat{X}}=\int_{0}^{t}\left(b+B\left(X_{s}\right)\right) \mathrm{d} s, t \geq 0$, and the statements of the proposition follow.

### 3.2.2 The joint process $Z=(Y, X)$

In this section we finally present our stochastic covariance model, see Definition 3.8 below, which involves taking the square root $X^{1 / 2}$ of the process $X$ from Theorem 3.3 as instantaneous covariance for the $H$-valued process $Y$ given by equation (3.16) below.
Throughout this section we consider the following setting: Let $(b, B, m, \mu)$ be a parameter set according to Definition 2.3, let $x \in \mathcal{H}^{+}$and $y \in H$, and let $Q \in \mathcal{L}_{1}(H)$ be self-adjoint and positive. Next, let $X$ be the square-integrable time-homogeneous Markov process associated with the parameter set ( $b, B, m, \mu$ ) the existence of which is guaranteed by Theorem 3.3; we denote the filtered probability space on which $X$ is defined by $\left(\Omega^{1}, \mathcal{F}^{1},\left(\mathcal{F}_{t}^{1}\right)_{t \geq 0}, \mathbb{P}^{1}\right)$ and assume $\mathbb{P}^{1}\left(X_{0}=x\right)=1$. In addition, we let $\left(\Omega^{2}, \mathcal{F}^{2},\left(\mathcal{F}_{t}^{2}\right)_{t \geq 0}, \mathbb{P}^{2}\right)$ be another filtered probability space, which satisfies the usual conditions and allows for a $Q$-Wiener process $W^{Q}:[0, \infty) \times \Omega \rightarrow H$. Now set

$$
(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P}):=\left(\Omega^{1} \times \Omega^{2},\left(\mathcal{F}^{1} \otimes \mathcal{F}^{2}\right),\left(\mathcal{F}_{t}^{1} \otimes \mathcal{F}_{t}^{2}\right)_{t \geq 0}, \mathbb{P}^{1} \otimes \mathbb{P}^{2}\right)
$$

and denote the expectation with respect to $\mathbb{P}$ by $\mathbb{E}$. With slight abuse of notation we consider $X$ and $W^{Q}$ to be processes on $(\Omega, \mathcal{F}, \mathbb{F})$ (note that they are independent).
In addition, we assume $(\mathcal{A}, \operatorname{dom}(\mathcal{A}))$ to be the generator of a strongly continuous semigroup $(S(t))_{t \geq 0}$ on $H$.
Now, consider the following SDE, for which Lemma 3.7 below establishes the existence of a mild solution:

$$
\left\{\begin{array}{l}
\mathrm{d} Y_{t}=\mathcal{A} Y_{t} \mathrm{~d} t+X_{t}^{1 / 2} \mathrm{~d} W_{t}^{Q}, \quad t>0  \tag{3.16}\\
Y_{0}=y
\end{array}\right.
$$

Lemma 3.7. Assume the setting described above, in particular, let $(b, B, m, \mu)$ be as in Definition 2.3 and let $X$ be the associated affine process. Moreover, let Assumption $\mathcal{A}$ hold. Then $X$ is progressive,

$$
\begin{equation*}
\mathbb{E}\left[\int_{0}^{t}\left\|X_{s}^{1 / 2} Q^{1 / 2}\right\|^{2} \mathrm{~d} s\right]<\infty \tag{3.17}
\end{equation*}
$$

and moreover

$$
\begin{equation*}
Y_{t}=S(t) y+\int_{0}^{t} S(t-s) X_{s}^{1 / 2} \mathrm{~d} W_{s}^{Q}, \quad t \geq 0 \tag{3.18}
\end{equation*}
$$

is the unique mild solution to (3.16).
Proof. The fact that $X$ is progressive follows from the $\mathbb{F}$-adaptedness of $X$ and Assumption $\mathcal{A}$. Moreover, it follows from Theorem 3.3 i) and Hölder's inequality that

$$
\begin{aligned}
\mathbb{E}\left\|X_{t}^{1 / 2} Q^{1 / 2}\right\|^{2} & \leq\|Q\|_{\mathcal{L}_{1}(H)} \mathbb{E}\left\|X_{t}^{1 / 2}\right\|_{\mathcal{L}(H)}^{2} \leq\|Q\|_{\mathcal{L}_{1}(H)} \mathbb{E}\left\|X_{t}\right\| \\
& \leq \sqrt{M}\|Q\|_{\mathcal{L}_{1}(H)} \mathrm{e}^{\omega t / 2} \sqrt{\mathbb{E}\left\|X_{0}\right\|^{2}+1}
\end{aligned}
$$

which implies (3.17). Standard theory on infinite dimensional SDEs (see for instance [68, Section 3]) now yields the existence of a unique mild solution to (3.16) given by (3.18).

Definition 3.8. Assume the setting described above and let $(b, B, m, \mu)$ be as in Definition 2.3 and let $X$ be the associated affine process. Moreover, let Assumption $\mathcal{A}$ hold and let $Y$ be given by (3.18). Then we refer to the $H \times \mathcal{H}^{+}$-valued process $Z=(Y, X)$ as the joint stochastic covariance model with affine purejump covariance (and with parameters $(b, B, m, \mu, Q, \mathcal{A})$ and initial value $(x, y)$ ). Note that the process $(Z,(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P}))$ is a (stochastically) weak solution to the following SDE in $H \times \mathcal{H}$ :

$$
\left\{\begin{array}{l}
\mathrm{d} Z_{t}=\left(\mathbf{b}+\mathbf{A} Z_{t}\right) \mathrm{d} t+\boldsymbol{\Sigma}\left(Z_{t}\right) \mathrm{d} \mathbf{W}_{t}+\mathrm{d} \mathbf{J}_{t}, \quad t \geq 0  \tag{3.19}\\
Z_{0}=(y, x) \in H \times \mathcal{H}^{+}
\end{array}\right.
$$

where $\mathbf{b}, \mathbf{A}, \boldsymbol{\Sigma}, \mathbf{B}$, and $\mathbf{J}$ are as follows

$$
\begin{gathered}
\mathbf{b}:=\left[\begin{array}{cc}
0 \\
b+\int_{\mathcal{H}+\cap\{\|\xi\|>1\}} \xi m(\mathrm{~d} \xi)
\end{array}\right], \quad \mathbf{A}\left[\begin{array}{l}
z_{1} \\
z_{2}
\end{array}\right]:=\left[\begin{array}{c}
\mathcal{A} z_{1} \\
B\left(z_{2}\right)+\int_{\mathcal{H}+\cap\{\|\xi\|>1\}} \xi \frac{\left\langle z_{2}, \mu(\mathrm{~d} \xi)\right\rangle}{\|\xi\|^{2}}
\end{array}\right], \\
\boldsymbol{\Sigma}(z):=\left[\begin{array}{cc}
\left(z_{2}\right)^{1 / 2} & 0 \\
0 & 0
\end{array}\right], \quad \mathrm{d} \mathbf{W}:=\left[\begin{array}{c}
\mathrm{d} W^{Q} \\
0
\end{array}\right], \quad \text { and } \quad \mathrm{d} \mathbf{J}:=\left[\begin{array}{c}
0 \\
\mathrm{~d} \bar{J}
\end{array}\right]
\end{gathered}
$$

where $\bar{J}$ is the purely discontinuous square-integrable martingale obtained from Proposition 3.5.

Remark 3.9. The assumption that $W^{Q}$ is a $Q$-Wiener process can be weakened whilst maintaining all results presented in this chapter. Indeed, as $X$ itself is already $\mathcal{H}^{+}$valued, it suffices to assume that $Q \in \mathcal{L}_{2}(H)$ (instead of $Q$ being trace-class), see also the proof of Lemma 3.7.

In order to show that our joint model is affine (see Theorem 3.14 below), we need one further assumption. This assumption is also imposed in [21], see Proposition 3.2 of that article.

Assumption $\mathcal{B}$. There exists a positive and self-adjoint operator $D \in \mathcal{L}(H)$ such that

$$
X_{t}^{1 / 2} Q X_{t}^{1 / 2}=D^{1 / 2} X_{t} D^{1 / 2}, \quad \text { for all } t \geq 0
$$

To the best of our knowledge, all examples for which Assumption $\mathcal{B}$ holds are such that $Q$ and $X_{t}$ commute for all $t \geq 0$. In fact, as commuting self-adjoint and compact operators are jointly diagonalizable, this is difficult to ensure without assuming there exists a fixed orthonormal basis $\left(e_{n}\right)_{n \in \mathbb{N}}$ of $H$ that forms the eigenvectors of $Q$ and of $X_{t}, t \geq 0$. Note that this essentially reduces the state space of $X$ to the cone of positive, square integrable sequences $\ell_{2}^{+}$, i.e., we only model the eigenvalues of $X$, as the eigenvectors are fixed, see also Section 3.4.3. In conclusion, Assumption $\mathcal{B}$ is rather limiting. However, it can be circumvented if one considers a slightly different model, see Remarks 3.10 and 3.11 below.

Remark 3.10. Assumption $\mathcal{B}$ can be omitted if, instead of equation (3.16), one assumes that the process $Y$ in the joint model satisfies the following stochastic differential equation:

$$
\left\{\begin{array}{l}
\mathrm{d} Y_{t}=\mathcal{A} Y_{t} \mathrm{~d} t+D^{1 / 2} X_{t}^{1 / 2} \mathrm{~d} W_{t}, \quad t \geq 0  \tag{3.20}\\
Y_{0}=y
\end{array}\right.
$$

where $W$ is an $H$-cylindrical Brownian motion (i.e., $\mathrm{d} W_{t}$ is white noise) and $D \in \mathcal{L}_{1}(H)$ is positive and self-adjoint (in fact, $D \in \mathcal{H}^{+}$suffices, see Remark 3.9). In this case, provided that $(b, B, m, \mu)$ is as in Definition 2.3 and $\mathcal{A}$ hold, we have

$$
\begin{equation*}
\mathbb{E}\left[\int_{0}^{t}\left\|D^{1 / 2} X_{s}^{1 / 2}\right\|^{2} \mathrm{~d} s\right]<\infty \tag{3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{t}=S(t) y+\int_{0}^{t} S(t-s) D^{1 / 2} X_{s}^{1 / 2} \mathrm{~d} W_{s}, \quad t \geq 0 \tag{3.22}
\end{equation*}
$$

is the unique mild solution to (3.20), see also [48, Chapter 4, Section 3].

Moreover, Theorem 3.14 below remains valid: if $Y$ is given by (3.20), ( $b, B, m, \mu$ ) is as in Definition 2.3 and Assumption $\mathcal{A}$ hold, we obtain exactly the same expression for $\mathbb{E}\left[\mathrm{e}^{\left\langle Y_{t}, u_{1}\right\rangle_{H}-\left\langle X_{t}, u_{2}\right\rangle}\right]$. In particular the joint model involving (3.20) under Assumption $\mathcal{A}$ coincides with the joint model involving (3.16) under Assumptions $\mathcal{A}$, and $\mathcal{B}$, in the sense that for every fixed time $t \geq 0$ the distribution of $\left(Y_{t}, X_{t}\right)$ is the same. See Section 3.4.4 for an example of a model involving (3.20).
Remark 3.11. If $(\mathcal{A}, \operatorname{dom}(\mathcal{A}))$ is the generator of an analytic semigroup and moreover $\mathcal{A}^{-\alpha} \in \mathcal{L}_{4}(H)$ (equivalently, $\mathcal{A}^{-2 \alpha} \in \mathcal{H}$ ) for some $\alpha \in\left[0, \frac{1}{2}\right)$, then a mild solution to (3.16) exists even if $W^{Q}$ is an $H$-cylindrical Brownian motion. These conditions are satisfied, e.g., when $\mathcal{A}$ is the Laplacian on $\mathbb{R}^{d}$ for $d \in\{1,2,3\}$. We refer to [48] for details.
Although this provides another way to circumvent Assumption $\mathcal{B}$ (as $Q$ is the identity in this case), we will not investigate this setting any further: For the applications we have in $\operatorname{mind}(\mathcal{A}, \operatorname{dom}(\mathcal{A}))$ fails to be the generator of an analytic semigroup. Note that to obtain the assertions of Theorem 3.14 in this setting, one would have to adapt its proof: one would not only have to approximate the operator $\mathcal{A}$ but also the noise.

### 3.3 The joint stochastic covariance model is affine

In this section we present our main result, namely that the stochastic volatility model $Z=(Y, X)$ in Definition 3.8 has the affine property, see Theorem 3.14. In particular, this means that we can express the mixed Fourier-Laplace transform $\mathbb{E}\left[\mathrm{e}^{i\left\langle Y_{t}, u\right\rangle_{H}-\left\langle X_{t}, v\right\rangle}\right]\left(u \in H, v \in \mathcal{H}^{+}\right)$in terms of the solution to generalized mild Riccati equations associated to the model parameters $(b, B, m, \mu), \mathcal{A}$ and $Q$ (respectively $D$ ). In the upcoming subsection we discuss the well-posedness of these generalized Riccati equations. Our main result, Theorem 3.14, is contained and proven in Section 3.3.2.

### 3.3.1 Analysis of the mild generalized Riccati equations

Let us fix an admissible parameter set $(b, B, m, \mu)$ according to Definition 2.3 and a positive self-adjoint operator $D \in \mathcal{L}(H)$. Recall $F: \mathcal{H}^{+} \rightarrow \mathbb{R}$ and $R: \mathcal{H}^{+} \rightarrow \mathcal{H}$ from (2.6) and define, by slight abuse of notation, the function $R: \mathrm{i} H \times \mathcal{H}^{+} \rightarrow \mathcal{H}$ as

$$
\begin{equation*}
R(h, u)=R(u)-\frac{1}{2} D^{1 / 2} h \otimes D^{1 / 2} h \tag{3.23}
\end{equation*}
$$

Let $(\mathcal{A}, \operatorname{dom}(\mathcal{A}))$ be the generator of a strongly continuous semigroup $(S(t))_{t \geq 0}$ and let $\left(\mathcal{A}^{*}, \operatorname{dom}\left(\mathcal{A}^{*}\right)\right)$ be its adjoint. It is well known that $\left(\mathcal{A}^{*}, \operatorname{dom}\left(\mathcal{A}^{*}\right)\right)$ generates the strongly continuous semigroup $\left(S^{*}(t)\right)_{t \geq 0}$ on $H$, see for instance [72, Theorem 4.3].

Let $T \geq 0, u_{1} \in \mathrm{i} H$ and $u_{2} \in \mathcal{H}^{+}$. We consider the following system of differential equations on $[0, T]$, called the generalized mild Riccati equations

$$
\left\{\begin{array}{rlrl}
\frac{\partial \Phi}{\partial t}(t, u) & =F\left(\psi_{2}(t, u)\right), & \Phi(0, u)=0  \tag{3.24a}\\
\psi_{1}(t, u) & =u_{1}-\mathrm{i} \mathcal{A}^{*}\left(\mathrm{i} \int_{0}^{t} \psi_{1}(s, u) \mathrm{d} s\right), & & \psi_{1}(0, u)=u_{1} \\
\frac{\partial \psi_{2}}{\partial t}(t, u) & =R\left(\psi_{1}(t, u), \psi_{2}(t, u)\right), & & \psi_{2}(0, u)=u_{2}
\end{array}\right.
$$

Definition 3.12. Let $u=\left(u_{1}, u_{2}\right) \in \mathrm{i} H \times \mathcal{H}^{+}$. We say that $(\Phi(\cdot, u), \Psi(\cdot, u)):=$ $\left(\Phi(\cdot, u),\left(\psi_{1}(\cdot, u), \psi_{2}(\cdot, u)\right)\right):[0, T] \rightarrow \mathbb{R} \times \mathrm{i} H \times \mathcal{H}$ is a mild solution of (3.24) whenever $\Phi(\cdot, u) \in C^{1}\left([0, T] ; \mathbb{R}^{+}\right), \psi_{1}(\cdot, u) \in C([0, T] ; \mathrm{i} H), \psi_{2}(\cdot, u) \in C^{1}\left([0, T] ; \mathcal{H}^{+}\right)$ and the map $(\Phi(\cdot, u), \Psi(\cdot, u))$ satisfies the equations (3.24)-(3.24c).
In the following proposition we show for every $u=\left(u_{1}, u_{2}\right) \in \mathrm{i} H \times \mathcal{H}^{+}$the existence of a unique mild solution $(\Phi(\cdot, u), \Psi(\cdot, u))$ of (3.24).

Proposition 3.13. Let $(b, B, m, \mu)$ be an admissible parameter set according to Definition 2.3, let $(\mathcal{A}, \operatorname{dom}(\mathcal{A}))$ be the generator of a strongly continuous semigroup, and let $D \in \mathcal{L}(H)$ be positive and self-adjoint. Then for every $u \in \mathrm{i} H \times \mathcal{H}^{+}$ and $T \geq 0$ there exists a unique mild solution $(\Phi(\cdot, u), \Psi(\cdot, u))$ of (3.24) on the interval $[0, T]$.
Proof. We set for $k \in \mathbb{N}$,

$$
m^{(k)}(\mathrm{d} \xi)=\mathbf{1}_{\{\|\xi\|>1 / k\}} m(\mathrm{~d} \xi) \quad \text { and } \quad \mu^{(k)}(\mathrm{d} \xi)=\mathbf{1}_{\{\|\xi\|>1 / k\}} \mu(\mathrm{d} \xi)
$$

Then for each $k \in \mathbb{N}$ let $F^{(k)}: \mathcal{H}^{+} \rightarrow \mathbb{R}$ be as in (2.13a) and define $R^{(k)}: \mathrm{i} H \times$ $\mathcal{H}^{+} \rightarrow \mathcal{H}$ as

$$
\begin{equation*}
R^{(k)}(h, u):=\tilde{R}^{(k)}(u)-\frac{1}{2} D^{1 / 2} h \otimes D^{1 / 2} h \tag{3.25}
\end{equation*}
$$

where $\tilde{R}^{(k)}(u)=B^{*}(u)-\int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-1+\langle\chi(\xi), u\rangle\right) \frac{\mu^{(k)}(\mathrm{d} \xi)}{\|\xi\|^{2}}, u \in \mathcal{H}^{+}$is as in (2.13b). Consider on the interval $[0, T]$ the equations

$$
\left\{\begin{array}{rlrl}
\frac{\partial \Phi^{(k)}}{\partial t}(t, u) & =F^{(k)}\left(\psi_{2}^{(k)}(t, u)\right), & \Phi^{(k)}(0, u)=0  \tag{3.26a}\\
\psi_{1}(t, u) & =u_{1}-\mathrm{i} \mathcal{A}^{*}\left(\mathrm{i} \int_{0}^{t} \psi_{1}(s, u) \mathrm{d} s\right), & & \psi_{1}(0, u)=u_{1} \\
\frac{\partial \psi_{2}^{(k)}}{\partial t}(t, u) & =R^{(k)}\left(\psi_{1}(t, u), \psi_{2}^{(k)}(t, u)\right), & \psi_{2}^{(k)}(0, u)=u_{2}
\end{array}\right.
$$

Standard semigroup theory (see, e.g., [55, Chapter II, Lemma 1.3]) ensures that the unique mild solution to (3.26b) is given by

$$
\psi_{1}\left(t,\left(u_{1}, u_{2}\right)\right)=-\mathrm{i} S^{*}(t)\left(\mathrm{i} u_{1}\right), \quad t \in[0, T]
$$

and $\psi_{1}(\cdot, u) \in C([0, T] ; \mathrm{i} H)$. Plugging $\psi_{1}(t, u)$ into (3.26c), yields

$$
\frac{\partial \psi_{2}^{(k)}}{\partial t}(t, u)=\tilde{R}^{(k)}\left(\psi_{2}^{(k)}(t, u)\right)+\frac{1}{2} D^{1 / 2} S^{*}(t)\left(\mathrm{i} u_{1}\right) \otimes D^{1 / 2} S^{*}(t)\left(\mathrm{i} u_{1}\right)
$$

For $k \in \mathbb{N}, u_{1} \in \mathrm{i} H, t \in[0, T]$, define $\mathcal{R}_{u_{1}}^{(k)}(t, \cdot): \mathcal{H}^{+} \rightarrow \mathcal{H}$, by

$$
\mathcal{R}_{u_{1}}^{(k)}(t, h)=\tilde{R}^{(k)}(h)+\frac{1}{2} D^{1 / 2} S^{*}(t)\left(\mathrm{i} u_{1}\right) \otimes D^{1 / 2} S^{*}(t)\left(\mathrm{i} u_{1}\right)
$$

By Lemma 2.12 the function $\tilde{R}^{(k)}$ is Lipschitz continuous on $\mathcal{H}^{+}$and since the term $\frac{1}{2} D^{1 / 2} S^{*}(t)\left(\mathrm{i} u_{1}\right) \otimes D^{1 / 2} S^{*}(t)\left(\mathrm{i} u_{1}\right)$ does not depend on $h$, we conclude that for every $t \in[0, T]$ and $u_{1} \in \mathrm{i} H$ the function $\mathcal{R}_{u_{1}}^{(k)}(t, \cdot)$ is Lipschitz continuous on $\mathcal{H}^{+}$as well, with the same Lipschitz constant as $\tilde{R}^{(k)}$. By Lemma 2.11, for every $k \in \mathbb{N}$ the function $\tilde{R}^{(k)}$ is quasi-monotone with respect to $\mathcal{H}^{+}$(recall the notion of quasi-monotonicity from Definition 2.10, and see [50, Lemma 4.1 and Example 4.1] for relevant equivalent definitions). From this we conclude that $\mathcal{R}_{u_{1}}^{(k)}(t, \cdot)$ is also quasi-monotone for every $t \in[0, T]$ and $u_{1} \in \mathrm{i} H$. Moreover, the growth condition

$$
\left\|\mathcal{R}_{u_{1}}^{(k)}\left(t, u_{2}\right)\right\| \leq\left(\|B\|_{\mathcal{L}(\mathcal{H})}+2 k\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\right)\left\|u_{2}\right\|+\frac{1}{2} M^{2} \mathrm{e}^{2 w t}\left\|D^{1 / 2}\right\|_{\mathcal{L}(H)}^{2}\left\|u_{1}\right\|_{H}^{2},
$$

for every $t \in[0, T], u_{1} \in \mathrm{i} H$ holds, where the constants $M \geq 1$ and $w \in \mathbb{R}$ are such that $\left\|S^{*}(t)\right\|_{\mathcal{L}(H)} \leq M \mathrm{e}^{w t}$, for all $t \geq 0$ which exist for every strongly continuous semigroup, see [55, Chapter I, Proposition 5.5]. Thus the conditions of [113, Chapter 6, Theorem 3.1 and Proposition 3.2] are satisfied and we conclude from this the existence of a unique solution $\psi_{2}^{(k)}(\cdot, u)$ on $[0, T]$ to the equation

$$
\frac{\partial \psi_{2}^{(k)}}{\partial t}\left(t,\left(u_{1}, u_{2}\right)\right)=\mathcal{R}_{u_{1}}^{(k)}\left(t, \psi_{2}^{(k)}(t, u)\right)
$$

such that $\psi_{2}^{(k)}\left(0,\left(u_{1}, u_{2}\right)\right)=u_{2}$, hence $\psi_{2}^{(k)}(\cdot, u)$ is the unique solution to equation (3.26c). By setting $\Phi^{(k)}(t, u)=\int_{0}^{t} F^{(k)}\left(\psi_{2}^{(k)}(s, u)\right) \mathrm{d} s$ and the continuity of $F^{(k)}$ it follows that $\left(\Phi^{(k)}(\cdot, u), \psi_{1}(\cdot, u), \psi_{2}^{(k)}(\cdot, u)\right)$ is the unique mild solution to equations (3.26a)-(3.26c) on $[0, T]$.
Now, let $\mathcal{R}_{u_{1}}:[0, T] \times \mathcal{H}^{+} \rightarrow \mathcal{H}$ be defined as the $\mathcal{R}_{u_{1}}^{(k)}$ above, only with $\tilde{R}^{(k)}$ replaced by $\tilde{R}$. By a similar reasoning as above and by Lemma 2.11 and Remark 2.13 , we conclude that $\mathcal{R}_{u_{1}}(t, \cdot)$ is locally Lipschitz continuous on $\mathcal{H}^{+}$and quasi-monotone with respect to $\mathcal{H}^{+}$for every $t \in[0, T]$ and $u_{1} \in \mathrm{i} H$.

Thus, by [113, Chapter 6, Theorem 3.1] for every $t_{0} \leq T$ and $u_{2} \in \mathcal{H}^{+}$, there exists a $t_{0}<t_{\text {max }} \leq T$ and a mapping $\psi_{2, t_{0}}(\cdot, u):\left[t_{0}, t_{\text {max }}\right) \rightarrow \mathcal{H}^{+}$such that

$$
\frac{\partial \psi_{2, t_{0}}}{\partial t}\left(t,\left(u_{1}, u_{2}\right)\right)=\mathcal{R}_{u_{1}}\left(t, \psi_{2, t_{0}}\left(t,\left(u_{1}, u_{2}\right)\right)\right), \quad \text { for } t \in\left[t_{0}, t_{\max }\right)
$$

and $\psi_{2, t_{0}}\left(t_{0},\left(u_{1}, u_{2}\right)\right)=u_{2}$. The function $\mathcal{R}_{u_{1}}$ maps bounded sets of $[0, \infty) \times \mathcal{H}^{+}$ into bounded sets of $\mathcal{H}$, thus by [113, Chapter 6, Proposition 1.1] it suffices to show that $t \mapsto \psi_{2}(t, u):=\psi_{2,0}(t, u)$ is bounded throughout its lifetime, to conclude that $t_{\max }=T$. By arguing as in the proof of Proposition 2.16 we see that for every $t \geq 0$ and $\left(u_{1}, u_{2}\right) \in \mathrm{i} H \times \mathcal{H}^{+}$the sequence $\left(\psi_{2}^{(k)}(t, u)\right)_{k \in \mathbb{N}}$ is a non-increasing sequence in $\mathcal{H}^{+}$converging to $\psi_{2}(t, u) \geq 0$ for $t \in\left[0, t_{\max }\right)$, hence

$$
\left\|\psi_{2}(t, u)\right\| \leq\left\|\psi_{2}^{(k)}(t, u)\right\| \leq\left\|\psi_{2}^{(1)}(t, u)\right\|
$$

where the right-hand side is bounded on the whole $[0, T]$. Thus we conclude that $t_{\max }=T$ and $\psi_{2}(\cdot, u)$ is the unique solution to (3.24c). Then again by inserting $\psi_{2}(\cdot, u)$ into (3.24a) and the continuity of $F$, we conclude the existence of a unique solution $\Phi(\cdot, u)$ of (3.24a) on $[0, T]$, and thus also of $(\Phi(\cdot, u), \Psi(\cdot, u))$, the unique mild solution of $(3.24)$ on the interval $[0, T]$.

### 3.3.2 The affine property of our joint stochastic covariance model

Given the existence of a solution of the generalized mild Riccati equations (3.24), we show in the following theorem that our joint stochastic covariance model $Z=(X, Y)$ in Definition 3.8 has indeed the affine property.

Theorem 3.14. Let $Z=(Y, X)$ be the stochastic covariance model in Definition 3.8 and let Assumption $\mathcal{B}$ hold. Moreover, let $u=\left(u_{1}, u_{2}\right) \in \mathrm{i} H \times \mathcal{H}$ and denote by $\left(\Phi(\cdot, u),\left(\psi_{1}(\cdot, u), \psi_{2}(\cdot, u)\right)\right)$ the mild solution of the generalized mild Riccati equations (3.24), the existence of which is guaranteed by Proposition 3.13. Then for all $t \geq 0$, it holds that

$$
\begin{equation*}
\mathbb{E}\left[\mathrm{e}^{\left\langle Y_{t}, u_{1}\right\rangle_{H}-\left\langle X_{t}, u_{2}\right\rangle}\right]=\mathrm{e}^{-\Phi(t, u)+\left\langle y, \psi_{1}(t, u)\right\rangle_{H}-\left\langle x, \psi_{2}(t, u)\right\rangle} . \tag{3.27}
\end{equation*}
$$

In applications, such as option-pricing, we are usually interested in distributional properties of the process $\left(Y_{t}\right)_{t \geq 0}$. Setting $u_{2}=0$ in equation (3.27) we obtain a quasi-explicit formula for the characteristic function of $Y_{t}$ for $t \geq 0$. Due to its importance and easier reference we state it as a (trivial) corollary of Proposition 3.14.

Corollary 3.15. Let the assumption of Theorem 3.14 hold. Then the characteristic function of the process $Y$ is exponential-affine in its initial value $y \in H$ and the initial value $x \in \mathcal{H}^{+}$of the instantaneous covariance process $X$, more specifically, for all $t \geq 0$ and $u_{1} \in \mathrm{i} H$ we have:

$$
\begin{equation*}
\mathbb{E}\left[\mathrm{e}^{\left\langle Y_{t}, u_{1}\right\rangle_{H}}\right]=\mathrm{e}^{-\Phi\left(t,\left(u_{1}, 0\right)\right)+\left\langle y, \psi_{1}\left(t,\left(u_{1}, 0\right)\right)\right\rangle_{H}-\left\langle x, \psi_{2}\left(t,\left(u_{1}, 0\right)\right)\right\rangle} \tag{3.28}
\end{equation*}
$$

In order to prove Theorem 3.14, we first consider the joint process $\left(Y^{(n)}, X\right)$ obtained by replacing $\mathcal{A}$ in (3.16) by $\mathcal{A}^{(n)}:=n \mathcal{A}(n I-\mathcal{A})^{-1}$, i.e. its Yosida approximation. The use of the approximation will allow us to exploit the semimartingale theory and to apply the Itô formula and standard techniques in order to show that the approximating process $\left(Y^{(n)}, X\right)$ is affine. Then, we study the affine property for the limiting process (see (3.30) below), when $n$ goes to infinity. Given the assumptions of Lemma 3.7, we know that inequality (3.17) holds. Therefore from standard theory on infinite dimensional SDEs ([48, Proposition 6.4]) we know there exists a continuous adapted process $Y^{(n)}:[0, \infty) \times \Omega \rightarrow H$ such that

$$
\begin{equation*}
Y_{t}^{(n)}=y+\int_{0}^{t} \mathcal{A}^{(n)} Y_{s}^{(n)} \mathrm{d} s+\int_{0}^{t} X_{s}^{1 / 2} \mathrm{~d} W_{s}^{Q}, \quad t \geq 0 \tag{3.29}
\end{equation*}
$$

Moreover, [48, Proposition 7.5] ensures that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E}\left[\sup _{0 \leq t \leq T}\left\|Y_{t}^{(n)}-Y_{t}\right\|_{H}^{2}\right]=0 \tag{3.30}
\end{equation*}
$$

See also [40, Theorem 5.1, Definition 2.6] where convergence rates are obtained for Yosida approximations of SPDEs in the case that the linear part of the drift is the generator of an analytic semigroup, e.g., a Laplacian.
Regarding the corresponding Riccati equations, we have the following result:
Proposition 3.16. Let $(b, B, m, \mu)$ be as in Definition 2.3, let $(\mathcal{A}, \operatorname{dom}(\mathcal{A}))$ be the generator of a strongly continuous semigroup, let $D \in \mathcal{L}(H)$ be a positive selfadjoint operator, and let $u \in i H \times \mathcal{H}^{+}$. Moreover, let $\left(\Phi(\cdot, u),\left(\psi_{1}(\cdot, u), \psi_{2}(\cdot, u)\right)\right)$ be the mild solution of the generalized mild Riccati equation (3.24), and for $n \in \mathbb{N}$, let $\left(\Phi^{(n)}(\cdot, u),\left(\psi_{1}^{(n)}(\cdot, u), \psi_{2}^{(n)}(\cdot, u)\right)\right)$ be the solution to (3.24) with $\mathcal{A}=\mathcal{A}^{(n)}$. Then

$$
\lim _{n \rightarrow \infty} \sup _{t \in[0, T]}\left|\Phi^{(n)}(t, u)-\Phi(t, u)\right|=0
$$

and

$$
\lim _{n \rightarrow \infty}\left(\sup _{t \in[0, T]}\left\|\psi_{1}^{(n)}(t, u)-\psi_{1}(t, u)\right\|_{H}+\sup _{t \in[0, T]}\left\|\psi_{2}^{(n)}(t, u)-\psi_{2}(t, u)\right\|\right)=0
$$

Proof. The uniform convergence of $\psi_{1}^{(n)}(\cdot, u)$ to $\psi_{1}(\cdot, u)$ on $[0, T]$ is a well-known property of the Yosida approximation, see, e.g. [121, Proof of Theorem I.3.1].
Once this is established, the uniform convergence of $\psi_{2}^{(n)}(\cdot, u)$ to $\psi_{2}(\cdot, u)$ follows from [113, Chapter 6, Theorem 3.4]. The uniform convergence of $\Phi^{(n)}(\cdot, u)$ to $\Phi(\cdot, u)$ follows from the uniform convergence of $\psi_{i}^{(n)}(\cdot, u)$ to $\psi_{i}(\cdot, u), i \in\{1,2\}$. Hence the statement of the proposition is proved.

With Proposition 3.16 and classical tools from stochastic calculus we can now prove Theorem 3.14:

Proof of Theorem 3.14. Let $T \geq 0$ and $u=\left(u_{1}, u_{2}\right) \in \mathrm{i} H \times \mathcal{H}^{+}$be arbitrary. Moreover, let $\left(\Phi^{(n)}(\cdot, u), \Psi^{(n)}(\cdot, u)\right), n \in \mathbb{N}$, be the solution to (3.24a)-(3.24c) with $\mathcal{A}=\mathcal{A}^{(n)}$ (the $n^{\text {th }}$ Yosida approximation). Note that as $\mathcal{A}^{(n)}$ is bounded,

$$
t \mapsto \Psi^{(n)}(t, u)=\left(\psi_{1}(t, u), \psi_{2}(t, u)\right)
$$

is differentiable. We then define the function $f_{u}^{(n)}(t, y, x):[0, T] \times H \times \mathcal{H}^{+} \rightarrow \mathbb{C}$ as follows

$$
f_{u}^{(n)}(t, y, x):=\mathrm{e}^{-\Phi^{(n)}(T-t, u)+\left\langle y, \psi_{1}^{(n)}(T-t, u)\right\rangle_{H}-\left\langle x, \psi_{2}^{(n)}(T-t, u)\right\rangle .}
$$

Observe that $f_{u}^{(n)} \in C_{b}^{1,2,1}\left([0, T] \times H \times \mathcal{H}^{+}\right)$and it holds

$$
\begin{align*}
& \frac{\partial}{\partial t} f_{u}^{(n)}(t, y, x) \\
& \quad=\left(\frac{\partial \Phi^{(n)}}{\partial t}(T-t, u)-\left\langle y, \frac{\partial \psi_{1}^{(n)}}{\partial t}(T-t, u)\right\rangle_{H}+\left\langle x, \frac{\partial \psi_{2}^{(n)}}{\partial t}(T-t, u)\right\rangle\right) f_{u}^{(n)}(t, y, x) \\
& \quad=\left(F\left(\psi_{2}^{(n)}(T-t, u)\right)-\left\langle y,\left(\mathcal{A}^{(n)}\right)^{*} \psi_{1}^{(n)}(T-t, u)\right\rangle_{H}\right. \\
& \left.\quad+\left\langle x, R\left(\psi_{1}^{(n)}(T-t, u), \psi_{2}^{(n)}(T-t, u)\right)\right\rangle\right) f_{u}^{(n)}(t, y, x) \tag{3.31}
\end{align*}
$$

As before, we define $K: \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{R}$ as

$$
K(u, v)=\mathrm{e}^{-\langle u, v\rangle}-1+\langle\chi(u), v\rangle
$$

and $\tilde{K}: \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{R}$ for $\tilde{K}(u, v)=\mathrm{e}^{-\langle u, v\rangle}-1+\langle u, v\rangle$. Moreover, we set

$$
\bar{\mu}^{X}(\mathrm{~d} s, \mathrm{~d} \xi):=\mu^{X}(\mathrm{~d} s, \mathrm{~d} \xi)-\nu\left(X_{s}, \mathrm{~d} \xi\right) \mathrm{d} s
$$

Note that the joint process $\left(Y_{t}^{(n)}, X_{t}\right)_{t \geq 0}$ is a semimartingale on $H \times \mathcal{H}^{+}$and $f_{u}^{(n)} \in C_{b}^{1,2,1}\left([0, T] \times H \times \mathcal{H}^{+}\right)$for all $n \in \mathbb{N}$.

Thus, by an application of Itô's formula to $\left(f_{u}^{(n)}\left(t, Y_{t}^{(n)}, X_{t}\right)\right)_{0 \leq t \leq T}$ we obtain:

$$
\begin{align*}
& f_{u}^{(n)}\left(t, Y_{t}^{(n)}, X_{t}\right) \\
&= f_{u}^{(n)}\left(0, Y_{0}, X_{0}\right)+\int_{0}^{t} \frac{\partial}{\partial t} f_{u}^{(n)}\left(s, Y_{s}^{(n)}, X_{s-}\right) \mathrm{d} s \\
&-\int_{0}^{t} f_{u}^{(n)}\left(s, Y_{s}^{(n)}, X_{s-}\right)\left\langle b+B\left(X_{s-}\right), \psi_{2}^{(n)}(T-s, u)\right\rangle \mathrm{d} s \\
&+\int_{0}^{t} f_{u}^{(n)}\left(s, Y_{s}^{(n)}, X_{s-}\right)\left\langle\mathcal{A}^{(n)} Y_{s}^{(n)}, \psi_{1}^{(n)}(T-s, u)\right\rangle_{H} \mathrm{~d} s \\
&+\frac{1}{2} \int_{0}^{t} f_{u}^{(n)}\left(s, Y_{s}^{(n)}, X_{s-}\right)\left\langle X_{s-}^{1 / 2} Q X_{s-}^{1 / 2}, \psi_{1}^{(n)}(T-s, u) \otimes \psi_{1}^{(n)}(T-s, u)\right\rangle \mathrm{d} s \\
&+\int_{0}^{t} \int_{\mathcal{H}^{+} \backslash\{0\}} f_{u}^{(n)}\left(s, Y_{s}^{(n)}, X_{s-}\right) K\left(\xi, \psi_{2}^{(n)}(T-s, u)\right) \nu\left(X_{s}, \mathrm{~d} \xi\right) \mathrm{d} s \\
&+\int_{0}^{t} f_{u}^{(n)}\left(s, Y_{s}^{(n)}, X_{s-}\right)\left\langle\psi_{1}^{(n)}(T-s, u), X_{s-}^{1 / 2} \mathrm{~d} W_{s}^{Q}\right\rangle_{H} \\
&+\int_{0}^{t} \int_{\mathcal{H}} f_{u}^{(n)}\left(s, Y_{s}^{(n)}, X_{s-}\right) \tilde{K}\left(\xi, \psi_{2}^{(n)}(T-s, u)\right) \bar{\mu}^{X}(\mathrm{~d} s, \mathrm{~d} \xi) \\
&-\int_{0}^{t} f_{u}^{(n)}\left(s, Y_{s}^{(n)}, X_{s-}\right)\left\langle\psi_{2}^{(n)}(T-s, u), \mathrm{d} \bar{J}_{s}\right\rangle . \tag{3.32}
\end{align*}
$$

From (3.31), we infer

$$
\begin{align*}
f_{u}^{(n)}\left(t, Y_{t}^{(n)}, X_{t}\right)= & \int_{0}^{t} f_{u}^{(n)}\left(s, Y_{s}^{(n)}, X_{s-}\right)\left\langle\psi_{1}^{(n)}(T-s, u), X_{s-}^{1 / 2} \mathrm{~d} W_{s}^{Q}\right\rangle_{H} \\
& +\int_{0}^{t} \int_{\mathcal{H}+\backslash\{0\}} f_{u}^{(n)}\left(s, Y_{s}^{(n)}, X_{s-}\right) \tilde{K}\left(\xi, \psi_{2}^{(n)}(T-s, u)\right) \bar{\mu}^{X}(\mathrm{~d} s, \mathrm{~d} \xi) \\
& -\int_{0}^{t} f_{u}^{(n)}\left(s, Y_{s}^{(n)}, X_{s-}\right)\left\langle\psi_{2}^{(n)}(T-s, u), \mathrm{d} \bar{J}_{s}\right\rangle \tag{3.33}
\end{align*}
$$

We hence conclude that the process $f_{u}^{(n)}\left(t, Y_{t}^{(n)}, X_{t}\right), t \in[0, T]$ is a local martingale. Furthermore, since it is bounded on $[0, T]$, it is a martingale and it holds

$$
\begin{aligned}
\mathbb{E}\left[\mathrm{e}^{\left\langle Y_{T}^{(n)}, u_{1}\right\rangle_{H}-\left\langle X_{T}, u_{2}\right\rangle}\right] & =\mathbb{E}\left[\mathrm{e}^{-\Phi^{(n)}(T, u)+\left\langle Y_{0}^{(n)}, \psi_{1}^{(n)}(T, u)\right\rangle_{H}-\left\langle X_{0}, \psi_{2}^{(n)}(T, u)\right\rangle}\right] \\
& =\mathrm{e}^{-\Phi^{(n)}(T, u)+\left\langle y, \psi_{1}^{(n)}(T, u)\right\rangle_{H}-\left\langle x, \psi_{2}^{(n)}(T, u)\right\rangle} .
\end{aligned}
$$

Now, taking limits for $n \rightarrow \infty$, evoking (3.30) and Proposition 3.16 and since $T \geq 0$ was arbitrary, we conclude the proof.

### 3.4 Examples of affine stochastic covariance models in infinite-dimensions

In this section we discuss several examples that are included in our class of joint stochastic covariance models with affine pure-jump instantaneous covariance processes. In all the examples we assume that the first component $Y$ is modeled in the abstract setting of Definition 3.8, that means we do not specify $Q$ or $\mathcal{A}$ any further, however we stress here that the HJMM modeling framework as described in Chapter 1 is our main example. For a more detailed introduction to stochastic covariance models in the HJMM framework see Section 4.3 below. In the current section our focus is on the correct specifications of the parameter set $(b, B, m, \mu)$ and initial value $X_{0}=x \in \mathcal{H}^{+}$such that the conditions in Definition 2.3 hold and the associated process $\left(X_{t}\right)_{t \geq 0}$ satisfies Assumption $\mathcal{A}$ as well as the joint process $(Y, X)$ satisfies Assumption $\mathcal{B}$.
In Section 3.4.1 we show that Ornstein-Uhlenbeck processes driven by Lévy subordinators on $\mathcal{H}^{+}$are included in our model class for the instantaneous covariance process $X$, which is implied by the parameter choice $\mu=0$. Consequently, in Section 3.4.1 we conclude that our class of stochastic covariance models extends the infinite-dimensional lift of the BNS stochastic volatility model introduced in the work [21].
In the subsequent examples we focus on instantaneous covariance processes admitting for state-dependent jump intensities. In contrast to the Lévy driven case, these examples have the advantage to model the volatility clustering phenomenon. This was, for example, illustrated in [104] in a finite-dimensional setting where the state space is the cone of symmetric positive semi-definite matrices. In this latter paper, it was shown in a numerical example that for this type of models, the volatilities and jump intensities are time-varying leading to a clustering of jump events in phases of high jump intensities.
In Section 3.4.2 we construct a variance process $X$ which takes values in $\{x+$ $\lambda z: \lambda \geq 0\}$ for some fixed $z \in \mathcal{H}^{+}$. This is somewhat of a toy model: although the instantaneous covariance process is infinite-dimensional, its randomness is onedimensional. In Section 3.4.3 we consider a truly infinite-dimensional stochastic variance process $X$. However, to ensure that Assumption $\mathcal{B}$ is satisfied, we assume that both $Q$ and $X_{t}, t \geq 0$, are diagonalizable with respect to the same fixed ONB. We close this section with Section 3.4.4 in which we show the benefits of the model discussed in Remark 3.10, which does not require Assumption $\mathcal{B}$ and thus allows for a more general instantaneous covariance processes.
Note that the examples of affine stochastic covariance models presented in this section are either Lévy driven or have jumps of finite-activity. Indeed, the examples are such that Lemma 3.4 guarantees Assumption $\mathcal{A}$. A more general example, going beyond these restrictions, is given in Section 6.4 below.

### 3.4.1 An operator-valued BNS stochastic covariance model

In [21] the authors introduced an operator-valued BNS stochastic covariance model, that is an extension of the finite-dimensional model introduced in [10] (which explains the nomenclature operator-valued BNS SV model). In their model, it is assumed that the instantaneous covariance process $X$ is driven by a Lévy process $\left(L_{t}\right)_{t \geq 0}$. In order to ensure that $X$ is positive, it is assumed that $t \mapsto L_{t}$ is almost surely increasing with respect to $\mathcal{H}^{+}$, i.e. that $L$ is an $\mathcal{H}^{+}$-subordinator. This holds if and only if for any fixed $t \geq 0$, we have $\mathbb{P}\left(L_{t} \in \mathcal{H}^{+}\right)=1$, (see also [122, Proposition 9]). Roughly speaking, the model considered in [21] amounts to taking $\mu \equiv 0$ in our setting (i.e, to considering a stochastic covariance model $Z=(Y, X)$ in Definition 3.8 with parameters $(b, B, m, 0, Q, A))$. Indeed, in Subsection 3.4.1 below we demonstrate that the model introduced in [21] is fully contained in our setting.
First, however, we show in the following proposition that for this stochastic covariance model the characteristic function of $Y_{t}, t \in[0, T]$, can be made explicit up to the Laplace exponent of the driving Lévy subordinator.
Proposition 3.17. Let $(b, B, m, 0)$ be as in Definition 2.3 and let $X$ be the associated affine process with $X_{0}=x \in \mathcal{H}^{+}$. Moreover, let $Q \in \mathcal{L}_{1}(H)$ be positive and self-adjoint such that Assumption $\mathcal{B}$ holds and $\mathcal{A}: \operatorname{dom}(\mathcal{A}) \subseteq H \rightarrow H$ be the generator of the strongly continuous semigroup $(S(t))_{t \geq 0}$. Then for every $y \in H$, the mild solution $Y$ of (3.16) exists and for all $v_{1} \in H$ and $t \geq 0$ it holds that

$$
\begin{align*}
\mathbb{E}\left[\mathrm{e}^{\mathrm{i}\left\langle Y_{t}, v_{1}\right\rangle_{H}}\right]= & \exp \left(\mathrm{i}\left\langle y, S^{*}(t) v_{1}\right\rangle_{H}\right) \\
& \times \exp \left(-\int_{0}^{t} \varphi_{L}\left(\frac{1}{2} \int_{0}^{s} \mathrm{e}^{(s-\tau) B^{*}}\left(D^{1 / 2} S^{*}(\tau) v_{1}\right)^{\otimes 2} \mathrm{~d} \tau\right) \mathrm{d} s\right) \\
& \times \exp \left(-\frac{1}{2}\left\langle x, \int_{0}^{t} \mathrm{e}^{\tau B^{*}}\left(D^{1 / 2} S^{*}(t-\tau) v_{1}\right)^{\otimes 2} \mathrm{~d} \tau\right\rangle\right), \tag{3.34}
\end{align*}
$$

where $\varphi_{L}: \mathcal{H} \rightarrow \mathbb{C}$ denotes the Laplace exponent of the Lévy process $L$ with characteristics $(b, 0, m)$ and is given by

$$
\begin{equation*}
\varphi_{L}(u)=\langle b, u\rangle-\int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-1+\langle\chi(\xi), u\rangle\right) m(\mathrm{~d} \xi), \quad u \in \mathcal{H}^{+} . \tag{3.35}
\end{equation*}
$$

Proof. The admissible parameter set $(b, B, m, 0)$ corresponds to the solution $X$ of a linear stochastic differential equation driven by a Lévy process $\left(L_{t}\right)_{t \geq 0}$ with characteristics $(b, 0, m)$. It is easy to see that $X$ has càdlàg paths and hence Assumption $\mathcal{A}$ is satisfied. Thus we are in the situation of Corollary 3.15 and conclude that the affine transform formula (3.28) holds for the mild solution $\left(\Phi(\cdot, v),\left(\psi_{1}(\cdot, v), \psi_{2}(\cdot, v)\right)\right)$ of the generalized Riccati equations associated with ( $b, B, m, 0$ ) and initial value $v=\left(v_{1}, 0\right)$ for $v_{1} \in H$.

Hence, it is left to show that the solutions have the explicit form as indicated by formula (3.34). Indeed, observe that the unique mild solution to equation (3.24b) is given by $\psi_{1}\left(t,\left(v_{1}, 0\right)\right)=\mathrm{i} S^{*}(t) v_{1}$. Then inserting $\psi_{1}\left(\cdot,\left(v_{1}, 0\right)\right)$ into (3.24c) and recalling that $\mu=0$ yields

$$
\frac{\partial \psi_{2}}{\partial s}\left(s,\left(v_{1}, 0\right)\right)=B^{*}\left(\psi_{2}\left(s,\left(v_{1}, 0\right)\right)\right)+\frac{1}{2} D^{1 / 2} S^{*}(t) v_{1} \otimes D^{1 / 2} S^{*}(t) v_{1}
$$

By the variation of constant formula and recalling that $\psi_{2}\left(0,\left(v_{1}, 0\right)\right)=0$, we conclude that the unique solution $\psi_{2}\left(\cdot,\left(v_{1}, 0\right)\right)$ is given by

$$
\begin{aligned}
\psi_{2}\left(t,\left(v_{1}, 0\right)\right) & =\frac{1}{2} \int_{0}^{t} \mathrm{e}^{(t-s) B^{*}}\left(D^{1 / 2} S^{*}(s) v_{1} \otimes D^{1 / 2} S^{*}(s) v_{1}\right) \mathrm{d} s \\
& =\frac{1}{2} \int_{0}^{t} \mathrm{e}^{\tau B^{*}}\left(D^{1 / 2} S^{*}(t-\tau) v_{1} \otimes D^{1 / 2} S^{*}(t-\tau) v_{1}\right) \mathrm{d} \tau
\end{aligned}
$$

Lastly, by inserting $\psi_{2}\left(\cdot,\left(v_{1}, 0\right)\right)$ into (3.24a) and since $F$ is a continuous function, integrating (3.24a) with respect to $t$ gives

$$
\begin{aligned}
\Phi\left(t,\left(v_{1}, 0\right)\right)= & \int_{0}^{t}\left(\left\langle b, \psi_{2}\left(s,\left(v_{1}, 0\right)\right)\right\rangle\right. \\
& \left.-\int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\left\langle\xi, \psi_{2}\left(s,\left(v_{1}, 0\right)\right)\right\rangle}-1+\left\langle\chi(\xi), \psi_{2}\left(s,\left(v_{1}, 0\right)\right)\right\rangle\right) m(\mathrm{~d} \xi)\right) \mathrm{d} s \\
= & \int_{0}^{t} \varphi_{L}\left(\psi_{2}\left(s,\left(v_{1}, 0\right)\right) \mathrm{d} s .\right.
\end{aligned}
$$

Now, by inserting those formulas of $\Phi\left(t,\left(v_{1}, 0\right)\right), \psi_{1}\left(t,\left(v_{1}, 0\right)\right)$ and $\psi_{2}\left(t,\left(v_{1}, 0\right)\right)$ into (3.28) we obtain the desired formula.

## Comparison with the operator-valued BNS model

In [21] the following infinite dimensional volatility model is considered for $t \geq 0$ :

$$
\left\{\begin{align*}
\mathrm{d} Y_{t} & =\mathcal{A} Y_{t} \mathrm{~d} t+X_{t}^{1 / 2} \mathrm{~d} W_{t}^{Q}  \tag{3.36}\\
\mathrm{~d} X_{t} & =B\left(X_{t}\right) \mathrm{d} t+\mathrm{d} L_{t}
\end{align*}\right.
$$

where $\left(L_{t}\right)_{t \geq 0}$ is an $\mathcal{L}_{2}(H)$-valued Lévy process satisfying $\mathbb{P}\left(L_{t} \in \mathcal{H}^{+}\right)=1$ for every $t \geq 0$. Moreover, it is assumed that $B: \mathcal{L}_{2}(H) \rightarrow \mathcal{L}_{2}(H)$ is of the form $B(v)=c v c^{*}$ or $B(v)=c v+v c^{*}$ for some $c \in \mathcal{L}(H)$. Finally, $\mathcal{A}: \operatorname{dom}(\mathcal{A}) \subseteq H \rightarrow$ $H$ is assumed to be an unbounded operator generating a strongly continuous semigroup and $\left(W_{t}\right)_{t \geq 0}$ is assumed to be an $H$-valued Brownian motion which (at least, in the part of [21] involving the affine property of $(Y, X)$ ) is assumed to be independent of $\left(L_{t}\right)_{t \geq 0}$ and with a covariance operator $Q$ that satisfies Assumption $\mathcal{B}$.

In this section we show that the joint volatility model (3.36) is a special case of our model in the case that $\mu \equiv 0$, more specifically, that [21, Proposition 3.2] is a special case of Proposition 3.17 above. To this end, we first remark that if $\gamma \in \mathcal{L}_{2}(H), C \in \mathcal{L}_{1}\left(\mathcal{L}_{2}(H)\right)$, and $\eta: \mathcal{B}\left(\mathcal{L}_{2}(H)\right) \rightarrow[0, \infty]$ are the characteristics of $L$, then $\left.C\right|_{\mathcal{H}} \equiv 0$ thanks to [21, Proposition 2.10]. Moreover, in view of Lemma 3.20, we have that $\gamma \in \mathcal{H}, C=0$, and $\operatorname{supp}(\eta) \subseteq \mathcal{H}$ (this answers an open question in [21]: see the discussion prior to Proposition 2.11 in that article). Finally, it is easily verified that $B(\mathcal{H}) \subset \mathcal{H}$ in both cases described above, so although the 'ambient' space for $X$ is $\mathcal{L}_{2}(H)$ in [21], one can, without loss of generality, take $\mathcal{H}$ as ambient space for $X$.
Next, note that the process $X$ in (3.36) has càdlàg paths by construction (see also Lemma 3.4), so Assumption $\mathcal{A}$ is satisfied. It remains to verify that the conditions in Definition 2.3 are met. Note that Definition 2.3 iii) is immediately satisfied as $\mu \equiv 0$. To verify that the two choices for $B$ described above satisfy Definition 2.3 iv), we recall from [21, Lemma 2.2] that in these cases one has $\mathrm{e}^{t B}\left(\mathcal{H}^{+}\right) \subseteq \mathcal{H}^{+}$for all $t \geq 0$, which, by [106, Theorem 1$]$, implies that $B$ is quasi-monotone. Finally, Definition 2.3 ii) and Definition 2.3 i) hold due to the following result from [122]:

Theorem 3.18. Let $\left(L_{t}\right)_{t \geq 0}$ be an $\mathcal{H}$-valued Lévy process with characteristic triplet $(\gamma, C, \eta)$. Then the following two statements are equivalent:
i) for all $t \geq 0$ we have $\mathbb{P}\left(L_{t} \in \mathcal{H}^{+}\right)=1$;
ii) $C=0, \operatorname{supp}(\eta) \subseteq \mathcal{H}^{+}$and there exists an $I_{\eta} \in \mathcal{H}$ such that $\xi \mapsto|\langle\chi(\xi), h\rangle|$ is $\eta$-integrable and $\int_{\mathcal{H}^{+} \backslash\{0\}}\langle\chi(\xi), h\rangle \eta(\mathrm{d} \xi)=\left\langle I_{\eta}, h\right\rangle$ for all $h \in \mathcal{H}$, and such that $\gamma-I_{\eta} \in \mathcal{H}^{+}$.

Proof. First, note that $\mathcal{H}^{+}$is regular (see, e.g., [92, Theorem 1]), i.e., any sequence $\left(A_{n}\right)_{n \in \mathbb{N}}$ in $\mathcal{H}$ satisfying $A_{1} \leq_{\mathcal{H}^{+}} A_{2} \leq_{\mathcal{H}^{+}} \ldots \leq_{\mathcal{H}^{+}} A$ for some $A \in \mathcal{H}$ is convergent in $\mathcal{H}$. The cone is also normal: its dual $\mathcal{H}^{+}$is generating for $\mathcal{H}$. Thus $\mathcal{H}^{+}$is a regular normal proper cone in the terminology of [122]. Now, note that the implication "i) $\Rightarrow$ ii)" follows from [122, Theorem 18], and reverse implication follows from [122, Theorem 10].

### 3.4.2 An essentially one-dimensional variance process

In this section we present a simple example of a pure-jump affine process $\left(X_{t}\right)_{t \geq 0}$ on $\mathcal{H}^{+}$with state-dependent jump intensity. Starting from its initial value $X_{0}=$ $x \in \mathcal{H}^{+}$this process moves along a single vector $z \in \mathcal{H}^{+} \backslash\{0\}$ and is thus essentially one-dimensional. For this case we specify an admissible parameter set $(b, B, m, \mu)$ such that the associated affine process $X$ has càdlàg paths and is driven by a pure-jump process $\left(\bar{J}_{t}\right)_{t \geq 0}$ with jumps of size $\xi \in(0, \infty)$ in the
single direction $z \in \mathcal{H}^{+}$with $\|z\|=1$ and such that the jump-intensity depends on the current state of the process $X$. For the sake of simplicity, we let the constant parameters $b$ and $m$ be zero. Moreover, we shall fix the dependency structure by means of a fixed vector $g \in \mathcal{H}^{+} \backslash\{0\}$. We then take a measure $\eta: \mathcal{B}((0, \infty)) \rightarrow[0, \infty)$ such that $\int_{0}^{\infty} \lambda^{-2} \eta(\mathrm{~d} \lambda)<\infty$ and define the vector valued measure $\mu: \mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right) \rightarrow \mathcal{H}^{+}$by

$$
\mu(A):=g \eta\left(\left\{\lambda \in \mathbb{R}^{+}: \lambda z \in A\right\}\right)
$$

From the assumption that $\int_{0}^{\infty} \lambda^{-2} \eta(\mathrm{~d} \lambda)<\infty$ it follows that for every $x \in \mathcal{H}^{+}$ the measure $M(x, \mathrm{~d} \xi)$ on $\mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right)$ defined by

$$
M(x, \mathrm{~d} \xi):=\frac{\langle x, \mu(\mathrm{~d} \xi)\rangle}{\|\xi\|^{2}}
$$

is finite and thus also

$$
\int_{\mathcal{H}^{+} \backslash\{0\}}\langle\chi(\xi), u\rangle \frac{\langle x, \mu(\mathrm{~d} \xi)\rangle}{\|\xi\|^{2}}=\int_{0}^{1} \lambda^{-1} \eta(\mathrm{~d} \lambda)\langle z, u\rangle\langle g, x\rangle\left\langle\infty, \quad \forall u, x \in \mathcal{H}^{+} .\right.
$$

We now must find a linear operator $B: \mathcal{H} \rightarrow \mathcal{H}$ such that

$$
\begin{equation*}
\left\langle B^{*}(u), x\right\rangle-\int_{\mathcal{H}^{+} \backslash\{0\}}\langle\chi(\xi), u\rangle \frac{\langle x, \mu(\mathrm{~d} \xi)\rangle}{\|\xi\|^{2}} \geq 0 \tag{3.37}
\end{equation*}
$$

whenever $\langle x, u\rangle=0$ for $x, u \in \mathcal{H}^{+}$. The simplest example is obtained by taking

$$
B(u):=\int_{\mathcal{H}^{+} \backslash\{0\}} \chi(\xi) \frac{\langle u, \mu(\mathrm{~d} \xi)\rangle}{\|\xi\|^{2}}, \quad u \in \mathcal{H} .
$$

From this it can be seen that $B$ and $\mu$ indeed satisfy condition (3.37) and conclude that the parameter set $(0, B, 0, \mu)$ is an admissible parameter set according to Definition 2.3. Thus the existence of an associated affine process $X$ on $\mathcal{H}^{+}$is guaranteed by Theorem 3.3. Since $\int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{-2}\langle x, \mu(\mathrm{~d} \xi)\rangle<\infty$ for all $x \in \mathcal{H}^{+}$, it follows from Lemma 3.4 that Assumption $\mathcal{A}$ is satisfied as well. It remains to ensure that Assumption $\mathcal{B}$ is satisfied. For this purpose it suffices to assume that $x$ and $z$ commute with $Q$. Indeed, note that for $u \in\{x+\lambda z: \lambda \in[0, \infty)\}$ we have $B(u) \in\{\lambda z: \lambda \in[0, \infty)\}$. Thus from the semimartingale representation (3.12), we see that

$$
X_{t} \in\{x+\lambda z: \lambda \in[0, \infty)\}, \quad \forall t \geq 0
$$

which implies that $X_{t}$ commutes with $Q$ for all $t \geq 0$ and therefore Assumption $\mathcal{B}$ is satisfied.

### 3.4.3 Stochastic covariance models on fixed orthonormal bases with state-dependent jumps

In this example we specify an admissible parameter set ( $b, B, m, \mu$ ) giving more general affine dynamics of the associated variance process $X$ on $\mathcal{H}^{+}$. In the previous Section 3.4.2 we imposed additional commutativity assumptions on the initial value $X_{0}=x \in \mathcal{H}^{+}$, the jump direction $z$ and the covariance operator $Q$. In this example we allow for a more general jump behavior, while maintaining Assumption $\mathcal{B}$. To do so, we pick up the discussion preceding Remark 3.10 and note here that Assumption $\mathcal{B}$ is satisfied, whenever $Q$ and $X_{t}$ commute for all $t \geq 0$. Recall that $Q$ and $\left(X_{t}\right)_{t \geq 0}$ commute if and only if they are jointly diagonalizable. This motivates the consideration of a variance process $X$ that is diagonalizable with respect to a fixed ONB.
More concretely, let $\left(e_{n}\right)_{n \in \mathbb{N}}$ be an ONB of eigenvectors of the operator $Q$. We model $X$ such that $X_{t}(t \geq 0)$ is diagonalizable with respect to the ONB $\left(e_{n}\right)_{n \in \mathbb{N}}$, i.e.

$$
X_{t}=\sum_{i \in \mathbb{N}} \lambda_{i}(t) e_{n} \otimes e_{n}, \quad t \geq 0
$$

for the sequence of eigenvalues $\left(\lambda_{i}(t)\right)_{i \in \mathbb{N}}$ of $X_{t}$ in $\ell_{2}^{+}$. Concerning the modeling of the dynamics of $\left(X_{t}\right)_{t \geq 0}$, this essentially means that we model the dynamics of the sequence of eigenvalues $\left(\lambda_{i}(t)\right)_{i \in \mathbb{N}}$ in $\ell_{2}^{+}$only.
We now come to a specification of the parameters $(b, B, m, \mu)$ such that the conditions in Definition 2.3 are satisfied and moreover such that $X_{t}$ is indeed diagonalizable with respect to $\left(e_{n}\right)_{n \in \mathbb{N}}$ for all $t \geq 0$. Let $m: \mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right) \rightarrow[0, \infty)$ be such that for $A \in \mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right)$ we have

$$
\begin{equation*}
m(A):=\sum_{n \in \mathbb{N}} m_{n}\left(\left\{\lambda \in(0, \infty): \lambda\left(e_{n} \otimes e_{n}\right) \in A\right\}\right), \tag{3.38}
\end{equation*}
$$

for a sequence $\left(m_{n}\right)_{n \in \mathbb{N}}$ of finite measures on $\mathcal{B}((0, \infty))$ such that

$$
\begin{equation*}
\sum_{n \in \mathbb{N}} m_{n}((0, \infty))<\infty \quad \text { and } \quad \sum_{n \in \mathbb{N}} \int_{1}^{\infty} \lambda^{2} m_{n}(\mathrm{~d} \lambda)<\infty \tag{3.39}
\end{equation*}
$$

Then let $\tilde{b} \in \mathcal{H}^{+}$be diagonalizable with respect to $\left(e_{n}\right)_{n \in \mathbb{N}}$ and set

$$
b:=\tilde{b}+\int_{\mathcal{H}^{+} \backslash\{0\}} \chi(\xi) m(\mathrm{~d} \xi)=\tilde{b}+\sum_{n \in \mathbb{N}} \int_{0}^{1} \lambda m_{n}(\mathrm{~d} \lambda) e_{n} \otimes e_{n} .
$$

We see that $b$ and $m$ satisfy their respective conditions in Definition 2.3.

Now, let $\left(g_{n}\right)_{n \in \mathbb{N}} \subseteq \mathcal{H}^{+}$and let $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ be a sequence of finite measures on $\mathcal{B}((0, \infty))$ such that

$$
\begin{equation*}
\sum_{n \in \mathbb{N}} g_{n} \mu_{n}((0, \infty)) \in \mathcal{H}^{+} \quad \text { and } \quad \sum_{n \in \mathbb{N}} \int_{0}^{1} \lambda^{-2} \mu_{n}(\mathrm{~d} \lambda)\left\langle g_{n}, x\right\rangle<\infty, \quad \forall x \in \mathcal{H}^{+} \tag{3.40}
\end{equation*}
$$

and define $\mu(\mathrm{d} \xi): \mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right) \rightarrow \mathcal{H}^{+}$by

$$
\begin{equation*}
\mu(A):=\sum_{n \in \mathbb{N}} g_{n} \mu_{n}\left(\left\{\lambda \in(0, \infty): \lambda\left(e_{n} \otimes e_{n}\right) \in A\right\}\right) \tag{3.41}
\end{equation*}
$$

Moreover, let $G \in \mathcal{H}$ be diagonalizable with respect to $\left(e_{n}\right)_{n \in \mathbb{N}}$, note that this implies that for any $x \in \mathcal{H}^{+}$that is diagonalizable with respect to $\left(e_{n}\right)_{n \in \mathbb{N}}$, we have that $G x+x G^{*}$ is diagonalizable with respect to $\left(e_{n}\right)_{n \in \mathbb{N}}$ as well. We thus define the linear operator $B: \mathcal{H} \rightarrow \mathcal{H}$ by

$$
\begin{equation*}
B(u)=G u+u G^{*}+\int_{\mathcal{H}^{+} \backslash\{0\}} \chi(\xi) \frac{\langle\mu(\mathrm{d} \xi), u\rangle}{\|\xi\|^{2}}, \quad u \in \mathcal{H} \tag{3.42}
\end{equation*}
$$

Now, one can check that $B$ and $\mu$ indeed satisfy their respective conditions in Definition 2.3. Due to the first condition on $m$ in (3.39) and the second on $\mu$ in (3.40), it follows from Lemma 3.4 that Assumption $\mathcal{A}$ is satisfied.
Again from the semimartingale representation (3.12) we conclude that for all $t \geq 0$ the operator $X_{t}$ is diagonalizable with respect to $\left(e_{n}\right)_{n \in \mathbb{N}}$ and thus Assumption $\mathcal{B}$ is satisfied as well.

### 3.4.4 A general infinite-dimensional affine stochastic covariance model with state-dependent jumps

In this example we show that modeling under the alternative formulation of the model ( $Y, X$ ) provided by Remark 3.10 gives considerably more freedom in the model parameter specification. We write $\hat{b}=b+\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}} \xi m(\mathrm{~d} \xi)$ and for every $u \in \mathcal{H}$ we set $\hat{B}(u)=B(u)+\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}} \xi \frac{\langle u, \mu(\mathrm{~d} \xi)\rangle}{\|\xi\|^{2}}$. We then see that for the stochastic volatility model $(Y, X)$ given by the SDE

$$
\mathrm{d}\left(Y_{t}, X_{t}\right)=\left[\begin{array}{l}
0 \\
\hat{b}
\end{array}\right] \mathrm{d} t+\left[\begin{array}{c}
\mathcal{A} Y_{t} \\
\hat{B}\left(X_{t}\right)
\end{array}\right] \mathrm{d} t+\left[\begin{array}{cc}
D^{1 / 2} X_{t}^{1 / 2} & 0 \\
0 & 0
\end{array}\right] \mathrm{d}\left[\begin{array}{c}
W_{t} \\
0
\end{array}\right]+\mathrm{d}\left[\begin{array}{c}
0 \\
\bar{J}_{t}
\end{array}\right], \quad t \geq 0
$$

with $\left(Y_{0}, X_{0}\right)=(y, x) \in H \times \mathcal{H}^{+}$and $W=\left(W_{t}\right)_{t \geq 0}$ a cylindrical Brownian motion, the Assumption $\mathcal{B}$ can be dropped. Therefore, every admissible parameter set ( $b, B, m, \mu$ ), such that the associated affine process $X$ satisfies Assumption $\mathcal{A}$ is a valid parameter choice.

To emphasize the gained flexibility, we compare it with the example in Section 3.4.3. For simplicity, we let $\left(e_{n}\right)_{n \in \mathbb{N}}$ be some ONB of $H$ and specify $m$ and $\mu$ as in (3.38) and (3.41), respectively, with respect to this ONB. This means that the noise in the instantaneous covariance process $X$ again occurs on the diagonal only. However, $Q$ need not be diagonalizable with respect to $\left(e_{n}\right)_{\in \mathbb{N}}$ and instead of taking $b$ to be diagonalizable with respect to the ONB $\left(e_{n}\right)_{\in \mathbb{N}}$ and $B$ of the particular form (3.42), we allow for a general drift $\hat{b} \in \mathcal{H}$ such that $\hat{b}-\int_{\mathcal{H}^{+} \backslash\{0\}} \chi(\xi) m(\mathrm{~d} \xi) \geq 0$. Moreover, let $C$ be a bounded linear operator on $H$ and define $B \in \mathcal{L}(\mathcal{H})$ by

$$
B(u)=C u+u C^{*}+\Gamma(u),
$$

for some $\Gamma \in \mathcal{L}(\mathcal{H})$ with $\Gamma\left(\mathcal{H}^{+}\right) \subseteq \mathcal{H}^{+}$and such that

$$
\langle\Gamma(x), u\rangle-\int_{\mathcal{H}^{+} \backslash\{0\}}\langle\chi(\xi), u\rangle \frac{\langle x, \mu(\mathrm{~d} \xi)\rangle}{\|\xi\|^{2}} \geq 0 .
$$

We can again check, that $(b, B, m, \mu)$ satisfies the conditions of Definition 2.3 and the associated affine process $X$ Assumption $\mathcal{A}$. Then, according to (3.12) the instantaneous covariance process $X$ has the representation

$$
\begin{align*}
X_{t}=X_{0} & +\int_{0}^{t}\left(b+C X_{s}+X_{s} C^{*}+\Gamma\left(X_{s}\right)+\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}} \xi \nu\left(X_{s}, \mathrm{~d} \xi\right)\right) \mathrm{d} s \\
& +\bar{J}_{t}, \quad t \geq 0 \tag{3.43}
\end{align*}
$$

where $\nu(x, \mathrm{~d} \xi)$ is as in (3.11) and $\bar{J}$ is a purely discontinuous square integrable martingale with a compensator $\nu^{X}$. The dynamics (3.43) has a similar structure as the affine dynamics of covariance processes in finite dimensions presented in [42, equation 1.2] in the pure-jump case. Indeed, both models have an affine drift and are driven by a pure-jump process whose compensator is an affine function of $X$. As mentioned above, this model will also demonstrate clustering behavior.

### 3.5 Auxiliary results

Lemma 3.19. Let $(\mathcal{H},\|\cdot\|,\langle\cdot, \cdot\rangle)$ be a separable real Hilbert space, let $K \subseteq \mathcal{H}$ be a cone such that $\mathcal{H}=K-K$ and let $\mu_{1}, \mu_{2}: \mathcal{B}(\mathcal{H}) \rightarrow \mathbb{R}$ be measures such that $\operatorname{supp}\left(\mu_{1}\right), \operatorname{supp}\left(\mu_{2}\right) \subseteq K$ and

$$
\int_{\mathcal{H}} \mathrm{e}^{-\langle x, y\rangle} \mu_{1}(\mathrm{~d} x)=\int_{\mathcal{H}} \mathrm{e}^{-\langle x, y\rangle} \mu_{2}(\mathrm{~d} x),
$$

for all $y \in K$. Then $\mu_{1}=\mu_{2}$.

Proof. We assume that $\mathcal{H}$ is infinite-dimensional, the proof for finite dimensional $\mathcal{H}$ is analogous. For $n \in \mathbb{N}$ let $\mathbb{R}_{n}^{+}:=[0, \infty)^{n} \subseteq \mathbb{R}^{n}$. We proof the assertion in two steps:
Step 1: reduction to the cone $\mathbb{R}_{n}^{+}, n \in \mathbb{N}$. Let $\left(e_{n}\right)_{n \in \mathbb{N}}$ be an orthonormal basis for $\mathcal{H}$. For all $n \in \mathbb{N}$ let $e_{n}^{+}, e_{n}^{-} \in K$ be such that $e_{n}=e_{n}^{+}-e_{n}^{-}$and define

$$
D_{n}:=\left\{\cap_{i=1}^{n}\left\{x \in \mathcal{H}:\left\langle x, e_{i}^{+}\right\rangle \in B_{i}^{+},\left\langle x, e_{i}^{-}\right\rangle \in B_{i}^{-}\right\}: B_{i}^{+}, B_{i}^{-} \in \mathcal{B}(\mathbb{R}) \forall 1 \leq i \leq n\right\} .
$$

Note that $\mathcal{B}(\mathcal{H})=\sigma\left(\cup_{n \in \mathbb{N}} D_{n}\right)$, so by Dynkin's lemma it suffices to prove that $\left.\mu_{1}\right|_{D_{n}}=\left.\mu_{2}\right|_{D_{n}}$ for all $n \in \mathbb{N}$. For $n \in 2 \mathbb{N}$ let $\mu_{1, n}, \mu_{2, n}: \mathcal{B}\left(\mathbb{R}^{2 n}\right) \rightarrow \mathbb{R}$ be the measures defined by
$\mu_{i, n}\left(B_{1}^{+} \times B_{1}^{-} \times \ldots \times B_{n}^{+} \times B_{n}^{-}\right):=\mu_{i}\left(\cap_{i=1}^{n}\left\{x \in \mathcal{H}:\left\langle e_{i}^{+}, x\right\rangle \in B_{i}^{+},\left\langle e_{i}^{-}, x\right\rangle \in B_{i}^{-}\right\}\right)$, $i \in\{1,2\}, B_{1}^{+}, B_{1}^{-}, \ldots, B_{n}^{+}, B_{n}^{-} \in \mathcal{B}(\mathbb{R})$. Note that $\operatorname{supp}\left(\mu_{i, n}\right) \subseteq \mathbb{R}_{2 n}^{+}$and $\int_{\mathbb{R}^{2 n}} \mathrm{e}^{-\langle x, y\rangle} \mathrm{d} \mu_{1, n}(x)=\int_{\mathbb{R}^{2 n}} \mathrm{e}^{-\langle x, y\rangle} \mathrm{d} \mu_{2, n}(x)$ for all $y \in \mathbb{R}_{2 n}^{+}$. Thus it suffices to prove the lemma for the case that $\mathcal{H}=\mathbb{R}^{n}$ and $K=[0, \infty)^{n}$, for all $n \in \mathbb{N}$.
Step 2: the case $\mathcal{H}=\mathbb{R}^{n}$ and $K=\mathbb{R}_{n}^{+}, n \in \mathbb{N}$. Fix $n \in \mathbb{N}$ and consider the set

$$
\mathcal{A}:=\operatorname{lin}\left\{x \mapsto \mathrm{e}^{-\langle x, y\rangle}: y \in \mathbb{R}_{n}^{+}\right\} \subseteq C(\mathbb{R})
$$

By the Stone-Weierstrass theorem the set $\left\{\left.f\right|_{[-R, R]^{n}}: f \in \mathcal{A}\right\}$ is dense in the space $C\left([-R, R]^{n}\right)$ for all $R>0$. Thus we can mimic the proof of e.g. [79, Theorem E.1.14] to obtain that $\mu_{1}=\mu_{2}$.

Lemma 3.20. Let $(H,\langle\cdot, \cdot\rangle)$ be a Hilbert space, let $U \subseteq H$ be a closed linear subspace and let $P_{U}: H \rightarrow U$ be the orthogonal projection of $H$ onto $U$. Moreover, let $\left(L_{t}\right)_{t \geq 0}$ be a $H$-valued Lévy process satisfying $\mathbb{P}\left(L_{1} \in U\right)=1$ and let $\gamma \in H$, $C \in \mathcal{L}_{1}(H)$ and $\eta: \mathcal{B}(H \backslash\{0\}) \rightarrow[0, \infty]$ be its characteristics. In addition, let $\gamma_{s} \in U, C_{s} \in \mathcal{L}_{1}(U)$ and $\eta_{s}: \mathcal{B}(U \backslash\{0\}) \rightarrow[0, \infty]$ be the characteristics of $L$ when interpreted as a $(U,\langle\cdot, \cdot\rangle)$-valued process. Then $\gamma=\gamma_{s}, C=C_{s} P_{U}$, and $\eta(A)=\eta_{s}(A \cap U)$ for all $A \in \mathcal{B}(H \backslash\{0\})$. In particular, $C h=0$ whenever $h \in U^{\perp}$ and $\operatorname{supp}(\eta) \subseteq U$.
Proof. Define $\tilde{\eta}: \mathcal{B}(H \backslash\{0\}) \rightarrow[0, \infty]$ by $\tilde{\eta}(A)=\eta_{s}(A \cap U), A \in \mathcal{B}(H \backslash\{0\})$. Then for all $h \in H$ and $t \geq 0$ we have, using that $L_{t} \in U$ a.s.:

$$
\begin{aligned}
& \mathbb{E}\left(\mathrm{e}^{i\left\langle L_{t}, h\right\rangle}\right)=\mathbb{E}\left(\mathrm{e}^{i\left\langle L_{t}, P_{U} h\right\rangle}\right) \\
& =\exp \left(t\left(i\left\langle\gamma_{s}, P_{U} h\right\rangle-\left\langle C_{s} P_{U} h, P_{U} h\right\rangle\right)\right) \\
& \quad \times \exp \left(\left(t \int_{U \backslash\{0\}}\left(\mathrm{e}^{i\left\langle\xi, P_{U} h\right\rangle}-1+i\left\langle\xi, P_{U} h\right\rangle 1_{\{\|\xi\|<1\}}\right) \eta_{s}(\mathrm{~d} \xi)\right)\right) \\
& =\exp \left(t\left(i\left\langle\gamma_{s}, h\right\rangle-\left\langle C_{s} P_{U} h, h\right\rangle+\int_{H \backslash\{0\}}\left(\mathrm{e}^{i\langle\xi, h\rangle}-1+i\langle\xi, h\rangle 1_{\{\|\xi\|<1\}}\right) \tilde{\eta}(\mathrm{d} \xi)\right)\right) .
\end{aligned}
$$

The result now follows from the uniqueness of the characteristic triplet.

### 3.6 Concluding remarks

In this chapter we introduced an infinite-dimensional affine stochastic covariance model, where the instantaneous covariance process $X$ is modeled by an affine pure-jump process with possibly state-dependent jump intensities; its existence has been established in the previous Chapter 2 under the admissibility conditions Definition 2.3 posed on the parameters $(b, B, m, \mu)$. The proposed stochastic covariance model extends the operator-valued BNS model that was introduced in [21], where $X$ is driven by a suitably chosen Lévy process (see Section 3.4.1). Moreover, in Section 3.4, we provided several other concrete examples of affine stochastic covariance models on Hilbert spaces.

## - On the càdlàg paths assumption

In the derivation of the affine transform formula, we make use of Hilbert valued semimartingale calculus, for this reason we assumed that $X$ has càdlàg paths (see Assumption $\mathcal{A}$ ) and proved the existence of càdlàg paths under rather restrictive conditions (see Lemma 3.4). We actually relax the conditions in Chapter 6, where we consider finite-dimensional approximations of the instantaneous covariance processes in the Skorohod space.

## - On the 'commutativity'-type assumption

After we introduced our joint model, we proved that it is affine (see Theorem 3.14). To this end, we need an additional 'commutativity'-type assumption, see Assumption $\mathcal{B}$. This assumption is avoided by considering a slightly different model, see Remark 3.10 and Section 3.4.4. However, we either need Assumption $\mathcal{B}$ or the additional operator $D^{1 / 2}$ modulating the cylindrical Brownian noise. Another way to avoid Assumption $\mathcal{B}$ would be to construct an instantaneous covariance process $X$ that takes values in the space of self-adjoint trace class operators. Indeed, in this case we can assume that the process $W^{Q}$ driving $Y$ is a cylindrical Brownian motion (i.e., $Q$ is the identity). However, as already discussed in Section 2.5, taking the trace class operators as a state space is not trivial as this is a non-reflexive Banach space. This direction of research can be pursued in a forthcoming work.

## CHAPTER 4

## Option-Pricing in Infinite-Dimensional Affine Stochastic Covariance Models


#### Abstract

In this chapter we are concerned with the pricing of options in infinite-dimensional affine stochastic covariance models. More specifically, we consider a geometric affine stochastic covariance model for forward curve dynamics in, e.g. commodity markets, formulated in the HJMM framework and we derive quasi-explicit formulas for plain vanilla call options written on forward contracts. In this model the logartihmic forward curve dynamics are given by an affine stochastic covariance model as introduced in Chapter 3. Due to the affine structure of this model, it is tempting to use Fourier techniques for deriving option price formulas. Indeed, this approach is inspired by finite-dimensional affine models and allows us to derive formulas for option prices in terms of the solutions of associated generalized Riccati equations. Using these Fourier techniques require the computation of real- and complex exponential moments and, moreover, complex extensions of the affine transform formula. Extending the affine transform formula in this infinite-dimensional setting is the main objective of the first part of this chapter. In the second part we provide the quasi-explicit option-pricing formulas and discuss examples.


[^1]
### 4.1 Introduction

The affine class is widely used in finance due to its tractability entailed by the affine-transform formula. In particular, the virtues of affine stochastic covariance models are the quasi-explicit form of their Fourier-Laplace transform, which makes option-pricing by means of Fourier-inversion methods effective [33, 53, 52]. In this chapter we show that this paradigm continues to hold in infinite dimensions. Indeed, we use standard Fourier techniques to derive quasi-explicit formulas for plain vanilla put- and call options written on commodity forwards modeled in a geometric affine stochastic covariance model in the HJMM framework. The geometric forward curve model (see Section 4.3 for the precise definition) is based on an affine stochastic covariance model $(Y, X)$ given by Definition 3.8.
For the Fourier-method approach to work, it is necessary to ensure the existence of real- and complex exponential moments of $(Y, X)$, and moreover to extend the affine-transform formula (3.27), respectively (3.28), to real and complex inputs, i.e. extensions such that input variables $u_{1} \in H$ and $u_{1} \in H \oplus_{\mathbb{R}} \mathrm{i} H$ are permitted. This is our main concern in Section 4.2. Once we established the extended versions of the affine transform formula (Proposition 4.2 and 4.5), we present formulas for European call- and put-options on forwards in terms of the solutions to some associated extended generalized Riccati equations (see Proposition 4.7).

### 4.1.1 Notation and preliminaries

Throughout this chapter we use the same notations as before and fix a separable, infinite-dimensional and real Hilbert space $\left(H,\langle\cdot, \cdot\rangle_{H}\right)$. Moreover, we denote the complexification of a Hilbert space $\left(V,\langle\cdot, \cdot\rangle_{V}\right)$ by $V^{\mathbb{C}}$, i.e.

$$
V^{\mathbb{C}}:=V \oplus_{\mathbb{R}} \mathrm{i} V=\{x+\mathrm{i} y: x, y \in V\}
$$

$V^{\mathbb{C}}:=V \oplus_{\mathbb{R}} \mathrm{i} V$ is the complex Hilbert space equipped with the (complex-valued) inner-product by $\langle x+\mathrm{i} y, u+\mathrm{i} v\rangle_{V^{\mathrm{c}}}:=\langle x, u\rangle_{V}+\langle y, v\rangle_{V}+\mathrm{i}\langle y, u\rangle_{V}-\mathrm{i}\langle x, v\rangle_{V}$, for all $x, y, u, v \in V$, i.e. here we slightly change the convention for the inner-product compared to Chapter 3. Recall that for $z=x+\mathrm{i} y \in V^{\mathbb{C}}$, we say that $x=\Re(z)$ and $y=\mathcal{I}(z)$ are the real and imaginary parts of $z$. Moreover, $\bar{z}=\Re(z)-\mathrm{i} \mathcal{I}(z)$ denotes the complex conjugate of $z$. For the space of bounded linear operators from $H$ to $H$, as usual denoted by $\mathcal{L}(H)$, we let $\mathcal{L}_{1}(H) \subseteq \mathcal{L}(H)$ denote subspace of trace class operators. Recall that $\mathcal{L}_{1}(H)$ is a Banach space with the norm

$$
\|A\|_{1}=\sum_{n=1}^{\infty}\left\langle\left(A^{*} A\right)^{1 / 2} e_{n}, e_{n}\right\rangle_{H},
$$

where $\left(e_{n}\right)_{n \in \mathbb{N}}$ is an orthonormal basis for $H$ and where the norm is independent of the choice of $\left(e_{n}\right)_{n \in \mathbb{N}}$.

### 4.1.2 Setting

In this chapter we are working in the setting of Chapter 3. In particular, we let $(b, B, m, \mu)$ be an admissible parameter set as in Definition 2.3 and denote by $X=\left(X_{t}\right)_{t \geq 0}$ the associated affine process on positive self-adjoint Hilbert-Schmidt operators, the existence of which is guaranteed by Theorem 2.8. Recall from Proposition 3.5 that whenever $\left(X_{t}\right)_{t \geq 0}$ admits a version with càdlàg paths, this version is a square-integrable semimartingale that admits representation (4.1b) below. Throughout this chapter we assume that $\left(X_{t}\right)_{t \geq 0}$ has càdlàg paths.
In Section 4.2 we study the existence of real- and complex-exponential moments for affine stochastic covariance models ( $Y, X$ ) given by (4.1) below. In particular, we do this under the following finite-variation assumption on the constant and linear jump measures:
Assumption $\mathcal{C}$. The jump measures $m$ and $\mu$ satisfy

$$
\int_{\mathcal{H}^{+} \cap\{\|\xi\| \leq 1\}}\|\xi\| m(\mathrm{~d} \xi)<\infty, \quad \int_{\mathcal{H}^{+} \cap\{\|\xi\| \leq 1\}}\|\xi\|^{-1}\langle x, \mu(\mathrm{~d} \xi)\rangle<\infty, \quad \forall x \in \mathcal{H}^{+} .
$$

Moreover, we assume that $\mu(\mathrm{d} \xi)$ takes values in $\mathcal{L}_{1}(H) \cap \mathcal{H}^{+}$.
In case that $\mu=0$, i.e. the Lévy case we can drop Assumption $\mathcal{C}$ for the constant jump measure $m$. The general case, i.e. without assuming Assumption $\mathcal{C}$, is left-open for the moment and will be treated in a future work.
Now, let us fix $y, \Upsilon \in H, x \in \mathcal{H}^{+}$, and let $D \in \mathcal{L}_{2}(H)$ be self-adjoint and positive. As before, we assume that $(\mathcal{A}, \operatorname{dom}(\mathcal{A}))$ is the generator of a strongly continuous semigroup $(S(t))_{t \geq 0}$ on $H$. Following Definition 3.8 and Remark 3.10, we consider the process $(Y, X, \Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ given by the (stochastically) weak solution to the following stochastic differential equation with parameters $(b, B, m, \nu, D, \Upsilon, \mathcal{A})$ and initial value $\left(Y_{0}, X_{0}\right)=(y, x)$ :

$$
\left\{\begin{array}{l}
\mathrm{d} Y_{t}=\left(\mathcal{A} Y_{t}+D^{1 / 2} X_{t} D^{1 / 2} \Upsilon\right) \mathrm{d} t+D^{1 / 2} X_{t}^{1 / 2} \mathrm{~d} W_{t}, \quad t>0  \tag{4.1a}\\
\mathrm{~d} X_{t}=\left(b+B\left(X_{t}\right)+\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}} \xi \nu\left(X_{t}, \mathrm{~d} \xi\right)\right) \mathrm{d} t+\mathrm{d} \bar{J}_{t}, \quad t>0
\end{array}\right.
$$

where $\bar{J}=\left(\bar{J}_{t}\right)_{t \geq 0}$ is a purely discontinuous square-integrable martingale, $W$ is a cylindrical Brownian motion, independent of $\bar{J}$, and $\nu(x, \mathrm{~d} \xi)=m(\mathrm{~d} \xi)+$ $\|\xi\|^{-2}\langle x, \mu(\mathrm{~d} \xi)\rangle$. The existence of a (stochastically) weak solution of the stochastic differential equation (4.1) on $H \times \mathcal{H}^{+}$follows by analogous arguments as in Proposition 3.6 and Lemma 3.7. Notice that in this chapter, in view of the application in Section 4.3, we added the linear part $G\left(X_{t}\right)=D^{1 / 2} X_{t} D^{1 / 2} \Upsilon$ in the drift of $Y$, which is a slight extension of the model specification in Definition 3.8. However, adding the linear drift-term $G$ does not change well-posedness or the affine-property, as the proofs of Lemma 3.7 and Theorem 3.14 show.

### 4.2 Exponential moments of affine stochastic covariance models

Our main objective in this chapter is the pricing of options written on forwards modeled with log-dynamics of type (4.1). For this purpose we use Fourier transform techniques that allow us to write option prices in terms of solutions to associated generalized Riccati equations. However, this approach requires the computation of real- and complex exponential moments of the model ( $Y, X$ ). This is the purpose of the present section, where we are concerned with real exponential moments in Section 4.2.1 and subsequently in Section 4.2.2 with the case of complex exponential moments.

### 4.2.1 Real exponential moments

For $x \in \mathcal{H}^{+}$, an admissible parameter set $(b, B, m, \mu)$ satisfying Assumption $\mathcal{C}$, and kernel $\nu(x, \mathrm{~d} \xi)$ we define the set

$$
\mathcal{U}:=\left\{u \in \mathcal{H}: \int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}} \mathrm{e}^{-\langle\xi, u\rangle} \nu(x, \mathrm{~d} \xi)<\infty, \quad \forall x \in \mathcal{H}^{+}\right\} .
$$

We note that $\mathcal{U}$ is a convex subset in $\mathcal{H}$ and since $\mathcal{H}^{+} \subseteq \mathcal{U}$, it is non-empty. Moreover, we assume that $\nu(x, \mathrm{~d} \xi)$ is such that $\mathcal{U}$ is an open subset of $\mathcal{H}$. We then consider $F: \mathcal{U} \rightarrow \mathbb{R}$ and $R_{\Upsilon}: H \times \mathcal{U} \rightarrow \mathcal{H}$, the extensions of $F$ and $R$ from (2.6a) and (3.23) on $\mathcal{U}$ (with additional drift term $G^{*}(h)=-D^{1 / 2} h \otimes D^{1 / 2} \Upsilon$ added to function $R$ ), defined for $(h, u) \in H \times \mathcal{U}$ by

$$
\begin{align*}
F(u):= & \langle\tilde{b}, u\rangle-\int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-1\right) m(\mathrm{~d} \xi),  \tag{4.2}\\
R_{\Upsilon}(h, u):= & \tilde{B}^{*}(u)-\frac{1}{2}\left(D^{1 / 2} h\right)^{\otimes 2}-\int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-1\right) \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}} \\
& -D^{1 / 2} h \otimes D^{1 / 2} \Upsilon, \tag{4.3}
\end{align*}
$$

where we set $\tilde{b}:=b-\int_{\mathcal{H}^{+} \backslash\{0\}} \chi(\xi) m(\mathrm{~d} \xi)$ and for all $v \in \mathcal{H}^{+}$

$$
\tilde{B}(v):=B(v)-\int_{\mathcal{H}^{+} \backslash\{0\}} \chi(\xi) \frac{\langle v, \mu(\mathrm{~d} \xi)\rangle}{\|\xi\|^{2}}
$$

Note that $\tilde{b}$ and $\tilde{B}$ are well defined due to the finite-variation Assumption $\mathcal{C}$.

For $T \geq 0$ and $u=\left(u_{1}, u_{2}\right) \in H \times \mathcal{U}$ we consider the following extended generalized (mild) Riccati equations:

$$
\left\{\begin{align*}
\frac{\partial P(t, u)}{\partial t} & =F\left(q_{2}(t, u)\right), & 0<t \leq T, & P(0, u)=0  \tag{4.4a}\\
q_{1}(t, u) & =u_{1}+\mathcal{A}^{*}\left(\int_{0}^{t} q_{1}(s, u) \mathrm{d} s\right), & & 0<t \leq T, \\
\frac{\partial q_{2}(t, u)}{\partial t} & =R_{\Upsilon}\left(q_{1}(t, u), q_{2}(t, u)\right), & & 0<t \leq T,
\end{align*}\right.
$$

For $u=\left(u_{1}, u_{2}\right) \in H \times \mathcal{U}$ and $T \geq 0$, we say that $\left(P(\cdot, u), q_{1}(\cdot, u), q_{2}(\cdot, u)\right)$, a mapping from $[0, T]$ to $\mathbb{R} \times H \times \mathcal{H}$, is a mild solution to (4.4) whenever $P(\cdot, u) \in C^{1}([0, T], \mathbb{R}), q_{1}(\cdot, u) \in C([0, T], H)$ and $q_{2}(\cdot, u) \in C^{1}([0, T], \mathcal{U})$ satisfy the equations (4.4a)-(4.4c).
In the following proposition we show the existence of a unique solution of the extended Riccati equations (4.4) up to its maximal lifetime.
Proposition 4.1. Let $(b, B, m, \mu)$ be an admissible parameter set such that $A s$ sumption $\mathcal{C}$ is satisfied. Let $(\mathcal{A}, \operatorname{dom}(\mathcal{A}))$ be the generator of a strongly continuous semigroup $(S(t))_{t \geq 0}$ on $H$, let $D \in \mathcal{L}(H)$ be a positive self-adjoint operator, and let $\Upsilon \in H$. Then for every $u=\left(u_{1}, u_{2}\right) \in H \times \mathcal{U}$ there exist a real number $T_{q_{2}} \geq 0$ and a unique solution $\left(P(\cdot, u), q_{1}(\cdot, u), q_{2}(\cdot, u)\right)$ of $(4.4)$ on the interval $\left[0, T_{q_{2}}\right)$.
Proof. Standard semigroup theory ensures that for any $u_{1} \in H$ and $T>0$ the unique mild solution of $(4.4 \mathrm{~b})$ is given by $q_{1}(t, u)=S^{*}(t) u_{1}$ for $t \in[0, T]$. We define $\mathcal{R}_{\Upsilon}^{u_{1}}(t, \cdot): \mathcal{U} \rightarrow \mathcal{H}$, by

$$
\begin{aligned}
\mathcal{R}_{\Upsilon}^{u_{1}}(t, u):= & B^{*}(u)-\frac{1}{2}\left(D^{1 / 2} S^{*}(t) u_{1}\right)^{\otimes 2}-D^{1 / 2} S^{*}(t) u_{1} \otimes D^{1 / 2} \Upsilon \\
& -\int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-1\right) \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}
\end{aligned}
$$

By plugging $q_{1}(t, u)$ into (4.4c) we thus obtain the equation

$$
\left\{\begin{array}{l}
\frac{\partial q_{2}}{\partial t}(t, u)=\mathcal{R}_{\Upsilon}^{u_{1}}\left(t, q_{2}(t, u)\right)  \tag{4.5}\\
q_{2}(0, u)=u_{2}
\end{array}\right.
$$

Observe that the function $\mathcal{R}_{\Upsilon}^{u_{1}}(t, \cdot)$ is locally Lipschitz continuous on $\mathcal{U}$ for every $t \geq 0$ and $u_{1} \in H$. Since $\mathcal{U}$ is assumed to be open, it follows from standard ODE results (see, e.g. [113, Chapter 6, Proposition 1.2]) that for every $u_{2} \in \mathcal{U}$ there exist a $T_{q_{2}}>0$ and a unique solution $q_{2}(\cdot, u)$ of $(4.5)$ on $\left[0, T_{q_{2}}\right)$ with

$$
T_{q_{2}}=\liminf _{n \rightarrow \infty}\left\{t \geq 0:\left\|q_{2}(t, u)\right\| \geq n \text { or } q_{2}(t, u) \in \partial \mathcal{U}\right\}
$$

Finally, by inserting $q_{2}(\cdot, u)$ into (4.4a) and observing that $F$ is continuous on $\mathcal{U}$, the statement follows.

In order to compute exponential moments for the process $(Y, X)$, we first consider the joint process $\left(Y^{(n)}, X\right)$ obtained by replacing the unbounded operator $\mathcal{A}$ in (4.1a) by its Yosida approximation $\mathcal{A}^{(n)}:=n \mathcal{A}(n I-\mathcal{A})^{-1}$, as we did in Section 3.3.2. We therefore consider the process $Y^{(n)}:[0, \infty) \times \Omega \rightarrow H$ given by the solution to (see [48, Proposition 6.4] for the existence of the solution to $Y^{(n)}$ )

$$
\begin{equation*}
Y_{t}^{(n)}=y+\int_{0}^{t}\left(\mathcal{A}^{(n)} Y_{s}^{(n)}+D^{1 / 2} X_{s} D^{1 / 2} \Upsilon\right) \mathrm{d} s+\int_{0}^{t} D^{1 / 2} X_{s}^{1 / 2} \mathrm{~d} W_{s}, \quad t \geq 0 . \tag{4.6}
\end{equation*}
$$

Using this approximation of $Y$ allows us to exploit the semimartingale theory. In particular, we can apply Itô's formula and standard techniques in order to compute exponential moments for $\left(Y^{(n)}, X\right)$. We suppose that the results are maintained when taking the limit $n$ to infinity, since by [48, Proposition 7.5] it holds that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E}\left[\sup _{0 \leq t \leq T}\left\|Y_{t}^{(n)}-Y_{t}\right\|_{H}^{2}\right]=0 \tag{4.7}
\end{equation*}
$$

Indeed, we have the following:
Proposition 4.2. Let $(b, B, m, \mu)$ be an admissible parameter set satisfying Assumption $\mathcal{C}$, let $(Y, X)$ be the stochastic covariance model in (4.1), let $u=$ $\left(u_{1}, u_{2}\right) \in H \times \mathcal{U}$, and let $\left.\left(P(\cdot, u), q_{1}(\cdot), u\right), q_{2}(\cdot, u)\right)$ be the mild solution to the Riccati equations (4.4) up to time $T$, the existence of which is guaranteed by Proposition 4.1. Then we have

$$
\begin{equation*}
\mathbb{E}\left[\mathrm{e}^{\left\langle Y_{T}, u_{1}\right\rangle_{H}-\left\langle X_{T}, u_{2}\right\rangle}\right]<\infty . \tag{4.8}
\end{equation*}
$$

Moreover, for every $t \leq T$, it holds

$$
\begin{equation*}
\mathbb{E}\left[\mathrm{e}^{\left\langle Y_{T}, u_{1}\right\rangle_{H}-\left\langle X_{T}, u_{2}\right\rangle} \mid \mathcal{F}_{t}\right]=\mathrm{e}^{-P(T-t, u)+\left\langle Y_{t}, q_{1}(T-t, u)\right\rangle_{H}-\left\langle X_{t}, q_{2}(T-t, u)\right\rangle} \tag{4.9}
\end{equation*}
$$

Proof. Let $\left(P^{(n)}(\cdot, u), q_{1}^{(n)}(\cdot, u), q_{2}^{(n)}(\cdot, u)\right)$ be the solution of (4.4) with $\mathcal{A}=\mathcal{A}^{(n)}$ (the $n$-th Yosida approximation). We define the function $g_{u}^{(n)}(t, y, x):[0, T] \times$ $H \times \mathcal{H}^{+} \rightarrow \mathbb{R}$ as follows
$g_{u}^{(n)}(t, y, x):=\exp \left(-P^{(n)}(T-t, u)+\left\langle y, q_{1}^{(n)}(T-t, u)\right\rangle_{H}-\left\langle x, q_{2}^{(n)}(T-t, u)\right\rangle\right)$.
Similarly to the proof of Theorem 3.14, we can apply Itô's formula to the process $g_{u}^{(n)}\left(t, Y_{t}^{(n)}, X_{t}\right)$ to deduce that it is in fact a local martingale.

Then, by observing that $g_{u}^{(n)}\left(t, Y_{t}^{(n)}, X_{t}\right)$ is strictly positive for all $t \in[0, T]$, we infer it must be a supermartingale and we thus conclude that

$$
\begin{aligned}
\mathbb{E}\left[\mathrm{e}^{\left\langle Y_{T}^{(n)}, u\right\rangle_{H}-\left\langle X_{T}, u\right\rangle}\right] & =\mathbb{E}\left[g_{u}^{(n)}\left(T, Y_{T}^{(n)}, X_{T}\right)\right] \\
& \leq g_{u}^{(n)}(0, y, x)<\infty, \quad(y, x) \in H \times \mathcal{H}
\end{aligned}
$$

From this it follows that $\left(g_{u}^{(n)}\left(t, Y_{t}^{(n)}, X_{t}\right)\right)_{t \in[0, T]}$ is actually a proper martingale and hence for every $t \in[0, T]$ we see that

$$
\mathbb{E}\left[\mathrm{e}^{\left\langle Y_{T}^{(n)}, u_{1}\right\rangle_{H}-\left\langle X_{T}, u_{2}\right\rangle} \mid \mathcal{F}_{t}\right]=\mathrm{e}^{-P^{(n)}(T-t, u)+\left\langle Y_{t}^{(n)}, q_{1}^{(n)}(T-t, u)\right\rangle_{H}-\left\langle X_{t}, q_{2}^{(n)}(T-t, u)\right\rangle} .
$$

Following similar arguments as in the proof of Proposition 3.16, we deduce that

$$
\lim _{n \rightarrow \infty} \sup _{t \in[0, T]}\left|P^{(n)}(t, u)-P(t, u)\right|=0
$$

and

$$
\lim _{n \rightarrow \infty}\left(\sup _{t \in[0, T]}\left\|q_{1}^{(n)}(t, u)-q_{1}(t, u)\right\|_{H}+\sup _{t \in[0, T]}\left\|q_{2}^{(n)}(t, u)-q_{2}(t, u)\right\|\right)=0
$$

Hence taking limits for $n \rightarrow \infty$ and invoking (4.7) yields the statement.

### 4.2.2 Complex exponential moments

In this section, and as a next step, we extend the exponential moments for affine stochastic covariance models from the real set $H \times \mathcal{U}$ to a set of complex vectors. More precisely, let $\mathcal{H}^{\mathbb{C}}$ denote the complexification of $\mathcal{H}$ and define the following complex strip in $\mathcal{H}^{\mathbb{C}}$ :

$$
S(\mathcal{U}):=\left\{u \in \mathcal{H}^{\mathbb{C}}: \Re(u) \in \mathcal{U}\right\} .
$$

Note that for every $u \in S(\mathcal{U})$ and $x \in \mathcal{H}^{+}$we have

$$
\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\left|\mathrm{e}^{-\langle\xi, u\rangle_{\mathcal{H}^{\mathrm{C}}}}\right| \nu(x, \mathrm{~d} \xi)=\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}} \mathrm{e}^{-\langle\xi, \Re(u)\rangle} \nu(x, \mathrm{~d} \xi)<\infty .
$$

Moreover, it follows from [132, Theorem 25.17] that the functions $u \mapsto F(u)$ and $u \mapsto R_{\Upsilon}(h, u)(h \in H)$ in (4.2) and (4.3) can be analytically extended to the complex strip $S(\mathcal{U}) \subseteq \mathcal{H}^{\mathbb{C}}$. We therefore consider $F$ and $R_{\Upsilon}$ throughout the remainder of this section as functions from $S(\mathcal{U})$ to $\mathbb{C}$, respectively, from $H^{\mathbb{C}} \times S(\mathcal{U})$ to $\mathcal{H}^{\mathbb{C}}$.

Next, we consider the following complex generalized (mild) Riccati equations:

Let $T \geq 0$ and $u=\left(u_{1}, 0\right)$ for some $u_{1} \in H^{\mathbb{C}}$. Analogously to the extended generalized Riccati equations (4.4), we say that the map $\left(\phi(\cdot, u), \psi_{1}(\cdot, u), \psi_{2}(\cdot, u)\right)$ is a solution to (4.10) if $\phi(\cdot, u) \in C^{1}([0, T], \mathbb{C}), \psi_{1}(\cdot, u) \in C\left([0, T], H^{\mathbb{C}}\right)$ and $\psi_{2}(\cdot, u) \in C^{1}([0, T], S(\mathcal{U}))$ satisfy equations (4.10a)-(4.10c).
Before proving the existence and uniqueness of a solution to (4.10), we give the following lemma that follows along the lines of [95, Lemma 5.12] under Assumption $\mathcal{C}$.

Lemma 4.3. Let $R_{\Upsilon}$ be as in (4.3) and let Assumption $\mathcal{C}$ be satisfied. Then there exists a locally Lipschitz continuous function $g$ on $\mathcal{H}$ such that for all $h \in H^{\mathbb{C}}$ and $u \in S(\mathcal{U})$ we have

$$
\begin{equation*}
\Re\left(\left\langle\bar{u}, R_{\Upsilon}(h, u)\right\rangle\right) \leq g(\Re(u))\left(1+\|u\|^{2}\right)\left(1+\|h\|^{2}\right), \tag{4.11}
\end{equation*}
$$

Proof. We first split $\Re\left(\left\langle\bar{u}, R_{\Upsilon}(u, h)\right\rangle\right)$ into three parts as follows:

$$
\begin{equation*}
\Re\left(\left\langle\bar{u}, R_{\Upsilon}(h, u)\right\rangle\right)=I_{1}+I_{2}+I_{3}, \tag{4.12}
\end{equation*}
$$

where

$$
\begin{aligned}
& I_{1}=\Re\left(\left\langle\bar{u}, \tilde{B}^{*}(u)\right\rangle\right)+\Re\left(\left(\left\langle\bar{u}, D^{1 / 2} h \otimes D^{1 / 2} h\right\rangle\right)+\Re\left(\left\langle\bar{u}, D^{1 / 2} h \otimes D^{1 / 2} \Upsilon\right\rangle\right),\right. \\
& I_{2}=-\Re\left(\int_{\mathcal{H}^{+} \cap\{0<\|\xi\| \leq 1\}}\left(\mathrm{e}^{-\langle u, \xi\rangle_{\mathcal{H}^{\mathbb{C}}}}-1\right)\left\langle\frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}, \bar{u}\right\rangle\right), \\
& I_{3}=-\Re\left(\int _ { \mathcal { H } ^ { + } \cap \{ \| \xi \| > 1 \} } \left(\mathrm{e}^{\left.\left.-\langle u, \xi\rangle_{\mathcal{H}^{\mathbb{C}}}-1\right)\left\langle\frac{\mu(\mathrm{~d} \xi)}{\|\xi\|^{2}}, \bar{u}\right\rangle\right) .} .\right.\right.
\end{aligned}
$$

For the first term on the right-hand side of (4.12), it holds

$$
\begin{aligned}
I_{1} & \leq\left\|\tilde{B}^{*}\right\|_{\mathcal{L}(\mathcal{H})}\|u\|^{2}+\|D\|_{\mathcal{L}(H)}\|h\|^{2}\|u\|+\|D\|_{\mathcal{L}(H)}\|h\|\|\Upsilon\|\|u\| \\
& \leq g_{1}\left(1+\|u\|^{2}\right)\left(1+\|h\|^{2}\right)
\end{aligned}
$$

where $g_{1}:=\left\|\tilde{B}^{*}\right\|_{\mathcal{L}(\mathcal{H})}+\|D\|_{\mathcal{L}(H)}+\|D\|_{\mathcal{L}(H)}\|\Upsilon\|$. For the second and third term, i.e. $I_{2}$ and $I_{3}$, respectively. We can argue along the lines of [95, Lemma 5.12].

In the following proposition we assert the existence of a unique solution of equations (4.10) on the interval $[0, T]$. Here again we follow the lines of $[95]$ and show that the arguments can be extended to our infinite-dimensional setting.

Proposition 4.4. Let $(b, B, m, \mu)$ be an admissible parameter set satisfying Assumption $\mathcal{C}$, let $(\mathcal{A}, \operatorname{dom}(\mathcal{A}))$ be the generator of a strongly continuous semigroup, let $D \in \mathcal{L}(H)$ be a positive self-adjoint operator, and let $\Upsilon \in H$. Assume that the extended generalized Riccati equations (4.4) have a unique solution on $[0, T]$, for $\left(u_{1}, u_{2}\right) \in H \times \mathcal{U}$. Then for every $u=\left(u_{1}, 0\right), u_{1} \in H^{\mathbb{C}}$, there exist a unique solution $\left(\phi(\cdot, u), \psi_{1}(\cdot, u), \psi_{2}(\cdot, u)\right)$ to (4.10) on the interval $[0, T]$.
Proof. Let $u=\left(u_{1}, u_{2}\right) \in H^{\mathbb{C}} \times S(\mathcal{U})$ and $T \geq 0$. By standard semigroup theory, we see that the unique mild solution to (4.10c) on $[0, T]$ is given by $\psi_{1}(t, u)=S^{*}(t) u_{1} \in H^{\mathbb{C}}$. For every $t \in[0, T]$ we consider the extension of the map $\mathcal{R}_{\Upsilon}^{u_{1}}$, from the proof of Proposition 4.1, to a function $\mathcal{R}_{\Upsilon}^{u_{1}}(t, \cdot): S(\mathcal{U}) \rightarrow \mathcal{H}^{\mathbb{C}}$. Then by plugging $\psi_{1}(t, u)$ into (4.4c), we obtain the equation

$$
\left\{\begin{array}{l}
\frac{\partial \psi_{2}(t, u)}{\partial t}=\mathcal{R}_{\Upsilon}^{u_{1}}\left(t, \psi_{2}(t, u)\right),  \tag{4.13}\\
\psi_{2}(0, u)=0 .
\end{array}\right.
$$

The map $\mathcal{R}_{\Upsilon}^{u_{1}}(t, \cdot)$ is locally Lipschitz continuous on $S(\mathcal{U})$, which again by standard arguments implies the existence of a unique solution $\psi_{2}(\cdot, u)$ on some interval $\left[0, T_{\psi_{2}}\right)$ with values in $S(\mathcal{O}) \subseteq \mathcal{H}^{\mathbb{C}}$. We want to show that the lifetime $T_{\psi_{2}}$ of $\psi_{2}\left(\cdot, u_{1}, 0\right)$ is always greater or equal than the lifetime $T$ of $q_{2}\left(\cdot, \Re\left(u_{1}\right), 0\right)$. First observe that $-\left(D^{1 / 2} S^{*}(t) \Im(u)\right)^{\otimes 2} \leq_{\mathcal{H}^{+}} 0$ and

$$
\int_{\mathcal{H}^{+} \backslash\{0\}} \Re\left(e^{-\langle\xi, u\rangle_{\mathcal{H}^{\mathbb{C}}}}-1\right) \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}} \leq \mathcal{H}^{+} \int_{\mathcal{H}^{+} \backslash\{0\}}\left(e^{-\langle\xi, \Re(u)\rangle}-1\right) \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}} .
$$

This together with the fact that $q_{2}\left(0, \Re\left(u_{1}\right), 0\right)=\Re\left(\psi_{2}\left(0, u_{1}, 0\right)\right)=0$ imply for all $t<T \wedge T_{\psi_{2}}$

$$
\begin{align*}
& \frac{\partial q_{2}\left(t, \Re\left(u_{1}\right), 0\right)}{\partial t}-\mathcal{R}_{\Upsilon}^{\Re\left(u_{1}\right)}\left(t, q_{2}\left(t, \Re\left(u_{1}\right), 0\right)\right) \\
& \quad=\frac{\partial \Re\left(\psi_{2}\left(t, u_{1}, 0\right)\right)}{\partial t}-\Re\left(\mathcal{R}_{\Upsilon}^{u_{1}}\left(t, \psi_{2}\left(t, u_{1}, 0\right)\right)\right) \\
& \quad \leq \mathcal{H}^{+} \frac{\partial \Re\left(\psi_{2}\left(t, u_{1}, 0\right)\right)}{\partial t}-\mathcal{R}_{\Upsilon}^{\Re\left(u_{1}\right)}\left(t, \Re\left(\psi_{2}\left(t, u_{1}, 0\right)\right)\right) . \tag{4.14}
\end{align*}
$$

Note that $\mathcal{R}_{\Upsilon}^{u}(t, \cdot)$ is quasi-monotone with respect to $\mathcal{H}^{+}$, for $u \in H$ (see [144, Section 6]) for the notion of quasi-monotonicity). Then by Volkmann's comparison result [144, Satz 2] and (4.14), we have

$$
\begin{equation*}
q_{2}\left(t, \Re\left(u_{1}\right), 0\right) \leq_{\mathcal{H}^{+}} \Re\left(\psi_{2}\left(t, u_{1}, 0\right)\right), \quad \text { for all } t<T \wedge T_{\psi_{2}} . \tag{4.15}
\end{equation*}
$$

We now prove that this implies that $T \leq T_{\psi_{2}}$. First, note that whenever $u \in \mathcal{U}$ and $v \in \mathcal{H}$ are such that $u \leq_{\mathcal{H}^{+}} v$, then $v \in \mathcal{U}$, hence $\Re\left(\psi_{2}\left(t, u_{1}, 0\right)\right)$ does not approach the boundary of $\mathcal{U}$ before $q_{2}\left(t, u_{1}, 0\right)$ does. Next we show that also the function $t \mapsto\left\|\Re\left(\psi_{2}(t, u)\right)\right\|$ does not explode before $t \mapsto\left\|q_{2}(t, u)\right\|$.
Indeed, it follows along the lines of [95, Lemma 5.12] together with (4.15) that

$$
\begin{align*}
& \left\|\Re\left(\mathcal{R}_{\Upsilon}^{u_{1}}\left(\psi_{2}(t, u)\right)\right)\right\| \\
& \quad \leq\|\tilde{B}\|_{\mathcal{L}(\mathcal{H})}\left\|\Re\left(\psi_{2}(t, u)\right)\right\|+\frac{1}{2} M^{2} \mathrm{e}^{2 \omega t}\|D\|_{\mathcal{L}(\mathcal{H})}\left\|u_{1}\right\|+M \mathrm{e}^{\omega t}\|D\|_{\mathcal{L}(\mathcal{H})}\left\|u_{1}\right\|\|\Upsilon\| \\
& \quad+\left\|\int_{\mathcal{H}^{+} \cap\{0<\|\xi\| \leq 1\}}\right\| \xi\left\|^{-1} \mu(\mathrm{~d} \xi)\right\| \mathrm{e}^{\left\|q_{2}(t, \Re(u))\right\|}\left\|\Re\left(\psi_{2}(t, u)\right)\right\| \\
& \quad+\left\|\mu\left(\mathcal{H}^{+} \cap\{\|\xi\|>1\}\right)\right\|+\left\|\int_{\left.\mathcal{H}^{+} \cap\{\|\xi\|>1\}\right)} \mathrm{e}^{-\left\langle\xi, q_{2}(t, \Re(u))\right\rangle} \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}\right\|, \tag{4.16}
\end{align*}
$$

where the constants $M \geq 1$ and $\omega \in \mathbb{R}$ are such that $\left\|S^{*}(t)\right\|_{\mathcal{L}(H)} \leq M \mathrm{e}^{\omega t}$. Hence by an application of Gronwall's inequality we conclude that $\left\|\Re\left(\psi_{2}(t, u)\right)\right\|$ is bounded as long as $\left\|q_{2}(t, u)\right\|$ is bounded. Now, by Lemma 4.3, we have

$$
\Re\left(\left\langle\bar{u}, R_{\Upsilon}(h, u)\right\rangle\right) \leq g(\Re(u))\left(1+\|u\|^{2}\right)\left(1+\|h\|^{2}\right),
$$

where $g$ is a locally Lipschitz continuous function on $\mathcal{H}$ and thus

$$
\begin{aligned}
\frac{\partial}{\partial t}\left\|\psi_{2}(t, u)\right\|^{2} & \left.=2 \Re\left(\overline{\psi_{2}(t, u)}, R_{\Upsilon}\left(\psi_{1}(t, u), \psi_{2}(t, u)\right)\right\rangle\right) \\
& \leq g\left(\Re\left(\psi_{2}(t, u)\right)\right)\left(1+\left\|\psi_{2}(t, u)\right\|^{2}\right)\left(1+\left\|\psi_{1}(t, u)\right\|^{2}\right)
\end{aligned}
$$

Again by an application of Gronwall's inequality and since we already proved that $\Re\left(\psi_{2}\left(\cdot, u_{1}, 0\right)\right)$ does not explode before $q_{2}\left(\cdot, \Re\left(u_{1}\right), 0\right)$ we conclude that $T_{\psi_{2}} \geq T$, which proves the assertion.

From Proposition 4.4 and following similar derivations as in [95, Theorem 2.26 and Section 5.3], we deduce the following result on the existence of complex moments and the legitimacy of the affine transform formula (4.9) on complex vectors $u_{1} \in H^{\mathbb{C}}$.
Proposition 4.5. Let $(b, B, m, \mu)$ be an admissible parameter set satisfying Assumption $\mathcal{C}$, let $(Y, X)$ be the stochastic covariance model in (4.1), and assume that the equations (4.4) have a unique solution on $[0, T]$ for $u=\left(u_{1}, u_{2}\right) \in H \times \mathcal{U}$. Then for every $t \in[0, T]$, and $u_{1} \in H^{\mathbb{C}}$, we have $\mathbb{E}\left[\left|\mathrm{e}^{\left\langle u_{1}, Y_{t}\right\rangle_{H^{\mathrm{C}}} \mid}\right|\right]<\infty$, and

$$
\mathbb{E}\left[\mathrm{e}^{\left\langle u_{1}, Y_{T}\right\rangle_{H^{\mathbb{C}}}} \mid \mathcal{F}_{t}\right]=\mathrm{e}^{-\phi\left(T-t, u_{1}, 0\right)+\left\langle\psi_{1}\left(T-t, u_{1}, 0\right), Y_{t}\right\rangle_{H^{\mathbb{C}}}-\left\langle\psi_{2}\left(T-t, u_{1}, 0\right), X_{t}\right\rangle_{\mathcal{H}} \mathbb{C}}
$$

where $\left(\phi\left(\cdot, u_{1}, 0\right), \psi_{1}\left(\cdot, u_{1}, 0\right), \psi_{2}\left(\cdot, u_{1}, 0\right)\right)$ is the unique solution of (4.10) on the interval $[0, T]$, the existence of which is guaranteed by Proposition 4.4.

### 4.3 Pricing options written on forwards

In the following we recall some preliminaries on commodity forward curve modeling in the Heath-Jarrow-Morton-Musiela framework as described in [18]. Moreover, we connect our stochastic covariance model $(Y, X)$ to this setting and study the pricing of options written on forwards, the logarithmic dynamics of which are modeled by $(Y, X)$ on a suitable Hilbert space $H$.
Suppose $w: \mathbb{R}^{+} \rightarrow[1, \infty)$ is a non-decreasing measurable function such that $w(0)=1$ and $\int_{0}^{\infty} w^{-1}(x) \mathrm{d} x<\infty$. Let $H_{w}$ be the space of absolutely continuous functions $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$ such that

$$
\|f\|_{w}^{2}:=f(0)^{2}+\int_{0}^{\infty} w(x)\left|f^{\prime}(x)\right|^{2} \mathrm{~d} x<\infty
$$

where $f^{\prime}$ denotes the weak derivative of $f$. The space $H_{w}$ is a separable Hilbert space when endowed with the inner product

$$
\langle f, g\rangle_{w}:=f(0) g(0)+\int_{0}^{\infty} w(x) f^{\prime}(x) g^{\prime}(x) \mathrm{d} x
$$

The space $H_{w}$ is proposed in [60] as a class of Hilbert spaces that match the economic reasoning about the forward rate curve in fixed income markets (see also [18], where $H_{w}$ is considered as the state space of forward curves in commodity markets). An example for a weight function $w: \mathbb{R}^{+} \rightarrow[1, \infty)$ satisfying the assumptions above, is given by $w(x)=\mathrm{e}^{\beta x}$, for $\beta>0$, in which case we write $\left(H_{\beta},\langle\cdot, \cdot\rangle_{\beta}\right):=\left(H_{\mathrm{e}^{\beta}},\langle\cdot, \cdot\rangle_{\mathrm{e}^{\beta}}\right)$.
It is well known that the left-shift semigroup is a strongly continuous semigroup on $H_{w}$ with infinitesimal generator $\mathcal{A}$ being the operator of differentiation (in space). Moreover, the point evaluation map $\delta_{x}(u)=u_{x}$ is a continuous linear functional on $H_{w}$, for all $x \geq 0$. It can be expressed as (see [60, Lemma 5.3.1])

$$
\begin{equation*}
\delta_{x}=\left\langle\cdot, u_{x}\right\rangle_{w} \tag{4.17}
\end{equation*}
$$

where for $x \in \mathbb{R}^{+}, u_{x}: \mathbb{R}^{+} \rightarrow \mathbb{R}, y \mapsto 1+\int_{0}^{x \wedge y} w^{-1}(z) \mathrm{d} z$.
Let $F(t, \hat{T})$ be the forward price at time $t>0$ of a contract delivering an asset (commodity) at time $\hat{T}>t$. The forward curve $f_{t}$ in the Musiela parametrization is given in terms of time-to-maturity, i.e. $f_{t}(x):=F(t, t+x)$, for $x \geq 0$. Fix a weight function $w$ and assume that the underlying process $\left(Y_{t}\right)_{t \geq 0}$ is modeled by

$$
\begin{equation*}
\mathrm{d} Y_{t}=\left(\mathcal{A} Y_{t}+C_{t}\right) \mathrm{d} t+D^{1 / 2} X_{t}^{1 / 2} \mathrm{~d} W_{t}, \quad Y_{0}=y \in H_{w} \tag{4.18}
\end{equation*}
$$

where $\mathcal{A}=\frac{\partial}{\partial x}$ denotes the derivative operator, $C$ is an integrable adapted process taking values in $H_{w}, D \in \mathcal{L}_{2}\left(H_{w}\right)$ is self-adjoint and positive, $W$ is a cylindrical Brownian motion, independent of the affine process $X$ on $\mathcal{H}^{+}$given by (4.1a).

Let $T>0$ be a fixed time horizon and $\left(Y, \Omega,\left(\mathcal{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{F}, \mathbb{P}\right)$ be the solution to (4.18) where we assume $\mathbb{P}$ to be the physical measure. We model the arbitrage-free under the HJMM framework as

$$
\begin{equation*}
f_{t}(x):=\exp \left(\delta_{x}\left(Y_{t}\right)\right)=\exp \left(\left\langle Y_{t}, u_{x}\right\rangle_{w}\right), \quad t \geq 0, x \geq 0 \tag{4.19}
\end{equation*}
$$

where $u_{x}$ is as described in (4.17) and $Y$ is as in (4.18). Assume $\xi$ is an $H_{w}$-valued adapted process such that

$$
\begin{equation*}
\mathbb{E}\left[\exp \left(-\int_{0}^{T}\left\langle\xi_{s}, \mathrm{~d} W_{s}\right\rangle_{w}-\frac{1}{2} \int_{0}^{T}\left\|\xi_{s}\right\|_{w}^{2} \mathrm{~d} s\right)\right]=1 \tag{4.20}
\end{equation*}
$$

where $\mathbb{E}$ is the expectation under $\mathbb{P}$. Then, by Girsanov's theorem with respect to cylindrical Brownian motion (see e.g., [47, Theorem 13]) we know that the process

$$
\tilde{W}_{t}=W_{t}-\int_{0}^{t} \xi_{s} \mathrm{~d} s
$$

is a cylindrical Brownian motion under the measure $\mathbb{Q}$ given by

$$
\left.\frac{\mathrm{d} \mathbb{Q}}{\mathrm{~d} \mathbb{P}}\right|_{\mathcal{F}_{t}}=\exp \left(-\int_{0}^{t}\left\langle\xi_{s}, \mathrm{~d} W_{s}\right\rangle_{w}-\frac{1}{2} \int_{0}^{t}\left\|\xi_{s}\right\|_{w}^{2} \mathrm{~d} s\right), \quad 0 \leq t \leq T .
$$

The dynamics of $Y$ under the new measure $\mathbb{Q}$ are given by

$$
\begin{equation*}
\mathrm{d} Y_{t}=\left(\mathcal{A} Y_{t}+C_{t}-D^{1 / 2} X_{t}^{1 / 2} \xi_{t}\right) \mathrm{d} t+D^{1 / 2} X_{t}^{1 / 2} \mathrm{~d} \tilde{W}_{t}, \quad 0 \leq t \leq T \tag{4.21}
\end{equation*}
$$

and we denote the expectation with respect to $\mathbb{Q}$ by $\mathbb{E}_{\mathbb{Q}}$. In the following lemma we state a drift condition under which $t \mapsto F(t, \tau), 0 \leq t \leq \tau \leq T$ is a $\mathbb{Q}$ martingale measure for $t \leq T$. The proof follows the same lines as in [22, Proposition 6.8 and Lemma 6.3].

Lemma 4.6. Let $\xi$ be an $H_{w}$-valued adapted process satisfying (4.20) and let $\mathcal{A}$, $C, D$, and $Y$ be as described after equation (4.18). Let $S$ be the shift semigroup associated with $\mathcal{A}$. Moreover, assume

$$
\begin{equation*}
C_{t}-D^{1 / 2} X_{t}^{1 / 2} \xi_{t}=-\frac{1}{2} D^{1 / 2} X_{t} D^{1 / 2} S^{*}(\tau-t) u_{0}, \quad 0 \leq t \leq \tau \tag{4.22}
\end{equation*}
$$

Then $t \mapsto F(t, \tau), 0 \leq t \leq \tau \leq T$ is a local $\mathbb{Q}$-martingale.
From now on we assume that (4.22) holds. That is we consider dynamics under $\mathbb{Q}$ of type (4.1a) with

$$
\begin{equation*}
\Upsilon=\Upsilon^{\vartheta}=-\frac{1}{2} S^{*}(\vartheta) u_{0}, \quad \vartheta \geq 0 \tag{4.23}
\end{equation*}
$$

Notice that the process $Y$ and the associated extended Riccati equations (4.10) in this case will depend on the time to delivery, denoted by $\vartheta$ and it follows as in [22, Lemma 6.3] that the function $\vartheta \mapsto-\frac{1}{2} D^{1 / 2} X_{t} D^{1 / 2} S^{*}(\vartheta) u_{0}(\vartheta)$ is contained in the space $H_{w}$. Sometimes, we shall indicate the dependence on $\vartheta$ by writing $Y^{\vartheta}$ and $\left(\phi^{\vartheta}, \psi_{1}^{\vartheta}, \psi_{2}^{\vartheta}\right)$.
In the sequel we consider options at time $t$ written on forwards given by

$$
\begin{equation*}
F\left(T_{0}, T_{1}\right)=f_{T_{0}}\left(T_{1}-T_{0}\right)=\exp \left(\delta_{T_{1}-T_{0}} Y_{T_{0}}^{T_{1}-T_{0}}\right), \quad T_{0} \leq T_{1} \leq T \tag{4.24}
\end{equation*}
$$

Options on forwards occur for example in classical commodity markets like oil, metals or agriculture (see [15] for a good overview). In the following proposition we derive semi-explicit expressions for a plain-vanilla call option (assuming zero interest-rate) written on forwards in terms of the Fourier transform of the pay-off function and the solutions of the complex generalized Riccati equations (4.10).

Proposition 4.7. Let $T>0$ and $0 \leq T_{0} \leq T_{1} \leq T$. Set $\vartheta=T_{1}-T_{0}$ and assume that $Y^{\vartheta}$ is given by (4.1a) with $\Upsilon=-\frac{1}{2} S^{*}(\vartheta) u_{0}$. Moreover, let the forward price $F$ be as in (4.24), set $u=(\nu+\mathrm{i} \lambda) u_{\vartheta}$ with $\nu>1, \lambda \in \mathbb{R}$ and for every $u \in H^{\mathbb{C}}$ let $\left(\phi^{\vartheta}(\cdot, u, 0), \psi_{1}^{\vartheta}(\cdot, u, 0), \psi_{2}^{\vartheta}(\cdot, u, 0)\right)$ be the unique solution of (4.10) on the interval $[0, T]$. Then the price of a call option at time $t \geq 0$ with exercise time $T_{0}$ and strike $K>0$, written on the forward $F$ is given by

$$
\begin{align*}
& \mathbb{E}_{\mathbb{Q}}\left[\left(F\left(T_{0}, T_{1}\right)-K\right)^{+} \mid \mathcal{F}_{t}\right] \\
& \quad=\frac{1}{2 \pi} \int_{\mathbb{R}} g(\lambda) \mathrm{e}^{-\phi^{\vartheta}\left(T_{0}-t, u_{1}, 0\right)+\left\langle\psi_{1}^{\vartheta}\left(T_{0}-t, u_{1}, 0\right), Y_{t}\right\rangle_{H_{w}^{\mathbb{C}}}-\left\langle\psi_{2}^{\vartheta}\left(T_{0}-t, u_{1}, 0\right), X_{t}\right\rangle_{\mathcal{H}}^{\mathbb{C}}} \mathrm{d} \lambda \tag{4.25}
\end{align*}
$$

where the function $g: \mathbb{R} \rightarrow \mathbb{C}$ is given by

$$
\begin{equation*}
g(\lambda):=\frac{K^{-(\nu-1+\mathrm{i} \lambda)}}{(\nu+\mathrm{i} \lambda)(\nu-1+\mathrm{i} \lambda)} \tag{4.26}
\end{equation*}
$$

Proof. Standard Fourier techniques for option pricing (see e.g., [53] or [61, Theorem 10.6]), yield

$$
\mathbb{E}_{\mathbb{Q}}\left[\left(F\left(T_{0}, T_{1}\right)-K\right)^{+} \mid \mathcal{F}_{t}\right]=\frac{1}{2 \pi} \int_{\mathbb{R}} g(\lambda) \mathbb{E}_{\mathbb{Q}}\left[\mathrm{e}^{\left\langle(\nu+\mathrm{i} \lambda) u_{\vartheta}, Y_{T_{0}}^{\vartheta}\right\rangle_{H_{w}^{\mathbb{C}}}} \mid \mathcal{F}_{t}\right] \mathrm{d} \lambda .
$$

Then using Proposition 4.5 yields (4.25).
Consider a put option with strike $K>0$ and exercise time $T_{0}$, i.e., the payoff is given by $\left(K-F\left(T_{0}, T_{1}\right)\right)^{+}$. Similarly to the case of a call option, we obtain the expression in the right hand side of (4.25) for the price of a put option with $u=(\nu+\mathrm{i} \lambda) u_{\vartheta}$, for $\nu<0, \lambda \in \mathbb{R}$.

In the following two examples we can make the option-pricing formula in (4.25) more explicit, since for constant instantaneous covariance, but also for Lévy driven ones, the associated generalized Riccati equations are explicitly solvable.
Example 4.8 (Constant volatility). In this example we derive the option-price formula in case of constant instantaneous covariance, i.e. the case that we want to disrupt with our stochastic instantaneous covariance processes. Assume that under the measure $\mathbb{Q}$, the process $Y$ is modeled by

$$
\begin{align*}
& Y_{t}=\left(\mathcal{A} Y_{t}+D^{1 / 2} \sigma D^{1 / 2} S^{*}(\cdot) u_{0}\right) \mathrm{d} t+D^{1 / 2} \sigma^{1 / 2} \mathrm{~d} \tilde{W}_{t}, \\
& Y_{0}=x \in H_{w}, \quad t \geq 0 \tag{4.27}
\end{align*}
$$

where $\sigma \in \mathcal{L}_{2}\left(H_{w}\right)$ is self-adjoint and positive, $\mathcal{A}$ and $D$ are as described after equation (4.18), $S$ is the shift semigroup associated with $\mathcal{A}$, and $\tilde{W}$ is a cylindrical Brownian motion under $\mathbb{Q}$. The adjoint $S^{*}$ of the left shift semigroup on $H_{w}$ satisfies

$$
S^{*}(t) h(x)=h(0)+h(0) \int_{0}^{x \wedge t} \frac{1}{w(s)} \mathrm{d} s+\int_{t}^{x \vee t} \frac{h^{\prime}(s-t) w(s-t)}{w(s)} \mathrm{d} s
$$

Computing the characteristic function of $Y$ and using similar derivations as in the proof of Proposition 4.7 yield the following result.
Lemma 4.9. Let $T_{0} \leq T_{1}$, set $\vartheta=T_{1}-T_{0}$, assume that $Y$ is as in (4.27), let $F\left(T_{0}, T_{1}\right)=\exp \left(\delta_{\vartheta} Y_{T_{0}}^{\vartheta}\right)$, and let $u=(\nu+\mathrm{i} \lambda) u_{\vartheta}$, for $\nu>1, \lambda \in \mathbb{R}$. It holds

$$
\mathbb{E}_{\mathbb{Q}}\left[\left(F\left(T_{0}, T_{1}\right)-K\right)^{+} \mid \mathcal{F}_{t}\right]=\frac{1}{2 \pi} \int_{\mathbb{R}} g(\lambda) \mathrm{e}^{-\phi^{\vartheta}\left(T_{0}-t, u, 0\right)+\left\langle\psi^{\vartheta}\left(T_{0}-t, u, 0\right), Y_{t}\right\rangle_{H_{w}^{\mathbb{C}}}} \mathrm{d} \lambda,
$$

where $g$ is as in (4.26) and $\left(\phi^{\vartheta}(\cdot, u, 0), \psi^{\vartheta}(\cdot, u, 0)\right)$ is the solution of

$$
\left\{\begin{array}{rlr}
\frac{\partial \phi(t, u)}{\partial t}=-\frac{1}{2}\left\langle D^{1 / 2} \sigma D^{1 / 2} S^{*}(\vartheta), \psi^{\vartheta}(t, u)\right\rangle_{H_{w}^{\subsetneq}} & \\
& +\frac{1}{2}\left\langle D^{1 / 2} \sigma D^{1 / 2} \psi^{\vartheta}(t, u), \psi^{\vartheta}(t, u)\right\rangle_{H_{w}^{\mathrm{C}}}, & \phi^{v}(0, u)=0 \\
\frac{\partial \psi^{\vartheta}(t, u)}{\partial t}=\mathcal{A}^{*} \psi^{\vartheta}(t, u), & \psi^{\vartheta}(0, u)=u
\end{array}\right.
$$

Example 4.10 (The operator-valued Barndorff-Nielsen, Shepard model BNS). We assume that under the measure $\mathbb{Q}$, the process $(Y, X)$ is modeled by

$$
\begin{aligned}
\mathrm{d} Y_{t}^{\vartheta} & =\left(\mathcal{A} Y_{t}+D^{1 / 2} X_{t} D^{1 / 2} S^{*}(\vartheta) u_{0}\right) \mathrm{d} t+D^{1 / 2} X_{t}^{1 / 2} \mathrm{~d} \tilde{W}_{t}, \quad Y_{0}^{\vartheta}=y \in H \\
\mathrm{~d} X_{t} & =\left(C Y_{t}+Y_{t} C^{*}\right) \mathrm{d} t+\mathrm{d} L_{t}, \quad X_{0}=x \in \mathcal{H}^{+}
\end{aligned}
$$

Where we assume that $\mathcal{A}, D$ and $\tilde{W}$ are as described after equation (4.18), $C \in L(H)$ and $L$ is an $\mathcal{H}^{+}$-subordinator, i.e., $t \mapsto L_{t}$ is almost surely increasing with respect to the cone $\mathcal{H}^{+}$and has the characteristic triplet ( $b, 0, m$ ). From Proposition 4.7 we conclude the following lemma.

Lemma 4.11. Let $\vartheta=T_{1}-T_{0}, T_{0} \leq T_{1}$, let $Y^{\vartheta}$ be as in (4.27), let $F\left(T_{0}, T_{1}\right)=$ $\exp \left(\delta_{\vartheta} Y_{T_{0}}^{\vartheta}\right)$, and let $u=(\nu+\mathrm{i} \lambda) u_{\vartheta}$, for $\nu>1, \lambda \in \mathbb{R}$. It holds

$$
\begin{aligned}
& \mathbb{E}_{\mathbb{Q}}\left[\left(F\left(T_{0}, T_{1}\right)-K\right)^{+} \mid \mathcal{F}_{t}\right] \\
& \quad=\frac{1}{2 \pi} \int_{\mathbb{R}} g(\lambda) \mathrm{e}^{-\phi^{\vartheta}\left(T_{0}-t, u, 0\right)+\left\langle\psi_{1}^{\vartheta}\left(T_{0}-t, u, 0\right), Y_{t}^{\vartheta}\right\rangle_{H_{w}^{\mathbb{C}}}+\left\langle\psi_{2}^{\vartheta}\left(T_{0}-t, u, 0\right), X_{t}\right\rangle_{\mathcal{H}^{\mathbb{C}}}} \mathrm{d} \lambda,
\end{aligned}
$$

where $g$ is as in (4.26) and $\left(\phi^{\vartheta}(\cdot, u, 0), \psi_{1}^{\vartheta}(\cdot, u, 0), \psi_{2}^{\vartheta}(\cdot, u, 0)\right)$ is a solution of

$$
\left\{\begin{align*}
\frac{\partial \phi^{\vartheta}}{\partial t}(t, u) & =\varphi_{L}\left(\psi_{2}^{\vartheta}(t, u)\right), \quad 0<t \leq T, \quad \phi^{\vartheta}(0, u)=0  \tag{4.28a}\\
\psi_{1}^{\vartheta}(t, u) & =u+\mathcal{A}^{*} \int_{0}^{t} \psi_{1}^{\vartheta}(s, u) \mathrm{d} s, \quad 0<t \leq T, \quad \psi_{1}^{\vartheta}(0, u)=u \\
\frac{\partial \psi_{2}^{\vartheta}}{\partial t}(t, u) & =R_{\Upsilon}\left(\psi_{1}^{\vartheta}(t, u), \psi_{2}^{\vartheta}(t, u)\right), \quad 0<t \leq T, \quad \psi_{2}^{\vartheta}(0, u)=0
\end{align*}\right.
$$

with $R_{\Upsilon}(h, u)=B^{*}(u)-\frac{1}{2}\left(D^{1 / 2} h\right)^{\otimes 2}-D^{1 / 2} h \otimes D^{1 / 2} \Upsilon^{\vartheta}$ and $\varphi_{L}(u)=\langle b, u\rangle-$ $\int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-1\right) m(\mathrm{~d} \xi)$.

### 4.4 Concluding remarks

In this chapter we studied option-pricing in infinite-dimensional affine stochastic covariance models. As a particular example we considered a geometric affine model for forward curve dynamics formulated in the HJMM framework and derived quasi-explicit formulas for plain vanilla call options on forwards in terms of the solutions to a class of extended generalized Riccati equations. The derivations in this chapter demonstrated that the virtues of the affine class for option-pricing based on Fourier methods is maintained in this infinite-dimensional setting.

## - On the numerical analysis

This chapter is part of a working paper in which we also conduct numerical experiments for option-pricing in affine stochastic covariance models. In particular, the numerical feasibility of the pricing formulas (4.25) and the respective complex generalized Riccati equations (4.10) will be analyzed for a number of examples, including such affine models that admit for state-dependent jump intensity in the instantaneous covariance process, i.e. consider also examples that go beyond the discussed cases in Examples 4.8 and 4.10.

## CHAPTER 5

## Stationary Covariance Regime for Infinite-Dimensional Affine Stochastic Covariance Models


#### Abstract

In this chapter we study the long-time behavior of affine processes on positive self-adjoint Hilbert-Schmidt operators. More precisely, for subcritical affine processes we prove the existence of a unique invariant distribution and construct the corresponding stationary affine process. Moreover, we derive explicit rates of the convergence of the underlying transition kernels to the limit distribution in the Wasserstein distance of order $p \in[1,2]$ and provide explicit formulas for the first two moments of the limit distribution. We apply our results to the study of infinite-dimensional affine stochastic covariance models and introduce the so-called stationary covariance regime. In the stationary covariance regime we use a stationary affine process to model the instantaneous covariance process in an infinite-dimensional affine stochastic covariance model. In this context we investigate the behavior of the implied forward volatility smile for large forward dates in the geometric affine stochastic covariance model for forward curve dynamics as introduced in Chapter 4.


This chapter is based on the preprint [67]:
Friesen, M., and Karbach, S.
Stationary Covariance Regime for Affine Stochastic Covariance Models in Hilbert Spaces, 2022, DOI: arXiv.2203.14750.

### 5.1 Introduction

In this chapter we are concerned with the long-time behavior of affine processes on positive Hilbert-Schmidt operators. The long-time behavior of instantaneous covariance processes play an important role in the calibration of stochastic covariance models, see [1, 105]. Moreover, inspired by the finite-dimensional case in [94], the existence of stationary affine processes on $\mathcal{H}^{+}$allows us to introduce infinite-dimensional affine stochastic covariance models in the stationary covariance regime. As an application, we study the forward volatility smile of forward-start options for large forward-start dates and relate this to the pricing of a European call option on forwards modeled in the stationary covariance regime. In the following we give a more detailed introduction to the theoretic and applied aspects of studying the long-time behavior of affine processes.

On the long-time behavior of affine processes The long-time behavior of affine processes on the finite dimensional state spaces $\left(\mathbb{R}_{+}\right)^{d} \times \mathbb{R}^{n}$ and $\mathbb{S}_{d}^{+}$for integers $d, n \in \mathbb{N}$, is now mostly well-understood. More precisely, based on the representation by strong solutions of stochastic differential equations, ergodicity was studied in [66] for different Wasserstein distances. By using regularity of transition densities with respect to the Lebesgue measure combined with the Meyn-and-Tweedie stability theory the ergodicity in total variation distances has been studied in $[6,63,85,84,115,65]$. Finally, coupling techniques for affine processes are studied in $[145,110]$. Unfortunately, these methods implicitly use the dimension of the state-space and hence do not allow for an immediate extension to infinite-dimensional settings. Indeed, for general affine processes on $\mathcal{H}^{+}$there does not exist, so far, a pathwise construction. The absence of an infinite-dimensional Lebesgue measure prevents us to effectively use the Meyn-and-Tweedie stability theory (in terms of estimates on the density). Although there exist some extensions of the coupling techniques to infinite dimensional state-spaces (see [109] for measure-valued branching processes), these methods seem to be closely related to the measure-valued structure of the process and hence not suitable for our Hilbert space framework.

The most promising method to study the long-time behavior for affine processes in infinite-dimensional settings is therefore based on the convergence of FourierLaplace transforms. The latter one requires, in view of the affine-transform formula (1.3), to study the long-time behavior of the solutions to the generalized Riccati equations $\phi$ and $\psi$. For finite-dimensional state spaces, these ideas have been developed in $[70,94,96,86,126,64]$. In these works, the existence of an invariant distribution (as well as weak convergence of transition probabilities) is obtained from Lévy's continuity theorem.

Unfortunately, analogs of Lévy's continuity theorem on Hilbert spaces of infinite dimensions require an additional tightness condition on the transition probabilities (to obtain the existence of a limit distribution and hence invariant measure). For Ornstein-Uhlenbeck processes on Hilbert spaces, this problem can be avoided by taking advantage of their infinite divisibility, see [36]. We treat the class of OU processes on positive Hilbert-Schmidt operators in Example 5.8 below. Apart from this, the long-time behavior of affine processes in infinite-dimensions has not been investigated in a systematic way. This chapter provides a first general treatment of long-time behavior for affine processes on infinite-dimensional Hilbert spaces as state space.
Our methodology for the proof of our main result builds on the ideas taken from [64], where the long-time behavior of affine processes on $\mathbb{S}_{d}^{+}$was studied. Namely, we show that for subcritical affine processes the limits $\lim _{t \rightarrow \infty} \phi(t, u)$ and $\lim _{t \rightarrow \infty} \psi(t, u)$ exist for every $u \in \mathcal{H}^{+}$and hence the Fourier-Laplace transform of the process (see (1.3)) converges when $t \rightarrow \infty$. To overcome the difficulty related to the absence of a full analogue of Lev́y's continuity theorem, we utilize the generalized Feller semigroup approach for the process (see Section 2.4.1). More precisely, we provide uniform bounds on the operator norm of the transition semigroup which allows us to prove that $\lim _{t \rightarrow \infty} P_{t} f=: \ell(f)$ has a limit for a sufficiently large class of functions $f$. By showing that the limit $\ell$ is a continuous linear functional, we can apply a variant of Riesz representation theorem for generalized Feller semigroups to show that $\ell$ has representation $\ell(f)=\int_{\mathcal{H}^{+}} f(y) \pi(\mathrm{d} y)$. The measure $\pi$ is the desired unique invariant probability measure. As a byproduct we also obtain weak convergence of transition probabilities in the weak topology on $\mathcal{H}^{+}$. In the second step we strengthen this convergence by proving estimates on the Wasserstein distance of order $p \in[1,2]$ of the transition probabilities to the invariant measure. In contrast to the finite-dimensional results in [66, 64], our new bounds are dimension-free and explicit. As a consequence, we conclude that the transition probabilities converge weakly to the invariant measure in the norm topology on $\mathcal{H}^{+}$. Finally, we show that the invariant measure has finite second moments and compute them explicitly.

The Stationary covariance regime Our main motivation for studying the long-time behavior of affine processes on positive self-adjoint Hilbert-Schmidt operators comes from infinite-dimensional stochastic covariance modeling. Motivated by the univariate case in [94] we introduce an affine stochastic covariance model ( $Y, X$ ) of the form in Definition 3.8 under the stationary covariance regime. This is done by replacing a subcritical affine instantaneous covariance process $X$ by its stationary version, i.e. the unique stationary affine process associated with the same admissible parameter set as $X$. The existence of this stationary process is guaranteed by Corollary 5.5 below.

In Proposition 5.10 we show that the affine stochastic covariance model in the stationary covariance regime again satisfies an affine transform formula, which makes it a tractable model for, e.g. pricing options written on forwards as demonstrated in Section 4.3. As an example, we derive the characteristic function of the operator valued Barndorff-Nielsen-Shepard model from [21] in the stationary covariance regime. This complements the literature on operator-valued BNS type models by their long-time behavior, which was already studied in finite dimensions in [10, 126].
In Section 5.4.2 we consider the geometric affine stochastic covariance model for commodity forward curve dynamics from Section 4.3 and study the pricing of forward-start options in this model. More precisely, we are concerned with the implied forward volatility smile in geometric affine models and show in Proposition 5.12, that the smile converges to the implied spot volatility of a European call option written on a forward contract with dynamics given in the stationary covariance regime. This extends a result in [94, Proposition 5.2] for forward-start options in (univariate) affine stochastic volatility models to an infinite-dimensional setting.

### 5.1.1 Layout of the chapter

We begin with Section 5.2 where we recall some preliminaries and introduce our setting. In Section 5.3 we present our main results on the existence of a unique invariant measure and the ergodicity in Wasserstein distance. Afterwards, in Section 5.4, we discuss applications of our results in the context of affine stochastic covariance models in Hilbert spaces. The proofs are contained in Section 5.5, which is subdivided into several subsections: We consider the long-time behavior of the solutions of the generalized Riccati equations in Section 5.5.1, prove the existence of a unique invariant measure in Section 5.5.2, derive the explicit convergence rates in Section 5.5.3, show existence of stationary affine processes in Section 5.5.4 and prove the moment formulas of the invariant measure in Section 5.5.5. In Section 5.6 we show a version of Kolmogorov's extension theorem.

### 5.2 Setting and preliminaries

The effective drifts $\hat{b}$ and $\hat{B}$ We assume that $(b, B, m, \mu)$ is an admissible parameter set according to Definition 2.3 and we define the constant and linear effective drift terms $\hat{b}$ and $\hat{B}(u)$, for all $u \in \mathcal{H}^{+}$, as follows:

$$
\begin{equation*}
\hat{b}:=b+\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}} \xi m(\mathrm{~d} \xi), \quad \hat{B}(u):=B^{*}(u)+\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\langle\xi, u\rangle \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}} . \tag{5.1}
\end{equation*}
$$

Note that $\hat{b} \in \mathcal{H}$ and $\hat{B} \in \mathcal{L}(\mathcal{H})$ are well-defined, since by part (a) of Definition 2.3 i) we have

$$
\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\|\xi\| m(\mathrm{~d} \xi) \leq \int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\|\xi\|^{2} m(\mathrm{~d} \xi)<\infty
$$

i.e. the integral $\int_{\mathcal{H}+\cap\{\|\xi\|>1\}} \xi m(\mathrm{~d} \xi)$ is well-defined in the Bochner sense. Similarly, it can be see that the map $u \mapsto \int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\langle\xi, u\rangle \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}$ is a bounded linear operator on $\mathcal{H}$. Indeed, for $v \in \mathcal{H}$ such that $v=v^{+}-v^{-}$for $v^{+}, v^{-} \in \mathcal{H}^{+}$we write $|\langle\mu(\mathrm{d} \xi), v\rangle|:=\left\langle\mu(\mathrm{d} \xi), v^{+}\right\rangle+\left\langle\mu(\mathrm{d} \xi), v^{-}\right\rangle$and see that $|\langle\mu(\mathrm{d} \xi), v\rangle|$ is a positive measure for all $v \in \mathcal{H}$. We thus have:

$$
\begin{aligned}
\left\langle\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\langle\xi, u\rangle \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}, v\right\rangle & \leq\|u\|\left(\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\|\xi\|^{-1}|\langle\mu(\mathrm{~d} \xi), v\rangle|\right) \\
& \leq\|u\| \|\left\langle\mu\left(\mathcal{H}^{+} \cap\{\|\xi\|>1\}\right), v\right\rangle \mid
\end{aligned}
$$

taking the supremum over all $v \in \mathcal{H}$ with $\|v\|=1$ on both sides proves the boundedness of the map. Note that $\left\|\mu\left(\mathcal{H}^{+} \cap\{\|\xi\|>1\}\right)\right\|<\infty$, since by Definition 2.3 iii) for every $A \in \mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right)$ we have $\mu(A) \in \mathcal{H}^{+}$and hence $\|\mu(A)\|<\infty$.

A reminder on the generalized Feller property The results in the previous Chapters 3 and 4, for the most part, built on the semimartingale property of càdlàg affine processes on $\mathcal{H}^{+}$. In this chapter we are working in the spirit of Chapter 2 again and rely more on the Markovian structure of the affine class (in particular its generalized Feller property). For this reason we briefly recall some important aspects and introduce the setting: Let $(b, B, m, \mu)$ be an admissible parameter set and denote by $X$ the unique associated affine process from Theorem 2.8. Moreover, for $x \in \mathcal{H}^{+}$we denote by $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$ the transition kernels of $X$ and note that for all $t \geq 0$ and $u, x \in \mathcal{H}^{+}$the affine transform formula (1.3) can be written as

$$
\begin{equation*}
\int_{\mathcal{H}^{+}} \mathrm{e}^{-\langle\xi, u\rangle} p_{t}(x, \mathrm{~d} \xi)=\mathrm{e}^{-\phi(t, u)-\langle x, \psi(t, u)\rangle}, \tag{5.2}
\end{equation*}
$$

for $(\phi(\cdot, u), \psi(\cdot, u))$ the unique solution to the generalized Riccati equations (2.8). In Chapter 2, we considered the transition semigroup $\left(P_{t}\right)_{t \geq 0}$ of $X$ given by

$$
P_{t} f(x)=\int_{\mathcal{H}^{+}} f(\xi) p_{t}(x, \mathrm{~d} \xi)
$$

for bounded measurable functions $f: \mathcal{H}^{+} \longrightarrow \mathbb{R}$. Note that $\left(P_{t}\right)_{t \geq 0}$ is also welldefined on $B_{\rho}\left(\mathcal{H}^{+}\right)$and satisfies for each $f \in B_{\rho}\left(\mathcal{H}^{+}\right)$the growth-bound

$$
\begin{equation*}
\left|P_{t} f(x)\right| \leq\|f\|_{\rho} \int_{\mathcal{H}^{+}} \rho(y) p_{t}(x, \mathrm{~d} y) \leq\|f\|_{\rho}(1+K) e^{\omega t} \rho(x), \quad x \in \mathcal{H}^{+} \tag{5.3}
\end{equation*}
$$

This means that $\left(P_{t}\right)_{t \geq 0}$ leaves $B_{\rho}\left(\mathcal{H}^{+}\right)$invariant, see also Section 2.4. As before we denote by $\mathcal{H}_{w}^{+}$the space $\mathcal{H}^{+}$equipped with the weak topology, and let $C_{b}\left(\mathcal{H}_{w}^{+}\right)$ be the space of all bounded and weakly continuous functions $f: \mathcal{H}^{+} \longrightarrow \mathbb{R}$. Finally let $\mathcal{B}_{\rho}\left(\mathcal{H}^{+}\right)$be the closure of $C_{b}\left(\mathcal{H}_{w}^{+}\right)$in $B_{\rho}\left(\mathcal{H}^{+}\right)$. It follows from Chapter 2, that $\left(P_{t}\right)_{t \geq 0}$ is positive, leaves $\mathcal{B}_{\rho}\left(\mathcal{H}_{w}^{+}\right)$invariant and satisfies $\lim _{t \rightarrow 0+} P_{t} f(x)=f(x)$ for all $f \in \mathcal{B}_{\rho}\left(\mathcal{H}_{w}^{+}\right)$and $x \in \mathcal{H}_{w}^{+}$. From (5.3) we then obtain

$$
\left\|P_{t}\right\|_{\mathcal{L}\left(\mathcal{B}_{\rho}\left(\mathcal{H}_{w)}^{+}\right)\right)} \leq(1+K) e^{\omega t}, \quad t \geq 0
$$

Which reminds us, that $\left(P_{t}\right)_{t \geq 0}$ is a generalized Feller semigroup on $\mathcal{B}_{\rho}\left(\mathcal{H}_{w}^{+}\right)$.
Remark 5.1. Given the transition kernels $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$, the process $\left(X_{t}\right)_{t \geq 0}$ with initial value $X_{0}=x \in \mathcal{H}^{+}$can be constructed by a version of Kolmogorov's extension theorem in [45, Theorem 2.11]. Indeed, for every $x \in \mathcal{H}^{+}$one can show the existence of a unique measure $\mathbb{P}_{x}$ on $\Omega:=\left(\mathcal{H}^{+}\right)^{\mathbb{R}^{+}}$, equipped with the $\sigma$-algebra generated by the canonical projections $X_{t}: \Omega \rightarrow \mathcal{H}$, given by $X_{t}(\omega)=$ $\omega(t)$ for $\omega \in \Omega$, are measurable. For $x \in \mathcal{H}^{+}$the probability measure $\mathbb{P}_{x}$ is the distribution of $X$ with $\mathbb{P}_{x}\left(X_{0}=x\right)=1$. We denote the expectation with respect to $\mathbb{P}_{x}$ by $\mathbb{E}_{x}[\cdot]$. In Section 5.6 below, we prove a version of the extension theorem that copes with initial distributions beyond delta-distributions.
In the following proposition, we give explicit formulas for the first two moments of the affine process $\left(X_{t}\right)_{t \geq 0}$ with admissible parameter set $(b, B, m, \mu)$. We need those explicit versions for Theorem 5.3 and Proposition 5.6 below. We obtain the formulas simply by inserting (2.29)-(2.32) into the formulas (2.102) and (2.103).
Proposition 5.2. Let $\left(X_{t}\right)_{t \geq 0}$ be the affine process associated with the admissible parameter set $(b, B, m, \mu)$. Then for all $v, w \in \mathcal{H}^{+}$the following formulas hold true:

$$
\begin{equation*}
\mathbb{E}_{x}\left[\left\langle X_{t}, v\right\rangle\right]=\int_{0}^{t}\left\langle\hat{b}, \mathrm{e}^{s \hat{B}} v\right\rangle \mathrm{d} s+\left\langle x, \mathrm{e}^{t \hat{B}} v\right\rangle \tag{5.4}
\end{equation*}
$$

and

$$
\begin{align*}
\mathbb{E}_{x}\left[\left\langle X_{t}, v\right\rangle\left\langle X_{t}, w\right\rangle\right]= & \left(\int_{0}^{t}\left\langle\hat{b}, \mathrm{e}^{s \hat{B}} v\right\rangle \mathrm{d} s+\left\langle x, \mathrm{e}^{t \hat{B}} v\right\rangle\right)\left(\int_{0}^{t}\left\langle\hat{b}, \mathrm{e}^{s \hat{B}} w\right\rangle \mathrm{d} s+\left\langle x, \mathrm{e}^{t \hat{B}} w\right\rangle\right) \\
& +\int_{0}^{t} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle\xi, \mathrm{e}^{s \hat{B}} v\right\rangle\left\langle\xi, \mathrm{e}^{s \hat{B}} w\right\rangle m(\mathrm{~d} \xi) \mathrm{d} s \\
& +\int_{0}^{t} \int_{0}^{s}\left\langle\hat{b}, \mathrm{e}^{(s-u) \hat{B}} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle\xi, \mathrm{e}^{u \hat{B}} v\right\rangle\left\langle\xi, \mathrm{e}^{u \hat{B}} w\right\rangle \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}\right\rangle \mathrm{d} u \mathrm{~d} s \\
& +\int_{0}^{t}\left\langle x, \mathrm{e}^{(t-s) \hat{B}} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle\xi, \mathrm{e}^{s \hat{B}} w\right\rangle\left\langle\xi, \mathrm{e}^{s \hat{B}} v\right\rangle \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}\right\rangle \mathrm{d} s . \tag{5.5}
\end{align*}
$$

### 5.3 Stationary affine processes and ergodicity in Wasserstein distance

Let $V_{\tau}:=(V, \tau)$ be a topological vector space and denote by $\mathcal{M}\left(V_{\tau}\right)$ the set of all probability measures defined on the Borel- $\sigma$-algebra $\mathcal{B}\left(V_{\tau}\right)$. Recall that for the vector space $\mathcal{H}$ equipped with its weak topology $\tau_{\mathrm{w}}$ we write $\mathcal{H}_{\mathrm{w}}=\left(\mathcal{H}, \tau_{\mathrm{w}}\right)$ and note that the positive cone $\mathcal{H}_{\mathrm{w}}^{+}$is also closed in the weak topology and moreover, the Borel- $\sigma$-algebras of the strong and weak topology coincide, i.e. $\mathcal{B}\left(\mathcal{H}^{+}\right)=\mathcal{B}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$. We say that a measure $\nu \in \mathcal{M}\left(\mathcal{H}_{\tau}^{+}\right)$is inner-regular (with respect to a topology $\tau$ ), whenever

$$
\nu(A)=\sup \{\nu(K): K \subseteq A, K \text { is } \tau \text {-compact }\}
$$

For a sequence $\left(\nu_{n}\right)_{n \in \mathbb{N}} \subseteq \mathcal{M}\left(\mathcal{H}^{+}\right)$we write $\nu_{n} \Rightarrow \nu$ as $n \rightarrow \infty$ for the weak convergence of $\left(\nu_{n}\right)_{n \in \mathbb{N}}$ to $\nu$ in the strong topology, i.e.

$$
\lim _{n \rightarrow \infty} \int_{\mathcal{H}^{+}} f(\xi) \nu_{n}(\mathrm{~d} \xi)=\int_{\mathcal{H}^{+}} f(\xi) \nu(\mathrm{d} \xi) \quad \text { for all } f \in C_{b}(\mathcal{H}) .
$$

For $\nu_{1}, \nu_{2} \in \mathcal{M}\left(\mathcal{H}^{+}\right)$we call a probability measure $G$, defined on the product Borel- $\sigma$-algebra $\mathcal{B}\left(\mathcal{H}^{+}\right) \times \mathcal{B}\left(\mathcal{H}^{+}\right)$, a coupling of $\left(\nu_{1}, \nu_{2}\right)$, whenever its marginal distributions are given by $\nu_{1}$ and $\nu_{2}$, respectively. We denote the set of all possible couplings of $\left(\nu_{1}, \nu_{2}\right)$ by $\mathcal{C}\left(\nu_{1}, \nu_{2}\right)$. For every $p \in[1, \infty)$ the Wasserstein distance of order $p$ between $\nu_{1} \in \mathcal{M}\left(\mathcal{H}^{+}\right)$and $\nu_{2} \in \mathcal{M}\left(\mathcal{H}^{+}\right)$is defined as

$$
W_{p}\left(\nu_{1}, \nu_{2}\right):=\left(\inf \left\{\int_{\mathcal{H}^{+} \times \mathcal{H}^{+}}\|x-y\|^{p} G(\mathrm{~d} x, \mathrm{~d} y): G \in \mathcal{C}\left(\nu_{1}, \nu_{2}\right)\right\}\right)^{1 / p}
$$

For an introduction to Wasserstein distances we refer to [143, Section 6].
Now, let $(b, B, m, \mu)$ be an admissible parameter set and denote by $\sigma(\hat{B})$ the spectrum of the operator $\hat{B}$ in (5.1). We introduce the following crucial assumption:
Assumption $\mathcal{D}$. The spectral bound $s(\hat{B}):=\sup \{\Re(\lambda): \lambda \in \sigma(\hat{B})\}$ of $\hat{B}$ is strictly negative, i.e. $s(\hat{B})<0$.

We call an affine process $\left(X_{t}\right)_{t \geq 0}$ on $\mathcal{H}^{+}$associated with an admissible parameter set $(b, B, m, \mu)$ satisfying Assumption $\mathcal{D}$ a subcritical affine process on $\mathcal{H}^{+}$. Recall that $\hat{B}$ is bounded and generates the operator semigroup $\left(\mathrm{e}^{t \hat{B}}\right)_{t \geq 0}$ given by the series representation $\mathrm{e}^{t \hat{B}}:=\sum_{n=0}^{\infty} \frac{(t \hat{B})^{n}}{n!}$, where the convergence is understood in the $\mathcal{L}(\mathcal{H})$-norm.

It is well known that $\left(\mathrm{e}^{t \hat{B}}\right)_{t \geq 0}$ is a uniformly continuous semigroup, see [55, Chapter I, Section 3], and hence it follows that the spectral bound $s(\hat{B})$ coincides with the growth bound of $\left(\mathrm{e}^{t \hat{B}}\right)_{t \geq 0}$, see [55, Corollary 4.2.4], i.e.

$$
s(\hat{B})=\inf \left\{w \in \mathbb{R}: \exists M_{w} \geq 1 \text { s.t. }\left\|\mathrm{e}^{t \hat{B}}\right\|_{\mathcal{L}(\mathcal{H})} \leq M_{w} \mathrm{e}^{w t}, \forall t \geq 0\right\}
$$

Therefore, whenever Assumption $\mathcal{D}$ is satisfied, there exists a $M \geq 1$ and $\delta>0$ such that

$$
\begin{equation*}
\left\|\mathrm{e}^{t \hat{B}}\right\|_{\mathcal{L}(\mathcal{H})} \leq M \mathrm{e}^{-\delta t} \tag{5.6}
\end{equation*}
$$

in particular we could choose $\delta=-s(\hat{B})$. In the following theorem we assert the existence of a unique invariant measure $\pi$ of $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$, the transition kernels of a subcritical affine process on $\mathcal{H}^{+}$. Moreover, we derive explicit convergence rates for $p_{t}(x, \cdot) \rightarrow \pi$ as $t \rightarrow \infty$ in Wasserstein distance of order $p \in[1,2]$.

Theorem 5.3. Let $(b, B, m, \mu)$ be an admissible parameter set such that Assumption $\mathcal{D}$ is satisfied. Denote the associated subcritical affine process on $\mathcal{H}^{+}$ by $\left(X_{t}\right)_{t \geq 0}$ and its transition kernels by $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$. Then the following holds true:
i) There exists a unique invariant measure $\pi$ for $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$ and the Laplace transform of $\pi$ is given by

$$
\begin{equation*}
\int_{\mathcal{H}^{+}} \mathrm{e}^{-\langle u, x\rangle} \pi(\mathrm{d} x)=\exp \left(-\int_{0}^{\infty} F(\psi(s, u)) \mathrm{d} s\right), \quad u \in \mathcal{H}^{+} \tag{5.7}
\end{equation*}
$$

where $F$ and $\psi(s, u)$ are as in (2.6a) and (2.8b). Moreover, $\pi$ is an innerregular measure on $\mathcal{B}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$.
ii) For $p \in[1,2], t \geq 0$ and $x \in \mathcal{H}^{+}$we have

$$
\begin{align*}
W_{p}\left(p_{t}(x, \cdot), \pi\right) \leq & C_{1} \mathrm{e}^{-\delta t}\left(\|x\|+\left(\int_{\mathcal{H}^{+}}\|y\|^{p} \pi(\mathrm{~d} y)\right)^{1 / p}\right)  \tag{5.8}\\
& +C_{2} \mathrm{e}^{-\delta / 2 t}\left(\|x\|^{1 / 2}+\left(\int_{\mathcal{H}^{+}}\|y\|^{p / 2} \pi(\mathrm{~d} y)\right)^{1 / p}\right) \tag{5.9}
\end{align*}
$$

where $C_{1}=2 M$ and $C_{2}=2^{1 / 2} M^{3 / 2} \delta^{-1 / 2}\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|^{1 / 2}$ for $M \geq 1$ and $\delta>0$ as in (5.6). In particular, we have $p_{t}(x, \cdot) \Rightarrow \pi$ as $t \rightarrow \infty$.

Remark 5.4. i) Note that for a locally compact and second countable Hausdorff space, in particular for finite-dimensional normed spaces, every probability measure defined on the Borel- $\sigma$-algebra is regular.
ii) The last assertion in Theorem 5.3 i) states that the invariant measure $\pi$ is an inner-regular measure on $\mathcal{B}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$, i.e. inner-regular in the weak topology, albeit $\mathcal{H}_{\mathrm{w}}^{+}$in the infinite-dimensional case is not locally compact. We see that the inner-regularity is a non-trivial property of the invariant measure and we actually use it in the proof of Corollary 5.5 below.
iii) For the case $p=1$ we can compare the convergence rates obtained in Theorem 5.3 ii) with the ones in $\left[64\right.$, Theorem 2.9] for the state space $\mathbb{S}_{d}^{+}(d \in \mathbb{N})$ i.e. $H=\mathbb{R}^{d}$ in our case. We see that instead of the square-root of the dimension $d \in \mathbb{N}$ as it appears in the convergence rate in [64, equation 2.12], we have the additional term (5.9) which also converges exponentially fast as $t \rightarrow \infty$, but with the exponential factor $-\delta / 2$ instead of $-\delta$. However, the convergence rates here do not depend on the dimension of the state-space, in particular they hold true in infinite dimensions.

As a corollary from Theorem 5.3 i), which ensures the existence of an invariant inner-regular measure $\pi$ on $\mathcal{B}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$, we assert the existence of a stationary process with stationary measure $\pi$. The only assertion that is left to prove here is, that we can start an affine process with transition kernels $p_{t}(x, \cdot)$ at distribution $\pi$ instead of $\delta_{x}$ :

Corollary 5.5. There exists a process $\left(X_{t}^{\pi}\right)_{t \geq 0}$ on $\mathcal{H}^{+}$with transition kernels $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$ such that the distribution of $X_{t}^{\pi}$ equals $\pi$ for all $t \geq 0$.
Note here that the $p$-th absolute moment of $\pi$ shows up in the convergence rate in (5.8), where we implicitly assumed that these terms are finite. That this is indeed the case is part of the next proposition, where we also give explicit formulas for the first two moments of the invariant measures $\pi$.

Proposition 5.6. Under the same conditions as in Theorem 5.3 and by denoting the unique invariant measure of $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$ by $\pi$ we have $\int_{\mathcal{H}^{+}}\|y\|^{2} \pi(\mathrm{~d} y)<\infty$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathbb{E}_{x}\left[X_{t}\right]=\int_{\mathcal{H}^{+}} y \pi(\mathrm{~d} y)=\int_{0}^{\infty} \mathrm{e}^{s \hat{B}}\left(b+\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}} \xi m(\mathrm{~d} \xi)\right) \mathrm{d} s \tag{5.10}
\end{equation*}
$$

and

$$
\begin{align*}
\lim _{t \rightarrow \infty} \mathbb{E}_{x}\left[X_{t} \otimes X_{t}\right]= & \int_{\mathcal{H}^{+}} y \otimes y \pi(\mathrm{~d} y) \\
= & \int_{0}^{\infty}\left(\mathrm{e}^{s \hat{B}^{*}} \hat{b}\right)^{\otimes 2} \mathrm{~d} s+\int_{0}^{\infty} \int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{s \hat{B}^{*}} \xi\right)^{\otimes 2} m(\mathrm{~d} \xi) \mathrm{d} s \\
& +\int_{0}^{\infty} \int_{0}^{s} \int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{u \hat{B}^{*}} \xi\right)^{\otimes 2}\left\langle\hat{b}, \mathrm{e}^{(s-u) \hat{B}} \frac{\mu(\mathrm{~d} \xi)}{\|\xi\|^{2}}\right\rangle \mathrm{d} u \mathrm{~d} s \tag{5.11}
\end{align*}
$$

Remark 5.7. It is well known that convergence in Wasserstein distance of order $p \in[1, \infty)$ implies weak convergence and the convergence of the $p$-th absolute moment, see [143, Theorem 6.9]. However, we note that the proof of (5.10), given in Section 5.5.5, does not depend on the convergence in Wasserstein distance of order $p=2$ as established by Theorem 5.3 ii . Instead, we only use the generalized Feller property of the transition semigroups $\left(P_{t}\right)_{t \geq 0}$ together with Proposition 5.2.
Example 5.8 (Lévy driven Ornstein-Uhlenbeck processes). Let $m$ be a Lévy measure on $\mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right)$ with finite second moment and $b \in \mathcal{H}^{+}$such that Definition 2.3 ii ) is satisfied. Let $\mu=0$ and $B \in \mathcal{L}(\mathcal{H})$ be of the form $B(u)=G u+u G^{*}$ for some $G \in \mathcal{L}(H)$, then Definition 2.3 iv) is satisfied, which can be seen from the fact that for every $u \in \mathcal{H}^{+}$we have $\mathrm{e}^{t B} u=\mathrm{e}^{t G} u \mathrm{e}^{t G^{*}} \geq_{\mathcal{H}^{+}} 0$ for all $t \geq 0$. Hence, [106, Theorem 1] implies that $B$ satisfies Definition 2.3 iv). Thus, the tuple $(b, m, B, 0)$ is an admissible parameter set according to Definition 2.3 and the associated affine process $\left(X_{t}\right)_{t \geq 0}$ becomes an Ornstein-Uhlenbeck process driven by a $\mathcal{H}^{+}$-valued Lévy process $\left(L_{t}\right)_{t \geq 0}$ with characteristics $(b, 0, m)$, i.e.

$$
X_{t}=\mathrm{e}^{t G} x \mathrm{e}^{t G^{*}}+\int_{0}^{t} \mathrm{e}^{(t-s) G} \mathrm{~d} L_{s} \mathrm{e}^{(t-s) G^{*}}, \quad t \geq 0
$$

see Lemma 3.4. Since $\sigma(B)=\sigma(G)+\sigma(G)$, see, e.g., [129], and hence $s(B) \leq$ $s(G)$, we see that whenever the spectral bound $s(G)$ of the operator $G$ is negative, the same holds for $s(B)$ and hence Assumption $\mathcal{D}$ is satisfied. This provides an explicit and simple sufficient criterion for the OU process $\left(X_{t}\right)_{t \geq 0}$ to be subcritical. By Theorem 5.3 there exists a unique invariant measure $\pi$ such that

$$
\int_{\mathcal{H}^{+}} \mathrm{e}^{-\langle u, x\rangle} \pi(\mathrm{d} x)=\exp \left(-\int_{0}^{\infty} \varphi_{L}\left(\mathrm{e}^{s G} u \mathrm{e}^{s G^{*}}\right) \mathrm{d} s\right)
$$

where $\varphi_{L}: \mathcal{H} \rightarrow \mathbb{C}$ denotes the Laplace exponent of the Lévy process $L$ given by

$$
\begin{equation*}
\varphi_{L}(u)=\langle b, u\rangle-\int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-1+\langle\chi(\xi), u\rangle\right) m(\mathrm{~d} \xi), \quad u \in \mathcal{H}^{+} . \tag{5.12}
\end{equation*}
$$

Existence and uniqueness of invariant measures for Ornstein-Uhlenbeck processes were studied in [36], where a similar result follows under the weaker log-moment condition on the Lévy measure $m$. Following Proposition 5.6 the stronger second moment assumption in our case allows us to deduce explicit formulas for the first and second moments of $\pi$. Indeed, setting $\mu=0$ and $B(u)=G u+u G^{*}$ in (5.10) and (5.11) gives

$$
\begin{aligned}
\lim _{t \rightarrow \infty} \mathbb{E}_{x}\left[X_{t}\right] & =\int_{0}^{\infty} \mathrm{e}^{s G}\left(b+\int_{\mathcal{H}^{+} \backslash\{0\} \cap\{\|\xi\|>1\}} \xi m(\mathrm{~d} \xi)\right) \mathrm{e}^{s G^{*}} \mathrm{~d} s, \\
\lim _{t \rightarrow \infty} \mathbb{E}_{x}\left[X_{t} \otimes X_{t}\right] & =\int_{0}^{\infty}\left(\mathrm{e}^{s G} \hat{b} \mathrm{e}^{s G^{*}}\right)^{\otimes 2} \mathrm{~d} s+\int_{0}^{\infty} \int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{s G} \xi \mathrm{e}^{s G^{*}}\right)^{\otimes 2} m(\mathrm{~d} \xi) \mathrm{d} s .
\end{aligned}
$$

### 5.4 The stationary covariance regime

In this section we discuss applications of our results on the long-time behavior of affine processes on positive Hilbert-Schmidt operators in the context of affine stochastic covariance models. In Section 5.4.1 we introduce infinite-dimensional affine stochastic covariance model in the stationary covariance regime and derive a stationary version of the affine transform formula. In Section 5.4.2 we come back to the geometric affine stochastic covariance model from Section 4.3 and show that in this model the implied volatility of forward-start options written on forwards can be related to the implied volatility of plain vanilla options on forwards with dynamics modeled under the stationary covariance regime.

### 5.4.1 Affine models in the stationary covariance regime

Let $\left(X_{t}\right)_{t \geq 0}$ be an affine process on $\mathcal{H}^{+}$with initial value $X_{0}=x$ and associated admissible parameter set $(b, B, m, \mu)$ such that Assumptions $\mathcal{A}$ is satisfied. We fix $y, \Upsilon \in H, x \in \mathcal{H}^{+}$, and let $D \in \mathcal{L}_{2}(H)$ be self-adjoint and positive. As before, we assume that $(\mathcal{A}, \operatorname{dom}(\mathcal{A}))$ is the generator of a strongly continuous semigroup $(S(t))_{t \geq 0}$ on $H$. Following Chapter 4 , we consider the process $(Y, X, \Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$, the stochastically weak solution of (4.1), with parameters $(b, B, m, \nu, D, \Upsilon, \mathcal{A})$ and initial value $\left(Y_{0}, X_{0}\right)=(x, y)$. For notational brevity we define $G: \mathcal{H} \rightarrow H$ as $G(x):=D^{1 / 2} x D^{1 / 2} \Upsilon$, i.e. $\left(Y_{t}\right)_{t \geq 0}$ is the unique (mild) solution to the following stochastic differential equation on some Hilbert space $\left(H,\langle\cdot, \cdot\rangle_{H}\right)$ :

$$
\begin{equation*}
Y_{t}=S(t) y+\int_{0}^{t} S(t-s) G\left(X_{s}\right) \mathrm{d} s+\int_{0}^{t} S(t-s) D^{1 / 2} X_{s}^{1 / 2} \mathrm{~d} W_{s}, \quad t \geq 0 \tag{5.13}
\end{equation*}
$$

where $\left(W_{t}\right)_{t \geq 0}$ is a cylindrical Brownian-motion, independent of $\left(X_{t}\right)_{t \geq 0}$. We consider the joint process $\left(Y_{t}, X_{t}\right)_{t \geq 0}$ as a stochastic process on the filtered probability space $\left(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{Q}_{x}\right):=\left(\Omega^{1} \times \Omega^{2},\left(\mathcal{F}^{1} \otimes \mathcal{F}^{2}\right),\left(\mathcal{F}_{t}^{1} \otimes \mathcal{F}_{t}^{2}\right)_{t \geq 0}, \mathbb{Q} \otimes \mathbb{P}_{x}\right)$, where $\left(\Omega^{2}, \mathcal{F}^{2},\left(\mathcal{F}_{t}^{2}\right)_{t \geq 0}, \mathbb{P}_{x}\right)$ denotes the filtered probability space accommodating the affine process $\left(X_{t}\right)_{t \geq 0}$, see also Remark 5.1, and $\left(\Omega^{1}, \mathcal{F}^{1},\left(\mathcal{F}_{t}^{1}\right)_{t \geq 0}, \mathbb{Q}\right)$ is another filtered probability space, that carries a cylindrical Brownian Motion $W:[0, \infty) \times \Omega \rightarrow H$ and the solution process $\left(Y_{t}\right)_{t \geq 0}$ such that $\mathbb{Q}\left(Y_{0}=y\right)=1$, see Section 3.2.2.
From now on, we write $\left(Y_{t}^{y}\right)_{t \geq 0}$ where the superscript $y$ indicates the initial value of the process $\left(Y_{t}\right)_{t \geq 0}$ (not to be confused with the notation $Y^{\vartheta}$ in (4.24)). Moreover, we denote the expectation with respect to the product measure $\mathbb{Q}_{x}$ by $\mathbb{E}_{x}[\cdot]$ and denote by $\pi$ the unique invariant measure $\pi$ for $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$, the existence of which is guaranteed by Theorem 5.3. Corollary 5.5 ensures the existence of the unique stationary affine process $\left(X_{t}^{\pi}\right)_{t \geq 0}$ associated with $(b, B, m, \mu)$ and, inspired by [94, Section 3], we introduce the following terminology.

Definition 5.9. If there exists a mild solution $\left(\tilde{Y}_{t}\right)_{t \geq 0}$ of (5.13) for $y=0$ and with $\left(X_{t}\right)_{t \geq 0}$ replaced by the process $\left(X_{t}^{\pi}\right)_{t \geq 0}$, then we call the joint process $\left(\tilde{Y}_{t}, X_{t}^{\pi}\right)_{t \geq 0}$, defined on $\left(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{Q} \otimes \mathbb{P}_{\pi}\right)$ an affine stochastic covariance model on $H$ in the stationary covariance regime. Moreover, we write $\mathbb{Q}_{\pi}=\mathbb{Q} \otimes \mathbb{P}_{\pi}$ and denote the expectation with respect to $\mathbb{Q}_{\pi}$ by $\mathbb{E}_{\pi}[\cdot]$.
Let $\left(Y_{t}^{y}, X_{t}\right)_{t \geq 0}$ be as in (5.13) and for simplicity set $G$ to zero. It follows from Theorem 3.14 that the stochastic covariance model $\left(Y_{t}^{y}, X_{t}\right)_{t \geq 0}$ satisfies the affine transform formula (3.27). In the following proposition we give an analogous affine transform formula for this model in the stationary covariance regime:
Proposition 5.10. Assume that $\left(Y_{t}^{y}, X_{t}\right)_{t \geq 0}$ is an affine stochastic covariance model satisfying the assumptions above (with $G=0$ ) and let $\left(\tilde{Y}_{t}, X_{t}^{\pi}\right)_{t \geq 0}$ be the model in the stationary covariance regime. Then, for every $T \geq 0$ and $u=$ $\left(u_{1}, u_{2}\right) \in \mathrm{i} H \times \mathcal{H}^{+}$we have

$$
\begin{equation*}
\mathbb{E}_{\pi}\left[\mathrm{e}^{\left\langle\tilde{Y}_{t}, u_{1}\right\rangle-\left\langle X_{t}^{\pi}, u_{2}\right\rangle}\right]=\mathrm{e}^{-\Phi\left(t, u_{1}, u_{2}\right)-\int_{0}^{\infty} F\left(\psi_{2}\left(s, 0, \psi_{2}\left(t, u_{1}, u_{2}\right)\right)\right) \mathrm{d} s}, t \in[0, T] \tag{5.14}
\end{equation*}
$$

where $\left(\Phi\left(\cdot, u_{1}, u_{2}\right), \psi_{1}\left(\cdot, u_{1}, u_{2}\right), \psi_{2}\left(\cdot, u_{1}, u_{2}\right)\right)$ is the unique solutions on $[0, T]$ of the following differential equations:

$$
\left\{\begin{align*}
\frac{\partial \Phi}{\partial t}(t, u) & =F\left(\psi_{2}(t, u)\right), & \Phi(0, u)=0  \tag{5.15a}\\
\psi_{1}(t, u) & =u_{1}-\mathrm{i} \mathcal{A}^{*}\left(\mathrm{i} \int_{0}^{t} \psi_{1}(s, u) \mathrm{d} s\right), & \psi_{1}(0, u)=u_{1} \\
\frac{\partial \psi_{2}}{\partial t}(t, u) & =R\left(\psi_{1}(t, u), \psi_{2}(t, u)\right), & \psi_{2}(0, u)=u_{2}
\end{align*}\right.
$$

where $F$ and $R$ are as in (2.6a) and (3.23), and $\left(\mathcal{A}^{*}, D\left(\mathcal{A}^{*}\right)\right)$ denotes the adjoint operator of the generator $(\mathcal{A}, D(\mathcal{A}))$ of $(S(t))_{t \geq 0}$.
Proof. Let $T \geq 0$ and let $\left(Y_{t}^{y}\right)_{t \in[0, T]}$ be the mild solution to (5.13) on $[0, T]$ satisfying the assumptions above. From Theorem 3.14 in Chapter 3 we recall the following affine transform formula for the mixed Fourier-Laplace transform of $\left(Y_{t}^{y}, X_{t}\right)$ for $t \in[0, T]$ and $u=\left(u_{1}, u_{2}\right) \in \mathrm{i} H \times \mathcal{H}^{+}$:

$$
\begin{equation*}
\mathbb{E}_{x}\left[\mathrm{e}^{\left\langle Y_{t}^{y}, u_{1}\right\rangle-\left\langle X_{t}, u_{2}\right\rangle}\right]=\mathrm{e}^{-\Phi\left(t, u_{1}, u_{2}\right)-\left\langle x, \psi_{2}\left(t, u_{1}, u_{2}\right)\right\rangle}, \quad x \in \mathcal{H}^{+} \tag{5.16}
\end{equation*}
$$

where $\Phi\left(\cdot, u_{1}, u_{2}\right)$ and $\psi_{2}\left(\cdot, u_{1}, u_{2}\right)$ are the unique strong solutions to (5.15a) and (5.15c), respectively, and $\psi_{1}\left(\cdot, u_{1}, u_{2}\right)$ is the unique mild solution of (5.15b). Note that for every $\mathcal{F}^{2}$-measurable and bounded function $f$ we have

$$
\int_{\Omega_{2}} f\left(\omega_{2}\right) \mathrm{d} \mathbb{P}_{x}\left(\omega_{2}\right)=\int_{\mathcal{H}^{+}}\left(\int_{\Omega_{2}} f\left(\omega_{2}\right) \mathrm{d} \mathbb{P}_{x}\left(\omega_{2}\right)\right) \pi(\mathrm{d} x)
$$

From this and (5.16) we conclude

$$
\begin{align*}
\mathbb{E}_{\pi}\left[\mathrm{e}^{\left\langle\tilde{Y}_{t}, u_{1}\right\rangle-\left\langle X_{t}^{\pi}, u_{2}\right\rangle}\right] & =\int_{\Omega_{2}}\left(\int_{\Omega_{1}} \mathrm{e}^{\left\langle\tilde{Y}_{t}\left(\omega_{1}, \omega_{2}\right), u_{1}\right\rangle_{H}-\left\langle X_{t}^{\pi}\left(\omega_{2}\right), u_{2}\right\rangle} \mathrm{d} \mathbb{Q}\left(\omega_{1}\right)\right) \mathrm{d} \mathbb{P}_{\pi}\left(\omega_{2}\right) \\
& =\int_{\mathcal{H}^{+}} \mathbb{E}_{x}\left[\mathrm{e}^{\left\langle Y_{t}, u_{1}\right\rangle_{H}-\left\langle X_{t}, u_{2}\right\rangle}\right] \pi(\mathrm{d} x) \\
& =\int_{\mathcal{H}^{+}} \mathrm{e}^{-\Phi\left(t, u_{1}, u_{2}\right)-\left\langle x, \psi_{2}\left(t, u_{1}, u_{2}\right)\right\rangle} \pi(\mathrm{d} x) \tag{5.17}
\end{align*}
$$

From Theorem 5.3 i) it then follows that

$$
\begin{equation*}
\int_{\mathcal{H}^{+}} \mathrm{e}^{-\left\langle x, \psi_{2}\left(t, u_{1}, u_{2}\right)\right\rangle} \pi(\mathrm{d} x)=\exp \left(-\int_{0}^{\infty} F\left(\psi\left(s, \psi_{2}\left(t, u_{1}, u_{2}\right)\right)\right) \mathrm{d} s\right) \tag{5.18}
\end{equation*}
$$

where $\psi(\cdot, u)$ denotes the unique solution of (2.8b). From (5.15c) and the definition of $R$ in (3.23) we see that $\psi_{2}\left(t, 0, u_{2}\right)=\psi\left(t, u_{2}\right)$ for every $u_{2} \in \mathcal{H}^{+}$, hence multiplying both sides of (5.18) by $\mathrm{e}^{-\Phi\left(t, u_{1}, u_{2}\right)}$ together with (5.17) yields the desired formula (5.14).

Recall the operator-valued BNS stochastic covariance model in Section 3.4.1, i.e. $(Y, X)$ is given by (3.36) with $B$ and $\left(L_{t}\right)_{t \geq 0}$ being as in Example 5.8. The operator-valued BNS model falls into the class (5.13) with $G=0$ and we note that for the $\mathcal{H}^{+}$-valued Ornstein-Uhlenbeck process $\left(X_{t}\right)_{t \geq 0}$ we already proved the existence of a unique invariant measure $\pi$ of $\left(X_{t}\right)_{t \geq 0}$ in Example 5.8. Hence, we may consider the operator-valued BNS model in the stationary covariance regime, denote it by $\left(\tilde{Y}_{t}, X_{t}^{\pi}\right)_{t \geq 0}$ and obtain the following example and application of Proposition 5.10:

Example 5.11. The operator-valued BNS model in the stochastic covariance regime satisfies

$$
\mathbb{E}_{\pi}\left[\mathrm{e}^{\left\langle\tilde{Y}_{t}, u_{1}\right\rangle_{H}-\left\langle X_{t}^{\pi}, u_{2}\right\rangle}\right]=\exp \left(-\int_{0}^{t} \varphi_{L}\left(\psi\left(s, u_{1}, u_{2}\right)\right) \mathrm{d} s-\int_{0}^{\infty} \varphi_{L}\left(e^{s B^{*}} u_{2}\right) \mathrm{d} s\right)
$$

for every $\left(u_{1}, u_{2}\right) \in \mathrm{i} H \times \mathcal{H}^{+}$, where $\varphi_{L}$ is given by (5.12) and $\psi\left(t, u_{1}, u_{2}\right)$ is explicitly given by

$$
\psi\left(t, u_{1}, u_{2}\right)=\mathrm{e}^{s B^{*}} u_{2}+\frac{1}{2} \int_{0}^{s} \mathrm{e}^{(s-\tau) B^{*}}\left(D^{1 / 2} S^{*}(\tau) u_{1}\right)^{\otimes 2} \mathrm{~d} \tau
$$

Note that if $G \neq 0$, then $\psi\left(t, u_{1}, u_{2}\right)$ would admit an additional inhomogeneous term of the form $\int_{0}^{t} \mathrm{e}^{(s-\tau) B^{*}} G^{*}\left(S^{*}(\tau) u_{1}\right) \mathrm{d} \tau$, where $G^{*}$ denotes the adjoint of $G$.

### 5.4.2 Forward-start options on forwards

In this section we follow up on Section 4.3 and consider so called forward start options written on commodity forwards. For this type of options we study the long-time behavior of the implied forward volatility smile in the geometric affine stochastic covariance model from Section 4.3 and prove an intimate connection to the pricing of plain vanilla options on forwards modeled under the stationary covariance regime in Proposition 5.12 below.
We define a forward-start option with forward-start date $\tau \geq 0$, forward maturity $T$ and strike $K$ written on a forward with maturity date $\tau+\hat{T}$, denoted by $F(\cdot, \tau+\hat{T})$, as an European option with pay-off at time $\tau+T$ given by

$$
\begin{equation*}
\left(\frac{F(\tau+T, \tau+\hat{T})}{F(\tau, \tau+\hat{T})}-K\right)^{+} \tag{5.19}
\end{equation*}
$$

see, e.g. [41, equation 11]. Forward-start options are contracts on the relative (or absolute) price difference of a forward contract at two times, $\tau$ and $\tau+T$, in the future. In practice, it is used to price future volatility of the underlying asset. Forward-start options are common in commodity forward markets and more complex derivatives such as Cliquet options are building up on these see [41]. Forward-start options on stocks are discussed in, e.g. [81, 82, 101, 94].
Let $0 \leq T \leq \hat{T}$ and as above, we denote by $F(T, \hat{T})$ the forward price at time $T$ with maturity date $\hat{T}$ of some underlying spot commodity. Let $\left(Y_{t}^{y}, X_{t}\right)_{t \geq 0}$ be an affine stochastic covariance as in (5.13) on the Hilbert space $H_{\beta}$ (see Section 4.3) and let $(S(t))_{t \geq 0}$ be the left-shift semigroup on $H_{\beta}$. Moreover, we assume that the drift $G$ is given by $G=-\frac{1}{2} D^{1 / 2} x D^{1 / 2} S^{*}(\cdot) u_{0}$. For $0 \leq T \leq \hat{T}$ we set

$$
\begin{equation*}
F(T, \hat{T}):=\exp \left(\delta_{\hat{T}-T} Y_{T}^{y}\right)=\exp \left(\left\langle Y_{T}^{y, \hat{T}-T}, u_{\hat{T}-T}\right\rangle_{\beta}\right) \tag{5.20}
\end{equation*}
$$

where we use the notations of Section 4.3. Note that by this choice for $G$ the drift condition (4.22) is satisfied and hence we model directly under the risk-neutral measure $\tilde{\mathbb{Q}}$, i.e. $(F(T, \hat{T}))_{0 \leq T \leq \hat{T}}$ is a $\tilde{\mathbb{Q}}$-martingale, see Lemma 4.6.
Next, we define the implied forward volatility smile of the model (5.20). We denote the price of a forward-start option with pay-off (5.19) by $C_{\text {fwd }}(\tau, T, \hat{T}, K)$. Next, as a reference model for the forward prices $F(T, \hat{T})$ we choose Black's model in [26] and denote the forward prices in this model by $F^{\mathrm{B}}(T, \hat{T})$. We assume that the following spot-forward relation holds:

$$
\begin{equation*}
F^{\mathrm{B}}(T, \hat{T})=s_{T} \mathrm{e}^{r(\hat{T}-T)}, \quad 0 \leq T \leq \hat{T} \tag{5.21}
\end{equation*}
$$

where $r \geq 0$ denotes the risk-free interest rate and $\left(s_{t}\right)_{t \geq 0}$ denotes the spot price process of the underlying commodity, which is given by a geometric Brownian motion with volatility parameter $\sigma$.

We denote by $C_{\mathrm{fws}}^{\mathrm{B}}(\tau, T, \hat{T}, K, \sigma)$ the price of a forward-start option with identical pay-off function as in (5.19) in Black's model and define the implied forward volatility smile $\sigma(\tau, T, \hat{T}, K)$ as the solution of $C_{\mathrm{fws}}^{\mathrm{B}}(\tau, T, \hat{T}, K, \sigma(\tau, T, \hat{T}, K))=$ $C_{\text {fwd }}(\tau, T, \hat{T}, K)$. In the following proposition we show that $\sigma(\tau, T, \hat{T}, K)$ exists for all $\tau, K \geq 0$ and study its long-time behavior as $\tau \rightarrow \infty$ :
Proposition 5.12. Let $0 \leq T \leq \hat{T}$ and $\tau \geq 0$. Denote by $F(\tau+T, \tau+\hat{T})$ the forward price at time $\tau+T$ with maturity date $\tau+\hat{T}$ given by (5.20) with $\left(Y_{t}^{y}, X_{t}\right)_{t \geq 0}$ specified as above. We write $\left(\tilde{Y}_{t}, X_{t}^{\pi}\right)_{t \geq 0}$ for the model in the stationary covariance regime, defined in Definition 5.9, and set

$$
\tilde{F}(T, \hat{T}):=\delta_{\hat{T}-T} \exp \left(\tilde{Y}_{T}\right)=\exp \left(\left\langle\tilde{Y}_{T}^{\hat{T}-T}, u_{\hat{T}-T}\right\rangle_{\beta}\right), \quad 0 \leq T \leq \hat{T}
$$

Then for all $\tau, K \geq 0$ the implied forward volatility smile $\sigma(\tau, T, \hat{T}, K)$ exists and we have

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} \sigma(\tau, T, \hat{T}, K)=\tilde{\sigma}(T, \hat{T}, K) \tag{5.22}
\end{equation*}
$$

where $\tilde{\sigma}(T, \hat{T}, K)$ denotes the implied volatility of a European call option with pay-off function $(\tilde{F}(T, \hat{T})-K)^{+}$.

Proof. First, we show a specific relation between the price of a European call option $C^{\mathrm{B}}(T, \hat{T}, K, \sigma)$, where $0 \leq T \leq \hat{T}$ and $K \geq 0$, and the forward-start call option $C_{\mathrm{fws}}^{\mathrm{B}}(\tau, T, \hat{T}, K, \sigma)$ with forward start date $\tau \geq 0$ in Black's model. Namely, let $\mathbb{Q}$ denote the unique risk-neutral measure in Black's model and recall $C_{\mathrm{fws}}^{\mathrm{B}}(\tau, T, K, \sigma)$, the price of a forward-start option at time zero with forwardstart date $\tau$ written on the forward with maturity $\hat{T}$. Inserting (5.21) into the pay-off function and by risk-neutral pricing we have

$$
C_{\mathrm{fws}}^{\mathrm{B}}(\tau, T, \hat{T}, K, \sigma)=\mathrm{e}^{-r(\tau+T)} \mathbb{E}_{\mathbb{Q}}\left[\left(\frac{s_{\tau+T} \mathrm{e}^{r(\hat{T}-T)}}{s_{\tau} \mathrm{e}^{r \hat{T}}}-\mathrm{e}^{K}\right)^{+}\right]
$$

It is known, see [94], that in the Black-Scholes model the forward-start call option and the European call option satisfy

$$
\mathrm{e}^{-r(\tau+T)} \mathbb{E}_{\mathbb{Q}}\left[\left(\frac{s_{\tau+T}}{s_{\tau}}-K\right)^{+}\right]=\mathrm{e}^{-r(\tau+T)} \mathbb{E}_{\mathbb{Q}}\left[\left(s_{T}-K\right)^{+}\right]
$$

We set $K^{\prime}=K+r T$ and write $C^{\mathrm{BS}}\left(T, K^{\prime}, \sigma\right):=\mathrm{e}^{-r(\tau+T)} \mathrm{e}^{-r T} \mathbb{E}_{\mathbb{Q}}\left[\left(s_{T}-\mathrm{e}^{K^{\prime}}\right)^{+}\right]$, whenever the underlying spot process $\left(s_{t}\right)_{t \geq 0}$ is given by the Black-Scholes model.

We then see that

$$
\begin{aligned}
C_{\mathrm{fws}}^{\mathrm{B}}(\tau, T, \hat{T}, K, \sigma) & =\mathrm{e}^{-r(\tau+T)} \mathrm{e}^{-r T} \mathbb{E}_{\mathbb{Q}}\left[\left(\frac{s_{\tau+T}}{s_{\tau}}-\mathrm{e}^{K}\right)^{+}\right] \\
& =\mathrm{e}^{-r(\tau+T)} \mathrm{e}^{-r T} \mathbb{E}_{\mathbb{Q}}\left[\left(s_{T}-\mathrm{e}^{K^{\prime}}\right)^{+}\right] \\
& =\mathrm{e}^{-r(\tau+T)} C^{\mathrm{BS}}\left(T, K^{\prime}, \sigma\right)
\end{aligned}
$$

From this and the definition of the implied forward volatility smile $\sigma(\tau, T, \hat{T}, K)$ we have

$$
\begin{align*}
C^{\mathrm{BS}}\left(T, K^{\prime}, \sigma(\tau, T, \hat{T}, K)\right) & =\mathrm{e}^{r(\tau+T)} C_{\mathrm{fws}}^{\mathrm{B}}(\tau, T, \hat{T}, K, \sigma(\tau, T, \hat{T}, K)) \\
& =\mathrm{e}^{r(\tau+T)} C_{\mathrm{fws}}(\tau, T, \hat{T}, K) \tag{5.23}
\end{align*}
$$

Next, we compute the right-hand side of (5.23). Recall that for every $t \in \mathbb{R}$ and $f \in H_{\beta}$ we use the identification $\delta_{t}(f)=\left\langle f, u_{t}\right\rangle$ for the evaluation functional with $u_{t} \in H_{\beta}$, see (4.17). Moreover, we denote the expectation with respect to the pricing measure $\tilde{\mathbb{Q}}$ by $\mathbb{E}_{\tilde{\mathbb{Q}}}[\cdot]$ (here we suppress the initial value $x$ compared to $\mathbb{Q}_{x}$ above).
The payoff function of the forward-start option is given by (5.19) and by inserting our model (5.20), we obtain

$$
\begin{equation*}
\frac{F(\tau+T, \tau+\hat{T})}{F(\tau, \tau+\hat{T})}=\exp \left(\left\langle Y_{\tau+T}^{y, \hat{T}-T}, u_{\hat{T}-T}\right\rangle_{\beta}-\left\langle Y_{\tau}^{y, \hat{T}}, u_{\hat{T}}\right\rangle_{\beta}\right) \tag{5.24}
\end{equation*}
$$

First, we note that left-shift $S(T)$ satisfies $\left\langle S(T) Y_{\tau}^{y, \hat{T}-T}, u_{\hat{T}-T}\right\rangle_{\beta}=\left\langle Y_{\tau}^{y, \hat{T}}, u_{\hat{T}}\right\rangle_{\beta}$. Second, writing $G^{\hat{T}-T}(x)=-\frac{1}{2} D^{1 / 2} x D^{1 / 2} S^{*}(\hat{T}-T) u_{0}$ for $x \in \mathcal{H}^{+}$we see that

$$
\begin{aligned}
\left\langle S(T) Y_{\tau}^{y, \hat{T}-T}, u_{\hat{T}-T}\right\rangle_{\beta}= & \left\langle S(T+\tau) y, u_{\hat{T}-T}\right\rangle_{\beta} \\
& +\left\langle\int_{0}^{\tau} S(T+\tau-s) G^{\hat{T}-T}\left(X_{s}\right) \mathrm{d} s, u_{\hat{T}-T}\right\rangle_{\beta} \\
& +\left\langle\int_{0}^{\tau} S(T+\tau-s) X_{s}^{1 / 2} \mathrm{~d} \tilde{W}_{s}, u_{\hat{T}-T}\right\rangle_{\beta}
\end{aligned}
$$

Thus, the difference in the exponent on the right-hand side of (5.24) satisfies

$$
\begin{align*}
\left\langle Y_{\tau+T}^{y}, u_{\hat{T}-T}\right\rangle_{\beta}-\left\langle Y_{\tau}^{y}, u_{\hat{T}}\right\rangle_{\beta}= & \left\langle\int_{\tau}^{T+\tau} S(T+\tau-s) G^{\hat{T}-T}\left(X_{s}\right) \mathrm{d} s, u_{\hat{T}-T}\right\rangle_{\beta} \\
& +\left\langle\int_{\tau}^{T+\tau} S(T+\tau-s) X_{s}^{1 / 2} \mathrm{~d} \tilde{W}_{s}, u_{\hat{T}-T}\right\rangle_{\beta} \tag{5.25}
\end{align*}
$$

Now, we see that by the independent increments property and the Markov property of $\left(X_{t}\right)_{t \geq 0}$ the sum of the integrals inside the inner products on the righthand side of (5.25) has the same distribution as $Y_{T}^{0}$ given $X_{\tau}$, i.e. the same as $Y_{T}^{0}=\int_{0}^{T} S(T-s) G\left(X_{\tau+s}\right) \mathrm{d} s+\int_{0}^{T} S(T-s) X_{\tau+s}^{1 / 2} \mathrm{~d} \tilde{W}_{s}$. We conclude that also

$$
\left(\mathrm{e}^{\left\langle Y_{\tau+T}^{y}, u_{\hat{T}-T}\right\rangle_{\beta}-\left\langle Y_{\tau}^{y}, u_{\hat{T}}\right\rangle_{\beta}}-\mathrm{e}^{K}\right)^{+} \quad \text { and } \quad \mathbb{E}_{\tilde{\mathbb{Q}}}\left[\left(\mathrm{e}^{\left\langle Y_{T}^{0}, u_{\hat{T}-T}\right\rangle_{\beta}}-\mathrm{e}^{K}\right)^{+} \mid X_{\tau}\right]
$$

have the same distribution. Moreover, we note that $T \mapsto \mathrm{e}^{\left\langle Y_{T}^{0}, u_{\hat{T}-T}\right\rangle_{\beta}}$ given $X_{\tau}$ is a martingale as well, since the drift condition (4.22) still holds for $X_{t}$ replaced by $X_{t+\tau}$. Hence by risk-neutral pricing, we obtain

$$
\begin{align*}
C_{\mathrm{fws}}(\tau, T, \hat{T}, K) & =\mathrm{e}^{-r(\tau+T)} \mathbb{E}_{\tilde{\mathbb{Q}}}\left[\left(\frac{F(\tau+T, \tau+\hat{T})}{F(\tau, \tau+\hat{T})}-\mathrm{e}^{K}\right)^{+}\right] \\
& =\mathrm{e}^{-r(\tau+T)} \mathbb{E}_{\tilde{\mathbb{Q}}}\left[\left(\mathrm{e}^{\left\langle Y_{\tau+T}^{y}, u_{\hat{T}-T}\right\rangle_{\beta}-\left\langle Y_{\tau}^{y}, u_{\hat{T}}\right\rangle_{\beta}}-\mathrm{e}^{K}\right)^{+}\right] \\
& =\mathrm{e}^{-r(\tau+T)} \mathbb{E}_{\tilde{\mathbb{Q}}}\left[\mathbb{E}_{\tilde{\mathbb{Q}}}\left[\left(\mathrm{e}^{\left\langle Y_{T}^{0}, u_{\hat{T}-T}\right\rangle_{\beta}}-\mathrm{e}^{K}\right)^{+} \mid X_{\tau}\right]\right] \tag{5.26}
\end{align*}
$$

and we therefore conclude that the left-hand side of (5.23) is given by

$$
C^{\mathrm{BS}}\left(T, K^{\prime}, \sigma(\tau, T, \hat{T}, K)\right)=\mathbb{E}_{\tilde{\mathbb{Q}}}\left[\mathbb{E}_{\tilde{\mathbb{Q}}}\left[\left(\mathrm{e}^{\left\langle Y_{T}^{0}, u_{\hat{T}-T}\right\rangle_{\beta}}-\mathrm{e}^{K}\right)^{+} \mid X_{\tau}\right]\right] .
$$

Now, by taking the limit $\tau \rightarrow \infty$ and since by definition $\tilde{F}(T, \hat{T})=\mathrm{e}^{\left\langle\tilde{Y}_{T}, u_{\hat{T}-T}\right\rangle_{\beta}}$, we obtain

$$
\begin{align*}
\lim _{\tau \rightarrow \infty} C^{\mathrm{BS}}\left(T, K^{\prime}, \sigma(\tau, T, \hat{T}, K)\right) & =\mathbb{E}_{\tilde{\mathbb{Q}}}\left[\left(\mathrm{e}^{\left\langle\tilde{Y}_{T}, u_{\hat{T}-T}\right\rangle_{\beta}}-\mathrm{e}^{K}\right)^{+}\right] \\
& =\mathbb{E}_{\tilde{\mathbb{Q}}}\left[\left(\tilde{F}(T, \hat{T})-\mathrm{e}^{K}\right)^{+}\right] \tag{5.27}
\end{align*}
$$

The term $\mathbb{E}_{\tilde{\mathbb{Q}}}\left[\left(\tilde{F}(T, \hat{T})-\mathrm{e}^{K}\right)^{+}\right]$on the right-hand side of (5.27) is precisely the price of an European call option remunerated by $\mathrm{e}^{r T}$ and we have

$$
\lim _{\tau \rightarrow \infty} C^{\mathrm{BS}}\left(T, K^{\prime}, \sigma(\tau, T, \hat{T}, K)\right)=C^{\mathrm{BS}}\left(T, K^{\prime}, \lim _{\tau \rightarrow \infty} \sigma(\tau, T, \hat{T}, K)\right)
$$

from which we conclude (5.22), since equation (5.27) has a unique solution in terms of the Black-Scholes implied volatility.

### 5.5 Proof: Stationarity and ergodicitiy

Throughout this section we assume that $(b, B, m, \mu)$ is an admissible parameter set according to Definition 2.3. We denote by $\left(X_{t}\right)_{t \geq 0}$ the unique affine process associated with $(b, B, m, \mu)$ given by Theorem 2.8 and the associated family of transition kernels by $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$. Moreover, we set $P_{t} f:=\int_{\mathcal{H}} f(\xi) p_{t}(\cdot, \mathrm{~d} \xi)$ for all measurable functions $f$ such that the integral exists, see also the reminder in Section 5.2.

### 5.5.1 Some properties of the generalized Riccati equations

In this section we consider the long-time behavior of the solutions $\phi(\cdot, u)$ and $\psi(\cdot, u)$ of the generalized Riccati equations in (2.8a)-(2.8b). We recall from Section 2.3 that for every $u \in \mathcal{H}^{+}$there exists a unique and global solution $\psi(\cdot, u) \in C^{1}\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)$to (2.8b). Given $\psi(\cdot, u)$ we solve the first equation (2.8a) by mere integration and obtain $\phi(\cdot, u) \in C^{1}\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right)$given by

$$
\phi(t, u)=\int_{0}^{t} F(\psi(s, u)) \mathrm{d} s
$$

This means that we can write the affine transform formula (5.2) as

$$
\int_{\mathcal{H}^{+}} \mathrm{e}^{-\langle\xi, u\rangle} p_{t}(x, \mathrm{~d} \xi)=\exp \left(-\int_{0}^{t} F(\psi(s, u)) \mathrm{d} s-\langle x, \psi(t, u)\rangle\right) .
$$

Moreover, we recall that the unique solution $\psi(\cdot, u)$ to (2.8b) satisfies the flow equation:

$$
\begin{equation*}
\psi(t+s, u)=\psi(t, \psi(s, u)) . \tag{5.28}
\end{equation*}
$$

In the next lemma we show that $F$ and $R$ are continuous functions on $\mathcal{H}^{+}$and grow at most quadratically, which is a slight adaption of Lemma 2.6:

Lemma 5.13. Let $(b, B, m, \mu)$ be an admissible parameter set according to Definition 2.3 and let $F$ and $R$ be given by (2.6a) and (2.6b), respectively. Then $F$ and $R$ are continuous on $\mathcal{H}^{+}$and for all $u \in \mathcal{H}^{+}$we have

$$
\begin{equation*}
|F(u)| \leq\left(\|b\|+\int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)\right)\left(\|u\|+\|u\|^{2}\right) \tag{5.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\|R(u)\| \leq\left(\|B\|_{\mathcal{L}(\mathcal{H})}+\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\right)\left(\|u\|+\|u\|^{2}\right) . \tag{5.30}
\end{equation*}
$$

Proof. Note that for all $\xi, u \in \mathcal{H}^{+}$we have

$$
\begin{align*}
\left|\mathrm{e}^{-\langle\xi, u\rangle}-1+\langle\chi(\xi), u\rangle\right| & \leq \frac{1}{2}|\langle\xi, u\rangle|^{2} \mathbf{1}_{\{\|\xi\| \leq 1\}}+|\langle\xi, u\rangle| \mathbf{1}_{\{\|\xi\|>1\}}  \tag{5.31}\\
& \leq \frac{1}{2}\|\xi\|^{2}\|u\|^{2} \mathbf{1}_{\{\|\xi\| \leq 1\}}+\|\xi\|\|u\| \mathbf{1}_{\{\|\xi\|>1\}}
\end{align*}
$$

from which (5.29), (5.30), and the continuity of $F, R$ readily follows (by dominated convergence).

Assumption $\mathcal{D}$ implies that the semigroup $\left(\mathrm{e}^{t \hat{B}}\right)_{t \geq 0}$ satisfies (5.6), that is $\left(\mathrm{e}^{t \hat{B}}\right)_{t \geq 0}$ is uniformly exponential stable. This has the following consequence on the solution $\psi(\cdot, u)$ of the generalized Riccati equation (2.8b):

Lemma 5.14. Let $(b, B, m, \mu)$ be an admissible parameter set according to Definition 2.3 and for $u \in \mathcal{H}^{+}$let $\psi(\cdot, u)$ be the unique solution to (2.8b). Then

$$
\begin{equation*}
\|\psi(t, u)\| \leq\left\|\mathrm{e}^{t \hat{B}}\right\|_{\mathcal{L}(\mathcal{H})}\|u\|, \quad \forall t \geq 0 . \tag{5.32}
\end{equation*}
$$

If moreover Assumption $\mathcal{D}$ is satisfied, then $\lim _{t \rightarrow \infty} \psi(t, u)=0$.
Proof. First note that whenever $(b, B, m, \mu)$ is an admissible parameter set according to Definition 2.3, then so is $(0, B, 0, \mu)$. Therefore, the existence of an affine Markov process $\left(Y_{t}\right)_{t \geq 0}$ associated to $(0, B, 0, \mu)$ and initial value $Y_{0}=x$ is guaranteed by Theorem 2.8. Note that the unique solution $\psi(\cdot, u)$ to $(2.8 \mathrm{~b})$ is $\mathcal{H}^{+}$-valued. Let $u \in \mathcal{H}^{+}$and note that due to the convexity of the exponential function and Jensen's inequality we have

$$
\mathrm{e}^{-\mathbb{E}_{x}\left[\left\langle u, Y_{t}\right\rangle\right]} \leq \mathbb{E}_{x}\left[\mathrm{e}^{-\left\langle u, Y_{t}\right\rangle}\right]=\exp (-\langle\psi(t, u), x\rangle) .
$$

Hence, we find that for all $u, x \in \mathcal{H}^{+}$:

$$
\langle\psi(t, u), x\rangle \leq \mathbb{E}_{x}\left[\left\langle u, Y_{t}\right\rangle\right]=\left\langle x, \mathrm{e}^{t \hat{B}} u\right\rangle \leq\|x\|\|u\|\left\|\mathrm{e}^{t \hat{B}}\right\|_{\mathcal{L}(\mathcal{H})} .
$$

For fixed $t \geq 0$ and $u \in \mathcal{H}^{+}$we choose $x=\psi(t, u) \in \mathcal{H}^{+}$and obtain

$$
\|\psi(t, u)\|^{2} \leq\|\psi(t, u)\|\|u\|\left\|\mathrm{e}^{t \hat{B}}\right\|_{\mathcal{L}(\mathcal{H})}
$$

which proves the first statement. If Assumption $\mathcal{D}$ is satisfied, then from (5.32) and (5.6) it follows that $\|\psi(t, u)\| \leq M \mathrm{e}^{-\delta t}\|u\|$ and hence $\lim _{t \rightarrow \infty} \psi(t, u)=0$.

### 5.5.2 Invariant measure for affine processes on $\mathcal{H}^{+}$

For two measures $\nu_{1}, \nu_{2} \in \mathcal{M}\left(\mathcal{H}^{+}\right)$we denote the convolution of $\nu_{1}$ and $\nu_{2}$ by $\nu_{1} * \nu_{2}$. In the following lemma we give an important convolution property of the transition kernels $p_{t}(x, \cdot)$.

Lemma 5.15. Let $\left(Y_{t}\right)_{t \geq 0}$ be the unique affine process associated with the admissible parameter set $(0, B, 0, \mu)$ and denote its transition kernels by $\left(q_{t}(x, \cdot)\right)_{t \geq 0}$. Then for every $t \geq 0$ and $x \in \mathcal{H}^{+}$we have

$$
\begin{equation*}
p_{t}(x, \cdot)=p_{t}(0, \cdot) * q_{t}(x, \cdot) \tag{5.33}
\end{equation*}
$$

Proof. Since $b=0$ and $m=0$ the function $F$ in (2.8a) vanishes, see also (2.6a), and thus $\phi(t, u)=0$ for all $t \geq 0$. Hence, for every $t \geq 0$ the affine-transform formula (5.2) for $Y_{t}$ takes the form

$$
\begin{equation*}
\int_{\mathcal{H}^{+}} \mathrm{e}^{-\langle u, \xi\rangle} q_{t}(x, \mathrm{~d} \xi)=\exp (-\langle\psi(t, u), x\rangle), \quad \text { for } u \in \mathcal{H}^{+} \tag{5.34}
\end{equation*}
$$

Now, let $\left(X_{t}\right)_{t \geq 0}$ denote the unique affine process associated with the admissible parameter set $(b, B, m, \mu)$ and denote its transition kernels by $p_{t}(x, \cdot)$. Let $t \geq 0$ arbitrary and $u \in \mathcal{H}^{+}$, then

$$
\begin{aligned}
\int_{\mathcal{H}^{+}} \mathrm{e}^{-\langle u, \xi\rangle} p_{t}(0, \cdot) * q_{t}(x, \cdot)(\mathrm{d} \xi) & =\int_{\mathcal{H}^{+}}\left(\int_{\mathcal{H}^{+}} \mathrm{e}^{-\left\langle u, \xi_{1}+\xi_{2}\right\rangle} p_{t}\left(0, \mathrm{~d} \xi_{1}\right)\right) q_{t}\left(x, \mathrm{~d} \xi_{2}\right) \\
& =\mathrm{e}^{-\phi(t, u)} \int_{\mathcal{H}^{+}} \mathrm{e}^{-\left\langle u, \xi_{2}\right\rangle} q_{t}\left(x, \mathrm{~d} \xi_{2}\right) \\
& =\mathrm{e}^{-\phi(t, u)} \mathrm{e}^{-\langle\psi(t, u), x\rangle},
\end{aligned}
$$

which completes the proof thanks to (5.2) and the fact that the functions $x \mapsto$ $\mathrm{e}^{-\langle u, x\rangle}$ characterize measures, see Lemma 3.19 in Chapter 3.

In the next proposition we show that the Laplace transform of a subcritical affine process converges pointwise as the time $t$ tends to infinity.

Proposition 5.16. Let $\left(X_{t}\right)_{t \geq}$ be an affine process associated with the admissible parameter set $(b, B, m, \mu)$ satisfying Assumption $\mathcal{D}$. Then for all $u \in \mathcal{H}^{+}$and for all $x \in \mathcal{H}^{+}$we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathbb{E}_{x}\left[\mathrm{e}^{-\left\langle u, X_{t}\right\rangle}\right]=\exp \left(-\int_{0}^{\infty} F(\psi(s, u)) \mathrm{d} s\right) \in[0, \infty) \tag{5.35}
\end{equation*}
$$

Proof. Let $u \in \mathcal{H}^{+}$and $x \in \mathcal{H}^{+}$, then by Lemma 5.14 and (5.6) we have

$$
|\langle\psi(t, u), x\rangle| \leq\|\psi(t, u)\|\|x\| \leq\left\|\mathrm{e}^{t \hat{B}}\right\|_{\mathcal{L}(\mathcal{H})}\|x\|\|u\| \leq M \mathrm{e}^{-\delta t}\|x\|\|u\| .
$$

Lemma 5.13 gives

$$
\begin{equation*}
|F(\psi(t, u))| \leq C\left(\|\psi(t, u)\|+\|\psi(t, u)\|^{2}\right) \leq C M^{2} \mathrm{e}^{-\delta s}\left(\|u\|+\|u\|^{2}\right) \tag{5.36}
\end{equation*}
$$

with $C=\|b\|+\int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)$. For every $u \in \mathcal{H}^{+}$this implies

$$
\int_{0}^{\infty}|F(\psi(s, u))| \mathrm{d} s \leq \frac{C M^{2}}{\delta}\left(\|u\|+\|u\|^{2}\right)<\infty
$$

and hence the limit $\lim _{t \rightarrow \infty} \phi(t, u)=\int_{0}^{\infty} F(\psi(s, u)) \mathrm{d} s$ exists for every $u \in \mathcal{H}^{+}$. This, the continuity of the exponential function and the fact that by Lemma 5.14 $\langle\psi(t, u), x\rangle \rightarrow 0$ for all $x, u \in \mathcal{H}^{+}$as $t \rightarrow \infty$ imply (5.35).
The next lemma asserts uniform boundedness in time of the transition semigroup $\left(P_{t}\right)_{t \geq 0}$ in the operator norm on $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$.
Lemma 5.17. Let $\left(X_{t}\right)_{t \geq}$ be an affine process associated with the admissible parameter set $(b, B, m, \mu)$ satisfying Assumption $\mathcal{D}$ and denote its transition semigroup by $\left(P_{t}\right)_{t \geq 0}$. Then we have

$$
\begin{equation*}
\sup _{t \geq 0}\left\|P_{t}\right\|_{\mathcal{L}\left(\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)\right)}<\infty \tag{5.37}
\end{equation*}
$$

Proof. Recall that $\rho(x)=1+\|x\|^{2}$ and note that for every $f \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$we have $|f(y)| \leq \rho(y)\|f\|_{\mathcal{B}_{\rho}}$ and hence

$$
\left\|P_{t} f\right\|_{\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)}=\sup _{x \in \mathcal{H}^{+}} \rho(x)^{-1}\left|\int_{\mathcal{H}^{+}} f(y) p_{t}(x, \mathrm{~d} y)\right| \leq\|f\|_{\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)}\left\|P_{t} \rho\right\|_{\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)},
$$

which yields $\sup _{t \geq 0}\left\|P_{t}\right\|_{\mathcal{L}\left(\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)\right)} \leq \sup _{t \geq 0}\left\|P_{t} \rho\right\|_{\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)}$. Let $\left(e_{i}\right)_{i \in \mathbb{N}}$ be an orthonormal basis of $\mathcal{H}$ and recall that by Remark 2.27 we have $P_{t} \rho(x)=\mathbb{E}_{x}\left[\rho\left(X_{t}\right)\right]$ for all $t \geq 0$. Hence, by Parseval's identity we conclude

$$
0 \leq P_{t} \rho(x)=1+\mathbb{E}_{x}\left[\left\|X_{t}\right\|^{2}\right]=1+\sum_{i=1}^{\infty} \mathbb{E}_{x}\left[\left\langle X_{t}, e_{i}\right\rangle^{2}\right]
$$

Using (5.5) with $v=w=e_{i}$ for $i \in \mathbb{N}$ we find

$$
\begin{aligned}
\mathbb{E}_{x}\left[\left\langle X_{t}, e_{i}\right\rangle^{2}\right]= & \left(\int_{0}^{t}\left\langle\hat{b}, \mathrm{e}^{s \hat{B}} e_{i}\right\rangle \mathrm{d} s+\left\langle x, \mathrm{e}^{t \hat{B}} e_{i}\right\rangle\right)^{2} \\
& +\int_{0}^{t} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle\xi, \mathrm{e}^{s \hat{B}} e_{i}\right\rangle^{2} m(\mathrm{~d} \xi) \mathrm{d} s \\
& +\int_{0}^{t} \int_{0}^{s}\left\langle\hat{b}, \mathrm{e}^{(s-u) \hat{B}} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle\xi, \mathrm{e}^{u \hat{B}} e_{i}\right\rangle^{2} \frac{\mu(\mathrm{~d} \xi)}{\|\xi\|^{2}}\right\rangle \mathrm{d} u \mathrm{~d} s \\
& +\int_{0}^{t}\left\langle x, \mathrm{e}^{(t-s) \hat{B}} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle\xi, \mathrm{e}^{s \hat{B}} e_{i}\right\rangle^{2} \frac{\mu(\mathrm{~d} \xi)}{\|\xi\|^{2}}\right\rangle \mathrm{d} s .
\end{aligned}
$$

We thus see that

$$
\begin{align*}
\sum_{i=1}^{\infty} \mathbb{E}_{x}\left[\left\langle X_{t}, e_{i}\right\rangle^{2}\right] \leq & 2\left\|\int_{0}^{t} \mathrm{e}^{s \hat{B}^{*}} \hat{b} \mathrm{~d} s\right\|^{2}+2\left\|\mathrm{e}^{t \hat{B}^{*}} x\right\|^{2}  \tag{5.38a}\\
& +\int_{0}^{t} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\|\mathrm{e}^{s \hat{B}^{*}} \xi\right\|^{2} m(\mathrm{~d} \xi) \mathrm{d} s  \tag{5.38b}\\
& +\int_{0}^{t} \int_{0}^{s} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\|\mathrm{e}^{u \hat{B}^{*}} \xi\right\|^{2}\left\langle\hat{b}, \mathrm{e}^{(s-u) \hat{B}} \frac{\mu(\mathrm{~d} \xi)}{\|\xi\|^{2}}\right\rangle \mathrm{d} u \mathrm{~d} s  \tag{5.38c}\\
& +\int_{0}^{t} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\|\mathrm{e}^{s \hat{B}^{*}} \xi\right\|^{2}\left\langle x, \mathrm{e}^{(t-s) \hat{B}} \frac{\mu(\mathrm{~d} \xi)}{\|\xi\|^{2}}\right\rangle \mathrm{d} s \tag{5.38d}
\end{align*}
$$

In the following we show that every term on the right-hand side of (5.38a)-(5.38d) converges as $t \rightarrow \infty$ uniformly in $x$, which then yields (5.37).
Note first that the adjoint semigroup $\left(\mathrm{e}^{t \hat{B}^{*}}\right)_{t \geq 0}$ generated by $\hat{B}^{*}$, the adjoint of $\hat{B}$, is also uniformly stable as $\left\|\mathrm{e}^{t \hat{B}}\right\|_{\mathcal{L}(\mathcal{H})}=\left\|\mathrm{e}^{t \hat{B} *}\right\|_{\mathcal{L}(\mathcal{H})}$ for all $t \geq 0$. For the first term on the right-hand side of (5.38a) we have $\int_{0}^{t}\left\|\mathrm{e}^{s \hat{B}^{*}} \hat{b}\right\| \mathrm{d} s \leq \frac{M}{\delta}\|\hat{b}\|$. The second term in (5.38a) vanishes as $t \rightarrow \infty$, since $\left(\mathrm{e}^{t \hat{B}^{*}}\right)_{t \geq 0}$ is uniformly stable. Note that $s \mapsto M^{2} \mathrm{e}^{-2 \delta s} \int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)$ is an integrable majorant for the term in (5.38b) and thus the integral converges for $t \rightarrow \infty$. For (5.38c) note that $\left\langle\hat{b}, \mathrm{e}^{(s-u) \hat{B}} \frac{\mu(\mathrm{~d} \xi)}{\|\xi\|^{2}}\right\rangle \geq 0$ for every $s, u \in \mathbb{R}^{+}$, which follows from the admissible parameter conditions, which imply that $\hat{b} \in \mathcal{H}^{+}$and $\mathrm{e}^{(s-u) \hat{B}}\left(\mathcal{H}^{+}\right) \subseteq$ $\mathcal{H}^{+}$, whenever $s \geq u$. Hence, we have

$$
\int_{0}^{\infty} \int_{0}^{s} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\|\mathrm{e}^{u \hat{B}^{*}} \xi\right\|^{2}\left\langle\hat{b}, \mathrm{e}^{(s-u) \hat{B}} \frac{\mu(\mathrm{~d} \xi)}{\|\xi\|^{2}}\right\rangle \mathrm{d} u \mathrm{~d} s \leq \frac{3}{2} \frac{M^{3}}{\delta^{2}}\|\hat{b}\|\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|
$$

Finally, note that $\int_{0}^{t} \mathrm{e}^{-2 \delta s} \mathrm{e}^{-\delta(t-s)} \mathrm{d} s=\frac{1}{\delta}\left(\mathrm{e}^{-\delta t}-\mathrm{e}^{-2 \delta t}\right)$ and hence the last term in (5.38d) vanishes as $t \rightarrow \infty$, which can be seen from

$$
\begin{align*}
& \int_{0}^{t} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\|\mathrm{e}^{s \hat{B}^{*}} \xi\right\|^{2}\left\langle x, \mathrm{e}^{(t-s) \hat{B}} \frac{\mu(\mathrm{~d} \xi)}{\|\xi\|^{2}}\right\rangle \mathrm{d} s \\
& \quad \leq M^{3}\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\|x\| \int_{0}^{t} \mathrm{e}^{-2 \delta s} \mathrm{e}^{-\delta(t-s)} \mathrm{d} s \\
& \quad \leq \frac{M^{3}}{\delta}\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\|x\|\left(\mathrm{e}^{-\delta t}-\mathrm{e}^{-2 \delta t}\right) \tag{5.39}
\end{align*}
$$

Thus, we proved that $\sup _{t \geq 0} \sup _{x \in \mathcal{H}^{+}} \mathbb{E}_{x}\left[\rho\left(X_{t}\right)\right]<\infty$, which proves the statement.

In the next proposition we show first that for every $f \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$the transition semigroup $\left(P_{t}\right)_{t \geq 0}$ converges in $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$as $t \rightarrow \infty$ and subsequently use this to define a continuous linear functional on $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$given by the limits.

Proposition 5.18. For all $f \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$the limit $\lim _{t \rightarrow \infty} P_{t} f$ exists in $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$ and $\pi(f):=\lim _{t \rightarrow \infty} P_{t} f(x)$ defines a continuous linear functional on $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$.

Proof. By Proposition 5.16 we know that for every $u \in \mathcal{H}^{+}$

$$
\lim _{t \rightarrow \infty}\left(P_{t} \mathrm{e}^{-\langle u, \cdot\rangle}\right)(x)=\mathrm{e}^{-\int_{0}^{\infty} F(\psi(s, u)) \mathrm{d} s}, \quad \forall x \in \mathcal{H}^{+}
$$

Define for $u \in \mathcal{H}^{+}, \pi_{u}=\mathrm{e}^{-\int_{0}^{\infty} F(\psi(s, u)) \mathrm{d} s} \mathbf{1}$ where $\mathbf{1}$ denotes the constant one function. We claim that the sequence $\left(P_{t} \mathrm{e}^{-\langle u, \cdot\rangle}\right)_{t \geq 0}$ converges in $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$to the constant function $\pi_{u} \in \mathcal{B}_{\rho}\left(\mathcal{H}_{w}^{+}\right)$. Indeed, we have

$$
\begin{aligned}
\left\|P_{t} \mathrm{e}^{-\langle u, \cdot\rangle}-\pi_{u}\right\|_{\rho} & =\sup _{x \in \mathcal{H}^{+}} \frac{\left|\left(\mathrm{e}^{-\int_{0}^{t} F(\psi(s, u)) \mathrm{d} s-\langle\psi(t, u), x\rangle}-\mathrm{e}^{-\int_{0}^{\infty} F(\psi(s, u)) \mathrm{d} s}\right)\right|}{\rho(x)} \\
& \leq \sup _{x \in \mathcal{H}^{+}} \frac{\left|\int_{t}^{\infty} F(\psi(s, u)) \mathrm{d} s-\langle\psi(t, u), x\rangle\right|}{\rho(x)} \\
& \leq \int_{t}^{\infty}|F(\psi(s, u))| \mathrm{d} s+\|\psi(t, u)\| \sup _{x \in \mathcal{H}^{+}} \frac{\|x\|}{\rho(x)} .
\end{aligned}
$$

where we have used $\rho(x)=1+\|x\|^{2}$. The first term converges to zero due to (5.36), while the second term tends to zero by Lemma 5.14.

Let $\mathcal{D}:=\operatorname{lin}\left\{\mathrm{e}^{-\langle u, \cdot\rangle}: u \in \mathcal{H}^{+}\right\}$and define $\pi$ as the linear extension of $\pi_{u}$ onto $\mathcal{D}$. In particular, we have $\lim _{t \rightarrow \infty} P_{t} f=\pi(f)$ in $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$for every $f \in \mathcal{D}$. In view of Proposition 5.17 we have $\sup _{t \geq 0}\left\|P_{t}\right\|_{\mathcal{L}\left(\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)\right)}<\infty$ and hence

$$
|\pi(f)| \leq \sup _{t \geq 0}\left\|P_{t}\right\|_{\mathcal{L}\left(\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)\right)}\|f\|_{\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)},
$$

i.e. $\pi$ is bounded on $\mathcal{D}$. Since $\mathcal{D}$ is dense in $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$, see Lemma 2.28, this means that there exists a unique extension of $\pi$ to a continuous linear functional on $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$, which we also denote by $\pi$. We thus proved the existence of $\pi \in$ $\mathcal{L}\left(\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right), \mathbb{R}\right)$ and it is only left to show that $P_{t} f \rightarrow \pi(f)$ as $t \rightarrow \infty$ for all $f \in$ $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$. The latter one is an immediate consequence of an $\varepsilon / 3$-argument using $\sup _{t \geq 0}\left\|P_{t}\right\|_{\mathcal{L}\left(\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)\right)}<\infty$ and $\overline{\mathcal{D}}=\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$. Thus, we conclude the assertion.

In the following lemma we prove that the functional $\pi$ is represented by a unique probability measure on $\mathcal{B}\left(\mathcal{H}^{+}\right)$.

Lemma 5.19. Let $\pi$ denote the continuous linear functional in Proposition 5.18. Then there exists a unique probability measure $\nu$ on $\mathcal{H}^{+}$such that

$$
\begin{equation*}
\pi(f)=\int_{\mathcal{H}^{+}} f(\xi) \nu(\mathrm{d} \xi) \quad \text { for all } f \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right) \tag{5.40}
\end{equation*}
$$

and $\nu$ is inner-regular on $\mathcal{B}\left(\mathcal{H}^{+}\right)$when $\mathcal{H}^{+}$is equipped with the weak topology.
Proof. By an application of the Riesz representation theorem in [45, Theorem 2.4] there exists a unique finite signed Radon measure $\nu$ on $\mathcal{B}\left(\mathcal{H}^{+}\right)$such that (5.40) and

$$
\begin{equation*}
\int_{\mathcal{H}^{+}}\left(1+\|x\|^{2}\right)|\nu|(\mathrm{d} \xi)=\|\pi\|_{\mathcal{L}\left(\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right), \mathbb{R}\right)} \tag{5.41}
\end{equation*}
$$

hold. Here $|\nu|$ denotes the total variation measure of $\nu$. Note that $\nu$ is a Radon measure with respect to the weak topology on $\mathcal{H}^{+}$, which implies the statement on the inner-regularity. It is left to prove that $\nu$ is a probability measure. Note that since $\lim _{t \rightarrow \infty} P_{t} \mathbf{1}(x)=1$ we have $\pi(\mathbf{1})=1$ and hence $\nu\left(\mathcal{H}^{+}\right)=1$. Moreover, as $P_{t} f \geq 0$ for all non-negative $f \in C_{b}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$and all $t \geq 0$, we have $\lim _{t \rightarrow \infty} P_{t} f(x) \geq$ 0 for all $x \in \mathcal{H}^{+}$and hence $\int_{\mathcal{H}^{+}} f(\xi) \nu(\mathrm{d} \xi) \geq 0$ for all non-negative $f \in C_{b}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$, which implies that the measure $\nu$ is also non-negative and hence it is a probability measure on $\mathcal{B}\left(\mathcal{H}^{+}\right)$.

In the following we identify the linear functional $\pi$ with the measure $\nu$ given by Lemma 5.19 and write $\pi$ instead of $\nu$. Finally we show that $\pi$ is, indeed, the unique invariant measure of $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$.
Proposition 5.20. Let $(b, B, m, \mu)$ be an admissible parameter set such that Assumption $\mathcal{D}$ is satisfied and denote the associated subcritical affine Markov process on $\mathcal{H}^{+}$by $\left(X_{t}\right)_{t \geq 0}$ and its transition kernels by $\left(p_{t}(x, \mathrm{~d} \xi)\right)_{t \geq 0}$. Then there exists a unique invariant measure $\pi$ for $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$. Moreover, for every $x \in \mathcal{H}^{+}$we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \int_{\mathcal{H}^{+}} f(\xi) p_{t}(x, \mathrm{~d} \xi) \rightarrow \int_{\mathcal{H}^{+}} f(\xi) \pi(\mathrm{d} \xi), \quad \forall f \in C_{b}\left(\mathcal{H}_{\mathrm{w}}^{+}\right) \tag{5.42}
\end{equation*}
$$

and the Laplace transform of $\pi$ is given by (5.7).
Proof. In Proposition 5.18 and the subsequent arguments, we have already shown the existence of the Borel measure $\pi$ such that (5.42) holds. It is left to show that $\pi$ is the unique invariant measure. We have

$$
\begin{aligned}
\int_{\mathcal{H}^{+}} \mathrm{e}^{-\langle u, \xi\rangle}\left(\int_{\mathcal{H}^{+}} p_{t}(x, \mathrm{~d} \xi) \pi(\mathrm{d} x)\right) & =\int_{\mathcal{H}^{+}}\left(\int_{\mathcal{H}^{+}} \mathrm{e}^{-\langle u, \xi\rangle} p_{t}(x, \mathrm{~d} \xi)\right) \pi(\mathrm{d} x) \\
& =\mathrm{e}^{-\phi(t, u)} \int_{\mathcal{H}^{+}} \mathrm{e}^{-\langle x, \psi(t, u)\rangle} \pi(\mathrm{d} x) .
\end{aligned}
$$

Note that by (5.28) we have $\psi(t+s, u)=\psi(t, \psi(s, u))$ and hence for every $u \in \mathcal{H}^{+}$ we have

$$
\begin{aligned}
\mathrm{e}^{-\phi(t, u)} \int_{\mathcal{H}^{+}} \mathrm{e}^{-\langle x, \psi(t, u)\rangle} \pi(\mathrm{d} x) & =\mathrm{e}^{-\phi(t, u)} \mathrm{e}^{-\int_{0}^{\infty} F(\psi(s, \psi(t, u))) \mathrm{d} s} \\
& =\mathrm{e}^{-\phi(t, u)} \mathrm{e}^{-\int_{0}^{\infty} F(\psi(t+s, u)) \mathrm{d} s} \\
& =\mathrm{e}^{-\phi(t, u)} \mathrm{e}^{-\int_{t}^{\infty} F(\psi(s, u)) \mathrm{d} s} \\
& =\mathrm{e}^{-\int_{0}^{\infty} F(\psi(s, u)) \mathrm{d} s} \\
& =\int_{\mathcal{H}^{+}} \mathrm{e}^{-\langle x, u\rangle} \pi(\mathrm{d} x) .
\end{aligned}
$$

This proves the invariance of $\pi$. Next, we prove that $\pi$ is the unique invariant measure. Suppose there exists a $\pi^{\prime} \in \mathcal{M}\left(\mathcal{H}^{+}\right)$which is invariant for $p_{t}(x, \mathrm{~d} \xi)$, then for every $u \in \mathcal{H}^{+}$and $t \geq 0$ we have:

$$
\begin{aligned}
\int_{\mathcal{H}^{+}} \mathrm{e}^{-\langle x, u\rangle} \pi^{\prime}(\mathrm{d} x) & =\int_{\mathcal{H}^{+} \backslash\{0\}} \mathrm{e}^{-\langle u, \xi\rangle}\left(\int_{\mathcal{H}^{+} \backslash\{0\}} p_{t}(x, \mathrm{~d} \xi) \pi^{\prime}(\mathrm{d} x)\right) \\
& =\int_{\mathcal{H}^{+} \backslash\{0\}} \mathrm{e}^{-\phi(t, u)-\langle x, \psi(t, u)\rangle} \pi^{\prime}(\mathrm{d} x),
\end{aligned}
$$

now by letting $t \rightarrow \infty$ we find that

$$
\int_{\mathcal{H}^{+} \backslash\{0\}} \mathrm{e}^{-\langle u, x\rangle} \pi^{\prime}(\mathrm{d} x)=\exp \left(-\int_{0}^{\infty} F(\psi(s, u)) \mathrm{d} s\right) .
$$

The Laplace transform is measure determining for measures on $\mathcal{B}\left(\mathcal{H}^{+}\right)$and hence $\pi=\pi^{\prime}$.

Remark 5.21. The convergence in (5.42) is weak convergence of $p_{t}(x, \cdot)$ to $\pi$ as $t \rightarrow \infty$ in the weak topology on $\mathcal{H}$. Even though the Borel algebras of $\mathcal{H}$ equipped with the norm topology and weak topology coincide, the weak convergence is different in general. We say that $p_{t}(x, \cdot) \rightarrow \pi$ as $t \rightarrow \infty$ weakly in the weak topology on $\mathcal{H}^{+}$, whenever $P_{t} f(x) \rightarrow \int_{\mathcal{H}^{+}} f(\xi) \pi(\mathrm{d} \xi)$ for all $f \in C_{b}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$.
If the stronger assumption $P_{t} f(x) \rightarrow \int_{\mathcal{H}^{+}} f(\xi) \pi(\mathrm{d} \xi)$ for all $f \in C_{b}\left(\mathcal{H}^{+}\right)$holds, we speak of the usual weak convergence, i.e., $p_{t}(x, \cdot) \Rightarrow \pi$ as $t \rightarrow \infty$. By [116, Theorem 1 and 2] we know that weak convergence in the weak topology together with

$$
\lim _{N \rightarrow \infty} \sup _{n \in \mathbb{N}} p_{t}\left(x, A_{N, n}\right)=0, \quad \text { for all } \epsilon>0
$$

where $A_{N, n}:=\left\{\sum_{i=N}^{\infty}\left\langle x, e_{i}\right\rangle^{2} \geq \epsilon\right\}$ for $N, n \in \mathbb{N}$, implies $p_{t}(x, \cdot) \Rightarrow \pi$ as $t \rightarrow \infty$. Note that in our main Theorem 5.3 we assert weak convergence in the strong topology, which will be shown below.

### 5.5.3 Proof of Theorem 5.3

Proposition 5.20 ensures the existence of a unique invariant measure $\pi$ of the family $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$ with Laplace transform (5.7). We also proved weak convergence of $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$ to $\pi$ as $t \rightarrow \infty$ in the weak topology. What is left to show is the convergence rates in Wasserstein distance of order $p$ for $p \in[1,2]$ as in (5.8). Then convergence in Wasserstein distance of some order $p \in[1, \infty)$ implies weak convergence (in the strong topology) and convergence of the $p$-th absolute moment, see [143, Theorem 6.9]. This implies the last assertion of Theorem 5.3. In the remainder we prove the convergence rates (5.8). We need the following lemma on the convolution property of the Wasserstein distance on $\mathcal{H}^{+}$:

Lemma 5.22. Let $W_{2}$ be the Wasserstein distance on $\mathcal{H}^{+}$. Let $\mu, \nu, \rho$ be Borel probability measures on $\mathcal{H}^{+}$. Then $W_{2}(\rho * \mu, \rho * \nu) \leq W_{2}(\mu, \nu)$.

Proof. Let $G$ be any coupling of $(\mu, \nu)$ and let $G^{\prime}$ be any coupling of $(\rho, \rho)$. For each $f, g: \mathcal{H} \longrightarrow \mathbb{R}_{+}$we find that

$$
\begin{aligned}
& \int_{\mathcal{H}^{+} \times \mathcal{H}^{+}}(f(x)+g(y))\left(G^{\prime} * G\right)(\mathrm{d} x, \mathrm{~d} y) \\
& =\int_{\mathcal{H}^{+} \times \mathcal{H}^{+}} \int_{\mathcal{H}^{+} \times \mathcal{H}^{+}}\left(f(x+z)+g\left(y+z^{\prime}\right)\right) G^{\prime}\left(\mathrm{d} z, \mathrm{~d} z^{\prime}\right) G(\mathrm{~d} x, \mathrm{~d} y) \\
& =\int_{\mathcal{H}^{+} \times \mathcal{H}^{+}} f(x+z) \rho(\mathrm{d} z) \mu(\mathrm{d} x)+\int_{\mathcal{H}^{+} \times \mathcal{H}^{+}} g\left(y+z^{\prime}\right) \rho\left(\mathrm{d} z^{\prime}\right) \nu(\mathrm{d} y),
\end{aligned}
$$

which shows that $G^{\prime} * G$ is a coupling of $(\rho * \mu, \rho * \nu)$. Hence,

$$
\begin{aligned}
& W_{2}(\rho * \mu, \rho * \nu)^{2} \\
& \leq \int_{\mathcal{H}^{+} \times \mathcal{H}^{+}}\|x-y\|^{2}\left(G^{\prime} * G\right)(\mathrm{d} x, \mathrm{~d} y) \\
& =\int_{\mathcal{H}^{+} \times \mathcal{H}^{+}} \int_{\mathcal{H}^{+} \times \mathcal{H}^{+}}\left\|(x+z)-\left(y+z^{\prime}\right)\right\|^{2} G^{\prime}\left(\mathrm{d} z, \mathrm{~d} z^{\prime}\right) G(\mathrm{~d} x, \mathrm{~d} y) \\
& =\iint_{\left(\mathcal{H}^{+} \times \mathcal{H}^{+}\right)^{2}}\left(\|x-y\|^{2}+2\left\langle x-y, z-z^{\prime}\right\rangle+\left\|z-z^{\prime}\right\|^{2}\right) G^{\prime}\left(\mathrm{d} z, \mathrm{~d} z^{\prime}\right) G(\mathrm{~d} x, \mathrm{~d} y) \\
& =\int_{\mathcal{H}^{+} \times \mathcal{H}^{+}}\|x-y\|^{2} G(\mathrm{~d}, \mathrm{~d} y)+\int_{\mathcal{H}^{+} \times \mathcal{H}^{+}}\left\|z-z^{\prime}\right\|^{2} G^{\prime}\left(\mathrm{d} z, \mathrm{~d} z^{\prime}\right)
\end{aligned}
$$

where the last inequality follows from the fact that $G^{\prime}$ has the same marginals so that $\int_{\mathcal{H}^{+} \times \mathcal{H}^{+}}\left\langle x-y, z-z^{\prime}\right\rangle G^{\prime}\left(\mathrm{d} z, \mathrm{~d} z^{\prime}\right)=0$. Letting now $G^{\prime}$ be the specific coupling determined by $G^{\prime}(A \times B)=\rho\left(\left\{z \in \mathcal{H}^{+}: z \in A \cap B\right\}\right)$ with $A, B \in \mathcal{B}\left(\mathcal{H}^{+}\right)$, shows that $\int_{\mathcal{H}^{+} \times \mathcal{H}^{+}}\left\|z-z^{\prime}\right\|^{2} G^{\prime}\left(\mathrm{d} z, \mathrm{~d} z^{\prime}\right)=0$. Since $G$ was arbitrary, the assertion is proved.

Let $p \in[1,2]$ and as before we denote by $q_{t}(x, \mathrm{~d} \xi)$ the transition kernel of an affine process associated with the admissible parameter set $(0, B, 0, \mu)$. Let $t \geq 0$, $x \in \mathcal{H}^{+}$and $G \in \mathcal{C}\left(\delta_{x}, \pi\right)$ i.e. $G$ is a coupling with marginals $\delta_{x}$ and $\pi$. Note that

$$
p_{t}(x, \mathrm{~d} y)=\int_{\mathcal{H}^{+}} p_{t}(z, \mathrm{~d} y) \delta_{x}(\mathrm{~d} z)=\int_{\mathcal{H}^{+} \times \mathcal{H}^{+}} p_{t}(z, \mathrm{~d} y) \mathbf{1}\left(z^{\prime}\right) G\left(\mathrm{~d} z, \mathrm{~d} z^{\prime}\right)
$$

and by the invariance of $\pi$ we also have

$$
\pi(\mathrm{d} y)=\int_{\mathcal{H}^{+}} p_{t}\left(z^{\prime}, \mathrm{d} y\right) \pi\left(\mathrm{d} z^{\prime}\right)=\int_{\mathcal{H}^{+} \times \mathcal{H}^{+}} p_{t}\left(z^{\prime}, \mathrm{d} y\right) \mathbf{1}(z) G\left(\mathrm{~d} z, \mathrm{~d} z^{\prime}\right)
$$

Thus, by the convexity property in [143, Theorem 4.8] and since $W_{p} \leq W_{2}$ for $p \in[1,2]$ we have

$$
\begin{align*}
W_{p}\left(p_{t}(x, \cdot), \pi\right) & =W_{p}\left(\int_{\mathcal{H}^{+}} p_{t}(z, \cdot) \delta_{x}(\mathrm{~d} z), \int_{\mathcal{H}^{+}} p_{t}(y, \cdot) \pi(\mathrm{d} y)\right) \\
& \leq\left(\int_{\mathcal{H}^{+} \times \mathcal{H}^{+}} W_{2}\left(p_{t}(z, \cdot), p_{t}(y, \cdot)\right)^{p} G(\mathrm{~d} z, \mathrm{~d} y)\right)^{1 / p} \tag{5.43}
\end{align*}
$$

By Lemma 5.15 we have $p_{t}(z, \cdot)=q_{t}(z, \cdot) * p_{t}(0, \cdot)$ for every $t \geq 0$. Thus, for $H \in \mathcal{C}\left(q_{t}(z, \cdot), q_{t}(y, \cdot)\right)$ we obtain by Lemma 5.22 that

$$
\begin{align*}
W_{2}\left(p_{t}(z, \cdot), p_{t}(y, \cdot)\right)^{p} & =W_{2}\left(q_{t}(z, \cdot) * p_{t}(0, \cdot), q_{t}(y, \cdot) * p_{t}(0, \cdot)\right)^{p} \\
& \leq W_{2}\left(q_{t}(z, \cdot), q_{t}(y, \cdot)\right)^{p} \\
& \leq\left(\int_{\mathcal{H}^{+} \times \mathcal{H}^{+}}\|\tilde{x}-\tilde{y}\|^{2} H(\mathrm{~d} \tilde{x}, \mathrm{~d} \tilde{y})\right)^{p / 2} \\
& \leq\left(2 \int_{\mathcal{H}^{+} \times \mathcal{H}^{+}}\left(\|\tilde{x}\|^{2}+\|\tilde{y}\|^{2}\right) H(\mathrm{~d} \tilde{x}, \mathrm{~d} \tilde{y})\right)^{p / 2} \\
& =\left(2 \int_{\mathcal{H}^{+} \times \mathcal{H}^{+}}\|\tilde{x}\|^{2} q_{t}(z, \mathrm{~d} \tilde{x})+2 \int_{\mathcal{H}^{+} \times \mathcal{H}^{+}}\|\tilde{y}\|^{2} q_{t}(y, \mathrm{~d} \tilde{y})\right)^{p / 2} . \tag{5.44}
\end{align*}
$$

Now, recall from (5.38a) that

$$
\int_{\mathcal{H}^{+} \times \mathcal{H}^{+}}\|\tilde{x}\|^{2} q_{t}(z, \mathrm{~d} \tilde{x}) \leq 2\left\|\mathrm{e}^{t \hat{B}^{*}} z\right\|^{2}+\int_{0}^{t} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\|\mathrm{e}^{\hat{B}^{*}} \xi\right\|^{2}\left\langle z, \mathrm{e}^{(t-s) \hat{B}} \frac{\mu(\mathrm{~d} \xi)}{\|\xi\|^{2}}\right\rangle \mathrm{d} s
$$

while all the other terms vanish as $\hat{b}=0$ and $m=0$.

By the same estimations as in (5.39) we conclude that

$$
\begin{aligned}
\int_{\mathcal{H}^{+} \times \mathcal{H}^{+}}\|\tilde{x}\|^{2} q_{t}(z, \mathrm{~d} \tilde{x}) & \leq 2\left\|\mathrm{e}^{t \hat{B}^{*}} z\right\|^{2}+\int_{0}^{t} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\|\mathrm{e}^{s \hat{B}^{*}} \xi\right\|^{2}\left\langle z, \mathrm{e}^{(t-s) \hat{B}} \frac{\mu(\mathrm{~d} \xi)}{\|\xi\|^{2}}\right\rangle \mathrm{d} s \\
& \leq 2 M^{2} \mathrm{e}^{-2 \delta t}\|z\|^{2}+\frac{M^{3}}{\delta}\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\| \mathrm{e}^{-\delta t}\|z\|
\end{aligned}
$$

Inserting this back into (5.44) and using the sub-additivity of $x \mapsto x^{p / 2}$ for $p \in[1,2]$, we obtain

$$
\begin{align*}
W_{2}\left(p_{t}(z, \cdot), p_{t}(y, \cdot)\right)^{p} \leq & \left(C_{1} \mathrm{e}^{-\delta t}\|z\|\right)^{p}+\left(C_{2} \mathrm{e}^{-\delta / 2}\|z\|^{1 / 2}\right)^{p} \\
& +\left(C_{1} \mathrm{e}^{-\delta t}\|y\|\right)^{p}+\left(C_{2} \mathrm{e}^{-\delta / 2}\|y\|^{1 / 2}\right)^{p} \tag{5.45}
\end{align*}
$$

for $C_{1}=2 M$ and $C_{2}=2^{1 / 2} M^{3 / 2} \delta^{-1 / 2}\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|^{1 / 2}$. Now, plugging (5.45) back into (5.43) and again by the sub-additivity of $x \mapsto x^{1 / p}$, we obtain the desired (5.8).

### 5.5.4 Proof of Corollary 5.5

For every $x \in \mathcal{H}^{+}$let $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$ be the transition kernels associated to the admissible parameter set $(b, B, m, \mu)$ by Theorem 2.8. Moreover, let $\pi$ be the unique invariant distribution of $\left(p_{t}(x, \cdot)\right)_{t \geq 0}$ (which is independent of $x \in \mathcal{H}^{+}$). From Theorem 5.3 i) we know that $\pi$ is inner-regular. Thus, from Proposition 5.23 below, we conclude the existence of a unique Markov process $\left(X^{\pi}\right)_{t \geq 0}$ such that for all $f \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$we have $\mathbb{E}_{\pi}\left[f\left(X_{t}\right)\right]=\int_{\mathcal{H}^{+}} P_{t} f(x) \pi(\mathrm{d} x)$. Moreover, since $\pi$ is the invariant measure we have for each $t \geq 0$

$$
\int_{\mathcal{H}^{+}} P_{t} f(x) \pi(\mathrm{d} x)=\int_{\mathcal{H}^{+}}\left(\int_{\mathcal{H}^{+}} f(\xi) p_{t}(x, \xi)\right) \pi(\mathrm{d} x)=\int_{\mathcal{H}^{+}} f(\xi) \pi(\mathrm{d} \xi)
$$

which implies that for all $t \geq 0$ the random variable $X_{t}^{\pi}$ has distribution $\pi$.

### 5.5.5 Proof of Proposition 5.6

Let us denote the space of all Hilbert-Schmidt operators on $\mathcal{H}$ by $\mathcal{L}_{2}(\mathcal{H})$ and note that $\left(e_{i} \otimes e_{j}\right)_{i, j \in \mathbb{N}}$ is an orthonormal basis of $\mathcal{L}_{2}(\mathcal{H})$. For every $y \in \mathcal{H}$ the operator $y \otimes y: \mathcal{H} \rightarrow \mathcal{H}$ defined by $y \otimes y(x)=\langle x, y\rangle y$ for every $x \in \mathcal{H}^{+}$is a Hilbert-Schmidt operator on $\mathcal{H}$ and we can write $y \otimes y=\sum_{i, j=1}^{\infty}\left\langle y, e_{i}\right\rangle\left\langle y, e_{j}\right\rangle e_{i} \otimes e_{j}$. Note that by (5.41) we have $\int_{\mathcal{H}^{+}} \rho(\xi) \pi(\mathrm{d} \xi)=\|\pi\|_{\mathcal{L}\left(\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right), \mathbb{R}\right)}<\infty$ and hence the absolute second moment of $\pi$ is finite, which implies

$$
\int_{\mathcal{H}^{+}}\|y \otimes y\|_{\mathcal{L}_{2}(\mathcal{H})} \pi(\mathrm{d} y) \leq \int_{\mathcal{H}^{+}} \operatorname{Tr}(y \otimes y) \pi(\mathrm{d} y) \leq \int_{\mathcal{H}^{+}}\|y\|^{2} \pi(\mathrm{~d} y)<\infty
$$

and hence the integral $\int_{\mathcal{H}^{+}} y \otimes y \pi(\mathrm{~d} y)$ is well-defined in the Bochner sense.

Thus, it remains to compute the first two moments of the invariant distribution. Note that for every $u \in \mathcal{H}$ the linear functional $\langle u, \cdot\rangle: \mathcal{H} \rightarrow \mathbb{R}$ satisfies the following two properties:
i) for every $R>0$ we have $\langle u, \cdot\rangle \in C_{b}\left(K_{\mathrm{w}}^{R}\right)$ where the set

$$
K_{\mathrm{w}}^{R}:=\left\{x \in \mathcal{H}^{+}:\|x\|^{2}+1 \leq R\right\}
$$

is compact in $\mathcal{H}^{+}$equipped with the weak topology and
ii) $\lim _{R \rightarrow \infty} \sup _{x \in \mathcal{H}^{+} \backslash K_{\mathrm{w}}^{R}}|\langle u, x\rangle|\left(1+\|x\|^{2}\right)^{-1}=0$,
which by [51, Theorem 2.7] implies $\langle u, \cdot\rangle \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$for all $u \in \mathcal{H}$. By Proposition 5.18 we have $P_{t} f \rightarrow \pi(f)$ as $t \rightarrow \infty$ for all $f \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$and hence also $P_{t}\langle u, \cdot\rangle \rightarrow \int_{\mathcal{H}^{+}}\langle u, \xi\rangle \pi(\mathrm{d} \xi)$ as $t \rightarrow \infty$. Let $\left(e_{i}\right)_{i \in \mathbb{N}}$ be an orthonormal basis of $\mathcal{H}$. Then, by (5.4) for $u=e_{i}$ for $i \in \mathbb{N}$ we have

$$
\lim _{t \rightarrow \infty} P_{t}\left\langle e_{i}, \cdot\right\rangle=\lim _{t \rightarrow \infty}\left(\int_{0}^{t}\left\langle\hat{b}, \mathrm{e}^{s \hat{B}} e_{i}\right\rangle \mathrm{d} s+\left\langle x, \mathrm{e}^{t \hat{B}} e_{i}\right\rangle\right)=\int_{0}^{\infty}\left\langle\hat{b}, \mathrm{e}^{s \hat{B}} e_{i}\right\rangle \mathrm{d} s
$$

and since $\xi=\sum_{i=1}^{\infty}\left\langle\xi, e_{i}\right\rangle e_{i}$ it follows that

$$
\begin{aligned}
\lim _{t \rightarrow \infty} \int_{\mathcal{H}^{+}} \xi p_{t}(x, \mathrm{~d} \xi) & =\lim _{t \rightarrow \infty} \sum_{i=1}^{\infty} \int_{\mathcal{H}^{+}}\left\langle\xi, e_{i}\right\rangle e_{i} p_{t}(x, \mathrm{~d} \xi) \\
& =\sum_{i=1}^{\infty}\left(\int_{0}^{\infty}\left\langle\hat{b}, \mathrm{e}^{s \hat{B}} e_{i}\right\rangle \mathrm{d} s\right) e_{i} \\
& =\int_{0}^{\infty} \mathrm{e}^{s \hat{B}^{*}} \hat{b} \mathrm{~d} s
\end{aligned}
$$

where we have used that

$$
\lim _{t \rightarrow \infty} \sum_{i=1}^{\infty}\left(\int_{0}^{t}\left\langle\hat{b}, \mathrm{e}^{s \hat{B}} e_{i}\right\rangle \mathrm{d} s\right) e_{i}=\sum_{i=1}^{\infty}\left(\int_{0}^{\infty}\left\langle\hat{b}, \mathrm{e}^{s \hat{B}} e_{i}\right\rangle \mathrm{d} s\right) e_{i},
$$

which is justified if $\lim _{N \rightarrow \infty} \sup _{t \geq 0} \sum_{i=N}^{\infty}\left\|\int_{0}^{t}\left\langle e^{\widehat{B^{*}}} \widehat{b}, e_{i}\right\rangle e_{i} \mathrm{~d} s\right\|=0$. The latter one follows from

$$
\sup _{t \geq 0} \sum_{i=N}^{\infty}\left\|\int_{0}^{t}\left\langle e^{s \widehat{B}^{*}} \widehat{b}, e_{i}\right\rangle e_{i} \mathrm{~d} s\right\| \leq \int_{0}^{\infty} \sum_{i=1}^{N}\left|\left\langle e^{s \widehat{B}^{*}} \widehat{b}, e_{i}\right\rangle\right| \mathrm{d} s
$$

and

$$
\int_{0}^{\infty} \sum_{i=1}^{\infty}\left|\left\langle e^{s \widehat{B}^{*} \widehat{b}}, e_{i}\right\rangle\right| \mathrm{d} s \leq \int_{0}^{\infty}\left\|e^{s \widehat{B}^{*}} \widehat{b}\right\| \mathrm{d} s \leq M\|\widehat{b}\| \delta^{-1}<\infty
$$

Thus, recalling that $\hat{b}=b+\int_{\mathcal{H}+\cap\{\|\xi\|>1\}} \xi m(\mathrm{~d} \xi)$ yields (5.10).
Next, we prove the desired formula for the second moments of $\pi$. For $i, j \in \mathbb{N}$ we set $g^{i, j}:=\left\langle\cdot, e_{i}\right\rangle\left\langle\cdot, e_{j}\right\rangle$. From (5.5) and analogous arguments as we used in Lemma 5.17 (to show that the integrals on the right-hand side of (5.46) below exists and are finite), we find that

$$
\begin{align*}
\lim _{t \rightarrow \infty} P_{t} g^{i, j}(x)= & \left(\int_{0}^{\infty}\left\langle\hat{b}, \mathrm{e}^{s \hat{B}} e_{i}\right\rangle \mathrm{d} s\right)\left(\int_{0}^{\infty}\left\langle\hat{b}, \mathrm{e}^{s \hat{B}} e_{j}\right\rangle \mathrm{d} s\right) \\
& +\int_{0}^{\infty} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle\xi, \mathrm{e}^{s \hat{B}} e_{i}\right\rangle\left\langle\xi, \mathrm{e}^{s \hat{B}} e_{j}\right\rangle m(\mathrm{~d} \xi) \mathrm{d} s \\
& +\int_{0}^{\infty} \int_{0}^{s}\left\langle\hat{b}, \mathrm{e}^{(s-u) \hat{B}} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle\xi, \mathrm{e}^{u \hat{B}} e_{i}\right\rangle\left\langle\xi, \mathrm{e}^{u \hat{B}} e_{j}\right\rangle \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}\right\rangle \mathrm{d} u \mathrm{~d} s . \tag{5.46}
\end{align*}
$$

holds for all $i, j \in \mathbb{N}$. The second moment formula (5.11) then follows from this and $y \otimes y=\sum_{i, j=1}^{\infty}\left\langle y, e_{i}\right\rangle\left\langle y, e_{j}\right\rangle e_{i} \otimes e_{j}$, once we have shown that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P_{t} g^{i, j}(x)=\int_{\mathcal{H}^{+}} g^{i, j}(y) \pi(\mathrm{d} y), \quad i, j \in \mathbb{N} \tag{5.47}
\end{equation*}
$$

Since the function $g^{i, j}$ does not belong to $\mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$, we cannot obtain (5.47) directly from Proposition 5.18. However, since $P_{t}\left\langle\cdot, e_{i}\right\rangle\left\langle\cdot, e_{j}\right\rangle(x) \leq P_{t} \rho(x)<\infty$ for all $t \geq 0$ and $x \in \mathcal{H}^{+}$, we see that the function is in the larger space $B_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$ and we deduce the assertion by an additional approximation argument. Namely, define $g_{n}^{i, j}:=g^{i, j} \wedge n$ for $n \in \mathbb{N}$. Then $g_{n}^{i, j} \in \mathcal{B}_{\rho}\left(\mathcal{H}_{\mathrm{w}}^{+}\right)$and we find that

$$
\begin{aligned}
\left|P_{t} g^{i, j}(x)-\int_{\mathcal{H}^{+}} g^{i, j}(x) \pi(\mathrm{d} x)\right| \leq & \left|P_{t} g^{i, j}(x)-P_{t} g_{n}^{i, j}(x)\right| \\
& +\left|P_{t} g_{n}^{i, j}(x)-\int_{\mathcal{H}^{+}} g_{n}^{i, j}(x) \pi(\mathrm{d} x)\right| \\
& +\left|\int_{\mathcal{H}^{+}} g_{n}^{i, j}(x) \pi(\mathrm{d} x)-\int_{\mathcal{H}^{+}} g^{i, j}(x) \pi(\mathrm{d} x)\right|
\end{aligned}
$$

Let $\varepsilon>0$. Take $n \in \mathbb{N}$ large enough so that $\left|\int_{\mathcal{H}^{+}}\left(g_{n}^{i, j}(x)-g^{i, j}(x)\right) \pi(\mathrm{d} x)\right|<\varepsilon$. Next, note that

$$
\lim _{n \rightarrow \infty} \sup _{t \geq 0}\left|P_{t} g^{i, j}(x)-P_{t} g_{n}^{i, j}(x)\right| \leq \lim _{n \rightarrow \infty} \sup _{t \geq 0} \mathbb{E}\left[\left\|X_{t}\right\|^{2} \mathbb{1}_{\left\{\left\|X_{t}\right\|^{2}>n\right\}}\right]=0
$$

where the last identity follows from the characterization of convergence in the Wasserstein distance (see [143, Section 6]). Hence we find $n$ large enough such that $\left|P_{t} g^{i, j}(x)-P_{t} g_{n}^{i, j}(x)\right|<\varepsilon$ holds uniformly in $t \geq 0$.

Finally, for this fixed choice of $n$, we may choose in view of Proposition 5.18 $t$ large enough so that $\left|P_{t} g^{i, j}(x)-\int_{\mathcal{H}^{+}} g^{i, j}(x) \pi(\mathrm{d} x)\right|<\varepsilon$. Combining all these estimates proves (5.47), which completes the proof of Proposition 5.6.

### 5.6 A version of Kolmogorov's extension theorem for inner-regular distributions

In the proof of Corollary 5.5 we made use of the following adapted version of Kolmogorov's extensions theorem (Theorem 2.26, which is taken from [45, Theorem 2.11]).

Proposition 5.23. Let $(Y, \rho)$ be a weighted space and let $\left(P_{t}\right)_{t \geq 0}$ be a generalized Feller semigroup on $\mathcal{B}_{\rho}(Y)$ with $P_{t} \mathbf{1}=\mathbf{1}$ for $t \geq 0$. Then for every $\nu \in \mathcal{M}(Y)$ which is inner-regular, there exists a probability space $\left(\Omega, \mathcal{F}, \mathbb{P}_{\nu}\right)$, filtered by a right-continuous filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$, and a Markov process $\left(X_{t}\right)_{t \geq 0}$ with values in $Y$ such that $\mathbb{P}_{\nu}\left(X_{0} \in A\right)=\nu(A)$ for every $\mathcal{B}(Y)$ and

$$
\mathbb{E}_{\mathbb{P}_{\nu}}\left[f\left(X_{t}\right)\right]=\int_{Y} P_{t} f(\xi) \nu(\mathrm{d} \xi), \quad t \geq 0, f \in \mathcal{B}_{\rho}(Y)
$$

Proof. In [45, Theorem 2.11] this version of the Kolmogorov extension theorem is proven for $\nu=\delta_{x}$ and $x \in Y$. In the proof of [45, Theorem 2.11] it is shown that the transition kernels $p_{t}(x, \cdot)$ for $x \in Y$ and $t \geq 0$ given through the relation

$$
P_{t} f(x)=\int_{Y} f(\xi) p_{t}(x, \mathrm{~d} \xi)
$$

form a Kolmogorov consistent family according to [2, Section 15.6]. It is then concluded from a Kolmogorov extension theorem given by [2, Theorem 15.23] that there exists a probability measure $\mathbb{P}_{\delta_{x}}$ such that the assertions of the proposition hold. We draw the same conclusion for any other probability measures $\nu$ in $\mathcal{M}(Y)$ satisfying

$$
\begin{equation*}
\nu(A)=\sup \{\mu(K): K \subseteq A: A \in \mathcal{K} \text { and } A \in \mathcal{B}(Y) \cap \mathcal{K}\} \tag{5.48}
\end{equation*}
$$

where $\mathcal{K}$ is a compact class in $Y$. Note that every weighted space $Y$ is a Hausdorff topological space and hence the family $\mathcal{K}$ of all compact sets of $Y$ forms a compact class, see [2, Theorem 2.31]. We thus see that every inner-regular probability measure $\nu \in \mathcal{M}(Y)$ satisfies (5.48) and hence the assertion of the proposition follows from this, Kolmogorov extension theorem [2, Theorem 15.23] and analogous arguments as in [45, Theorem 2.11].

### 5.7 Concluding remarks

In this chapter we studied the long-time behavior of affine processes on $\mathcal{H}^{+}$. In particular, we proved the existence and uniqueness of an invariant measure, constructed the corresponding stationary affine process and provide explicit formulas for the first and second moment of the invariant distribution. Moreover, we proved ergodicity of the affine processes and established explicit and dimensionfree convergence rates for the convergence of the transition kernels to the invariant measure in Wasserstein distance of order $p \in[1,2]$. From a theoretical viewpoint, this chapter provides the first systematic study of the long-time behavior of affine processes in a Hilbert space setting, in particular for affine processes admitting state-dependent jumps. We suppose that our techniques, e.g. the use of the generalized Feller framework, can be used effectively to study the long-time behavior of affine processes in general Hilbert spaces.

From an application point of view, we use affine processes on $\mathcal{H}^{+}$to model the instantaneous covariance process in infinite-dimensional stochastic covariance models. We defined Hilbert valued affine stochastic covariance models in the stationary covariance regime by using the stationary affine process to model the instantaneous covariance. In this context we considered the geometric affine stochastic covariance model for forward curve dynamics in commodity markets, introduced in Chapter 4, and studied the long-time behavior of the implied forward volatility smile for large forward-start dates which can be combined with the option-pricing formulas for plain-vanilla options from Proposition 4.7.

## Finite-Rank Approximation of Affine Stochastic Covariance Models


#### Abstract

In this chapter we study finite-dimensional approximations of instantaneous covariance processes in infinite-dimensional affine stochastic covariance models. More specifically, we construct sequences of finiterank operator-valued affine processes converging weakly to the class of affine pure-jump processes on positive Hilbert-Schmidt operators introduced in Chapter 2. In addition to that, we present explicit convergence rates for the Laplace transforms in terms of a Galerkin approximation of the associated generalized Riccati equations. The relevance of this chapter is at least twofold: First, it provides an alternative proof for the existence of affine pure-jump processes on positive Hilbert-Schmidt operators, this time by exploiting the connection to their finite-dimensional versions. Second, it gives a numerically feasible approximation scheme for this class of infinite-dimensional affine processes and quantifies the approximation error by establishing explicit error bounds for finite-rank approximations. As a byproduct of this approach, we prove the existence of càdlàg versions of affine pure-jump processes. Moreover, we apply our findings to stochastic covariance modeling and study weakly convergent finite-rank approximation of affine stochastic covariance models.


This chapter is based on the working paper:
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Finite-rank approximation of affine processes on Hilbert-Schmidt operators.

### 6.1 Introduction

The leitmotif of the affine class is its good tractability entailed by the affine transform formula (1.3), i.e. that computations of the Fourier-Laplace transform reduce to mere evaluations of $\phi$ and $\psi$, provided that both functions are (approximately) known. However, a priori it is not clear that this assumption is satisfied, especially since in our case the associated generalized Riccati equations are, in general, non-linear and infinite-dimensional.
This issue motivates us to analyze feasible numerical approximations of affine processes on positive Hilbert-Schmidt operators and their associated generalized Riccati equations. More specifically, we present a Galerkin type approximation of the generalized Riccati equations (2.8) and construct an associated sequence of finite-rank operator-valued affine processes that converge weakly to the infinitedimensional affine process associated with the generalized Riccati equations. In addition, we provide explicit convergence rates of the corresponding Laplace transforms and quantify the approximation error. As a convenient byproduct of our method, we prove that the considered class of affine processes on $\mathcal{H}^{+}$always admits versions with càdlàg paths and in this respect qualify as the instantaneous covariance process in stochastic covariance models of the form discussed in Chapter 3 (see also Section 6.5 below). Moreover, we want to emphasize that our approximation method is also constructive and gives an alternative proof for the existence of affine pure-jump processes on $\mathcal{H}^{+}$.
As noted before, we view affine processes on the cone $\mathcal{H}^{+}$as the natural infinitedimensional analog of affine processes on $\mathbb{S}_{d}^{+}$. In fact, our findings in this chapter prove that affine processes on $\mathcal{H}^{+}$are actually the limits of properly chosen affine $\mathbb{S}_{d}^{+}$-valued affine processes studied in [42]. In the following paragraphs we describe and structure the main contributions of this chapter:

Galerkin approximation of generalized Riccati equations In Proposition 6.1, we construct Galerkin type approximations of the functions $\phi$ and $\psi$, the unique solutions of the generalized Riccati equations (2.8) modulated by an admissible parameter set $(b, B, m, \mu)$. The Galerkin approximations are defined on positive finite-rank operators and we prove their convergence to $\phi$ and $\psi$ uniformly on compact time intervals. Moreover, denoting the sequence of Galerkin approximations by $\left(\phi_{d}\right)_{d \in \mathbb{N}}$ and $\left(\psi_{d}\right)_{d \in \mathbb{N}}$, we present explicit bounds, in terms of ( $b, B, m, \mu$ ) and the initial value $u \in \mathcal{H}^{+}$of $\psi$, for the approximation error

$$
\sup _{t \in[0, T]}\left(\left|\phi_{d}\left(t, \mathbf{P}_{d}(u)\right)-\phi(t, u)\right|+\left\|\psi_{d}\left(t, \mathbf{P}_{d}(u)\right)-\psi(t, u)\right\|_{\mathcal{H}}\right),
$$

where $\mathbf{P}_{d}$ denotes the orthogonal projection onto $\mathcal{H}_{d}$, the space of operators on $H$ with rank at most $d \in \mathbb{N}$ spanned by a set of basis vectors $\left\{\mathbf{e}_{i, j}: 1 \leq i \leq j \leq d\right\}$.

Finite-rank operator-valued affine processes For every rank $d \in \mathbb{N}$ we show in Proposition 6.2 the existence of an affine process on $\mathcal{H}_{d}^{+}$, the cone of positive operators in $\mathcal{H}_{d}$, associated with the Galerkin approximations $\phi_{d}$ and $\psi_{d}$. More precisely, we prove the existence of a unique finite-variation Markov process $\left(X^{d},\left(\mathbb{P}_{x}^{d}\right)_{x \in \mathcal{H}^{+}}\right)$on $\mathcal{H}_{d}^{+}$such that for all initial values $X_{0}^{d}=\mathbf{P}_{d}(x) \in \mathcal{H}_{d}^{+}$ the following affine transform formula holds true:

$$
\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\mathrm{e}^{-\left\langle X_{t}^{d}, u_{d}\right\rangle}\right]=\mathrm{e}^{-\phi_{d}\left(t, u_{d}\right)-\left\langle\mathbf{P}_{d}(x), \psi_{d}\left(t, u_{d}\right)\right\rangle}, \quad t \geq 0, u_{d} \in \mathcal{H}_{d}^{+}
$$

Existence and weak convergence In Theorem 6.4 we show that the sequence of finite-rank operator-valued affine processes $\left(X^{d}\right)_{d \in \mathbb{N}}$ from above is tight on $D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)$, the Skorohod space of all càdlàg paths from $\mathbb{R}^{+}$into $\mathcal{H}^{+}$. Moreover, we prove that the processes $\left(X^{d}\right)_{d \in \mathbb{N}}$ solve the martingale problems for an associated sequence of Kolmogorov-type operators. From this, convergence of the operators and tightness, we derive the weak convergence of $\left(X^{d}\right)_{d \in \mathbb{N}}$ to a unique càdlàg Markov process $X$ with values in $\mathcal{H}^{+}$satisfying the affine transform formula (1.3). In addition to that, we present explicit convergence rates for the associated Laplace transforms and give a class of examples for affine process on $\mathcal{H}^{+}$with jumps of infinite-variation and describe their finite-rank approximations.

### 6.1.1 Layout of the chapter

This chapter is structured as follows: In Section 6.2 we introduce some additional notation, in particular the notion of finite-rank projection schemes. Section 6.3 is devoted to the presentation of our main results. More specifically, in Section 6.3.1 we introduce Galerkin approximations of the generalized Riccati equations and provide the convergence rates. In Section 6.3 .2 we state our results on the existence of finite-rank operator-valued affine processes associated with the Galerkin approximations. In Section 6.3.3 we present our main result on the existence and approximation of affine processes on positive Hilbert-Schmidt operators. To illustrate our main findings, we give in Section 6.4 a concrete example of an affine process on positive Hilbert-Schmidt operators of infinite-variation and specify its finite-rank approximations. Applications of our results in the context of infinitedimensional stochastic covariance modeling are discussed in Section 6.5. All the proofs are contained in the subsequent four chapters. More precisely, in Section 6.6 we prove the existence and convergence of the Galerkin approximations. In Section 6.7 we construct associated sequences of finite-rank operator-valued affine processes. In Section 6.8 we prove weak convergence of the sequences of finite-rank processes to a class of affine processes with values in the cone of positive Hilbert-Schmidt operators. In Section 6.9 we prove our results concerning the finite-rank approximations of stochastic covariance models.

### 6.2 Notation and preliminaries

Throughout this chapter we let $\left(H,\langle\cdot, \cdot\rangle_{H}\right)$ be a real separable Hilbert space and denote its norm by $\|\cdot\|_{H}$. Moreover, let $\left(V,(\cdot, \cdot)_{V}\right)$ be a second separable Hilbert space with norm $\|\cdot\|_{V}$. For a subspace $V \subseteq H$ we say that $V$ is continuously embedded in $H$, if there exists a constant $C$ such that $\|u\|_{H} \leq C\|u\|_{V}$ for all $u \in V$. If in addition the embedding operator of $V$ into $H$ is compact, then we say that $V$ is compactly embedded into $H$ and write $V \subset \subset H$.
Let $\left(B,\|\cdot\|_{B}\right)$ be a real separable Banach space. Then for any $F \subseteq B$, we denote by $D\left(\mathbb{R}^{+}, F\right)$ the space of all càdlàg path from $\mathbb{R}^{+}$into $F$ equipped with the Skorohod topology, see e.g. [83].

Finite-rank projection schemes in Hilbert-Schmidt operator space Let $\left(e_{i}\right)_{i \in \mathbb{N}}$ be an orthonormal basis of $H$ which can be chosen arbitrarily, but is fixed throughout the section. For every $d \in \mathbb{N}$ we denote by $H_{d}$ the $d$-dimensional subspace of $H$ spanned by the first $d$ basis vectors, i.e.

$$
H_{d}:=\operatorname{lin}\left\{e_{i}: i=1, \ldots, d\right\}
$$

We denote the orthogonal projection of $H$ onto $H_{d}$, with respect to the inner product $\langle\cdot, \cdot\rangle_{H}$, by $\mathrm{P}_{d}$. For every $i \in \mathbb{N}$ we set $\mathbf{e}_{i, i}:=e_{i} \otimes e_{i}$ and for all $i \neq j$ set $\mathbf{e}_{i, j}:=\frac{1}{\sqrt{2}}\left(e_{i} \otimes e_{j}+e_{j} \otimes e_{i}\right)$. Note that $\left\|\mathbf{e}_{i, j}\right\|=1, \mathbf{e}_{i, j}=\mathbf{e}_{j, i}$ for every $i, j \in \mathbb{N}$ and it can be seen that the family $\left\{\mathbf{e}_{i, j}\right\}_{i \leq j \in \mathbb{N}}:=\left\{\mathbf{e}_{i, j}: i, j \in \mathbb{N}, i \leq j\right\}$ is an orthonormal basis of $\mathcal{H}$. For every $d \in \mathbb{N}$, we let $\mathcal{H}_{d}$ stand for the finitedimensional subspace of $\mathcal{H}$ spanned by the family $\left\{\mathbf{e}_{i, j}: 1 \leq i \leq j \leq d\right\}$, i.e.

$$
\mathcal{H}_{d}:=\operatorname{lin}\left\{\mathbf{e}_{i, j}: 1 \leq i \leq j \leq d\right\}
$$

We denote the orthogonal projection of $\mathcal{H}$ onto $\mathcal{H}_{d}$, with respect to the inner product $\langle\cdot, \cdot\rangle$, by $\mathbf{P}_{d}$ and note that for every $d \in \mathbb{N}$ and $u \in \mathcal{H}$ we have $\mathbf{P}_{d}(u)=$ $\mathrm{P}_{d} u \mathrm{P}_{d}$. Moreover, every operator in $\mathcal{H}_{d}$ is self-adjoint and of rank at most $d$. We write $\mathbf{P}_{d}^{\perp}(u):=u-\mathbf{P}_{d}(u)$ and note that $\lim _{d \rightarrow \infty}\left\|\mathbf{P}_{d}^{\perp} x\right\|=0$ for all $x \in \mathcal{H}$. In addition, it can be seen that $\mathcal{H}_{d}=\left\{u \mathrm{P}_{d}: u \in \mathcal{L}\left(H_{d}\right), u=u^{*}\right\}$ and for the cone of all positive self-adjoint operators in $\mathcal{H}_{d}$, denoted by $\mathcal{H}_{d}^{+}$, we have

$$
\mathcal{H}_{d}^{+}:=\left\{u \mathrm{P}_{d}: u \in \mathcal{L}\left(H_{d}\right), u=u^{*},\langle u h, h\rangle_{H} \geq 0 \forall h \in H_{d}\right\} .
$$

Note further that $\mathcal{H}_{d}^{+} \subseteq \mathcal{H}_{d+1}^{+} \subseteq \mathcal{H}^{+}$for all $d \in \mathbb{N}$. For more details on the subspace of finite-rank operators in the ambient space of all Hilbert-Schmidt operators see [128]. As in [75], we call a sequence $\left(\mathcal{H}_{d}, \mathbf{P}_{d}\right)_{d \in \mathbb{N}}$ defined as above a projection scheme in $\mathcal{H}$ (with respect to the orthonormal basis $\left\{\mathbf{e}_{i, j}\right\}_{i \leq j \in \mathbb{N}}$ ).

### 6.3 Finite-rank approximation of affine processes on positive Hilbert-Schmidt operators

Let $\left(H,\langle\cdot, \cdot\rangle_{H}\right)$ and $(\mathcal{H},\langle\cdot, \cdot\rangle)$ be as in Section 6.2 and let $\left(\mathcal{H}_{d}, \mathbf{P}_{d}\right)_{d \in \mathbb{N}}$ be a projection scheme in $\mathcal{H}$ with respect to an orthonormal basis $\left\{\mathbf{e}_{i, j}\right\}_{i \leq j \in \mathbb{N}}$ of $\mathcal{H}$. In the following Sections 6.3.1, 6.3.2 and 6.3.3 we give comprehensive versions of our main results concerning the finite-rank approximation of affine processes on Hilbert-Schmidt operators.

### 6.3.1 Galerkin approximation of the generalized Riccati equation

Recall the two functions $F$ and $R$ from (2.6). Then for every $d \in \mathbb{N}$ we define $R_{d}: \mathcal{H}_{d}^{+} \rightarrow \mathcal{H}_{d}$ and $F_{d}: \mathcal{H}_{d}^{+} \rightarrow \mathbb{R}$ as $R_{d}\left(u_{d}\right):=\mathbf{P}_{d}\left(R\left(u_{d}\right)\right)$ and $F_{d}\left(u_{d}\right):=F\left(u_{d}\right)$ for $u_{d} \in \mathcal{H}_{d}^{+}$. In particular, for every $u \in \mathcal{H}^{+}$we have $F_{d}\left(\mathbf{P}_{d}(u)\right)=F\left(\mathbf{P}_{d}(u)\right)$ and $R_{d}\left(\mathbf{P}_{d}(u)\right)=\mathbf{P}_{d}\left(R\left(\mathbf{P}_{d}(u)\right)\right)$. The next proposition asserts the convergence of Galerkin type approximations $\left(\phi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right), \psi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right)\right)$, with respect to the projection scheme $\left(\mathcal{H}_{d}, \mathbf{P}_{d}\right)_{d \in \mathbb{N}}$, to the unique solution $(\phi(\cdot, u), \psi(\cdot, u))$ of (2.8). Moreover, we provide explicit convergence rates that hold uniformly on compact time intervals.
Proposition 6.1. Let $(b, B, m, \mu)$ be an admissible parameter set as in Definition 2.3 and for every $u \in \mathcal{H}^{+}$denote by $(\phi(\cdot, u), \psi(\cdot, u))$ the unique solution of (2.8). Then for every $d \in \mathbb{N}, T>0$ and $u \in \mathcal{H}^{+}$there exists a unique solution $\left(\phi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right), \psi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right)\right)$ of

$$
\begin{cases}\frac{\partial \phi_{d}\left(t, \mathbf{P}_{d}(u)\right)}{\partial t}=F_{d}\left(\psi_{d}\left(t, \mathbf{P}_{d}(u)\right)\right), & \phi_{d}\left(0, \mathbf{P}_{d}(u)\right)=0  \tag{6.1a}\\ \frac{\partial \psi_{d}\left(t, \mathbf{P}_{d}(u)\right)}{\partial t}=R_{d}\left(\psi_{d}\left(t, \mathbf{P}_{d}(u)\right)\right), & \psi_{d}\left(0, \mathbf{P}_{d}(u)\right)=\mathbf{P}_{d}(u)\end{cases}
$$

such that $\phi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right) \in C^{1}\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right), \psi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right) \in C^{1}\left(\mathbb{R}^{+}, \mathcal{H}_{d}^{+}\right)$and to which we refer as the $d^{\text {th }}$-Galerkin approximation of $(\phi(\cdot, u), \psi(\cdot, u))$. Moreover, there exists a constant $K \geq 0$, independent of $d \in \mathbb{N}$, such that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left(\left|\phi_{d}\left(t, \mathbf{P}_{d}(u)\right)-\phi(t, u)\right|+\left\|\psi_{d}\left(t, \mathbf{P}_{d}(u)\right)-\psi(t, u)\right\|\right) \leq K C_{T, d} \tag{6.2}
\end{equation*}
$$

where $C_{T, d}$ is given by

$$
\begin{equation*}
C_{T, d}=\sup _{t \in[0, T]}\left(\left\|\mathbf{P}_{d}^{\perp}\left(\mathrm{e}^{t B^{*}} u\right)\right\|+\left\|\mathbf{P}_{d}^{\perp}\left(\mathrm{e}^{t B^{*}} \mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right)\right\|\right) \tag{6.3}
\end{equation*}
$$

In particular, for every $u \in \mathcal{H}^{+}$the sequence $\left(\phi_{d}\left(t, \mathbf{P}_{d}(u)\right), \psi_{d}\left(t, \mathbf{P}_{d}(u)\right)\right)_{d \in \mathbb{N}}$ converges to $(\phi(t, u), \psi(t, u))$ uniformly on compact sets in time.

### 6.3.2 Finite-rank operator-valued affine processes

For every $d \in \mathbb{N}$ we define the set $\mathcal{D}^{d}:=\left\{\mathrm{e}^{-\langle\cdot, u\rangle}: u \in \mathcal{H}_{d}^{+}\right\} \subseteq C\left(\mathcal{H}^{+}, \mathbb{R}\right)$ and the operator $\mathcal{G}^{d}: \mathcal{D}^{d} \rightarrow C\left(\mathcal{H}^{+}, \mathbb{R}\right)$ as

$$
\begin{equation*}
\mathcal{G}^{d} \mathrm{e}^{-\langle\cdot, u\rangle}(x):=\left(-F_{d}(u)-\left\langle x, R_{d}(u)\right\rangle\right) \mathrm{e}^{-\langle x, u\rangle}, \quad x \in \mathcal{H}^{+}, \tag{6.4}
\end{equation*}
$$

where $F_{d}$ and $R_{d}$ are defined as in Section 6.3 .1 above. The next proposition asserts that the $d^{t h}$-Galerkin approximation $\left(\phi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right), \psi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right)\right)$ gives rise to an affine Markov process $X^{d}$ with values in $\mathcal{H}_{d}^{+}$that solves the martingale problem for $\mathcal{G}^{d}$ with $X_{0}^{d}=\mathbf{P}_{d}(x)$ on a suitable stochastic basis. The proof of this proposition is based on [42], i.e. we essentially use the matrix-valued theory and a subsequent transformation to finite-rank operator-valued processes to establish the existence (see Section 6.7).

Proposition 6.2. Let the assumptions of Proposition 6.1 hold. Then for every $d \in \mathbb{N}$ the following holds true:
i) There exists a unique Markov process $\left(X^{d},\left(\mathbb{P}_{x}^{d}\right)_{x \in \mathcal{H}^{+}}\right)$on $\mathcal{H}^{+}$, where $\mathbb{P}_{x}^{d}$ denotes the law of $X^{d}$ given $X_{0}^{d}=\mathbf{P}_{d}(x)$, with paths in $D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)$and such that for every $x \in \mathcal{H}^{+}$we have $\mathbb{P}_{x}^{d}\left(\left\{X_{t}^{d} \in \mathcal{H}_{d}^{+}: t \geq 0\right\}\right)=1$ and the following affine transform formula holds true:

$$
\begin{equation*}
\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\mathrm{e}^{-\left\langle X_{t}^{d}, \mathbf{P}_{d}(u)\right\rangle}\right]=\mathrm{e}^{-\phi_{d}\left(t, \mathbf{P}_{d}(u)\right)-\left\langle\mathbf{P}_{d}(x), \psi_{d}\left(t, \mathbf{P}_{d}(u)\right)\right\rangle}, t \geq 0, u \in \mathcal{H}^{+}, \tag{6.5}
\end{equation*}
$$

for $\left(\phi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right), \psi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right)\right)$ the unique solution of (6.1).
ii) For every $x \in \mathcal{H}^{+}$and every $u \in \mathcal{H}^{+}$the process

$$
\begin{equation*}
\left(\mathrm{e}^{-\left\langle X_{t}^{d}, \mathbf{P}_{d}(u)\right\rangle}-\mathrm{e}^{-\left\langle\mathbf{P}_{d}(x), \mathbf{P}_{d}(u)\right\rangle}-\int_{0}^{t}\left(\mathcal{G}^{d} \mathrm{e}^{-\left\langle\cdot, \mathbf{P}_{d}(u)\right\rangle}\right)\left(X_{s}^{d}\right) \mathrm{d} s\right)_{t \geq 0} \tag{6.6}
\end{equation*}
$$

is a martingale with respect to the stochastic basis $\left(\Omega, \overline{\mathcal{F}}^{d}, \overline{\mathbb{F}}^{d}, \mathbb{P}_{x}^{d}\right)$, where $\Omega=D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)$and $\overline{\mathbb{F}}^{d}=\left(\overline{\mathcal{F}}_{t}^{d}\right)_{t \geq 0}$ denotes the augmentation of the natural filtration $\left(\mathcal{F}_{t}^{d}\right)_{t \geq 0}$ of $X^{d}$ with respect to the measure $\mathbb{P}_{x}^{d}$ from part $\left.i\right)$.

Remark 6.3. In Proposition 6.22 and 6.23 below we give some additional properties of the processes $\left(X^{d}\right)_{d \in \mathbb{N}}$, namely: We present a semimartingale representation of $\left(X_{t}^{d}\right)_{t \geq 0}$, give a more detailed description of the operator $\mathcal{G}^{d}$ and show that all the processes $\left(X^{d}\right)_{d \in \mathbb{N}}$ must be of finite-variation.

### 6.3.3 Existence and weak convergence

In the following we recall the setting of [139], namely: We let $\left(H,\langle\cdot, \cdot\rangle_{H}\right)$ be a separable (infinite-dimensional) Hilbert space and assume that $\left(V,(\cdot, \cdot)_{V}\right)$ is a second separable Hilbert space such that $V \subseteq H$. We assume the following:
Assumption $\mathcal{E} .\left(V,(\cdot, \cdot)_{V}\right)$ is densely and compactly embedded in $\left(H,\langle\cdot, \cdot\rangle_{H}\right)$.
We denote by $V^{*}$ the Hilbert space dual of $V$ with respect to the inner-product $\langle\cdot, \cdot\rangle_{H}$ and by identifying $H$ with its dual space $H^{*}$ we obtain the Gelfand triple: $V \hookrightarrow H \hookrightarrow V^{*}$. Moreover, we define the space $\mathcal{V}$ by

$$
\begin{equation*}
\mathcal{V}:=\mathcal{L}_{2}\left(V^{*}, H\right) \cap \mathcal{L}_{2}(H, V), \tag{6.7}
\end{equation*}
$$

equip $\mathcal{V}$ with the inner-product $\langle\cdot, \cdot\rangle_{\mathcal{V}}:=\langle\cdot, \cdot\rangle_{\mathcal{L}_{2}\left(V^{*}, H\right)}+\langle\cdot, \cdot\rangle_{\mathcal{L}_{2}(H, V)}$ and denote the induced norm by $\|\cdot\|_{\mathcal{V}}$. Note that $\mathcal{V} \subseteq \mathcal{L}_{2}(H)$ and $\left(\mathcal{V},\langle\cdot, \cdot\rangle_{\mathcal{V}}\right)$ is a Hilbert space, which is itself densely and compactly embedded in $\left(\mathcal{L}_{2}(H),\langle\cdot, \cdot\rangle\right)$, see [139, Proposition 2.1]. We define $\mathcal{V}_{0} \subseteq \mathcal{V}$ to be the subspace of all self-adjoint operators (with respect to $\langle\cdot, \cdot\rangle$ ), i.e. $\mathcal{V}_{0}:=\mathcal{V} \cap \mathcal{H}$.
We now proceed with our main result on the existence and approximation of càdlàg affine pure-jump processes on positive Hilbert-Schmidt operators.

Theorem 6.4. Let $(b, B, m, \mu)$ be an admissible parameter set as in Definition 2.3 and let Assumption $\mathcal{E}$ be satisfied. Then the following holds true:
i) There exists a unique affine process $\left(X,\left(\mathbb{P}_{x}\right)_{x \in \mathcal{H}^{+}}\right)$on $\mathcal{H}^{+}$, where $\mathbb{P}_{x}$ denotes the law of $X$ given $X_{0}=x$, with paths in $D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)$and such that for every $x \in \mathcal{H}^{+}$we have

$$
\begin{equation*}
\mathbb{E}_{\mathbb{P}_{x}}\left[\mathrm{e}^{-\left\langle X_{t}, u\right\rangle}\right]=\mathrm{e}^{-\phi(t, u)-\langle x, \psi(t, u)\rangle}, \quad t \geq 0, u \in \mathcal{H}^{+} \tag{6.8}
\end{equation*}
$$

for $(\phi(\cdot, u), \psi(\cdot, u))$ the unique solution of (2.8).
ii) Moreover, let $\left(X^{d}\right)_{d \in \mathbb{N}}$ be the sequence of finite-rank operator-valued affine processes from Proposition 6.2. Then $\left(X^{d}\right)_{d \in \mathbb{N}}$ converges weakly to $X$ on $D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)$equipped with the Skorohod topology, i.e. for all functions $f \in$ $C\left(D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right), \mathbb{R}\right)$ we have

$$
\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[f\left(X^{d}\right)\right] \rightarrow \mathbb{E}_{\mathbb{P}_{x}}[f(X)], \quad \text { as } d \rightarrow \infty
$$

If, in addition, we have $\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|_{\mathcal{V}}<\infty$ and $B^{*}\left(\mathcal{V}_{0}\right) \subseteq \mathcal{V}_{0}$, then for every $T>0$ and $u \in \mathcal{H}^{+}$with $\|u\|_{\mathcal{V}} \leq 1$ there exists a constant $C_{T}>0$ such that for all $d \in \mathbb{N}$ :

$$
\begin{equation*}
\sup _{t \in[0, T]}\left|\mathbb{E}_{\mathbb{P}_{x}}\left[\mathrm{e}^{-\left\langle u, X_{t}\right\rangle}\right]-\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\mathrm{e}^{-\left\langle u, X_{t}^{d}\right\rangle}\right]\right| \leq C_{T}\left\|\mathbf{P}_{d}^{\perp}\right\|_{\mathcal{L}(\mathcal{V}, \mathcal{H})}(1+\|x\|) \tag{6.9}
\end{equation*}
$$

Remark 6.5. i) A detailed version of the constant $C_{T}$ in (6.9) is given in Corollary 6.12 below. Note that if the conditions $\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\| \nu<\infty$ and $B^{*}\left(\mathcal{V}_{0}\right) \subseteq \mathcal{V}_{0}$ do not hold, then there still exists a constant $\tilde{K}$, independent of $d \in \mathbb{N}$, such that (6.9) holds with right-hand side $\tilde{K} C_{T, d}(1+\|x\|)$ where $C_{T, d}$ is as in (6.3).
ii) Also, note that the error bound $C_{T}$ depends on the norm of $u \in \mathcal{H}^{+}$. Indeed, in the the proof of Proposition 6.1 and Theorem 6.4 ii) we make this dependence precise, which makes the dependence of the convergence rates on the initial values more explicit.
iii) Analogous to Theorem 6.2, we will show in Proposition 6.27 that $X$ is the (unique) solution to the martingale problem for the operator $\mathcal{G}$ given by $\mathcal{G} \mathrm{e}^{-\langle\cdot u\rangle}=(-F(u)-\langle\cdot, R(u)\rangle) \mathrm{e}^{-\langle\cdot, u\rangle}$ on the set $\mathcal{D}:=\left\{\mathrm{e}^{-\langle\cdot, u\rangle}: u \in \mathcal{H}^{+}\right\}$. To keep this section reasonably concise and focused on our main results, we relegate this (and other) side results to the latter Sections 6.7 and 6.8.

In the following proposition we assert that the affine process $\left(X, \mathbb{P}_{x}\right)$ from Theorem 6.4 i) is a semimartingale and we specify its characteristic triplet, see Definition 3.1. This proposition is analogous to Proposition 3.5, but this time we can drop Assumption $\mathcal{A}$.

Proposition 6.6. For every $x \in \mathcal{H}^{+}$the process $X$ from Theorem 6.4 i) is a square-integrable semimartingale with respect to the stochastic basis $\left(\Omega, \overline{\mathcal{F}}, \overline{\mathbb{F}}, \mathbb{P}_{x}\right)$, where $\overline{\mathbb{F}}=\left(\overline{\mathcal{F}}_{t}\right)_{t \geq 0}$ denotes the augmentation of the natural filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ of $X$ with respect to the measure $\mathbb{P}_{x}$. The characteristic triplet $\left(A, C, \nu^{X}\right)$ of $X$, with respect to $\chi$, is given by:

$$
\begin{align*}
A_{t} & =\int_{0}^{t}\left(b+B\left(X_{s}\right)\right) \mathrm{d} s, \quad t \geq 0,  \tag{6.10}\\
C_{t} & =0, \quad t \geq 0,  \tag{6.11}\\
\nu^{X}(\mathrm{~d} t, \mathrm{~d} \xi) & =\left(m(\mathrm{~d} \xi)+M\left(X_{t}, \mathrm{~d} \xi\right)\right) \mathrm{d} t, \tag{6.12}
\end{align*}
$$

and for every $t \geq 0$ the following representation holds true

$$
\begin{equation*}
\left.X_{t}=x+\int_{0}^{t}\left(b+B\left(X_{s}\right)+\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}} \xi \nu\left(X_{s}, \mathrm{~d} \xi\right)\right)\right) \mathrm{d} s+\bar{J}_{t}, \tag{6.13}
\end{equation*}
$$

where $\nu(x, \mathrm{~d} \xi)=m(\mathrm{~d} \xi)+M(x, \mathrm{~d} \xi)$ and $\left(\bar{J}_{t}\right)_{t \geq 0}$ is a purely discontinuous squareintegrable martingale of the $\nu(\mathrm{d} t, \mathrm{~d} \xi)$-compensated jumps of $X$.

Proof. Follows immediately from Proposition 3.5 and Proposition 6.27.

### 6.4 Example: An affine process with jumps of infinite-variation

In this section we follow up on Section 3.4 and give another example of an affine process on positive Hilbert-Schmidt operators by specifying a suitable admissible parameter set $(b, B, m, \mu)$. The novelty here is, that this example admits jumps of infinite-variation (and still has càdlàg paths). Similarly, to the instantaneous covariance process that we constructed in the general affine stochastic covariance model with state-dependent jumps example in Section 3.4.4, this process is driven by a jump process supported on the diagonal elements $\left(\mathbf{e}_{n, n}\right)_{n \in \mathbb{N}}$. Indeed, we specify the parameter set $(b, B, m, \mu)$ as follows:
i) We set $m(\mathrm{~d} \xi)=\|\xi\|^{-2} \eta(\mathrm{~d} \xi)$ for $\eta: \mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right) \rightarrow[0, \infty]$ given by

$$
\begin{equation*}
\eta(A)=\sum_{n \in \mathbb{N}} \eta_{n}\left(\left\{\lambda \in(0, \infty): \lambda \mathbf{e}_{n, n} \in A\right\}\right), \quad A \in \mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right), \tag{6.14}
\end{equation*}
$$

where $\left(\eta_{n}\right)_{n \in \mathbb{N}}$ is a sequence of finite measures on $\mathcal{B}((0, \infty))$ such that for all $u \in \mathcal{H}$ we have

$$
\begin{equation*}
\sum_{n \in \mathbb{N}}\left(\int_{0}^{1} \lambda^{-1} \eta_{n}(\mathrm{~d} \lambda)\right)\left\langle u, \mathbf{e}_{n, n}\right\rangle<\infty \quad \text { and } \quad \sum_{n \in \mathbb{N}} \eta_{n}((0, \infty))<\infty \tag{6.15}
\end{equation*}
$$

ii) We let $\tilde{b} \in \mathcal{H}^{+}$be arbitrary and let $I_{m} \in \mathcal{H}$ be such that for all $u \in \mathcal{H}$ we have

$$
\left\langle I_{m}, u\right\rangle=\sum_{n \in \mathbb{N}}\left(\int_{0}^{1} \lambda^{-1} \eta_{n}(\mathrm{~d} \lambda)\right)\left\langle u, \mathbf{e}_{n, n}\right\rangle
$$

and define $b:=\tilde{b}+I_{m}$.
iii) We let $\left(g_{n}\right)_{n \in \mathbb{N}} \subseteq \mathcal{H}^{+}$and define $\mu(\mathrm{d} \xi): \mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right) \rightarrow \mathcal{H}^{+}$by

$$
\begin{equation*}
\mu(A)=\sum_{n \in \mathbb{N}} g_{n} \mu_{n}\left(\left\{\lambda \in(0, \infty): \lambda \mathbf{e}_{n, n} \in A\right\}\right) \tag{6.16}
\end{equation*}
$$

where $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ is a sequence of finite-measures on $\mathcal{B}((0, \infty))$ such that for all $x \in \mathcal{H}^{+}$and $u \in \mathcal{H}$ we have

$$
\begin{equation*}
\sum_{n \in \mathbb{N}}\left(\int_{0}^{1} \lambda^{-1} \mu_{n}(\mathrm{~d} \lambda)\right)\left\langle g_{n}, x\right\rangle\left\langle u, \mathbf{e}_{n, n}\right\rangle<\infty \quad \text { and } \quad \sum_{n \in \mathbb{N}} g_{n} \mu_{n}((0, \infty)) \in \mathcal{H}^{+} . \tag{6.17}
\end{equation*}
$$

Moreover, for every $x \in \mathcal{H}^{+}$we set $M(x, \mathrm{~d} \xi):=\|\xi\|^{-2}\langle x, \mu(\mathrm{~d} \xi)\rangle$.
iv) Finally, let $C$ be a bounded linear operator on $H$ and let $\Gamma \in \mathcal{L}(\mathcal{H})$ be such that for all $u, x \in \mathcal{H}$ we have

$$
\langle\Gamma(x), u\rangle=\sum_{n \in \mathbb{N}}\left(\int_{0}^{1} \lambda^{-1} \mu_{n}(\mathrm{~d} \lambda)\right)\left\langle g_{n}, x\right\rangle\left\langle u, \mathbf{e}_{n, n}\right\rangle
$$

Then, we define $B \in \mathcal{L}(\mathcal{H})$ by $B(u):=C u+u C^{*}+\Gamma(u)$.
Similarly to Section 3.4 it can be seen that the parameter set $(b, B, m, \mu)$ is correctly set up to satisfy the conditions of Definition 2.3. Moreover, we introduce the following finite-rank operator-valued approximations of the set $(b, B, m, \mu)$ : For every $d \in \mathbb{N}$ and $x \in \mathcal{H}_{d}^{+}$set
i) $m_{d}(A):=\sum_{n=1}^{d} m_{n}\left(\left\{\lambda \in(0, \infty): \lambda \mathbf{e}_{n, n} \in A\right\}\right)$ for $A \in \mathcal{B}\left(\mathcal{H}_{d}^{+} \backslash\{0\}\right)$;
ii) $c_{d}:=\tilde{b}_{d}+\sum_{n=1}^{d}\left(\int_{0}^{1} \lambda^{-1} \eta_{n}(\mathrm{~d} \lambda)\right) \mathbf{e}_{n, n}$ for $\tilde{b}_{d}=\mathbf{P}_{d}(\tilde{b})$;
iii) $\mu_{d}(A):=\sum_{n=1}^{d} \mathbf{P}_{d}\left(g_{n}\right) \mu_{n}\left(\left\{\lambda \in(0, \infty): \lambda \mathbf{e}_{n, n} \in A\right\}\right)$ for $A \in \mathcal{B}\left(\mathcal{H}_{d}^{+} \backslash\{0\}\right)$;
iv) $D_{d}(x):=C_{d} x+x C_{d}^{*}+\sum_{n=1}^{d}\left(\int_{0}^{1} \lambda^{-1} \mu_{n}(\mathrm{~d} \lambda)\right)\left\langle g_{n}, x\right\rangle\left\langle u, \mathbf{e}_{n, n}\right\rangle$ for $C_{d}:=\mathrm{P}_{d} C$.

Proposition 6.22 below guarantees the existence of an affine process $\left(X_{t}^{d}\right)_{t \geq 0}$ on $\mathcal{H}_{d}^{+}$associated with $\left(b_{d}, B_{d}, m_{d}, \mu_{d}\right)$ admitting the following representation:

$$
\begin{equation*}
X_{t}^{d}=X_{0}^{d}+\int_{0}^{t}\left(\tilde{b}_{d}+C_{d} X_{s}^{d}+X_{s}^{d} C_{d}^{*}\right) \mathrm{d} s+\int_{0}^{t} \int_{\mathcal{H}_{d}^{+}} \xi \mu^{X^{d}}(\mathrm{~d} t, \mathrm{~d} \xi), \quad t \geq 0 \tag{6.18}
\end{equation*}
$$

where $\mu^{X^{d}}(\mathrm{~d} t, \mathrm{~d} \xi)$ denotes the random jump-measure of $X^{d}$ with compensator $\nu^{X^{d}}(\mathrm{~d} t, \mathrm{~d} \xi)=\left(m_{d}(\mathrm{~d} \xi)+\|\xi\|^{-2}\left\langle X_{t}^{d}, \mu_{d}(\mathrm{~d} \xi)\right\rangle\right) \mathrm{d} t$. Apparently, we see that the process $X^{d}$ given by (6.18) is the affine process asserted by Theorem 6.2. Therefore, it follows from Theorem 6.4 and Proposition 6.6 that the sequence $\left(X^{d}\right)_{d \in \mathbb{N}}$ converges weakly to an affine process $X=\left(X_{t}\right)_{t \geq 0}$ on $\mathcal{H}^{+}$with representation

$$
\begin{align*}
X_{t}=X_{0} & +\int_{0}^{t}\left(\tilde{b}+I_{m}+C X_{s}+X_{s} C^{*}+\Gamma\left(X_{s}\right)\right) \mathrm{d} s \\
& +\int_{0}^{t}\left(\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}} \xi\left(m(\mathrm{~d} \xi)+M\left(X_{s}, \mathrm{~d} \xi\right)\right) \mathrm{d} s+\bar{J}_{t}, \quad t \geq 0\right. \tag{6.19}
\end{align*}
$$

where $M(x, \mathrm{~d} \xi)$ is as in (2.3) and the process $\left(\bar{J}_{t}\right)_{t \geq 0}$ is a purely-discontinuous square-integrable martingale.

Note that in (6.18) the $\mathcal{H}_{d}$-projections of the two drift terms $I_{m}$ and $\Gamma$ are killed by the compensator of the jump-process $\left(\int_{0}^{t} \int_{\mathcal{H}_{d}^{+}} \xi \mu^{X^{d}}(\mathrm{~d} t, \mathrm{~d} \xi)\right)_{t \geq 0}$, as for every $d \in \mathbb{N}$ the jumps are of finite-variation. In the limit case (6.19), however, $I_{m}$ and $\Gamma$ must occur in the drift (and jump-part) again as the driving jump-process possibly converges to a process of infinite-variation. That this is indeed possible is shown in the following paragraph:

## Can the jumps be really of infinite-variation?

We now concretize the parameter specification to show that affine processes with jumps of infinite-variation are contained in the class of processes given by Theorem 6.4. For every $n \in \mathbb{N}$ let $g_{n}=g$ for some $g \in \mathcal{H}^{+}$and define

$$
\mu(\mathrm{d} \xi):=g \sum_{n \in \mathbb{N}} \frac{1}{n^{2}} \delta_{\frac{1}{n}} \mathbf{e}_{n, n}(\mathrm{~d} \xi) .
$$

First, we observe that

$$
\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)=g \sum_{n \in \mathbb{N}} \frac{1}{n^{2}} \delta_{\frac{1}{n} \mathbf{e}_{n, n}}\left(\mathcal{H}^{+} \backslash\{0\}\right)=\frac{\pi}{6} g \in \mathcal{H}^{+} .
$$

Next, we show that the measure $M(x, \mathrm{~d} \xi)$ is of infinite variation. Indeed, we have

$$
\begin{aligned}
\int_{0<\|\xi\| \leq 1}\|\xi\| M(x, \mathrm{~d} \xi) & =\int_{0<\|\xi\| \leq 1} \frac{1}{\|\xi\|} \sum_{n \in \mathbb{N}} \frac{1}{n^{2}}\langle x, g\rangle \delta_{n^{-1} \mathbf{e}_{n, n}}(\mathrm{~d} \xi) \\
& =\sum_{n \in \mathbb{N}} \frac{1}{\left\|n^{-1} \mathbf{e}_{n, n}\right\|} \frac{1}{n^{2}}\langle x, g\rangle \\
& =\langle x, g\rangle \sum_{n \in \mathbb{N}} \frac{1}{n}=\infty
\end{aligned}
$$

which implies that also the measure $\nu$ in (6.12) is of infinite variation and thus also the associated affine process $X$. However, note that for every $u \in \mathcal{H}^{+}$we have

$$
\begin{aligned}
\int_{0<\|\xi\| \leq 1}\langle\xi, u\rangle M(x, \mathrm{~d} \xi) & =\sum_{n \in \mathbb{N}}\left\langle n^{-1} \mathbf{e}_{n, n}, u\right\rangle \frac{1}{\left\|n^{-1} \mathbf{e}_{n, n}\right\|^{2}} \frac{1}{n^{2}}\langle x, g\rangle \\
& =\langle x, g\rangle \sum_{n \in \mathbb{N}} \frac{1}{n}\left\langle u, \mathbf{e}_{n, n}\right\rangle \\
& \leq\langle x, g\rangle\left(\sum_{n \in \mathbb{N}} \frac{1}{n^{2}}\right)^{1 / 2}\left(\sum_{n \in \mathbb{N}}\left\langle u, \mathbf{e}_{n, n}\right\rangle^{2}\right)^{1 / 2}<\infty,
\end{aligned}
$$

which proves that the admissibility condition in equation (2.4) is satisfied although $M(x, \mathrm{~d} \xi)$ is of infinite variation.

### 6.5 Finite-rank stochastic covariance models

In this section we study finite-rank approximation of affine stochastic covariance models of the form in Definition 3.8 and Remark 3.10. More precisely, let $X$ be an affine process on $\mathcal{H}^{+}$associated with an admissible parameter set $(b, B, m, \mu)$ and let $\left(Y_{t}\right)_{t \geq 0}$ be given by

$$
\left\{\begin{array}{l}
\mathrm{d} Y_{t}=\mathcal{A} Y_{t} \mathrm{~d} t+D^{1 / 2} X_{t}^{1 / 2} \mathrm{~d} W_{t}  \tag{6.20}\\
Y_{0}=y
\end{array}\right.
$$

where we assume that $(\mathcal{A}, \operatorname{dom}(\mathcal{A}))$ is the generator of a strongly continuous semigroup $(S(t))_{t \geq 0}$ on $H, D \in \mathcal{H}^{+}$and $\left(W_{t}\right)_{t \geq 0}$ denotes a $H$-cylindrical Brownian motion, which is independent of the process $X$.
It follows from Theorem 6.4 that every affine process $X$ has a version with càdlàg paths and thus, by Lemma 3.7 and Theorem 3.14, we see that the stochastic covariance model $(Y, X)$ is well-defined and has the affine property. In particular, to ensure the existence of càdlàg versions we are not relying on Lemma 3.4 anymore, which allows us to give a great variety of examples for instantaneous covariance processes that go beyond such with Lévy noise or finite-activity jumps, as for example the class of examples in Section 6.4.
Moreover, Theorem 6.4 ii) provides us with a convenient approximation scheme for affine processes on positive Hilbert-Schmidt operators. In the context of affine stochastic covariance models, this allows us to approximate the (infinitedimensional) instantaneous covariance process by finite-rank operator-valued processes. In Section 6.5.1, we show that this approach yields tractable finite-rank approximation of affine stochastic covariance models and we prove that the weak convergence of the instantaneous covariance processes implies the weak convergence of the finite-rank stochastic covariance models $\left(Y^{d}, X^{d}\right)$ to $(Y, X)$, see Proposition 6.7 below. Moreover, we provide convergence rates for the associated characteristic functions which allow us to quantify the approximation error, which is relevant for applications in, e.g., option-pricing, see Section 4.3.

### 6.5.1 Finite-rank approximation of affine stochastic covariance models

Let $\left(V,(\cdot, \cdot)_{V}\right)$ and $\left(H,\langle\cdot, \cdot\rangle_{H}\right)$ be two separable Hilbert spaces such that Assumption $\mathcal{E}$ is satisfied. Let $(\mathcal{H},\langle\cdot, \cdot\rangle)$ and $\left(\mathcal{V},\langle\cdot, \cdot\rangle_{\mathcal{V}}\right)$ be as in Section 6.3.3 and let $(Y, X)$ be an affine stochastic covariance model on $H$ given by (6.20), with $X$ being an affine Markovian semimartingale on $\mathcal{H}^{+}$with admissible parameters $(b, B, m, \mu)$ and the model is defined on the probability basis $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ as in Section 3.2.2. We prove the following assertions on finite-rank approximation of infinite-dimensional stochastic covariance models.

Proposition 6.7. Let $(Y, X)$ be given by (6.20) with $X$ as in Theorem 6.4. Moreover, for every $d \in \mathbb{N}$ let $X^{d}$ be as in Proposition 6.2 and denote by $\left(Y^{d}, X^{d}\right)$ the stochastic covariance model with $X$ replaced by $X^{d}$ such that $X_{0}^{d}=\mathbf{P}_{d}(x)$. In addition, assume that $(\mathcal{A}, \operatorname{dom}(\mathcal{A}))$ generates a strongly continuous semigroup on the space $V$ and $D^{1 / 2} \in \mathcal{L}_{2}(H, V)$. Then the following holds true:
i) For every $y \in H, x \in \mathcal{H}^{+}$the process $\left(Y^{d}, X^{d}\right)$ with $\left(Y_{0}^{d}, X_{0}^{d}\right)=\left(y, \mathbf{P}_{d}(x)\right)$ is well-defined and for every $u=\left(u_{1}, u_{2}\right) \in \mathrm{i} H \times \mathcal{H}_{d}^{+}$we have

$$
\begin{equation*}
\mathbb{E}\left[\mathrm{e}^{\left\langle Y_{t}^{d}, u_{1}\right\rangle_{H}-\left\langle X_{t}^{d}, u_{2}\right\rangle}\right]=\mathrm{e}^{-\Phi_{d}(t, u)+\left\langle y, \psi_{1}(t, u)\right\rangle_{H}-\left\langle\mathbf{P}_{d}(x), \psi_{2, d}(t, u)\right\rangle}, \quad t \geq 0 \tag{6.21}
\end{equation*}
$$

for $\left(\Phi_{d}(\cdot, u),\left(\psi_{1}(\cdot, u), \psi_{2, d}(\cdot, u)\right)\right)$ the unique solution of (3.24) with $F$ and $R$ in (3.24a) and (3.24c) replaced by $F \circ \mathbf{P}_{d}$ and $\mathbf{P}_{d} \circ R \circ \mathbf{P}_{d}$, respectively.
ii) The sequence $\left(Y^{d}, X^{d}\right)_{d \in \mathbb{N}}$ converges weakly to $(Y, X)$ as the rank $d \in \mathbb{N}$ tends to infinity, i.e. for all functions $f \in C\left(D\left(\mathbb{R}^{+}, H \times \mathcal{H}^{+}\right), \mathbb{R}\right)$ we have

$$
\mathbb{E}\left[f\left(Y^{d}, X^{d}\right)\right] \rightarrow \mathbb{E}[f(Y, X)], \quad \text { as } d \rightarrow \infty
$$

If, in addition, $\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|_{\mathcal{V}}<\infty$ and $B^{*}\left(\mathcal{V}_{0}\right) \subseteq \mathcal{V}_{0}$, then for every $T>0$ and $\tilde{u} \in H$ such that $\|\tilde{u}\|_{V} \leq 1$ there exists a constant $\tilde{C}_{T}$ such that for all $d \in \mathbb{N}$ we have

$$
\begin{equation*}
\sup _{t \in[0, T]}\left|\mathbb{E}\left[\mathrm{e}^{\mathrm{i}\left\langle Y_{t}, \tilde{u}\right\rangle_{H}}\right]-\mathbb{E}\left[\mathrm{e}^{\mathrm{i}\left\langle Y_{t}^{d}, \tilde{u}\right\rangle_{H}}\right]\right| \leq \tilde{C}_{T}\left\|\mathbf{P}_{d}^{\perp}\right\|_{\mathcal{L}(\mathcal{V}, \mathcal{H})}(1+\|x\|) \tag{6.22}
\end{equation*}
$$

Remark 6.8. If, e.g., the ONB $\left(e_{n}\right)_{n \in \mathbb{N}}$ consists of eigenvectors of $\mathcal{A}$, then we could also approximate the process $Y^{d}$ by $H_{d}$-valued processes $\left(\tilde{Y}^{d}\right)_{d \in \mathbb{N}}$ solving (6.20) with $\mathcal{A}$ replaced by $\mathcal{A}^{d}:=\mathrm{P}_{d} \mathcal{A} \mathrm{P}_{d}$ and $X$ by $X^{d}$. In this case it can be seen that an analog of Proposition 6.7 holds true with $\left(Y^{d}, X^{d}\right)$ replaced by $\left(\tilde{Y}^{d}, X^{d}\right)$. However, in applications we usually have $\mathcal{A}=\frac{\partial}{\partial x}$, see e.g. Section 4.3, which does not admit an ONB of eigenvectors on, e.g., the space $H_{\beta}$.

### 6.5.2 Example: Finite-rank approximation of geometric affine forward curve models

In this section we discuss finite-rank approximation of geometric affine stochastic covariance models for forward curve dynamics, as introduced in Section 4.3.
Let $H=L^{2}\left(\mathbb{R}^{+}, \mathrm{e}^{\gamma x} \mathrm{~d} x\right) \oplus \mathbb{R}$, for some $\gamma>0, V=H_{\beta}$ as in Section 4.3 with $0<\gamma<\beta$ and let $\mathcal{V}$ and $\mathcal{H}$ be as in Section 6.3.3 accordingly. It then follows from [138, Theorem 6], that $H_{\beta} \subset \subset L^{2}\left(\mathbb{R}^{+}, \mathrm{e}^{\gamma x} \mathrm{~d} x\right) \oplus \mathbb{R}$ whenever $0<\gamma<\beta$, which means that Assumption $\mathcal{E}$ is satisfied and we have $\mathcal{V} \subset \subset \mathcal{H}$.

Assume moreover that $(Y, X)$ is given by (4.1) on $H=L^{2}\left(\mathbb{R}^{+}, \mathrm{e}^{\gamma x} \mathrm{~d} x\right) \oplus \mathbb{R}$ with $X$ a càdlàg affine process on $\mathcal{H}^{+}$associated with $(b, B, m, \mu)$ satisfying Assumption $\mathcal{C}$ and where $(y, x) \in V \times \mathcal{H}^{+}, \mathcal{A}=\frac{\partial}{\partial x}, D \in \mathcal{L}_{2}(H, V), W$ is a $H$-cylindrical Brownian motion and $\Upsilon \in H$ satisfies (4.23). Note that the first-derivative operator $\mathcal{A}$ generates a strongly continuous semigroup on $H_{\beta}$, hence for this parameter choice the conditions of Proposition 6.7 are satisfied, up to the inclusion of the additional drift term $D^{1 / 2} X_{t} D^{1 / 2} \Upsilon$ in (4.1a) compared to the dynamics (6.20). This does not affect the weak convergence in Proposition 6.7 ii), but only the exact form of (6.21) and the rates in (6.22), see Section 4.2.2.
We model the arbitrage-free forward price under the HJMM framework as in equation (4.19) for $Y$ as specified as above. Note that in contrast to the geometric affine model in Section 4.3, the cylindrical Brownian motion $W$ takes values in the larger space $L^{2}\left(\mathbb{R}^{+}, \mathrm{e}^{\gamma x} \mathrm{~d} x\right) \oplus \mathbb{R}$. However, note that by assumption $D \in$ $\mathcal{L}_{2}(H, V), y \in V$ and moreover $(S(t))_{t \geq 0}$, the shift-semigroup generated by $\mathcal{A}$, is strongly continuous on $V$. From this, it follows that the logarithmic forward curve dynamics $Y$ assume values in the space $V=H_{\beta}$ again. Note that the weighted Lebesgue space $L^{2}\left(\mathbb{R}^{+}, \mathrm{e}^{\gamma x} \mathrm{~d} x\right) \oplus \mathbb{R}$ was also used as a state-space for forward curve dynamics in, e.g., [130, 13].
It follows from Proposition 6.7 and Section 4.3 that the finite-rank stochastic covariance models $\left(Y^{d}, X^{d}\right)_{d \in \mathbb{N}}$ converge weakly to the (infinite-rank) affine stochastic covariance model $(Y, X)$ as $d \rightarrow \infty$. Since the exponential and the evaluation maps are both continuous functions on $V$, we conclude that also the forward curve dynamics $\left(f^{d}\right)_{d \in \mathbb{N}}$, for every $d \in \mathbb{N}$ given by

$$
\begin{equation*}
f_{t}^{d}(x):=\exp \left(\delta_{x}\left(Y_{t}^{d}\right)\right)=\exp \left(\left\langle Y_{t}^{d}, u_{x}\right\rangle_{\beta}\right), \quad t \geq 0, x \geq 0 \tag{6.23}
\end{equation*}
$$

converge weakly. More precisely, we have the following result.
Corollary 6.9. Assume the setting above. Then the sequence of finite-rank forward price curve dynamics $\left(f^{d}\right)_{d \in \mathbb{N}}$ given by (6.23) converges weakly to the forward curve dynamics $\left(f_{t}\right)_{t \geq 0}$ in (4.19) for $\left(Y_{t}\right)_{t \geq 0}$ specified as above, i.e. for all functions $g \in C\left(C\left(\mathbb{R}^{+}, H_{\beta}\right), \mathbb{R}\right)$ we have $\mathbb{E}\left[g\left(f^{d}\right)\right] \rightarrow \mathbb{E}[g(f)]$ as $d \rightarrow \infty$.
Remark 6.10. Since $H_{\beta} \subset \subset L^{2}\left(\mathbb{R}^{+}, \mathrm{e}^{\gamma x} \mathrm{~d} x\right) \oplus \mathbb{R}$ we could, in principle, approximate the forward curve dynamics $\left(f_{t}\right)_{t \geq 0}$ as in [138] by a finite-dimensional process $\left(U_{d}\left(f_{t}\right)\right)_{t \geq 0}$ in the space $L^{2}\left(\mathbb{R}^{+}, \mathrm{e}^{\gamma x} \mathrm{~d} x\right) \oplus \mathbb{R}$, where $\left(U_{d}\right)_{d \in \mathbb{N}}$, for $d \in \mathbb{N}$, is defined as the finite-rank operator $U_{d} v=\sum_{k=1}^{d} s_{k}\left\langle v, h_{k}^{(d)}\right\rangle_{V} e_{k}$ for some $\left(s_{k}\right)_{k \in \mathbb{N}} \subseteq$ $\mathbb{R}^{+},\left(h_{k}^{(d)}\right)_{k \leq d} \subseteq \operatorname{dom}\left(\mathcal{A}^{*}\right)$. However, this approach would lead to dynamics of $\left(f_{t}\right)_{t \geq 0}$ that are not exponential affine, since projections of affine processes are in general not affine. Thus, $\left(U_{d}\left(f_{t}\right)\right)_{t \geq 0}$, although living in a finite-dimensional subspace, would loose its tractability. Instead, we propose to approximate the forward curve dynamics (4.19) by geometric finite-rank affine stochastic covariance models $\left(f^{d}\right)_{d \in \mathbb{N}}$, which for every $d \in \mathbb{N}$, are affine and have finite-rank noise.

### 6.6 Proof: Galerkin approximations of generalized Riccati equations

This section is devoted to the proof of Proposition 6.1. If Assumption $\mathcal{E}$ is satisfied, then Corollary 6.12 below makes the convergence rate (6.3) more specific. We begin this section with a short lemma on the local Lipschitz continuity of the functions $F, R,\left(F_{d}\right)_{d \in \mathbb{N}}$ and $\left(R_{d}\right)_{d \in \mathbb{N}}$.

Lemma 6.11. Let $M>0$ and $d \in \mathbb{N}$. Then for every $u, v \in \mathcal{H}_{d}^{+}$with $\|u\| \vee\|v\| \leq$ M we have

$$
\begin{align*}
\left|F_{d}(u)-F_{d}(v)\right| & \leq\left(\|b\|+(M+1) \int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)\right)\|u-v\|,  \tag{6.24}\\
\left\|R_{d}(u)-R_{d}(v)\right\| & \leq\left(\|B\|_{\mathcal{L}(\mathcal{H})}+(M+1)\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\right)\|u-v\| . \tag{6.25}
\end{align*}
$$

Moreover, for every $u, v \in \mathcal{H}^{+}$with $\|u\| \vee\|v\| \leq M$ we can replace $F_{d}$ by $F$ and $R_{d}$ by $R$, respectively, and the inequalities (6.24) and (6.25) continue to hold with the same local Lipschitz constants.

Proof. We prove the inequalities for $F$ and $R$ first. Let $M>0$ and $u, v \in \mathcal{H}^{+}$ such that $\|u\| \vee\|v\| \leq M$ and note that for all $\xi \in \mathcal{H}^{+}$we have

$$
\left|\mathrm{e}^{-\langle\xi, u\rangle}-\mathrm{e}^{-\langle\xi, v\rangle}+\langle\xi, u-v\rangle\right| \leq\|\xi\|^{2}(\|u\| \vee\|v\|)\|u-v\|,
$$

and $\left|\mathrm{e}^{-\langle\xi, u\rangle}-\mathrm{e}^{-\langle\xi, v\rangle}\right| \leq|\langle\xi, u-v\rangle|$, see also Remark 2.13, it thus follows that

$$
\begin{align*}
|F(u)-F(v)| \leq & |\langle b, u-v\rangle|+\int_{\mathcal{H}^{+} \backslash\{0\}}\left|\mathrm{e}^{-\langle\xi, u\rangle}-\mathrm{e}^{-\langle\xi, u\rangle}+\langle\chi(\xi), u-v\rangle\right| m(\mathrm{~d} \xi) \\
\leq & \|b\|\|u-v\|+M\left(\int_{\mathcal{H}^{+} \cap\{0<\|\xi\| \leq 1\}}\|\xi\|^{2} m(\mathrm{~d} \xi)\right)\|u-v\| \\
& +\left(\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\|\xi\| m(\mathrm{~d} \xi)\right)\|u-v\| \\
\leq & \left(\|b\|+(M+1) \int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)\right)\|u-v\| \tag{6.26}
\end{align*}
$$

which proves inequality (6.24) for $F_{d}$ replaced with $F$. For every $d \in \mathbb{N}$ it is then obvious that also the function $F_{d}$ is Lipschitz continuous on the set $\mathcal{H}_{d}^{+} \cap$ $\left\{u \in \mathcal{H}^{+}:\|u\| \leq M\right\}$ with the same Lipschitz constant that $F$ in (6.26) admits.

For the second inequality (6.25), again at first for $R$ replacing $R_{d}$, we note that by the monotonicity of the cone $\mathcal{H}^{+}$we have

$$
\begin{align*}
\|R(u)-R(v)\| \leq & \left\|B^{*}\right\|_{\mathcal{L}(\mathcal{H})}\|u-v\|+\left\|\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\left|\mathrm{e}^{-\langle\xi, u\rangle}-\mathrm{e}^{-\langle\xi, u\rangle}\right| \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}\right\| \\
& +\left\|\int_{\mathcal{H}^{+} \cap\{0<\|\xi\| \leq 1\}}\left|\mathrm{e}^{-\langle\xi, u\rangle}-\mathrm{e}^{-\langle\xi, u\rangle}+\langle\xi, u-v\rangle\right| \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}\right\| \\
\leq & \left(\|B\|_{\mathcal{L}(\mathcal{H})}+(M+1)\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\right)\|u-v\| . \tag{6.27}
\end{align*}
$$

We see that inequality (6.27) also holds for every $\left(R_{d}\right)_{d \in \mathbb{N}}$ with the same local Lipschitz constant on $\mathcal{H}_{d}^{+} \cap\left\{u \in \mathcal{H}^{+}:\|u\| \leq M\right\}$ for all $d \in \mathbb{N}$, given by (6.27). In particular, we find Lipschitz constants for $R_{d}$ and $F_{d}$ on $\left\{u \in \mathcal{H}_{d}^{+}:\|u\| \leq M\right\}$ that hold uniformly for all $d \in \mathbb{N}$.

With this lemma at hand we can now prove Proposition 6.1.
Proof of Proposition 6.1. Let $u \in \mathcal{H}^{+}, T>0$ and $d \in \mathbb{N}$. We begin with showing the existence and uniqueness of the solution of (6.1) on the interval $[0, T]$. From (2.4) it follows that for every $x, v \in \mathcal{H}_{d}^{+}$such that $\langle x, v\rangle=0$ we have

$$
\left\langle R_{d}(v), x\right\rangle=\left\langle\mathbf{P}_{d}(R(v)), x\right\rangle=\langle R(v), x\rangle \geq 0
$$

which implies that $R_{d}$ is quasi-monotone increasing with respect to the cone $\mathcal{H}_{d}^{+}$, see also Definition 2.10. This and the Lipschitz continuity of $R_{d}$ on the sets $\left\{v \in \mathcal{H}_{d}^{+}:\|v\| \leq M\right\}$, for every $M>0$, see Lemma 6.11, implies the existence and uniqueness of a continuously differentiable function $\psi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right)$ on $[0, T]$ that solves (6.1b), see also the proof of Proposition 2.16. The existence and uniqueness of a continuously differentiable function $\phi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right)$ on $[0, T]$ solving (6.1a) then follows immediately from the continuity of $F_{d}$ and mere integration of both sides of (6.1a).
Next, we prove the inequality (6.2). For this let us fix $M>0$ and note that by Lemma 6.11 we find a Lipschitz constant of $R_{d}$ and $R$ on $\left\{v \in \mathcal{H}_{d}^{+}:\|v\| \leq M\right\}$ which does not depend on $d \in \mathbb{N}$. It thus follows from (2.21) (see also the proof of Proposition 2.16) that for all $t \in[0, T]$ and all $u \in\left\{u \in \mathcal{H}^{+}:\|u\| \leq M\right\}$ we have

$$
\|\psi(t, u)\| \vee\left\|\psi_{d}\left(t, \mathbf{P}_{d}(u)\right)\right\| \leq M \exp \left(\left(\|B\|_{\mathcal{L}(\mathcal{H})}+2\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\right) T\right)
$$

Let us set $H_{M}:=M \exp \left(\left(\|B\|_{\mathcal{L}(\mathcal{H})}+2\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\right) T\right)$ and note that for every $t \in[0, T]$ and $u \in \mathcal{H}^{+}$we have
$\left\|\psi(t, u)-\psi_{d}\left(t, \mathbf{P}_{d}(u)\right)\right\| \leq\left\|\psi(t, u)-\mathbf{P}_{d}(\psi(t, u))\right\|+\left\|\mathbf{P}_{d}(\psi(t, u))-\psi_{d}\left(t, \mathbf{P}_{d}(u)\right)\right\|$.

From (6.25) we observe that the second term, for all $u \in \mathcal{H}^{+}$with $\|u\| \leq M$, satisfies

$$
\begin{align*}
\left\|\mathbf{P}_{d}(\psi(t, u))-\psi_{d}\left(t, \mathbf{P}_{d}(u)\right)\right\| & \leq \int_{0}^{t}\left\|\mathbf{P}_{d} R(\psi(s, u))-R_{d}\left(\psi_{d}\left(s, \mathbf{P}_{d}(u)\right)\right)\right\| \mathrm{d} s \\
& \leq L_{M}^{(1)} \int_{0}^{t}\left\|\psi(s, u)-\psi_{d}\left(s, \mathbf{P}_{d}(u)\right)\right\| \mathrm{d} s \tag{6.28}
\end{align*}
$$

with $L_{M}^{(1)}:=\|B\|_{\mathcal{L}(\mathcal{H})}+\left(H_{M}+1\right)\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|$. Moreover, for all $u, \xi \in \mathcal{H}$ we set $K_{u}(\xi):=\mathrm{e}^{-\langle\xi, u\rangle}-1+\langle\chi(\xi), u\rangle$ and recall that by the variation-of-constant formula the solution $\psi(\cdot, u)$ satisfies

$$
\psi(t, u)=\mathrm{e}^{t B^{*}} u+\int_{0}^{t} \mathrm{e}^{(t-s) B^{*}}\left(\int_{\mathcal{H}^{+} \backslash\{0\}} K_{\psi(s, u)}(\xi) \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}\right) \mathrm{d} s, \quad t \in[0, T] .
$$

From this and writing $\left\|\psi(t, u)-\mathbf{P}_{d}(\psi(t, u))\right\|=\left\|\mathbf{P}_{d}^{\perp}(\psi(t, u))\right\|$ we obtain

$$
\begin{align*}
\left\|\mathbf{P}_{d}^{\perp}(\psi(t, u))\right\| & \leq\left\|\mathbf{P}_{d}^{\perp}\left(\mathrm{e}^{t B^{*}} u\right)\right\|+\int_{0}^{t}\left\|\mathbf{P}_{d}^{\perp} \mathrm{e}^{(t-s) B^{*}} \int_{\mathcal{H}+\backslash\{0\}} K_{\psi(s, u)}(\xi) \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}\right\| \mathrm{d} s \\
& \leq\left\|\mathbf{P}_{d}^{\perp}\left(\mathrm{e}^{t B^{*}} u\right)\right\|+t H_{M}^{2} \sup _{s \in[0, t]}\left\|\mathbf{P}^{\perp} \mathrm{e}_{d}^{s B^{*}}\left(\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right)\right\|, \tag{6.29}
\end{align*}
$$

where in the last line of (6.29) we used that

$$
\left|\mathrm{e}^{-\langle\xi, \psi(s, u)\rangle}-1+\langle\chi(\xi), \psi(s, u)\rangle\right| \leq \frac{\|\xi\|^{2}}{2}\|\psi(s, u)\|^{2} \mathbf{1}_{\{\|\xi\| \leq 1\}}+\|\xi\|\|\psi(s, u)\| \mathbf{1}_{\{\|\xi\|>1\}}
$$

$\sup _{s \in[0, t]}\|\psi(s, u)\| \leq H_{M}$ for all $t \in[0, T]$ and the monotonicity of the integral, which implies that for every $s \in[0, t]$ we have

$$
\left\|\int_{\mathcal{H}^{+} \backslash\{0\}} K_{\psi(s, u)}(\xi) \frac{\mathbf{P}_{d}^{\perp} \mathrm{e}^{(t-s) B^{*}} \mu(\mathrm{~d} \xi)}{\|\xi\|^{2}}\right\| \leq H_{M}^{2}\left\|\mathbf{P}_{d}^{\perp} \mathrm{e}^{(t-s) B^{*}} \mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\| .
$$

Let us denote the right-hand side of (6.29) by $K_{t}^{d}$, then for every $t \in[0, T]$ we see from (6.28) and (6.29) that

$$
\left\|\psi(t, u)-\psi_{d}\left(t, \mathbf{P}_{d}(u)\right)\right\| \leq K_{t}^{d}+L_{M}^{(1)} \int_{0}^{t}\left\|\psi(s, u)-\psi_{d}\left(s, \mathbf{P}_{d}(u)\right)\right\| \mathrm{d} s
$$

This, the fact that $K_{t}^{d}$ is non-decreasing in $t$ and an application of Gronwall's inequality yields

$$
\begin{equation*}
\left\|\psi(t, u)-\psi_{d}\left(t, \mathbf{P}_{d}(u)\right)\right\| \leq K_{t}^{d} \exp \left(L_{M}^{(1)} t\right), \quad t \in[0, T] \tag{6.30}
\end{equation*}
$$

and we note that $\sup _{t \in[0, T]} K_{t, d}=K_{T}^{d}$.

Hence, taking the supremum over all $t \in[0, T]$ on both sides of (6.30) yields

$$
\sup _{t \in[0, T]}\left\|\psi(t, u)-\psi_{d}\left(t, \mathbf{P}_{d}(u)\right)\right\| \leq K_{T}^{d} \exp \left(L_{M}^{(1)} T\right)
$$

Similarly, for the error term in (6.2) involving $\phi(\cdot, u)$, we note that $F_{d}(u)=F(u)$ for all $u \in \mathcal{H}_{d}^{+}$and hence by using (6.24) we obtain

$$
\begin{aligned}
\left|\phi(t, u)-\phi_{d}\left(t, \mathbf{P}_{d}(u)\right)\right| & \leq \int_{0}^{t}\left|F(\psi(s, u))-F_{d}\left(\psi_{d}\left(s, \mathbf{P}_{d}(u)\right)\right)\right| \mathrm{d} s \\
& \leq\left(\|b\|+\left(H_{M}+1\right) \int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)\right) \int_{0}^{t} K_{s, d} \mathrm{e}^{L_{M}^{(1)} s} \mathrm{~d} s \\
& \leq L_{M}^{(2)} t \sup _{s \in[0, t]} K_{s}^{d} \exp \left(L_{M}^{(1)} s\right),
\end{aligned}
$$

with $L_{M}^{(2)}:=\|b\|+\left(H_{M}+1\right) \int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)$. Moreover, we conclude that the left-hand side in (6.2) is bounded by $\mathrm{e}^{L_{M}^{(1)} T}\left(1+L_{M}^{(2)} T\right) K_{T}^{d}$. We note that $L_{M}^{(1)}$ and $L_{M}^{(2)}$ are independent of $d \in \mathbb{N}$ and thus setting $K:=\mathrm{e}^{L_{M}^{(1)} T}\left(1+L_{M}^{(2)} T\right)\left(1+T H_{M}^{2}\right)$ yields (6.2) with $C_{T, d}$ given by (6.3).
Let us prove that $C_{T, d}$ vanishes when $d$ tends to infinity. Indeed, note first that the map $t \mapsto \mathrm{e}^{t B^{*}}$ is continuous and thus maps compact sets to compact sets. In particular, for every $v \in \mathcal{H}^{+}$we see that the set $\left\{\mathrm{e}^{t B^{*}} v: t \in[0, T]\right\}$ is compact in $\mathcal{H}^{+}$and since for every $d \in \mathbb{N}$ the operators $\mathbf{P}_{d}^{\perp}$ converge uniformly on compact sets, we conclude that $\sup _{t \in[0, T]}\left\|\mathbf{P}_{d}^{\perp}\left(\mathrm{e}^{t B^{*}} v\right)\right\| \rightarrow 0$ as $d \rightarrow \infty$. Applying this to $v=u$ and $v=\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)$ accordingly, implies that the left-hand side in (6.2) converges to zero uniformly on compact sets in time as $d$ tends to infinity.

We end this section with a corollary of Proposition 6.1 providing more specific convergence rates under Assumption $\mathcal{E}$. This convergence rate appears again in (6.9). Let $V, H$ and $\mathcal{V}$ be as in Section 6.3.3, then the following corollary holds true:

Corollary 6.12. Let the assumptions of Proposition 6.1 hold and assume in addition that Assumption $\mathcal{E}$ is satisfied. If moreover $\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|_{\mathcal{V}}<\infty$ and $B^{*}\left(\mathcal{V}_{0}\right) \subseteq \mathcal{V}_{0}$, then for all $T>0$ we have
$\sup _{t \in[0, T],\|u\|_{\mathcal{V}} \leq 1}\left(\left|\phi_{d}\left(t, \mathbf{P}_{d}(u)\right)-\phi(t, u)\right|+\left\|\psi_{d}\left(t, \mathbf{P}_{d}(u)\right)-\psi(t, u)\right\|\right) \leq C_{T}\left\|\mathbf{P}_{d}^{\perp}\right\|_{\mathcal{L}(\mathcal{V}, \mathcal{H})}$,
with $C_{T}=\left(\mathrm{e}^{L_{C}^{(1)}}\left(1+L_{C}^{(2)} T\right)\left(1+T H_{C}^{2}\right)\right)\left(\mathrm{e}^{T\|B\|_{\mathcal{L}(\mathcal{H})}}\left(1+\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\| \mathcal{V}\right)\right)$ for $H_{C}$, $L_{C}^{(1)}$ and $L_{C}^{(2)}$ being as in the proof of Proposition 6.1 with $M=C$.

Proof. Let $K$ and $C_{T, d}$ be as in Proposition 6.1 and note that $\sup _{\|u\|_{\nu} \leq 1} K C_{T, d} \leq$ $C_{T}\left\|\mathbf{P}_{d}^{\perp}\right\|_{\mathcal{L}(\mathcal{V}, \mathcal{H})}$. Moreover, since $B^{*}\left(\mathcal{V}_{0}\right) \subseteq \mathcal{V}_{0}$, we have $\mathrm{e}^{t B^{*}}\left(\mathcal{V}_{0}\right) \subseteq \mathcal{V}_{0}$ for all $t \geq 0$, which together with $\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|_{\mathcal{V}}<\infty$ implies

Similarly, for every $u \in \mathcal{H}^{+}$with $\|u\|_{\mathcal{V}} \leq 1$ we see that

$$
\begin{aligned}
\sup _{t \in[0, T]}\left\|\mathbf{P}_{d}^{\perp} \mathrm{e}^{t B^{*}} u\right\| \leq \sup _{t \in[0, T]}\left\|\mathbf{P}_{d}^{\perp} \mathrm{e}^{t B^{*}}\right\|_{\mathcal{L}(\mathcal{V}, \mathcal{H})} & \leq\left\|\mathbf{P}_{d}^{\perp}\right\|_{\mathcal{L}(\mathcal{V}, \mathcal{H})} \sup _{t \in[0, T]}\left\|\mathrm{e}^{t B^{*}}\right\|_{\mathcal{L}(\mathcal{H})} \\
& \leq\left\|\mathbf{P}_{d}^{\perp}\right\|_{\mathcal{L}(\mathcal{V}, \mathcal{H})} \mathrm{e}^{T\|B\|_{\mathcal{L}(\mathcal{H})}}
\end{aligned}
$$

Note further that $\|u\| \leq C\|u\|_{\mathcal{V}} \leq C$ and hence from the proof of Proposition 6.1 we see that for $M=C$ we can take $K=\mathrm{e}^{L_{C}^{(1)}}\left(1+L_{C}^{(2)} T\right)\left(1+T H_{C}\right)$ where $H_{C}$ is such that $\left\|\psi_{d}(t, u)|\|\vee\| \psi(t, u)|\right\| \leq H_{C}$ for all $t \in[0, T]$ and $\|u\| \leq C, L_{C}^{(1)}=$ $\|B\|_{\mathcal{L}(\mathcal{H})}+2\left(H_{C}+1\right)\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|$ and $L_{C}^{(2)}=\|b\|+2\left(H_{C}+1\right) \int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)$.

### 6.7 Affine finite-rank operator-valued processes

In this section we construct a sequence of finite-rank operator-valued affine processes associated with $\left(\phi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right),\left(\psi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right)\right)_{d \in \mathbb{N}}\right.$, the sequence of Galerkin approximations given by Proposition 6.1. The existence of this sequence of processes is asserted in Proposition 6.2. First, in Section 6.7 .1 we project the given admissible parameter set onto spaces of finite-rank operators and prove that for every rank $d \in \mathbb{N}$, the projected sets can be identified with matrix-valued admissible parameter sets as in [42, Definition 2.3]. In Section 6.7 .2 we derive from this the existence of an associated sequence of affine processes with values in positive semi-definite matrices. Subsequently, in Section 6.7 .3 we transform this sequence back into the space of self-adjoint Hilbert-Schmidt operators and prove that this transformed sequence satisfies the asserted properties in Proposition 6.2.

### 6.7.1 Finite-rank admissible parameters

Assume that we are in the setting of Section 6.3. In particular, let $(b, B, m, \mu)$ be an admissible parameter set as in Definition 2.3 and let $\left(\mathcal{H}_{d}, \mathbf{P}_{d}\right)_{d \in \mathbb{N}}$ be a finiterank projection scheme in $\mathcal{H}$ (with respect to the orthonormal basis $\left(\mathbf{e}_{i, j}\right)_{i \leq j \in \mathbb{N}}$ in $\mathcal{H})$. For any two measurable spaces $\left(\mathcal{E}_{1}, \mathcal{B}_{1}\right)$ and $\left(\mathcal{E}_{2}, \mathcal{B}_{2}\right)$ and measurable function $f:\left(\mathcal{E}_{1}, \mathcal{B}_{1}\right) \rightarrow\left(\mathcal{E}_{2}, \mathcal{B}_{2}\right)$, we denote the push-forward of a measure $\mu_{1}: \mathcal{E}_{1} \rightarrow[0, \infty]$ with respect to $f$ by $f_{*} \mu_{1}$, i.e. $f_{*} \mu_{1}(A)=\mu\left(f^{-1}(A)\right)$ for any $A \in \mathcal{B}_{2}$ and note that $f_{*} \mu_{1}$ is a proper measure on $\left(\mathcal{E}_{2}, \mathcal{B}_{2}\right)$.

For every $d \in \mathbb{N}$, we define the sets $E_{d}:=\left\{\xi \in \mathcal{H}^{+}: 0<\left\|\mathbf{P}_{d}(\xi)\right\| \leq 1,\|\xi\|>1\right\}$ and $E_{d}^{0}:=\left\{\xi \in \mathcal{H}^{+}: \mathbf{P}_{d}(\xi) \neq 0\right\}$. Then we introduce the following notion:

Definition 6.13. For every $d \in \mathbb{N}$ we define the parameters $\left(b_{d}, B_{d}, m_{d}, \mu_{d}\right)$ and $M_{d}$ as follows:
i) The measure $m_{d}: \mathcal{B}\left(\mathcal{H}_{d}^{+} \backslash\{0\}\right) \rightarrow[0, \infty]$ is defined as the push-forward of $m$ with respect to $\mathbf{P}_{d}$, i.e.

$$
m_{d}(\mathrm{~d} \xi):=\left(\mathbf{P}_{d *} m\right)(\mathrm{d} \xi)
$$

ii) The vector $b_{d} \in \mathcal{H}_{d}$ is given by

$$
\begin{equation*}
b_{d}:=\mathbf{P}_{d}(b)+\int_{E_{d}} \mathbf{P}_{d}(\xi) m(\mathrm{~d} \xi) \tag{6.31}
\end{equation*}
$$

iii) The $\mathcal{H}_{d}^{+}$-valued measure $\mu_{d}: \mathcal{B}\left(\mathcal{H}_{d}^{+} \backslash\{0\}\right) \rightarrow \mathcal{H}_{d}^{+}$is defined as the $\mathbf{P}_{d^{-}}$ projection of the push-forward of $\mu$ with respect to $\mathbf{P}_{d}$, i.e.

$$
\mu_{d}(\mathrm{~d} \xi):=\mathbf{P}_{d}\left(\mathbf{P}_{d *} \mu\right)(\mathrm{d} \xi)
$$

Moreover, we define the $\mathcal{H}_{d}^{+}$-valued measure $M_{d}$ on $\mathcal{H}_{d}^{+} \backslash\{0\}$ as follows: For every $A \in \mathcal{B}\left(\mathcal{H}_{d}^{+} \backslash\{0\}\right)$ we set

$$
\begin{equation*}
M_{d}(A):=\int_{\mathcal{H}_{d}^{+} \backslash\{0\}} \mathbf{1}_{A}\left(\mathbf{P}_{d}(\xi)\right) \frac{1}{\|\xi\|^{2}} \mathbf{P}_{d}(\mu(\mathrm{~d} \xi)) \tag{6.32}
\end{equation*}
$$

iv) The linear operator $B_{d}: \mathcal{H}_{d} \rightarrow \mathcal{H}_{d}$ is defined by

$$
\begin{equation*}
B_{d}(u):=\mathbf{P}_{d}(B(u))+\int_{E_{d}} \mathbf{P}_{d}(\xi)\langle u, M(\mathrm{~d} \xi)\rangle, \quad u \in \mathcal{H}_{d} \tag{6.33}
\end{equation*}
$$

Remark 6.14. Note that by the definition of $M_{d}$ in (6.32) we have

$$
\begin{equation*}
\int_{E_{d}} \mathbf{P}_{d}(\xi)\left\langle u, M_{d}(\mathrm{~d} \xi)\right\rangle=\int_{E_{d}} \frac{\mathbf{P}_{d}(\xi)}{\|\xi\|^{2}}\left\langle u, \mathbf{P}_{d}(\mu(\mathrm{~d} \xi))\right\rangle, \quad u \in \mathcal{H}_{d} \tag{6.34}
\end{equation*}
$$

and for all $u \in \mathcal{H}_{d}$ we have

$$
\begin{aligned}
\left\|\int_{E_{d}} \frac{\mathbf{P}_{d}(\xi)}{\|\xi\|^{2}}\left\langle u, \mathbf{P}_{d}(\mu(\mathrm{~d} \xi))\right\rangle\right\| & \leq \int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\|\xi\|^{-1}\langle u, \mu(\mathrm{~d} \xi)\rangle \\
& \leq\|u\|\left\|\mu\left(\mathcal{H}^{+} \cap\{\|\xi\|>1\}\right)\right\|<\infty
\end{aligned}
$$

This shows that the integral in (6.33) is well defined (in a Bochner sense) and uniformly norm-bounded in $d \in \mathbb{N}$. Similarly, for all $d \in \mathbb{N}$ the integral part in (6.31) satisfies

$$
\int_{E_{d}} \mathbf{P}_{d}(\xi) m(\mathrm{~d} \xi) \leq \int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}} \xi m(\mathrm{~d} \xi) \in \mathcal{H}^{+} .
$$

In the following two lemmas we give some observations that we will use in the next section.

Lemma 6.15. Let $M(x, \mathrm{~d} \xi): \mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right) \rightarrow[0, \infty]$ be the kernel defined in (2.3) and let $\mu_{d}$ and $M_{d}$ be as in Definition 6.13 iii). Moreover, for every $x \in \mathcal{H}_{d}^{+}$we define the measure $M_{d}(x, \mathrm{~d} \xi): \mathcal{B}\left(\mathcal{H}_{d}^{+} \backslash\{0\}\right) \rightarrow[0, \infty]$ by

$$
\begin{equation*}
M_{d}(x, A):=\int_{\mathcal{H}^{+} \backslash\{0\}} \mathbf{1}_{A}\left(\mathbf{P}_{d}(\xi)\right) \frac{1}{\|\xi\|^{2}}\left\langle x, \mathbf{P}_{d}(\mu(\mathrm{~d} \xi))\right\rangle, \quad A \in \mathcal{B}\left(\mathcal{H}_{d}^{+} \backslash\{0\}\right) \tag{6.35}
\end{equation*}
$$

Then for every $A \in \mathcal{B}\left(\mathcal{H}_{d}^{+} \backslash\{0\}\right)$ and $x \in \mathcal{H}_{d}^{+}$we have $M_{d}(x, A)=\left\langle x, M_{d}(A)\right\rangle$ and

$$
\begin{equation*}
\left\langle x, \mu_{d}(A)\right\rangle=\int_{\mathcal{H}^{+} \backslash\{0\}} \mathbf{1}_{A}\left(\mathbf{P}_{d}(\xi)\right)\|\xi\|^{2} M(x, \mathrm{~d} \xi) \tag{6.36}
\end{equation*}
$$

Proof. Recall that $M(x, \mathrm{~d} \xi)=\|\xi\|^{-2}\langle x, \mu(\mathrm{~d} \xi)\rangle$ is a measure on $\mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right)$. Now let $x \in \mathcal{H}_{d}^{+}$and $A \in \mathcal{B}\left(\mathcal{H}_{d}^{+} \backslash\{0\}\right)$, then by definition we have $\left\langle x, \mu_{d}(A)\right\rangle=$ $\left\langle x,\left(\mathbf{P}_{d *} \mu\right)(A)\right\rangle$ and we obtain by the variation-of-constant formula for pushforward measures that

$$
\begin{aligned}
\left\langle x,\left(\mathbf{P}_{d *} \mu\right)(A)\right\rangle & =\int_{\mathcal{H}^{+} \backslash\{0\}} \mathbf{1}_{A}\left(\mathbf{P}_{d}(\xi)\right)\langle x, \mu(\mathrm{~d} \xi)\rangle \\
& =\int_{\mathcal{H}^{+} \backslash\{0\}} \mathbf{1}_{\mathbf{P}_{d}}\left(\mathbf{P}_{d}(\xi)\right)\|\xi\|^{2}\langle x, M(\mathrm{~d} \xi)\rangle .
\end{aligned}
$$

Note that $\mathbf{1}_{A}\left(\mathbf{P}_{d}(\xi)\right)$ vanishes on the set $\left\{\xi \in \mathcal{H}^{+}: \mathbf{P}_{d}(\xi)=0\right\}$ since $\mathbf{1}_{A}\left(\mathbf{P}_{d}(\xi)\right)=$ $\mathbf{1}_{A}(0)=0$ as $0 \in A^{c}$ for every $A \subseteq \mathcal{H}_{d}^{+} \backslash\{0\}$, i.e. we technically integrate over $E_{d}^{0}$ only and $\mathbf{P}_{d}:\left(E_{d}^{0}, \mathcal{B}\left(E_{d}^{0}\right)\right) \rightarrow\left(\overline{\mathcal{H}}_{d}^{+} \backslash\{0\}, \mathcal{B}\left(\mathcal{H}_{d}^{+} \backslash\{0\}\right)\right)$ is measurable.

In the next lemma we show that the function $F_{d}$ and $R_{d}$ from Section 6.3.1 can be expressed in terms of the parameters $b_{d}, B_{d}, m_{d}$ and $M_{d}$ from Definition 6.13. This will help us to associate the Galerkin approximations to affine processes in the subsequent section.

Lemma 6.16. For every $u \in \mathcal{H}_{d}^{+}$we can express $F_{d}(u)$ and $R_{d}(u)$ by means of the parameters $b_{d}, B_{d}, m_{d}$ and $M_{d}$ as follows:

$$
\begin{align*}
& F_{d}(u)=\left\langle b_{d}, u\right\rangle-\int_{\mathcal{H}_{d}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-1+\langle\chi(\xi), u\rangle\right) m_{d}(\mathrm{~d} \xi),  \tag{6.37a}\\
& R_{d}(u)=B_{d}^{*}(u)-\int_{\mathcal{H}_{d}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-1+\langle\chi(\xi), u\rangle\right) M_{d}(\mathrm{~d} \xi) . \tag{6.37b}
\end{align*}
$$

Proof. We only proof the identity (6.37b) as the proof of (6.37a) is similar. Let $u \in \mathcal{H}_{d}^{+}$and note that we have $\langle\xi, u\rangle=\left\langle\mathbf{P}_{d}(\xi), u\right\rangle$ for every $\xi \in \mathcal{H}^{+}$since $\mathbf{P}_{d}$ is an orthogonal projection with respect to $\langle\cdot, \cdot\rangle$. Setting $M(\mathrm{~d} \xi):=\|\xi\|^{-2} \mu(\mathrm{~d} \xi)$ we see from the definition of $R_{d}$, Definition 6.13 iv) and (6.34) that

$$
\begin{align*}
R_{d}(u) & =\mathbf{P}_{d}(B(u))-\int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\left\langle\mathbf{P}_{d}(\xi), u\right\rangle}-1+\left\langle\mathbf{P}_{d}(\chi(\xi)), u\right\rangle\right) \frac{\mathbf{P}_{d}(\mu(\mathrm{~d} \xi))}{\|\xi\|^{2}} \\
& =B_{d}(u)-\int_{\mathcal{H}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\left\langle\mathbf{P}_{d}(\xi), u\right\rangle}-1+\left\langle\chi\left(\mathbf{P}_{d}(\xi)\right), u\right\rangle\right) \mathbf{P}_{d}(M(\mathrm{~d} \xi)) . \tag{6.38}
\end{align*}
$$

Note that on the set $\left\{\xi \in \mathcal{H}^{+}: \mathbf{P}_{d}(\xi)=0\right\}$ the integrand on the right-hand side of (6.38) vanishes and hence we see that the integral coincides with

$$
\begin{equation*}
\int_{E_{d}^{0}}\left(\mathrm{e}^{-\left\langle\mathbf{P}_{d}(\xi), u\right\rangle}-1+\left\langle\chi\left(\mathbf{P}_{d}(\xi)\right), u\right\rangle\right) \mathbf{P}_{d}(M(\mathrm{~d} \xi)) . \tag{6.39}
\end{equation*}
$$

From the definition of $M_{d}$ in (6.32) and by the change-of-variables formula for push-forward measures, we conclude that the integral in (6.39) is equal to

$$
\int_{\mathcal{H}_{d}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle}-1+\langle\chi(\xi), u\rangle\right) M_{d}(\mathrm{~d} \xi),
$$

which inserted back into (6.38) proves the identity (6.37b).

### 6.7.2 Identification with matrix-valued affine processes

For every $d \in \mathbb{N}$ we denote by $\left(\mathbb{M}_{d},\langle\cdot, \cdot\rangle_{d}\right)$ the space of all real $d \times d$-matrices equipped with the trace inner-product $\langle x, y\rangle_{d}:=\operatorname{Tr}\left(y^{\top} x\right)$ for $x, y \in \mathbb{M}_{d}$, where $y^{\top} \in \mathbb{M}_{d}$ denotes the transpose of $y$. The norm $\|\cdot\|_{d}$ induced by $\langle\cdot, \cdot\rangle_{d}$ is called the Frobenius norm, which is nothing else than the Hilbert-Schmidt norm in the case of $H=\mathbb{R}_{d}$. As before, we denote the subspace of $\mathbb{M}_{d}$ consisting of all the symmetric $d \times d$-matrices by $\mathbb{S}_{d}$. For $d \in \mathbb{N}$ we denote by $\left\{v_{1}, \ldots, v_{d}\right\}$ the standard basis of $\mathbb{R}_{d}$ and define the coordinate system $\Phi_{d}: \mathbb{R}_{d} \rightarrow H_{d}$ associated with the basis $\left\{e_{1}, \ldots, e_{d}\right\}$ of $H_{d}$ by

$$
\begin{equation*}
\Phi_{d}\left(v_{i}\right)=e_{i}, \quad \text { for } i=1, \ldots, d . \tag{6.40}
\end{equation*}
$$

The coordinate system $\Phi_{d}$ identifies the $d$-dimensional subspace $H_{d}$ with $\mathbb{R}_{d}$ and we can represent every linear operator $A \in \mathcal{L}\left(H_{d}\right)$ as a $d \times d$-matrix by using the mapping $i_{d}: \mathcal{L}\left(H_{d}\right) \rightarrow \mathbb{S}_{d}$ given by

$$
\begin{equation*}
i_{d}(A):=\Phi_{d}^{-1} \circ A \circ \Phi_{d}, \tag{6.41}
\end{equation*}
$$

where under the usual matrix-identification we shall understand $i_{d}(A)$ as an element in $\mathbb{M}_{d}$. Note that whenever $A$ is self-adjoint, its matrix representation $i_{d}(A)$ is self-adjoint as well, which can be seen by taking $x, y \in \mathbb{R}_{d}$ and the brief computation

$$
\left\langle i_{d}(A) x, y\right\rangle_{\mathbb{R}^{d}}=\left\langle A \circ \Phi_{d}(x), \Phi_{d}(y)\right\rangle_{H}=\left\langle\Phi_{d}(x), A^{*} \circ \Phi_{d}(y)\right\rangle_{H}=\left\langle x, i_{d}(A) y\right\rangle_{\mathbb{R}^{d}} .
$$

Under the mapping $i_{d}$ in (6.41) we identify $\mathcal{H}_{d} \subseteq \mathcal{L}\left(H_{d}\right)$ with $\mathbb{S}_{d}$ and note that $i_{d}$ is an isometry between $\mathbb{S}_{d}$ and $\mathcal{H}_{d}$, i.e. it identifies the Frobenius with the HilbertSchmidt norm. Moreover, we observe that for the cone of all symmetric positive semi-definite $d \times d$-matrices $\mathbb{S}_{d}^{+}$, the positivity of $\mathcal{H}_{d}^{+}$is preserved under $i_{d}$, i.e. $i_{d}\left(\mathcal{H}_{d}^{+}\right)=\mathbb{S}_{d}^{+}$. In the following definition we introduce yet another transformation of the parameters $b_{d}, B_{d}, m_{d}, \mu_{d}$ and $M_{d}$ from Definition 6.13. This time by identifying the spaces $\mathcal{H}_{d}$ and $\mathbb{S}_{d}$ :

Definition 6.17. Let $(b, B, m, \mu)$ be an admissible parameter set as in Definition 2.3 and for $d \in \mathbb{N}$ let $\left(b_{d}, B_{d}, m_{d}, \mu_{d}\right)$ and $M_{d}$ be as in Definition 6.13. For every $d \in \mathbb{N}$ we define the parameters $\left(\tilde{b}_{d}, \tilde{B}_{d}, \tilde{m}_{d}, \tilde{\mu}_{d}\right)$ and $\tilde{M}_{d}$ as follows:
i) The matrix $\tilde{b}_{d} \in \mathbb{S}_{d}^{+}$is defined as $\tilde{b}_{d}:=i_{d}\left(b_{d}\right)$.
ii) The linear operator $\tilde{B}_{d}: \mathbb{S}_{d} \rightarrow \mathbb{S}_{d}$ is given by $\tilde{B}_{d}:=i_{d} \circ B_{d} \circ i_{d}^{-1}$.
iii) The measure $\tilde{m}_{d}: \mathcal{B}\left(\mathbb{S}_{d}^{+} \backslash\{0\}\right) \rightarrow[0, \infty]$ is defined as the push-forward of $m_{d}$ with respect to $i_{d}$, i.e.

$$
\tilde{m}_{d}(\mathrm{~d} \xi):=\left(i_{d *} m_{d}\right)(\mathrm{d} \xi) .
$$

iv) The matrix-valued measure $\tilde{\mu}_{d}: \mathcal{B}\left(\mathbb{S}_{d}^{+} \backslash\{0\}\right) \rightarrow \mathbb{S}_{d}^{+}$is defined as the composition of $i_{d}$ and the push-forward of $\mu_{d}$ with respect to $i_{d}$, i.e.

$$
\tilde{\mu}_{d}(\mathrm{~d} \xi)=i_{d}\left(\left(i_{d *} \mu_{d}\right)(\mathrm{d} \xi)\right)
$$

Moreover, we define the $\mathbb{S}_{d}^{+}$-valued measure $\tilde{M}_{d}(\mathrm{~d} \xi)$ as follows: For every $A \in \mathcal{B}\left(\mathbb{S}_{d}^{+} \backslash\{0\}\right)$ we set

$$
\tilde{M}_{d}(A)=\int_{\mathcal{H}^{+} \backslash\{0\}} \mathbf{1}_{A}\left(i_{d}\left(\mathbf{P}_{d}(\xi)\right)\right) \frac{1}{\|\xi\|^{2}} i_{d}\left(\mathbf{P}_{d}(\mu(\mathrm{~d} \xi))\right)
$$

and for every $x \in \mathbb{S}_{d}^{+}$we write $\tilde{M}_{d}(x, \mathrm{~d} \xi):=\left\langle x, \tilde{M}_{d}(\mathrm{~d} \xi)\right\rangle$.

Now, let $\chi_{d}: \mathbb{S}_{d} \rightarrow \mathbb{S}_{d}$ be defined as $\chi_{d}(\xi)=\xi \mathbf{1}_{\|\xi\|_{d} \leq 1}(\xi)$. In the next lemma we show some crucial properties of the parameters ( $\tilde{b}_{d}, \tilde{B}_{d}, \tilde{m}_{d}, \tilde{\mu}_{d}$ ) and $\tilde{M}_{d}$ that allows us in a next step to identify a matrix-valued admissible parameter set with these parameters.
Lemma 6.18. Let $d \in \mathbb{N}$ and $\tilde{b}_{d}, \tilde{B}_{d}, \tilde{m}_{d}$ and $\tilde{M}_{d}$ defined as in Definition 6.17. Then the following holds true:
i) $\int_{\mathbb{S}_{d}^{+} \backslash\{0\}}\left(\|\xi\|_{d} \vee\|\xi\|_{d}^{2}\right) \tilde{m}_{d}(\mathrm{~d} \xi)<\infty$.
ii) $\tilde{b}_{d}-\int_{\mathbb{S}_{d}^{+} \backslash\{0\}} \chi_{d}(\xi) \tilde{m}_{d}(\mathrm{~d} \xi) \in \mathbb{S}_{d}^{+}$.
iii) For every $A \in \mathcal{B}\left(\mathbb{S}_{d}^{+} \backslash\{0\}\right)$ we have $\tilde{M}_{d}(A) \in \mathbb{S}_{d}^{+}$and

$$
\int_{\mathbb{S}_{d}^{+} \backslash\{0\}}\left\langle\chi_{d}(\xi), u\right\rangle_{d} \tilde{M}_{d}(x, \mathrm{~d} \xi)<\infty
$$

for all $x, u \in \mathbb{S}_{d}^{+}$such that $\langle x, u\rangle_{d}=0$.
iv) For all $x \in \mathbb{S}_{d}^{+}$we have $\int_{\mathbb{S}_{d}^{+} \backslash\{0\}}\|\xi\|^{2} \tilde{M}_{d}(x, \mathrm{~d} \xi)<\infty$.
v) For all $x, u \in \mathbb{S}_{d}^{+}$such that $\langle x, u\rangle_{d}=0$ we have

$$
\begin{equation*}
\left\langle\tilde{B}_{d}(x), u\right\rangle_{d}-\int_{\mathcal{H}^{+}}\left\langle\chi_{d}(\xi), u\right\rangle_{d}\left\langle x, \tilde{M}_{d}(\mathrm{~d} \xi)\right\rangle_{d} \geq 0 \tag{6.42}
\end{equation*}
$$

Proof. First, note that for every $E \in \mathcal{B}\left(\mathbb{S}_{d}^{+} \backslash\{0\}\right)$ we have

$$
i_{d *}\left(\mathbf{P}_{d *} m\right)(E)=m\left(\mathbf{P}_{d}^{-1}\left(i_{d}^{-1}(E)\right)\right)=m\left(\left(i_{d} \circ \mathbf{P}_{d}\right)^{-1}(E)\right)=\left(i_{d} \circ \mathbf{P}_{d}\right)_{*} m(E)
$$

and $\tilde{m}_{d}(\mathrm{~d} \xi)=\left(i_{d_{\sim}} \circ \mathbf{P}_{d}\right)_{*} m(\mathrm{~d} \xi)$ by definition and the analogous statement holds for the measure $\tilde{M}_{d}$. To show Lemma 6.18 i) we split up the integral as follows

$$
\begin{align*}
\int_{\mathbb{S}_{d}^{+} \backslash\{0\}}\left(\|\xi\|_{d} \vee\|\xi\|_{d}^{2}\right) \tilde{m}_{d}(\mathrm{~d} \xi)= & \int_{\left\{\xi \in \mathbb{S}_{d}^{+}: 0<\|\xi\|_{d} \leq 1\right\}}\|\xi\|_{d} \tilde{m}_{d}(\mathrm{~d} \xi) \\
& +\int_{\left\{\xi \in \mathbb{S}_{d}^{+}:\|\xi\|_{d}>1\right\}}\|\xi\|_{d}^{2} \tilde{m}_{d}(\mathrm{~d} \xi) . \tag{6.43}
\end{align*}
$$

In the following we treat the two integrals on the right-hand side of (6.43) separately.

By the change-of-variable formula for pushforward measures and since $i_{d}$ is an isometry, i.e. $\|\xi\|=\left\|i_{d}(\xi)\right\|_{d}$ for $\xi \in \mathcal{H}_{d}^{+}$, we deduce the following for the first integral in (6.43)

$$
\begin{align*}
\int_{\left\{\xi \in \mathbb{S}_{d}^{+}: 0<\|\xi\|_{d} \leq 1\right\}}\|\xi\|_{d} \tilde{m}_{d}(\mathrm{~d} \xi) & =\int_{\left\{\xi \in \mathcal{H}_{d}^{+}: 0<\left\|i_{d}(\xi)\right\|_{d} \leq 1\right\}}\left\|i_{d}(\xi)\right\|_{d} m_{d}(\mathrm{~d} \xi) \\
& =\int_{\left\{\xi \in \mathcal{H}_{d}^{+}: 0<\|\xi\| \leq 1\right\}}\|\xi\| m_{d}(\mathrm{~d} \xi) \\
& =\int_{\left\{\xi \in \mathcal{H}^{+}: 0<\left\|\mathbf{P}_{d}(\xi)\right\| \leq 1\right\}}\left\|\mathbf{P}_{d}(\xi)\right\| m(\mathrm{~d} \xi)  \tag{6.44}\\
& \leq \int_{\mathcal{H}^{+} \backslash\{0\}}\left(\sum_{i=1}^{d} \sum_{j=i}^{d}\left\langle\xi, \mathbf{e}_{i, j}\right\rangle^{2}\right)^{\frac{1}{2}} m(\mathrm{~d} \xi) \\
& \leq \sum_{i=1}^{d} \sum_{j=i}^{d} \int_{\mathcal{H}^{+} \backslash\{0\}}\left|\left\langle\xi, \mathbf{e}_{i, j}\right\rangle\right| m(\mathrm{~d} \xi)<\infty \tag{6.45}
\end{align*}
$$

where the inequality in (6.45) follows from part (b) in Definition 2.3 i), which yields

$$
\int_{\mathcal{H}^{+} \cap\{0<\|\xi\| \leq 1\}}\left|\left\langle\xi, \mathbf{e}_{i, j}\right\rangle\right| m(\mathrm{~d} \xi)<\infty, \quad \forall 1 \leq i \leq j \leq d,
$$

together with part (a) of Lemma 6.18 i) which yields

$$
\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\left|\left\langle\xi, \mathbf{e}_{i, j}\right\rangle\right| m(\mathrm{~d} \xi) \leq \int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\|\xi\|^{2} m(\mathrm{~d} \xi)<\infty,
$$

for all $1 \leq i \leq j \leq d$. Similarly, for the second integral on the right-hand side of (6.43) we see that

$$
\begin{aligned}
\int_{\left\{\xi \in \mathbb{S}_{d}^{+}:\|\xi\|_{d}>1\right\}}\|\xi\|_{d}^{2} \tilde{m}_{d}(\mathrm{~d} \xi) & \leq \int_{\mathcal{H}^{+} \backslash\{0\}}\left\|\mathbf{P}_{d}(\xi)\right\|^{2} m(\mathrm{~d} \xi) \\
& \leq \int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)<\infty
\end{aligned}
$$

which follows again from part (b) in Definition 2.3 i). Next, we prove the assertion in Lemma 6.18 ii). Note first, that by definition we have

$$
\tilde{b}_{d}=i_{d}\left(b_{d}\right)=i_{d}\left(\mathbf{P}_{d}(b)\right)+\int_{E_{d}} i_{d}\left(\mathbf{P}_{d}(\xi)\right) m(\mathrm{~d} \xi) .
$$

Moreover, from Definition 2.3 ii ) it follows that $b \in \mathcal{H}^{+}$and since $\mathbf{P}_{d}\left(\mathcal{H}^{+}\right)=\mathcal{H}_{d}^{+}$ and $i_{d}\left(\mathcal{H}_{d}^{+}\right)=\mathbb{S}_{d}^{+}$we see that $\tilde{b}_{d} \in \mathbb{S}_{d}^{+}$. Moreover, since

$$
\mathbf{1}_{E_{d}}-\mathbf{1}_{\mathcal{H}^{+} \cap\left\{0<\left\|\mathbf{P}_{d}(\xi)\right\| \leq 1\right\}}=-\mathbf{1}_{\mathcal{H}^{+} \cap\{0<\|\xi\| \leq 1\}}
$$

and

$$
\begin{aligned}
\mathbf{P}_{d}\left(I_{m}\right) & =\sum_{i=1}^{d} \sum_{j=i}^{d}\left\langle I_{m}, \mathbf{e}_{i, j}\right\rangle \mathbf{e}_{i, j}=\sum_{i=1}^{d} \sum_{j=i}^{d}\left(\int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle\chi(\xi), \mathbf{e}_{i, j}\right\rangle m(\mathrm{~d} \xi)\right) \mathbf{e}_{i, j} \\
& =\int_{\mathcal{H}^{+} \backslash\{0\}} \mathbf{P}_{d}(\chi(\xi)) m(\mathrm{~d} \xi),
\end{aligned}
$$

we conclude that

$$
\tilde{b}_{d}-\int_{\mathbb{S}_{d}^{+} \backslash\{0\}} \chi_{d}(\xi) \tilde{m}_{d}(\mathrm{~d} \xi)=i_{d}\left(\mathbf{P}_{d}\left(b-I_{m}\right)\right) \geq_{\mathbb{S}_{d}^{+}} 0
$$

where it follows from Definition 2.3 ii) that $b-I_{m} \in \mathcal{H}^{+}$. We continue with Lemma 6.18 iii ) and show first that the measure $\tilde{M}_{d}$ is a sigma-finite measure on $\mathbb{S}_{d}^{+} \backslash\{0\}$ such that for every $A \in \mathcal{B}\left(\mathbb{S}_{d}^{+} \backslash\{0\}\right)$ we have $\tilde{M}_{d}(A) \in \mathbb{S}_{d}^{+}$. For this, note that by definition $\mu(E) \in \mathcal{H}^{+}$for all $E \in \mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right)$. Hence, this applied to the measurable set $\left(i_{d} \circ \mathbf{P}_{d}\right)^{-1}(A) \subseteq \mathcal{H}_{d}^{+}$gives $\tilde{M}_{d}(A) \in \mathbb{S}_{d}^{+}$. Note that for every $x \in \mathbb{S}_{d}^{+}$the kernel $\tilde{M}_{d}(x, \mathrm{~d} \xi): \mathcal{B}\left(\mathbb{S}_{d}^{+} \backslash\{0\}\right) \rightarrow[0, \infty]$, for all $A \in \mathcal{B}\left(\mathbb{S}_{d}^{+} \backslash\{0\}\right)$, satisfies

$$
\tilde{M}_{d}(x, A)=\int_{\mathcal{H}^{+} \backslash\{0\}} \mathbf{1}_{A}\left(i_{d}\left(\mathbf{P}_{d}(\xi)\right)\right) \frac{1}{\|\xi\|^{2}}\left\langle x, i_{d}\left(\mathbf{P}_{d}(\mu(\mathrm{~d} \xi))\right)\right\rangle_{d},
$$

or equivalently $\tilde{M}_{d}(x, \mathrm{~d} \xi)=i_{d}\left(i_{d *} M_{d}(x, \mathrm{~d} \xi)\right)$. Moreover, let $x, u \in \mathbb{S}_{d}^{+}$such that $\langle x, u\rangle_{d}=0$, then

$$
\begin{align*}
\int_{\mathbb{S}_{d}^{+} \backslash\{0\}}\left\langle\chi_{d}(\xi), u\right\rangle_{d} \tilde{M}_{d}(x, \mathrm{~d} \xi) & =\int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle\chi_{d}\left(i_{d}\left(\mathbf{P}_{d}(\xi)\right)\right), u\right\rangle_{d} \frac{\left\langle x, i_{d}\left(\mathbf{P}_{d}(\mu(\mathrm{~d} \xi))\right)\right\rangle_{d}}{\|\xi\|^{2}} \\
& =\int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle\chi\left(\mathbf{P}_{d}(\xi)\right), i_{d}^{-1}(u)\right\rangle \frac{\left\langle i_{d}^{-1}(x), \mathbf{P}_{d}(\mu(\mathrm{~d} \xi))\right\rangle}{\|\xi\|^{2}} \\
& \leq \int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle\mathbf{P}_{d}(\xi), i_{d}^{-1}(u)\right\rangle \frac{\left\langle i_{d}^{-1}(x), \mu(\mathrm{d} \xi)\right\rangle}{\|\xi\|^{2}} \\
& =\int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle\xi, i_{d}^{-1}(u)\right\rangle \frac{\left\langle i_{d}^{-1}(x), \mu(\mathrm{d} \xi)\right\rangle}{\|\xi\|^{2}}<\infty . \tag{6.46}
\end{align*}
$$

Note that in the last inequality (6.46) we used Definition 2.3 iii) and since $i_{d}^{-1}(x)$, $i_{d}^{-1}(u) \in \mathcal{H}^{+}$satisfy $\left\langle i_{d}^{-1}(x), i_{d}^{-1}(u)\right\rangle=\langle x, u\rangle_{d}=0$.

The property in (6.50) follows from

$$
\begin{aligned}
\int_{\mathbb{S}_{d}^{+} \backslash\{0\}}\|\xi\|_{d}^{2} \tilde{M}_{d}(x, \mathrm{~d} \xi) & \leq \int_{\mathcal{H}^{+} \backslash\{0\}}\left\|\mathbf{P}_{d}(\xi)\right\|^{2} \frac{\left\langle i_{d}^{-1}(x), \mu(\mathrm{d} \xi)\right\rangle}{\|\xi\|^{2}} \\
& \leq\left\langle i_{d}^{-1}(x), \mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\rangle<\infty .
\end{aligned}
$$

Finally, we show Lemma 6.18 v$)$. For this let $x, u \in \mathbb{S}_{d}^{+}$be such that $\langle x, u\rangle_{d}=0$ and note that
$\int_{\mathbb{S}_{d}^{+} \cap\left\{0<\|\xi\|_{d} \leq 1\right\}}\left\langle\chi_{d}(\xi), u\right\rangle_{d} \tilde{M}_{d}(x, \mathrm{~d} \xi)=\int_{\mathcal{H}^{+} \cap\left\{0<\left\|\mathbf{P}_{d}(\xi)\right\| \leq 1\right\}}\left\langle\xi, i_{d}^{-1}(u)\right\rangle M\left(i_{d}^{-1}(x), \mathrm{d} \xi\right)$,
as well as

$$
\left\langle\tilde{B}_{d}(x), u\right\rangle_{d}=\left\langle B\left(i_{d}^{-1}(x)\right), i_{d}^{-1}(u)\right\rangle_{d}+\int_{E_{d}}\left\langle\mathbf{P}_{d}(\xi), i_{d}^{-1}(u)\right\rangle_{d} M\left(i_{d}^{-1}(x), \mathrm{d} \xi\right)
$$

Now again, by the identity $\mathbf{1}_{E_{d}}-\mathbf{1}_{\mathcal{H}^{+} \cap\left\{0<\left\|\mathbf{P}_{d}(\xi)\right\| \leq 1\right\}}=-\mathbf{1}_{\mathcal{H}^{+} \cap\{0<\|\xi\| \leq 1\}}$ and since $\left\langle i_{d}^{-1}(x), i_{d}^{-1}(u)\right\rangle=0$ we conclude the inequality (6.42) from

$$
\left\langle B\left(i_{d}^{-1}(x)\right), i_{d}^{-1}(u)\right\rangle-\int_{\mathcal{H}^{+} \cap\{0<\|\xi\| \leq 1\}}\left\langle\xi, i_{d}^{-1}(u)\right\rangle M\left(i_{d}^{-1}(x), \mathrm{d} \xi\right) \geq 0,
$$

which holds true by Definition 2.3 iv) and proves the last assertion of Lemma 6.18.

In the following proposition we assert the existence of a unique affine process on $\mathbb{S}_{d}^{+}$associated with an matrix-valued admissible parameter set built from the parameters $\tilde{b}_{d}, \tilde{B}_{d}, \tilde{m}_{d}$ and $\tilde{M}_{d}$ and paths in $D\left(\mathbb{R}^{+}, \mathbb{S}_{d}^{+}\right)$.
Proposition 6.19. Let $d \in \mathbb{N}$ and $\left(\tilde{b}_{d}, \tilde{B}_{d}, \tilde{m}_{d}, \tilde{\mu}_{d}\right)$ and $\tilde{M}_{d}$ be as in Definition 6.17. Then there exists a unique Markov process $\left(\tilde{X}^{d},\left(\tilde{\mathbb{P}}_{x}\right)_{x \in \mathbb{S}_{d}^{+}}\right)$, where $\tilde{\mathbb{P}}_{x}^{d}$ denotes the law of $\tilde{X}^{d}$ given $\tilde{X}_{0}^{d}=x \in \mathbb{S}_{d}^{+}$, with paths in $D\left(\mathbb{R}^{+}, \mathbb{S}_{d}^{+}\right)$and such that for every $x \in \mathbb{S}_{d}^{+}$we have

$$
\begin{equation*}
\mathbb{E}_{\tilde{P}_{x}^{d}}\left[\mathrm{e}^{-\left\langle\tilde{X}_{t}^{d}, u\right\rangle_{d}}\right]=\mathrm{e}^{-\tilde{\phi}_{d}(t, u)-\left\langle x, \tilde{\psi}_{d}(t, u)\right\rangle_{d}}, \quad t \geq 0, u \in \mathbb{S}_{d}^{+} \tag{6.47}
\end{equation*}
$$

for $\left(\tilde{\phi}_{d}(\cdot, u), \tilde{\psi}_{d}(\cdot, u)\right)$ the unique solution of the following equations:

$$
\begin{cases}\frac{\partial \tilde{\phi}_{d}(t, u)}{\partial t}=\tilde{F}_{d}\left(\tilde{\phi}_{d}(t, u)\right), & \tilde{\phi}_{d}(0, u)=0  \tag{6.48a}\\ \frac{\partial \tilde{\psi}_{d}(t, u)}{\partial t}=\tilde{R}_{d}\left(\tilde{\psi}_{d}(t, u)\right), & \tilde{\psi}_{d}(0, u)=u\end{cases}
$$

where the functions $\tilde{F}_{d}: \mathbb{S}_{d}^{+} \rightarrow \mathbb{R}$ and $\tilde{R}_{d}: \mathbb{S}_{d}^{+} \rightarrow \mathbb{S}_{d}$ are given by

$$
\begin{aligned}
& \tilde{F}_{d}(u):=\left\langle\tilde{b}_{d}, u\right\rangle_{d}-\int_{\mathbb{S}_{d}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle_{d}}-1+\left\langle\chi_{d}(\xi), u\right\rangle_{d}\right) \tilde{m}_{d}(\mathrm{~d} \xi), \\
& \tilde{R}_{d}(u):=\tilde{B}_{d}^{*}(u)-\int_{\mathbb{S}_{d}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\langle\xi, u\rangle_{d}}-1+\left\langle\chi_{d}(\xi), u\right\rangle_{d}\right) \tilde{M}_{d}(\mathrm{~d} \xi) .
\end{aligned}
$$

Moreover, for all $x \in \mathbb{S}_{d}^{+}$we have $\tilde{\mathbb{P}}_{x}\left(\left\{\tilde{X}_{t}^{d} \in \mathbb{S}_{d}^{+}: t \geq 0\right\}\right)=1$ and $\tilde{X}^{d}$ is a squareintegrable semimartingale on $\mathbb{S}_{d}^{+}$whose characteristic triplet $\left(\tilde{A}^{d}, \tilde{C}^{d}, \nu \tilde{X}^{d}\right)$, with respect to $\chi_{d}$, is given by
$\tilde{A}_{t}^{d}=\int_{0}^{t}\left(\tilde{b}_{d}+\tilde{B}_{d}\left(\tilde{X}_{s}^{d}\right)\right) \mathrm{d} s ; \quad \tilde{C}_{t}^{d}=0 ; \quad \nu^{\tilde{X}^{d}}(\mathrm{~d} t, \mathrm{~d} \xi)=\left(\tilde{m}_{d}(\mathrm{~d} \xi)+\tilde{M}_{d}\left(\tilde{X}_{t}^{d}, \mathrm{~d} \xi\right)\right) \mathrm{d} t$.
Proof. Given the parameters $\tilde{b}_{d}, \tilde{B}_{d}, \tilde{m}_{d}$ and $\tilde{M}_{d}$ we define the following adjusted constant and linear drift parameters $\tilde{c}_{d}$ and $\tilde{D}_{d}(u)$ for $u \in \mathbb{S}_{d}$ as

$$
\tilde{c}_{d}:=\tilde{b}_{d}-\int_{\mathbb{S}_{d}^{+} \backslash\{0\}} \chi_{d}(\xi) \tilde{m}_{d}(\mathrm{~d} \xi), \quad \tilde{D}_{d}(u):=\tilde{B}_{d}^{*}(u)-\int_{\mathbb{S}_{d}^{+} \backslash\{0\}}\left\langle\chi_{d}(\xi), u\right\rangle_{d} \tilde{M}_{d}(\mathrm{~d} \xi) .
$$

It then follows from the properties in Lemma 6.18 ii) and (6.42) that $\tilde{c}_{d} \in$ $\mathbb{S}_{d}^{+}$and $\left\langle\tilde{D}_{d}(u), x\right\rangle_{d} \geq 0$ for all $u, x \in \mathbb{S}_{d}^{+}$with $\langle u, x\rangle_{d}=0$. Together with the other properties shown in Lemma 6.18 we conclude that the parameter set $\left(0, \tilde{c}_{d}, \tilde{D}_{d}, 0,0, \tilde{m}_{d}, \tilde{M}_{d}\right)$ is an admissible parameter set for $\mathbb{S}_{d}^{+}$-valued affine process according to [114, Definition 3.1]. It thus follows from [42, Theorem 2.4] and [114, Theorem 3.2] that there exists a unique affine process $\left(\tilde{X}^{d}\right)_{t \geq 0}$ with values in $\mathbb{S}_{d}^{+}$ such that for every $t \geq 0$ and $u \in \mathbb{S}_{d}^{+}$the affine transform formula (6.47) holds with $\left(\tilde{\phi}_{d}(\cdot, u), \tilde{\psi}_{d}(\cdot, u)\right)$ being the unique solution to the following equations:

$$
\left\{\begin{array}{l}
\frac{\partial \tilde{\phi}_{d}(t, u)}{\partial t}=\left\langle\tilde{c}_{d}, \tilde{\psi}_{d}(t, u)\right\rangle_{d}-\int_{\mathbb{S}_{d}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\left\langle\xi, \tilde{\psi}_{d}(t, u)\right\rangle_{d}}-1\right) \tilde{m}_{d}(\mathrm{~d} \xi)  \tag{6.49a}\\
\frac{\partial \tilde{\psi}_{d}(t, u)}{\partial t}=\tilde{D}_{d}\left(\tilde{\psi}_{d}(t, u)\right)-\int_{\mathbb{S}_{d}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\left\langle\xi, \tilde{\psi}_{d}(t, u)\right\rangle_{d}}-1\right) \tilde{M}_{d}(\mathrm{~d} \xi)
\end{array}\right.
$$

with initial conditions $\tilde{\psi}_{d}(0, u)=u$ and $\tilde{\phi}_{d}(0, u)=0$. Inserting the definition of $\tilde{c}_{d}$ and $\tilde{D}_{d}$ into (6.49) proves the equivalence with equations (6.48).
The existence of a càdlàg version follows from [44] and we shall denote this version again by $\left(\tilde{X}^{d}\right)_{t \geq 0}$. Moreover, we denote the law of $\tilde{X}^{d}$ given that $\tilde{X}_{0}^{d}=x$ by $\tilde{\mathbb{P}}_{x}^{d}$. Note that the first, fourth and fifth component of $\left(0, \tilde{c}_{d}, \tilde{D}_{d}, 0,0, \tilde{m}_{d}, \tilde{M}_{d}\right)$ are zero, which correspond to a vanishing diffusion component as well as the absence of constant and linear killing terms.

By [42, Remark 2.5], this together with the moment assumption in Lemma 6.18 i) and (6.50) implies that the $\mathbb{S}_{d}^{+}$-valued affine process $\left(\tilde{X}^{d}\right)_{t \geq 0}$ satisfies

$$
\tilde{\mathbb{P}}_{x}\left(\left\{\tilde{X}_{t}^{d} \in \mathbb{S}_{d}^{+}: t \geq 0\right\}\right)=1
$$

For every $d \in \mathbb{N}$ and $x \in \mathbb{S}_{d}^{+}$the law $\tilde{\mathbb{P}}_{x}^{d}$ is thus defined on $\mathcal{B}\left(D\left(\mathbb{R}^{+}, \mathbb{S}_{d}^{+}\right)\right)$. Note that since the diffusion part is zero, it follows from [114] that $\left(\tilde{X}^{d}\right)_{t \geq 0}$ must be of finite-variation.
Moreover, it follows from [42, Theorem 2.6] that the process $\tilde{X}_{d}$ is a semimartingale with characteristic given by $\tilde{C}_{t}^{d}=0, \nu \tilde{X}^{d}(\mathrm{~d} t, \mathrm{~d} \xi)=\left(\tilde{m}_{d}(\mathrm{~d} \xi)+\tilde{M}_{d}\left(\tilde{X}_{t}^{d}, \mathrm{~d} \xi\right)\right) \mathrm{d} t$ and

$$
\begin{aligned}
\tilde{A}^{d} & =\int_{0}^{t}\left(\tilde{c}_{d}+\int_{\mathbb{S}_{d}^{+} \backslash\{0\}} \chi_{d}(\xi) \tilde{m}_{d}(\mathrm{~d} \xi)+\tilde{D}_{d}\left(\tilde{X}_{s}^{d}\right)+\int_{\mathbb{S}_{d}^{+} \backslash\{0\}} \chi_{d}(\xi)\left\langle\tilde{X}_{s}^{d}, \tilde{M}_{d}(\mathrm{~d} \xi)\right\rangle\right) \mathrm{d} s \\
& =\int_{0}^{t}\left(\tilde{b}_{d}+\tilde{B}_{d}\left(\tilde{X}_{s}^{d}\right)\right) \mathrm{d} s
\end{aligned}
$$

which proves the asserted form of the characteristic triplet $\left(\tilde{A}^{d}, \tilde{C}^{d}, \nu \tilde{X}^{d}\right)$. Lastly, we note that the process $\left(\tilde{X}_{t}^{d}\right)_{t \geq 0}$ is of finite-variation, hence locally bounded and by Lemma 6.18 we conclude that $\int_{0}^{t} \int_{\mathbb{S}_{d}^{+} \backslash\{0\}}\|\xi\|_{d}^{2} \tilde{\nu}^{\tilde{X}^{d}}(\mathrm{~d} t, \mathrm{~d} \xi)<\infty$ for all $t \geq 0$, which by [80, Proposition 2.29 b$)$ ] implies that $X$ is a square-integrable martingale, i.e. $\mathbb{E}_{\tilde{P}_{x}^{d}}\left[\left\|\tilde{X}_{t}^{d}\right\|_{d}^{2}\right]<\infty$ for all $t \geq 0$.
As a corollary from [114] we can sharpen the property in Lemma 6.18 iii).
Corollary 6.20. Let the assumption of Lemma 6.18 hold. Then for every $d \in \mathbb{N}$ we have

$$
\begin{equation*}
\int_{\mathbb{S}_{d}^{+} \backslash\{0\}}\left(\|\xi\|_{d} \vee\|\xi\|_{d}^{2}\right) \tilde{M}_{d}(\mathrm{~d} \xi)<\infty . \tag{6.50}
\end{equation*}
$$

Moreover, for every $d \in \mathbb{N}$ and $\mu$ as in Definition 2.3 iii) we have

$$
\begin{equation*}
\int_{\mathcal{H}^{+} \backslash\{0\}}\left\|\mathbf{P}_{d}(\xi)\right\| \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}<\infty \tag{6.51}
\end{equation*}
$$

Proof. From Proposition 6.19 it follows that $\left(0, \tilde{c}_{d}, \tilde{D}_{d}, 0,0, \tilde{m}_{d}, \tilde{M}_{d}\right)$ is an admissible parameter set as in [42, Definition 2.3]. It thus follows from [114, Theorem 3.12] (which proves that the state-dependent jump measure $\tilde{M}_{d}(\underset{\sim}{x}, \mathrm{~d} \xi)$ is of finite-variation) implies that for all $d \in \mathbb{N}$ the matrix-valued measure $\tilde{M}_{d}$ satisfies $\int_{\left\{\xi \in \mathbb{S}_{d}^{+}: 0<\|\xi\|_{d} \leq 1\right\}}\|\xi\|_{d} \tilde{M}_{d}(\mathrm{~d} \xi)<\infty$, which by the definition of $\tilde{M}_{d}(\mathrm{~d} \xi)$ implies that $\int_{\left\{\xi \in \mathcal{H}^{+}: 0<\|\xi\| \leq 1\right\}}\left\|\mathbf{P}_{d}(\xi)\right\|\|\xi\|^{-2} \mu(\mathrm{~d} \xi)<\infty$, which proves (6.51) since $d \in \mathbb{N}$ was arbitrary.

Remark 6.21. i) Note that by (6.51) we conclude that the state-dependent jump-measure $M(x, \mathrm{~d} \xi)=\|\xi\|^{-2}\langle x, \mu(\mathrm{~d} \xi)\rangle$ is of finite-variation in every direction $\mathbf{e}_{i, j}$, for $i \leq j \in \mathbb{N}$, and in every direction $v \in \mathcal{H}^{+}$of finiterank. However, in contrast to the finite-dimensional case in $\mathbb{S}_{d}^{+}$, see [114], this in general does not imply that $M(x, \mathrm{~d} \xi)$ is of finite-variation, i.e. $\int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\| M(x, \mathrm{~d} \xi)<\infty\left(\forall x \in \mathcal{H}^{+}\right)$. Indeed, due to the infinite dimensions of $\mathcal{H}$ there are "infinite many directions", in each of which the jumps evolve with finite-variation, but in sum, over all coordinates, the variation could be infinite, see Section 6.4.
ii) The situation described in i) is a typical, although not necessary, infinitedimensional phenomenon. Indeed, let $V$ be an infinite-dimensional Banach space and $D_{0} \subseteq V$, then the question whether $\int_{D_{0}}\langle\xi, u\rangle_{V^{*}} \nu(\mathrm{~d} \xi)<\infty$ for all $u \in V^{*}$ (the Pettis integrability on $D_{0}$ ), implies $\int_{D_{0}}\|\chi(\xi)\|_{V} \nu(\mathrm{~d} \xi)$ (the Bochner integrability on $D_{0}$ ), where $V^{*}$ denotes the Banach dual of $V$ with dual pairing $\langle\cdot, \cdot\rangle_{V^{*}}$, also depends on the state space $V$. In case of HilbertSchmidt operators, $D_{0}=\left\{\xi \in \mathcal{H}^{+}: 0<\|\xi\| \leq 1\right\}$ and $\nu(\mathrm{d} \xi)=\nu(x, \mathrm{~d} \xi)$ this implication does not hold true. In contrast, in an analogous situation on the space of trace-class operators the above implication does hold, see [122].

### 6.7.3 Proof: Existence of finite-rank operator-valued affine processes

For every $d \in \mathbb{N}$, let $\left(\tilde{X}^{d},\left(\tilde{\mathbb{P}}_{x}^{d}\right)_{x \in \mathbb{S}_{d}^{+}}\right)$be the $\mathbb{S}_{d}^{+}$-valued affine process given by Proposition 6.19. More specifically, let $\tilde{X}^{d}$ be a version with paths in $D\left(\mathbb{R}^{+}, \mathbb{S}_{d}^{+}\right)$ realized on $\Omega=D\left(\mathbb{R}^{+}, \mathbb{S}_{d}^{+}\right)$(see [42]) and denote by $\tilde{\mathbb{P}}_{x}^{d}$ the law of $X^{d}$, defined on $\mathcal{B}\left(D\left(\mathbb{R}^{+}, \mathbb{S}_{d}^{+}\right)\right)$, given $X_{0}^{d}=x \in \mathbb{S}_{d}^{+}$. Moreover, let us denote by $\left(\tilde{\mathcal{F}}_{t}^{d}\right)_{t \geq 0}$ the natural filtration of the process $\tilde{X}^{d}$. By identifying the cones $\mathbb{S}_{d}^{+}$and $\mathcal{H}_{d}^{+}$under the mapping $i_{d}^{-1}$, we define the process $X^{d}=\left(X_{t}^{d}\right)_{t \geq 0}$ as

$$
X_{t}^{d}:=i_{d}^{-1}\left(\tilde{X}_{t}^{d}\right)=\Phi_{d} \circ \tilde{X}_{t}^{d} \circ \Phi_{d}^{-1}, \quad t \geq 0
$$

Note that the process $\left(X_{t}^{d}\right)_{t \geq 0}$ has paths in $D\left(\mathbb{R}^{+}, \mathcal{H}_{d}^{+}\right)$and the law of $X^{d}$ is given by the push-forward measure $\left(i_{d}^{-1}\right)_{*} \tilde{\mathbb{P}}_{x}$ for $x \in \mathbb{S}_{d}^{+}$, where we understand that $i_{d}^{-1}$ acts pointwise on the functions in $D\left(\mathbb{R}^{+}, \mathbb{S}_{d}^{+}\right)$, i.e. $i_{d}^{-1}\left(D\left(\mathbb{R}^{+}, \mathbb{S}_{d}^{+}\right)\right)=D\left(\mathbb{R}^{+}, \mathcal{H}_{d}^{+}\right)$. Moreover, we see that $D\left(\mathbb{R}^{+}, \mathcal{H}_{d}^{+}\right) \subseteq D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)$for all $d \in \mathbb{N}$, see [83, Remark 4.5]. For every $x \in \mathcal{H}^{+}$we thus define the measure $\mathbb{P}_{x}^{d}$ on $D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)$as

$$
\mathbb{P}_{x}^{d}(A)=\left(i_{d}^{-1}\right)_{*} \tilde{\mathbb{P}}_{i_{d}\left(\mathbf{P}_{d}(x)\right)}^{d}\left(A \cap D\left(\mathbb{R}^{+}, \mathcal{H}_{d}^{+}\right)\right), \quad A \in \mathcal{B}\left(D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)\right)
$$

Note that $\mathbb{P}_{x}^{d}\left(X_{0}^{d}=\mathbf{P}_{d}(x)\right)=\tilde{\mathbb{P}}_{i_{d}\left(\mathbf{P}_{d}(x)\right)}\left(\tilde{X}_{0}^{d}=i_{d}\left(\mathbf{P}_{d}(x)\right)\right)=1$ and the process $\left(X^{d},\left(\mathbb{P}_{x}^{d}\right)_{x \in \mathcal{H}^{+}}\right)$is again a Markov process realized on the space $D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)$with respect to its natural filtration $\mathbb{F}^{d}=\left(\mathcal{F}_{t}^{d}\right)_{t \geq 0}$, where we set $\mathcal{F}^{d}=\mathcal{F}_{\infty}^{d}$.

Note that alternatively to the above construction we could also use [93, Proposition 4.7] to embed lower-dimensional affine processes into a larger ambient space, but we prefer the direct approach here.
Moreover, for every $x \in \mathcal{H}^{+}$and $X^{d}$ as above with $X_{0}^{d}=\mathbf{P}_{d}(x)$, we denote by $\mathcal{N}_{x}^{d}$ the collection of all $\mathbb{P}_{x}^{d}$-null sets of $\mathcal{F}^{d}$ and set $\overline{\mathcal{F}}_{t}:=\mathcal{F}_{t} \vee \mathcal{N}_{x}^{d}$ for every $t \geq 0$. We define $\overline{\mathbb{F}}^{d}:=\left(\overline{\mathcal{F}}_{t}\right)_{t \geq 0}$, i.e. $\overline{\mathbb{F}}^{d}$ is the usual augmented filtration of $X^{d}$ and note that the process $X^{d}$ is still a Markov with respect to $\overline{\mathbb{F}}^{d}$, see [56]. In addition to that, we show in the following proposition that $\left(X^{d},\left(\mathbb{P}_{x}^{d}\right)_{x \in \mathcal{H}}\right)$ satisfies an affine transform formula associated with the Galerkin approximations in (6.1) and, moreover, that the process $X^{d}$ is a semimartingale with respect to the stochastic basis $\left(\Omega, \overline{\mathcal{F}}^{d}, \overline{\mathbb{F}}^{d}, \mathbb{P}_{x}^{d}\right)$ as above, with $\Omega=D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)$.
Proposition 6.22. Let $(b, B, m, \mu)$ be an admissible parameter set and for $d \in \mathbb{N}$ let $\left(b_{d}, B_{d}, m_{d}, \mu_{d}\right)$ and $M_{d}$ be as in Definition 6.13. Then for every $d \in \mathbb{N}$ the process $\left(X^{d},\left(\mathbb{P}_{x}\right)_{x \in \mathcal{H}^{+}}\right)$defined as above is a Markov process on $\mathcal{H}^{+}$such that for every $x \in \mathcal{H}^{+}$we have

$$
\begin{equation*}
\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\mathrm{e}^{-\left\langle X_{t}^{d}, \mathbf{P}_{d}(u)\right\rangle}\right]=\mathrm{e}^{-\phi_{d}\left(t, \mathbf{P}_{d}(u)\right)-\left\langle\mathbf{P}_{d}(x), \psi_{d}\left(t, \mathbf{P}_{d}(u)\right)\right\rangle}, \quad t \geq 0, u \in \mathcal{H}_{d}^{+} \tag{6.52}
\end{equation*}
$$

for $\left(\phi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right), \psi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right)\right)$ the unique solution of (6.1). Moreover, for every $x \in \mathcal{H}^{+}$we have

$$
\begin{equation*}
\mathbb{P}_{x}^{d}\left(\left\{X_{t}^{d} \in \mathcal{H}_{d}^{+}: t \geq 0\right\}\right)=1 \tag{6.53}
\end{equation*}
$$

and $\left(X_{t}^{d}\right)_{t \geq 0}$ is a semimartingale with stochastic basis $\left(\Omega, \overline{\mathcal{F}}^{d}, \overline{\mathbb{F}}^{d}, \mathbb{P}_{x}^{d}\right)$ whose characteristic triplet $\left(A^{d}, C^{d}, \nu^{X^{d}}\right)$, with respect to $\chi$, is given by:
$A_{t}^{d}=\int_{0}^{t} b_{d}+B_{d}\left(X_{s}^{d}\right) \mathrm{d} s ; \quad C_{t}^{d}=0 ; \quad \nu^{X^{d}}(\mathrm{~d} t, \mathrm{~d} \xi)=\left(m_{d}(\mathrm{~d} \xi)+M_{d}\left(X_{t}^{d}, \mathrm{~d} \xi\right)\right) \mathrm{d} t$.
Proof. Let $d \in \mathbb{N}, x \in \mathcal{H}^{+}$and let $\left(\tilde{X}_{t}^{d}\right)_{t \geq 0}$ be the unique affine process on $\mathbb{S}_{d}^{+}$ associated with the parameter set $\left(0, \tilde{c}_{d}, \tilde{D}_{d}, 0,0, \tilde{m}_{d}, \tilde{M}_{d}\right)$ and such that $\tilde{X}_{0}^{d}=$ $i_{d}\left(\mathbf{P}_{d}(x)\right)$. For $u \in \mathcal{H}^{+}$we have

$$
\begin{aligned}
\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\mathrm{e}^{-\left\langle\mathbf{P}_{d}(u), X_{t}^{d}\right\rangle}\right] & =\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\mathrm{e}^{-\left\langle\mathbf{P}_{d}(u), i_{d}^{-1}\left(\tilde{X}_{t}^{d}\right)\right\rangle}\right] \\
& =\mathbb{E}_{\tilde{\mathbb{P}}_{i_{d}}}{ }^{\left(\mathbf{P}_{d}(x)\right)}\left[\mathrm{e}^{-\left\langle i_{d} \mathbf{P}_{d}(u), \tilde{X}_{t}^{d}\right\rangle_{d}}\right] \\
& =\mathrm{e}^{-\tilde{\phi}_{d}\left(t, i_{d}\left(\mathbf{P}_{d}(u)\right)\right)-\left\langle i_{d} \mathbf{P}_{d}(x), \tilde{\psi}_{d}\left(t, i_{d}\left(\mathbf{P}_{d}(u)\right)\right)\right\rangle_{d}} \\
& \left.=\mathrm{e}^{-\tilde{\phi}_{d}\left(t, i_{d}\left(\mathbf{P}_{d}(u)\right)\right)-\left\langle\mathbf{P}_{d}(x), i_{d}^{-1}\right.} \tilde{\psi}_{d}\left(t, i_{d}(\mathbf{P}(u))\right)\right\rangle
\end{aligned}
$$

This proves that the process $X_{t}^{d}$ satisfies the affine transform formula with functions $\tilde{\phi}_{d}\left(t, i_{d}\left(\mathbf{P}_{d}(u)\right)\right)$ and $i_{d}^{-1}\left(\tilde{\psi}_{d}\left(t, i_{d}\left(\mathbf{P}_{d}(u)\right)\right)\right.$. Therefore, in order to prove (6.5), it is left to show that $\left(\phi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right), \psi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right)\right)$, the unique solution of (6.1a)(6.1b) coincides with the function $\left(\tilde{\phi}_{d}\left(\cdot, i_{d}\left(\mathbf{P}_{d}(u)\right)\right), i_{d}^{-1}\left(\tilde{\psi}_{d}\left(\cdot, i_{d}\left(\mathbf{P}_{d}(u)\right)\right)\right)\right)$.

For this, let us again consider $K: \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{R}$ given by $K(u, v):=\mathrm{e}^{-\langle u, v\rangle}-1+$ $\langle\chi(u), v\rangle$ and for every $u \in \mathcal{H}^{+}$, we set $\tilde{u}_{d}:=i_{d}\left(\mathbf{P}_{d}(u)\right)$. Then we see that for all $t \geq 0$ and $u \in \mathcal{H}^{+}$the function $i_{d}^{-1}\left(\tilde{\psi}_{d}\left(\cdot, i_{d}\left(\mathbf{P}_{d}(u)\right)\right)\right)$ satisfies the following equation:

$$
\begin{aligned}
\frac{\partial i_{d}^{-1}\left(\tilde{\psi}_{d}\left(t, \tilde{u}_{d}\right)\right)}{\partial t} & =i_{d}^{-1}\left(\tilde{R}_{d}\left(\tilde{\psi}_{d}\left(t, \tilde{u}_{d}\right)\right)\right) \\
& =i_{d}^{-1}\left(\tilde{B}_{d}^{*}\left(\tilde{\psi}_{d}\left(t, \tilde{u}_{d}\right)\right)\right)-\int_{\mathbb{S}_{d}^{+} \backslash\{0\}} K\left(\xi, \tilde{\psi}_{d}\left(t, i_{d}\left(\mathbf{P}_{d}(u)\right)\right)\right) i_{d}^{-1}\left(\tilde{M}_{d}(\mathrm{~d} \xi)\right) \\
& =B_{d}^{*}\left(i_{d}^{-1}\left(\tilde{\psi}\left(t, \tilde{u}_{d}\right)\right)-\int_{\mathcal{H}_{d}^{+} \backslash\{0\}} K\left(\xi, i_{d}^{-1}\left(\psi_{d}\left(t, \tilde{u}_{d}\right)\right)\right) M_{d}(\mathrm{~d} \xi)\right)
\end{aligned}
$$

and $i_{d}^{-1}\left(\tilde{\psi}_{d}\left(0, \tilde{u}_{d}\right)\right)=\tilde{u}_{d}=i_{d}^{-1}\left(i_{d} \mathbf{P}_{d}(u)\right)=\mathbf{P}_{d}(u)$. But, since ( $\left.\underset{\sim}{2} .1 \mathrm{~b}\right)$ is uniquely solved by $\psi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right)$ we conclude that $\psi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right)=i_{d}^{-1}\left(\tilde{\psi}_{d}\left(\cdot, i_{d}\left(\mathbf{P}_{d}(u)\right)\right)\right)$. Similarly, for $\tilde{\phi}_{d}\left(\cdot, \tilde{u}_{d}\right)$ we find

$$
\begin{aligned}
\frac{\partial \tilde{\phi}_{d}\left(t, \tilde{u}_{d}\right)}{\partial t} & =\tilde{F}_{d}\left(\tilde{\psi}_{d}\left(t, \tilde{u}_{d}\right)\right) \\
& =\left\langle\tilde{b}_{d}, \tilde{\psi}_{d}\left(t, \tilde{u}_{d}\right)\right\rangle-\int_{\mathbb{S}_{d}^{+} \backslash\{0\}} K\left(\xi, \tilde{\psi}_{d}\left(t, \tilde{u}_{d}\right)\right) \tilde{m}_{d}(\mathrm{~d} \xi) \\
& =\left\langle b_{d}, i_{d}^{-1} \tilde{\psi}_{d}\left(t, \tilde{u}_{d}\right)\right\rangle-\int_{\mathcal{H}_{d}^{+} \backslash\{0\}} K\left(\xi, i_{d}^{-1} \tilde{\psi}_{d}\left(t, \tilde{u}_{d}\right)\right) m_{d}(\mathrm{~d} \xi),
\end{aligned}
$$

and $\tilde{\phi}_{d}\left(0, \tilde{u}_{d}\right)=0$. Again by the uniqueness of the solution to (6.1a) we conclude that $\phi_{d}\left(\cdot, \mathbf{P}_{d}(u)\right)=\tilde{\phi}_{d}\left(\cdot, i_{d}\left(\mathbf{P}_{d}(u)\right)\right)$, which finally proves (6.5). Moreover, the property (6.53) follows from Proposition 6.19 and

$$
\mathbb{P}_{x}^{d}\left(\left\{X_{t}^{d} \in \mathcal{H}_{d}^{+}: t \geq 0\right\}\right)=\tilde{\mathbb{P}}_{i_{d}\left(\mathbf{P}_{d}(x)\right)}\left(\left\{\tilde{X}_{t}^{d} \in \mathbb{S}_{d}^{+}: t \geq 0\right\}\right)=1
$$

The asserted form of the characteristic triplet and square-integrability follows immediately from the analogous property in the matrix-valued case and an application of the linear isometric transformation $i_{d}^{-1}$.

With Proposition 6.22 we have already shown the first part of Theorem 6.2. In the next proposition we assert some additional properties of the process $X^{d}$. In particular, we show that $X^{d}$ solves the martingale problem for $\mathcal{G}^{d}$, from which we conclude that the second assertion of Theorem 6.2 holds true, and we extend the operators $\left(\mathcal{G}^{d}\right)_{d \in \mathbb{N}}$ from Fourier-basis elements to linear and quadratic functions on $\mathcal{H}^{+}$.

Proposition 6.23. For $d \in \mathbb{N}$ and $x \in \mathcal{H}_{d}$, let $X^{d}$ denote the affine process on $\mathcal{H}_{d}^{+}$with $X_{0}^{d}=\mathbf{P}_{d}(x)$ as in Proposition 6.22. Then the process $\left(\bar{J}_{t}^{d}\right)_{t \geq 0}$, given by

$$
\begin{equation*}
\bar{J}_{t}^{d}:=X_{t}^{d}-\mathbf{P}_{d}(x)-\int_{0}^{t}\left(b_{d}+B_{d}\left(X_{s}^{d}\right)-\int_{\mathcal{H}_{d}^{+} \cap\{\|\xi\|>1\}} \xi\left(m_{d}(\mathrm{~d} \xi)+M_{d}\left(X_{s}^{d}, \mathrm{~d} \xi\right)\right) \mathrm{d} s\right. \tag{6.54}
\end{equation*}
$$

is a square-integrable martingale on $\mathcal{H}_{d}$. Moreover, we define for every $f \in$ $\operatorname{dom}\left(\mathcal{G}^{d}\right):=\operatorname{lin}\left\{\mathrm{e}^{-\langle\cdot, u\rangle},\langle\cdot, u\rangle,\langle\cdot, u\rangle^{2}: u \in \mathcal{H}_{d}^{+}\right\}$the operator $\mathcal{G}^{d}$ as

$$
\begin{equation*}
\mathcal{G}^{d} f(x)=\left\langle b_{d}+B_{d}(x), f^{\prime}(x)\right\rangle+\int_{\mathcal{H}_{d}^{+} \backslash\{0\}}\left(f(x+\xi)-f(x)-\left\langle\chi(\xi), f^{\prime}(x)\right\rangle\right) \nu(x, \mathrm{~d} \xi) \tag{6.55}
\end{equation*}
$$

where $f^{\prime}(x)$ denotes the first derivative of $f$ at $x \in \mathcal{H}^{+}$. Then for all $f \in \operatorname{dom}\left(\mathcal{G}^{d}\right)$ the process

$$
\begin{equation*}
\left(f\left(X_{t}^{d}\right)-f\left(\mathbf{P}_{d}(x)\right)-\int_{0}^{t} \mathcal{G}^{d} f\left(X_{s}\right) \mathrm{d} s\right)_{t \geq 0} \tag{6.56}
\end{equation*}
$$

is a real-valued martingale.
Proof. Note first that we can extend the operator $B_{d}$ to $\mathcal{H}$ by setting $B_{d}(u):=$ $B_{d}\left(\mathbf{P}_{d}(u)\right)$ for $u \in \mathcal{H}^{+}$and the measures $m_{d}$ and $\mu_{d}$ to $\mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right)$ by setting $m_{d}(A)=m_{d}\left(A \cap\left(\mathcal{H}_{d}^{+} \backslash\{0\}\right)\right)$ for $A \in \mathcal{B}\left(\mathcal{H}^{+} \backslash\{0\}\right)$ and analogously for $\mu_{d}$. We denote these extended parameters again by $B_{d}, m_{d}$ and $\mu_{d}$ and note that $\left(b_{d}, B_{d}, m_{d}, \mu_{d}\right)$ satisfies the conditions in Definition 2.3. The representation (6.54) thus follows from Proposition 3.5. Moreover, we see that the operator $\mathcal{G}^{d}$ defined in (6.55) on $\operatorname{dom}\left(\mathcal{G}^{d}\right)$ coincides with the weak generator as in Definition 3.2 and that the processes in (6.56) are real-valued martingales for all $f \in \operatorname{dom}\left(\mathcal{G}^{d}\right)$ thus follows from Proposition 3.6. Note, in particular, that $\mathcal{G}^{d}$ applied to $\mathrm{e}^{-\langle\cdot, u\rangle}$ evaluated at $x \in \mathcal{H}^{+}$can be computed as

$$
\begin{aligned}
\mathcal{G}^{d} \mathrm{e}^{-\langle\cdot, u\rangle}(x)= & -\left\langle b_{d}+B_{d}(x), \mathbf{P}_{d}(u)\right\rangle \\
& \left.+\int_{\mathcal{H}_{d}^{+} \backslash\{0\}}\left(\mathrm{e}^{-\left\langle\xi, \mathbf{P}_{d}(u)\right\rangle}-1+\left\langle\chi(\xi), \mathbf{P}_{d}(u)\right\rangle\right) \nu(x, \mathrm{~d} \xi)\right) \mathrm{e}^{-\left\langle x, \mathbf{P}_{d}(u)\right\rangle} \\
=( & \left.-F_{d}(u)-\left\langle x, R_{d}(u)\right\rangle\right) \mathrm{e}^{-\left\langle x, \mathbf{P}_{d}(u)\right\rangle},
\end{aligned}
$$

and we see that $\mathcal{G}^{d}$ defined in (6.55) coincides with $\mathcal{G}^{d}$ in (6.4), which explains the notation. The second assertion of Theorem 6.2 follows since by construction we consider $X$ to be the canonical process of $\mathbb{P}_{x}$ on $\Omega=D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)$, which by the arguments above solves the martingale problem for $\mathcal{G}^{d}$ on the stochastic basis as in Theorem 6.2.

### 6.8 Proof: Weak convergence of positive finite-rank operator-valued affine processes

Let $(b, B, m, \mu)$ be an admissible parameter set and for every $d \in \mathbb{N}$ let $X^{d}$ denote the associated affine finite-rank operator-valued process given by Proposition 6.22. In this section we study the tightness and weak-convergence of the sequence $\left(X^{d}\right)_{d \in \mathbb{N}}$ on the space $D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)$equipped with the Skorohod topology. More precisely, for every $x \in \mathcal{H}^{+}$we consider the sequence $\left(\mathbb{P}_{x}^{d}\right)_{d \in \mathbb{N}}$ of laws of $X^{d}$, given that $X_{0}^{d}=\mathbf{P}_{d}(x)$, defined on the Borel- $\sigma$-algebra $\mathcal{B}\left(D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)\right)$and study its weak convergence as $d$ tends to infinity. For this, we shall first prove that the sequence of laws $\left(\mathbb{P}_{x}^{d}\right)_{d \in \mathbb{N}}$ is tight on $\mathcal{B}\left(D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)\right)$, which we prove in Section 6.8.1. Subsequently, in Section 6.8.2, we prove weak convergence of $\left(\mathbb{P}_{x}^{d}\right)_{d \in \mathbb{N}}$ to a unique probability measure $\mathbb{P}_{x}$ on $\mathcal{B}\left(D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)\right)$, the canonical process $X$ of which turns out to be the desired affine process on $\mathcal{H}^{+}$with $X_{0}=x$ and we prove the remaining assertions of Theorem 6.4.

### 6.8.1 Tightness

To prove the tightness of the sequence $\left(\mathbb{P}_{x}^{d}\right)_{d \in \mathbb{N}}$ we use the Aldous criterion in [87, Theorem 2.2.2], which we shall recall in the beginning of the proof of Proposition 6.25 below. We first need the following lemma:

Lemma 6.24. Let $x \in \mathcal{H}^{+}, T>0$ and for every $d \in \mathbb{N}$ denote by $\left(\bar{J}_{t}^{d}\right)_{t \geq 0}$ the square-integrable martingale given by (6.54). Then there exists a constant $K_{T} \geq 0$ such that the following inequalities hold true:

$$
\begin{align*}
& \mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\sup _{0 \leq t \leq T}\left\|X_{t}^{d}\right\|^{2}\right] \leq K_{T}\left(1+\|x\|^{2}\right)  \tag{6.57}\\
& \mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\sup _{0 \leq t \leq T}\left\|\bar{J}_{t}^{d}\right\|^{2}\right] \leq K_{T}\left(1+\|x\|^{2}\right) . \tag{6.58}
\end{align*}
$$

Moreover, $K_{T}$ can be chosen independently of $d \in \mathbb{N}$.
Proof. Let $d \in \mathbb{N}$ and $\left(b_{d}, B_{d}, m_{d}, \mu_{d}\right)$ and $M_{d}$ be as in Definition 6.13. Then define $\hat{b}_{d}:=b_{d}+\int_{\mathcal{H}_{d}^{+} \cap\{\|\xi\|>1\}} \xi m_{d}(\mathrm{~d} \xi)$ and the function $\hat{B}_{d}: \mathcal{H}_{d}^{+} \rightarrow \mathcal{H}_{d}$ by

$$
\hat{B}_{d}(u):=B_{d}(u)+\int_{\mathcal{H}_{d}^{+} \cap\{\|\xi\|>1\}} \xi\left\langle u, M_{d}(\mathrm{~d} \xi)\right\rangle, \quad u \in \mathcal{H}_{d} .
$$

By Proposition 6.23 we have $X_{t}^{d}=\mathbf{P}_{d}(x)+H_{t}^{d}+\bar{J}_{t}^{d}$ for every $t \in[0, T]$, where $\left(\bar{J}_{t}^{d}\right)_{0 \leq t \leq T}$ denotes the square-integrable martingale in (6.54) on $[0, T]$.

Moreover, we write $\left(H_{t}^{d}\right)_{0 \leq t \leq T}$ for the finite-variation process given by

$$
\begin{equation*}
H_{t}^{d}:=\int_{0}^{t}\left(\hat{b}_{d}+\hat{B}_{d}\left(X_{s}^{d}\right)\right) \mathrm{d} s, \quad 0 \leq t \leq T . \tag{6.59}
\end{equation*}
$$

Therefore, we obtain

$$
\begin{equation*}
\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\sup _{0 \leq t \leq T}\left\|X_{t}^{d}\right\|^{2}\right] \leq 3\left\|\mathbf{P}_{d}(x)\right\|^{2}+3 \mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\sup _{0 \leq t \leq T}\left\|H_{t}^{d}\right\|^{2}\right]+3 \mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\sup _{0 \leq t \leq T}\left\|\bar{J}_{t}^{d}\right\|^{2}\right] . \tag{6.60}
\end{equation*}
$$

Inserting (6.59) into the second term on the right-hand side of (6.60) yields

$$
\begin{align*}
\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\sup _{0 \leq t \leq T}\left\|H_{t}^{d}\right\|^{2}\right] & \leq 2 T^{2}\left\|\hat{b}_{d}\right\|^{2}+2\left\|\hat{B}_{d}\right\|_{\mathcal{L}\left(\mathcal{H}_{d}\right)}^{2} \int_{0}^{T} \mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\left\|X_{s}^{d}\right\|^{2}\right] \mathrm{d} s \\
& \leq 2 T^{2}\|\hat{b}\|^{2}+2\|\hat{B}\|_{\mathcal{L}(\mathcal{H})}^{2} \int_{0}^{T} \mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\left\|X_{s}^{d}\right\|^{2}\right] \mathrm{d} s \tag{6.61}
\end{align*}
$$

where the latter inequality for $\hat{b}:=b+\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}} \xi m(\mathrm{~d} \xi)$ and linear function $\hat{B}(\cdot):=B(\cdot)+\int_{\mathcal{H}^{+} \cap\{\|\xi\| \geq 1\}} \xi\langle\cdot, M(\mathrm{~d} \xi)\rangle$ holds by Remark 6.14. For the second term in (6.60), we recall from [117, Theorem 20.6] that

$$
\begin{equation*}
\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\sup _{0 \leq t \leq T}\left\|\bar{J}_{t}^{d}\right\|^{2}\right] \leq 4 \mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\left\langle\bar{J}^{d}\right\rangle_{T}\right] \tag{6.62}
\end{equation*}
$$

where we denote by $\left(\left\langle\bar{J}^{d}\right\rangle_{t}\right)_{0 \leq t \leq T}$ the predictable quadratic covariation process of the square-integrable martingale $\left(\bar{J}_{t}^{d}\right)_{0 \leq t \leq T}$. Now, let $\left(\mathbf{e}_{i, j}\right)_{i \leq j \in \mathbb{N}}$ be the same orthonormal basis of $\mathcal{H}$ that we used throughout this section. For $i \leq j \in \mathbb{N}$ we set $\bar{J}_{t}^{(i, j), d}:=\left\langle\bar{J}_{t}^{d}, \mathbf{e}_{i, j}\right\rangle$ and denote by $\left(\left\langle\bar{J}^{(i, j), d}\right\rangle_{t}\right)_{t \geq 0}$ the unique real-valued increasing process such that

$$
\left(\left(\bar{J}^{(i, j), d}\right)^{2}-\left\langle\bar{J}^{(i, j), d}\right\rangle\right)_{0 \leq t \leq T},
$$

is a martingale. Moreover, as in [117, Section 20], we denote by $\left(\left\langle\bar{J}^{d}\right\rangle_{t}\right)_{0 \leq t \leq T}$ the unique predictable and increasing process such that $\left(\left\|\bar{J}^{d}\right\|^{2}-\left\langle\bar{J}^{d}\right\rangle\right)_{0 \leq t \leq T}$ is a martingale. Note that $\left\langle\bar{J}^{d}\right\rangle_{t}=\sum_{i \leq j}^{d}\left\langle\bar{J}^{(i, j), d}\right\rangle_{t}$ for every $0 \leq t \leq T$ and thus only the form of the processes $\left(\left\langle\bar{J}^{(i, j), d}\right\rangle_{t}\right)_{0 \leq t \leq T}$ for $1 \leq i \leq j \leq d$ is left to compute. By an application of the Carré-du-champs formula, see e.g. [87, Lemma 3.1.3], we see that

$$
\begin{equation*}
\left\langle\bar{J}^{(i, j), d}\right\rangle_{t}=\int_{0}^{t} \mathcal{G}^{d}\left\langle X_{s}^{d}, \mathbf{e}_{i, j}\right\rangle^{2}-2\left\langle X_{s}^{d}, \mathbf{e}_{i, j}\right\rangle \mathcal{G}^{d}\left\langle X_{s}^{d}, \mathbf{e}_{i, j}\right\rangle \mathrm{d} s, \quad 0 \leq t \leq T \tag{6.63}
\end{equation*}
$$

Note here that the operator $\mathcal{G}^{d}$ is as in (6.55) extended by linearity to the set $\operatorname{lin}\left(\left\{\left\langle\cdot, \mathbf{P}_{d}(u)\right\rangle,\left\langle\cdot, \mathbf{P}_{d}(u)\right\rangle^{2}: u \in \mathcal{H}\right\}\right)$, as we did in Lemma 2.18 and Proposition 2.38. We thus obtain

$$
\begin{align*}
\mathcal{G}^{d}\left\langle x, \mathbf{e}_{i, j}\right\rangle & =\left\langle b_{d}+B_{d}(x), \mathbf{e}_{i, j}\right\rangle+\int_{\mathcal{H}^{+} \cap\{\|\xi\|>1\}}\left\langle\xi, \mathbf{e}_{i, j}\right\rangle\left(m_{d}(\mathrm{~d} \xi)+\left\langle x, M_{d}(\mathrm{~d} \xi)\right\rangle\right),  \tag{6.64}\\
\mathcal{G}^{d}\left\langle x, \mathbf{e}_{i, j}\right\rangle^{2} & =\int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle\xi, \mathbf{e}_{i, j}\right\rangle^{2}\left(m_{d}(\mathrm{~d} \xi)+\left\langle x, M_{d}(\mathrm{~d} \xi)\right\rangle\right)+2\left\langle x, \mathbf{e}_{i, j}\right\rangle \mathcal{G}^{d}\left\langle x, \mathbf{e}_{i, j}\right\rangle . \tag{6.65}
\end{align*}
$$

Inserting (6.64) and (6.65) into (6.63) yields

$$
\left\langle\bar{J}^{(i, j), d}\right\rangle_{t}=\int_{0}^{t} \int_{\mathcal{H}^{+} \backslash\{0\}}\left\langle\xi, \mathbf{e}_{i, j}\right\rangle^{2}\left(m_{d}(\mathrm{~d} \xi)+\left\langle X_{s}^{d}, M_{d}(\mathrm{~d} \xi)\right\rangle\right) \mathrm{d} s, \quad t \in[0, T] .
$$

Now, since we have

$$
\sum_{i \leq j}^{d}\left(\int_{\mathcal{H}_{d}^{+} \backslash\{0\}}\left\langle\xi, \mathbf{e}_{i, j}\right\rangle^{2} m_{d}(\mathrm{~d} \xi)\right)=\int_{\mathcal{H}_{d}^{+} \backslash\{0\}}\|\xi\|^{2} m_{d}(\mathrm{~d} \xi) \leq \int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)
$$

and moreover for every $s \in[0, t]$

$$
\begin{aligned}
\sum_{i \leq j}^{d}\left(\int_{\mathcal{H}_{d}^{+} \backslash\{0\}}\left\langle\xi, \mathbf{e}_{i, j}\right\rangle^{2}\left\langle X_{s}^{d}, M_{d}(\mathrm{~d} \xi)\right\rangle\right) & =\int_{\mathcal{H}_{d}^{+} \backslash\{0\}}\|\xi\|^{2}\left\langle X_{s}^{d}, M_{d}(\mathrm{~d} \xi)\right\rangle \\
& =\int_{\mathcal{H}^{+} \backslash\{0\}} \frac{\left\|\mathbf{P}_{d}(\xi)\right\|^{2}}{\|\xi\|^{2}}\left\langle X_{s}^{d}, \mathbf{P}_{d}(\mu(\mathrm{~d} \xi))\right\rangle \\
& \leq\left\langle X_{s}^{d}, \mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\rangle
\end{aligned}
$$

we conclude that for every $d \in \mathbb{N}$ and $0 \leq t \leq T$ the following inequality holds

$$
\left\langle\bar{J}^{d}\right\rangle_{t}=\sum_{i \leq j}^{d}\left\langle\bar{J}^{(i, j), d}\right\rangle_{t} \leq \int_{0}^{t}\left(\int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)+\left\langle X_{s}^{d}, \mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\rangle\right) \mathrm{d} s
$$

From this it follows that

$$
\begin{align*}
\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\left\langle\bar{J}^{d}\right\rangle_{T}\right] & \leq T \int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)+\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\left(\int_{0}^{T} \mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\left\|X_{s}^{d}\right\|\right] \mathrm{d} s\right) \\
& \leq T \int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)+\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\left(\int_{0}^{T} \mathbb{E}_{\mathbb{P}_{x}^{d}}\left[1+\left\|X_{s}^{d}\right\|^{2}\right] \mathrm{d} s\right) \tag{6.66}
\end{align*}
$$

Hence, inserting (6.66) and (6.61) back into (6.60) gives

$$
\begin{aligned}
\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\sup _{0 \leq t \leq T}\left\|X_{t}^{d}\right\|^{2}\right] \leq & 6 T^{2}\|\hat{b}\|^{2}+\left\|\mathbf{P}_{d}(x)\right\|^{2} \\
& +12 T\left(\int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)+T\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\right) \\
& +6\left(\|\hat{B}\|_{\mathcal{L}(\mathcal{H})}+12\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|\right) \int_{0}^{T} \mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\left\|X_{s}^{d}\right\|^{2}\right] \mathrm{d} s .
\end{aligned}
$$

Therefore, setting $K_{1, T}=6 T^{2}\|\hat{b}\|^{2}+12 T\left(\int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)+T \mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right)$ and $K_{2}=6\left(\|\hat{B}\|_{\mathcal{L}(\mathcal{H})}+12 \mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right)$ (where we note that $K_{1, T}$ and $K_{2}$ do not depend on $d \in \mathbb{N}$ ) and by applying Gronwall's inequality we find that

$$
\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\sup _{0 \leq t \leq T}\left\|X_{t}^{d}\right\|^{2}\right] \leq \mathrm{e}^{K_{2} T}\left(K_{1, T}+\left\|\mathbf{P}_{d}(x)\right\|^{2}\right) \leq \tilde{K}_{1, T}\left(1+\|x\|^{2}\right)
$$

for some $\tilde{K}_{1, T}$, independent of $d \in \mathbb{N}$, which proves inequality (6.57). Inserting, this back into (6.66) yields (6.58) for a suitable $\tilde{K}_{2, T}$ and choosing $K_{T}=\max \left(\tilde{K}_{1, T}, \tilde{K}_{2, T}\right)$ proves the assertion.

Recall the Hilbert space $\left(\mathcal{V},\langle\cdot, \cdot\rangle_{\mathcal{V}}\right)$ from (6.7) and let Assumption $\mathcal{E}$ be satisfied. Then the embedding of $\left(\mathcal{V},\langle\cdot, \cdot\rangle_{\mathcal{V}}\right)$ into $\left(\mathcal{L}_{2}(H),\langle\cdot, \cdot\rangle\right)$ is compact as well, i.e. $\mathcal{V} \subset \subset \mathcal{L}_{2}(H)$, see [139, Proposition 2.1]. Moreover, we note that $\mathcal{H}_{d} \subseteq \mathcal{V}_{0} \cap \mathcal{H}$ for all $d \in \mathbb{N}$, see [128]. In the next proposition we prove that the sequence $\left(\mathbb{P}_{x}^{d}\right)_{d \in \mathbb{N}}$ is tight on $\mathcal{B}\left(D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)\right)$.

Proposition 6.25. Let Assumption $\mathcal{E}$ be satisfied. Then for every $x \in \mathcal{H}^{+}$ the sequence $\left(\mathbb{P}_{x}^{d}\right)_{d \in \mathbb{N}}$ of laws of $\left(X^{d}\right)_{d \in \mathbb{N}}$ is a tight sequence of measures on $\mathcal{B}\left(D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)\right)$.

Proof. Let $x \in \mathcal{H}^{+}$. As mentioned before, we use the tightness criterion from Aldous, see [87, Theorem 2.2.2]. For the readers convenience we recall in the following the two sufficient conditions implying the tightness of $\left(\mathbb{P}_{x}^{d}\right)_{d \in \mathbb{N}}$ :
i) For every $t \geq 0$ the sequence of laws of $\left(X_{t}^{d}\right)_{d \in \mathbb{N}}$ form a tight sequence of probability measures on $\mathcal{B}\left(\mathcal{H}^{+}\right)$, the Borel- $\sigma$-algebra on $\mathcal{H}^{+}$.
ii) For every $T>0, \varepsilon>0, \eta>0$ there exists a $\delta>0$ and $N_{0} \in \mathbb{N}$ such that for every sequence of stopping times $\left(\tau_{d}\right)_{d \in \mathbb{N}}$ with $\tau_{d} \leq T$ for all $d \in \mathbb{N}$, we have:

$$
\begin{equation*}
\sup _{d \geq N_{0}} \sup _{0 \leq \theta \leq \delta} \mathbb{P}_{x}^{d}\left(\left\|X_{\tau_{d}}^{d}-X_{\tau_{d}+\theta}^{d}\right\| \geq \eta\right) \leq \varepsilon \tag{6.67}
\end{equation*}
$$

We begin with the first condition: Recall that for all $d \in \mathbb{N}$ the processes $X^{d}$ satisfies $\mathbb{P}_{x}^{d}\left(\left\{X_{t}^{d} \in \mathcal{H}_{d}^{+}: t \geq 0\right\}\right)=1$. In particular, for every fixed $t \geq 0$ it holds that $\mathbb{P}_{x}^{d}\left(X_{t}^{d} \in \mathcal{H}_{d}^{+}\right)=1$. Now, note that $\mathcal{H}_{d}^{+} \subseteq \mathcal{V}_{0} \cap \mathcal{H}^{+}$for all $d \in \mathbb{N}$ and since $\mathcal{V}$ is compactly embedded in $\mathcal{L}_{2}(H)$ and $\mathcal{H}^{+}$is a closed subset of $\mathcal{L}_{2}(H)$, we see that also $\mathcal{V}_{0} \cap \mathcal{H}^{+}$is compact in $\mathcal{H}^{+}$. Hence, we see that $\mathbb{P}_{x}^{d}\left(\left\{X_{t}^{d} \in \mathcal{V}_{0} \cap \mathcal{H}^{+}\right\}\right)=1$ for every $d \in \mathbb{N}$, which proves the tightness of the sequence of laws of $\left(X_{t}^{d}\right)_{d \in \mathbb{N}}$. Since $t \geq 0$ was arbitrary, we therefore conclude that condition i) is satisfied. We continue with the second condition. For this let $T>0, \varepsilon>0, \eta>0$ and let $\left(\tau_{d}\right)_{d \in \mathbb{N}}$ be a sequence of stopping times such that $\tau_{d} \leq T$ for all $d \in \mathbb{N}$. As before in the proof of Lemma 6.24 we consider for every $t \geq 0$ the decomposition $X_{t}^{d}=\mathbf{P}_{d}(x)+H_{t}^{d}+\bar{J}_{t}^{d}$ into the finite variation part $\left(H_{t}^{d}\right)_{t \geq 0}$ given by (6.59) and the purely-discontinuous martingale part $\left(\bar{J}_{t}^{d}\right)_{t \geq 0}$ in (6.54). For the finitevariation part we compute

$$
\begin{align*}
\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\left\|H_{\tau_{d}}^{d}-H_{\tau_{d}+\theta}^{d}\right\|^{2}\right] & \leq \mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\left\|\int_{\tau_{d}}^{\tau_{d}+\theta}\left(\hat{b}_{d}+\hat{B}_{d}\left(X_{s}^{d}\right)\right) \mathrm{d} s\right\|^{2}\right] \\
& \leq \theta^{2} \mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\sup _{0 \leq \tau \leq \theta}\left(\|\hat{b}\|+\|\hat{B}\|_{\mathcal{L}(\mathcal{H})}\left\|X_{\tau_{d}+\tau}^{d}\right\|^{2}\right)\right] \\
& \leq \theta^{2}\left(\|\hat{b}\|+\|\hat{B}\|_{\mathcal{L}(\mathcal{H})} K_{T+\theta}\left(1+\left\|\mathbf{P}_{d}(x)\right\|^{2}\right)\right), \tag{6.68}
\end{align*}
$$

where in the last inequality we used (6.57) and that $\tau_{d} \leq T$ by assumption. Similarly, for the martingale part we first set $Q_{m}=\int_{\mathcal{H}^{+} \backslash\{0\}}\|\xi\|^{2} m(\mathrm{~d} \xi)$ and find

$$
\begin{align*}
\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\left\|\bar{J}_{\tau_{d}+\theta}^{d}-\bar{J}_{\tau_{d}}^{d}\right\|^{2}\right] & \leq 4 \mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\left\langle\bar{J}^{d}\right\rangle_{\tau_{d}+\theta}-\left\langle\bar{J}^{d}\right\rangle_{\tau_{d}}\right] \\
& \leq 4 \mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\int_{\tau_{d}}^{\tau_{d}+\theta}\left(Q_{m}+\left\langle X_{s}^{d}, \mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\rangle\right) \mathrm{d} s\right] \\
& \leq 4 \theta \mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\sup _{0 \leq \tau \leq \theta}\left(Q_{m}+\left\langle X_{\tau_{d}+\tau}^{d}, \mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\rangle\right)\right] \\
& \leq 4 \theta\left(Q_{m}+\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\| K_{T+\theta}\left(1+\left\|\mathbf{P}_{d}(x)\right\|^{2}\right)\right) . \tag{6.69}
\end{align*}
$$

By an application of Markov's inequality we thus see that

$$
\begin{aligned}
\mathbb{P}_{x}^{d}\left(\left\|X_{\tau_{d}+\theta}^{d}-X_{\tau_{d}}^{d}\right\|>\eta\right) & \leq \mathbb{P}_{x}^{d}\left(\left\|H_{\tau_{d}+\theta}^{d}-H_{\tau_{d}}^{d}\right\|+\left\|\bar{J}_{\tau_{d}+\theta}^{d}-\bar{J}_{\tau_{d}}^{d}\right\|>\eta\right) \\
& \leq \frac{2}{\eta^{2}}\left(\mathbb{E}_{\mathbb{P}_{x}^{d}}^{d}\left[\left\|H_{\tau_{d}+\theta}^{d}-H_{\tau_{d}}^{d}\right\|^{2}\right]+\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\left\|\bar{J}_{\tau_{d}+\theta}^{d}-\bar{J}_{\tau_{d}}^{d}\right\|^{2}\right]\right)
\end{aligned}
$$

and therefore by inserting (6.68) and (6.69) we obtain

$$
\begin{equation*}
\mathbb{P}_{x}^{d}\left(\left\|X_{\tau_{d}+\theta}^{d}-X_{\tau_{d}}^{d}\right\|>\eta\right) \leq \theta \frac{\hat{K}_{T+\theta}}{\eta^{2}}\left(1+\left\|\mathbf{P}_{d}(x)\right\|^{2}\right) \tag{6.70}
\end{equation*}
$$

for a $\hat{K}_{T+\theta}$ which is independent of $d \in \mathbb{N}$ and continuous in $\theta$.

Moreover, since $\left\|\mathbf{P}_{d}(x)\right\| \leq\|x\|$ for all $d \in \mathbb{N}$, we find a $\delta>0$ small enough such that

$$
\sup _{d \geq N_{0}} \sup _{0 \leq \theta \leq \delta} \mathbb{P}_{x}^{d}\left(\left\|X_{\tau_{d}+\theta}^{d}-X_{\tau_{d}}^{d}\right\|>\eta\right) \leq \delta \frac{\hat{K}_{T+\delta}}{\eta^{2}}\left(1+\|x\|^{2}\right) \leq \varepsilon
$$

for arbitrary $N_{0} \in \mathbb{N}$. This proves the second condition above and it therefore follows from the Aldous criterion that the sequence $\left(\mathbb{P}_{x}^{d}\right)_{d \in \mathbb{N}}$ is a tight sequence of probability measures on $\mathcal{B}\left(D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)\right)$.

### 6.8.2 Weak convergence of the finite-rank operator-valued affine processes

In this section we prove weak convergence of the sequence $\left(\mathbb{P}_{x}^{d}\right)_{d \in \mathbb{N}}$ of laws of $\left(X^{d}\right)_{d \in \mathbb{N}}$ given $X_{0}^{d}=\mathbf{P}_{d}(x)$ to a unique affine process $X$ with law $\mathbb{P}_{x}$. By Proposition 6.25 we already know that $\left(\mathbb{P}_{x}^{d}\right)_{d \in \mathbb{N}}$ is tight, which by the Prokhorov characterization of relative weak compactness, implies that every subsequence of $\left(\mathbb{P}_{x}^{d}\right)_{d \in \mathbb{N}}$ admits a weakly convergent subsequence. If we show that all those convergent subsequences have the same limit $\mathbb{P}_{x}$, we can conclude that already $\left(\mathbb{P}_{x}^{d}\right)_{d \in \mathbb{N}}$ converges weakly to $\mathbb{P}_{x}$, see also [56, Chapter 3]. We are thus left with proving uniqueness, which we approach via martingale problems, see [56, Chapter 4]. Recall that for every $d \in \mathbb{N}$ the process in (6.6) is a martingale on $\left(\Omega, \overline{\mathcal{F}}^{d}, \overline{\mathbb{F}}^{d}, \mathbb{P}_{x}\right)$, in which case we say that $X^{d}$, respectively its law $\mathbb{P}_{x}^{d}$, solves the martingale problem for $\mathcal{G}^{d}$ with initial condition $X_{0}^{d}=\mathbf{P}_{d}(x)$. Next, we formulate a martingale problem for the operator $\mathcal{G}$ defined on the set $\left\{\mathrm{e}^{-\langle\cdot, u\rangle}: u \in \mathcal{H}^{+}\right\}$as

$$
\begin{equation*}
\mathcal{G} \mathrm{e}^{-\langle\cdot, u\rangle}(x):=(F(u)+\langle x, R(u)\rangle) \mathrm{e}^{-\langle x, u\rangle}, \quad x \in \mathcal{H}^{+} \tag{6.71}
\end{equation*}
$$

Definition 6.26. Let $\Omega=D\left([0, T], \mathcal{H}^{+}\right), \mathbb{P}$ be a probability measure on $\mathcal{B}(\Omega)$ with canonical process $\left(X_{t}\right)_{t \geq 0}$. Let $\mathcal{G}$ be as in (6.71) defined on $\mathcal{D}$ and let $x \in \mathcal{H}^{+}$. We then call $\mathbb{P}$ a solution to the martingale problem for $\mathcal{G}$ with initial condition $\mathbb{P}\left(X_{0}=x\right)=1$ if for every $f \in \mathcal{D}$ the process

$$
\begin{equation*}
\left(f\left(X_{t}\right)-f(x)-\int_{0}^{t} \mathcal{G} f\left(X_{s}\right) \mathrm{d} s\right)_{t \geq 0} \tag{6.72}
\end{equation*}
$$

is a martingale on $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$, where $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ denotes the natural filtration of $\left(X_{t}\right)_{t \geq 0}$.

That the martingale problem has at least one solution is the assertion of the following proposition.
Proposition 6.27. Let $x \in \mathcal{H}^{+}$. Then every weak limit $\mathbb{P}_{x}$ of a convergent subsequence of $\left(\mathbb{P}_{x}^{d}\right)_{d \in \mathbb{N}}$ solves the martingale problem posed in Definition 6.26. Moreover, the canonical process of $\mathbb{P}_{x}$ on $D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)$is continuous in probability.

Proof. From the tightness of $\left(\mathbb{P}_{x}^{d}\right)_{d \in \mathbb{N}}$ the existence of a weakly convergent subsequence follows from the Prokhorov theorem. Let $\mathbb{P}_{x}$ be such a weak limit of some subsequence $\left(\mathbb{P}_{x}^{d_{n}}\right)_{n \in \mathbb{N}}$. We know from Theorem 6.2, that for every $d \in \mathbb{N}$ the process $X^{d}$, respectively its law $\mathbb{P}_{x}^{d}$, solves the martingale problem for $\mathcal{G}^{d}$ with $X_{0}^{d}=\mathbf{P}_{d}(x)$, in particular this holds for all $\left(\mathbb{P}_{x}^{d_{n}}\right)_{n \in \mathbb{N}}$. Now, note that for every $u \in \mathcal{H}^{+}$we have

$$
\begin{aligned}
\sup _{x \in \mathcal{H}^{+}}\left|\mathrm{e}^{-\left\langle x, \mathbf{P}_{d}(u)\right\rangle}-\mathrm{e}^{-\langle x, u\rangle}\right| & \leq \sup _{x \in \mathcal{H}^{+}} \mathrm{e}^{-\langle x, u\rangle}\left\langle x, u-\mathbf{P}_{d}(u)\right\rangle \\
& \leq \sup _{x \in \mathcal{H}^{+}} \mathrm{e}^{-\langle x, u\rangle}\|x\|\left\|\mathbf{P}_{d}^{\perp}(u)\right\| \rightarrow 0, \quad \text { as } d \rightarrow \infty
\end{aligned}
$$

and we also find that

$$
\begin{aligned}
\sup _{x \in \mathcal{H}^{+}}\left|\mathcal{G}^{d} \mathrm{e}^{-\left\langle\cdot, \mathbf{P}_{d}(u)\right\rangle}(x)-\mathcal{G} \mathrm{e}^{-\langle\cdot, u\rangle}(x)\right|= & \sup _{x \in \mathcal{H}^{+}}\left(\left|\left\langle x, R_{d}\left(\mathbf{P}_{d}(u)\right)-R(u)\right\rangle\right| \mathrm{e}^{-\langle x, u\rangle}\right) \\
& \left.+\mid F_{d}\left(\mathbf{P}_{d}(u)\right)-F(u)\right) \mid \\
\leq & \sup _{x \in \mathcal{H}^{+}} \mathrm{e}^{-\langle x, u\rangle}\|x\|\left\|R_{d}\left(\mathbf{P}_{d}(u)\right)-R(u)\right\| \\
& +\left|F_{d}\left(\mathbf{P}_{d}(u)\right)-F(u)\right| \rightarrow 0, \quad \text { as } d \rightarrow \infty,
\end{aligned}
$$

where the latter limit holds true as $\sup _{x \in \mathcal{H}^{+}} \mathrm{e}^{-\langle x, u\rangle}\|x\|$ is bounded, $F$ and $R$ are continuous on $\mathcal{H}^{+}$, see Lemma 6.11, and $\left\|\mathbf{P}_{d}^{\perp}(u)\right\|=\left\|\mathbf{P}_{d}(u)-u\right\| \rightarrow 0$ as $d \rightarrow \infty$. It thus follows from [56, Lemma 5.1] that the weak limit $\mathbb{P}_{x}$ of $\left(\mathbb{P}_{x}^{d_{n}}\right)_{n \in \mathbb{N}}$ solves the martingale problem in Definition 6.26. The continuity in probability of the canonical process of $\mathbb{P}_{x}$ is a consequence of Aldous criterion and follows from [87, Theorem 3.3.1].
Next, we prove that the limit $\mathbb{P}_{x}$ of every convergent subsequence of $\left(\mathbb{P}_{x}^{d}\right)_{d \in \mathbb{N}}$ is unique, which in turn proves Theorem 6.4 i) and we also prove the remaining assertions of Theorem 6.4.

Proof of Theorem 6.4. For $x \in \mathcal{H}^{+}$, denote by $\mathbb{P}_{x}$ the limit of some subsequence of $\left(\mathbb{P}_{x}^{d_{n}}\right)_{n \in \mathbb{N}}$ and let $X=\left(X_{t}\right)_{t \geq 0}$ the canonical process of $\mathbb{P}_{x}$ on $\Omega=D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)$. By Proposition $6.27\left(X, \mathbb{P}_{x}\right)$ is a solution to the martingale problem posed in Definition 6.26. Moreover, let $T \geq 0$ arbitrary, $u \in \mathcal{H}^{+}$and define the functions $f_{u}(t, x):[0, T] \times \mathcal{H}^{+} \rightarrow \mathbb{R}^{+}$by $f_{u}(t, x)=\mathrm{e}^{-\phi(T-t, u)-\langle x, \psi(T-t, u)\rangle}$, where $(\phi(\cdot, u), \psi(\cdot, u))$ is the unique solution of (2.8) on $[0, T]$. We see that $f_{u} \in$ $C_{b}^{1,1}\left([0, T] \times \mathcal{H}^{+}\right)$and it thus follows from [56, Theorem 4.7.1] that since $X$ solves the martingale problem for $\mathcal{G}$, the process $\left(X_{t}, t\right)_{t \geq 0}$ solves the associated time-dependent martingale problem, i.e. the process

$$
\begin{equation*}
\left(f_{u}\left(t, X_{t}\right)-f_{u}(0, x)-\int_{0}^{t} \mathcal{G} f_{u}\left(s, X_{s}\right)+\frac{\partial}{\partial s} f_{u}\left(s, X_{s}\right) \mathrm{d} s\right)_{0 \leq t \leq T} \tag{6.73}
\end{equation*}
$$

is a martingale for every $u \in \mathcal{H}^{+}$.

Moreover, we see that

$$
\begin{align*}
\frac{\partial}{\partial t} f_{u}(t, x) & =\left(\frac{\partial \phi}{\partial t}(T-t, u)+\left\langle x, \frac{\partial \psi}{\partial t}(T-t, u)\right\rangle\right) f_{u}(t, x) \\
& =(F(\psi(T-t, u))+\langle x, R(\psi(T-t, u))\rangle) f_{u}(t, x) \tag{6.74}
\end{align*}
$$

which inserted into (6.73) nullifies the term $\mathcal{G} f_{u}\left(s, X_{s}\right)$, compare with (6.71). Hence, we see that the process $\left(f_{u}\left(t, X_{t}\right)-f_{u}(0, x)\right)_{t \leq T}$ must be a martingale. This implies in particular, that $\mathbb{E}_{\mathbb{P}_{x}}\left[f_{u}\left(t, X_{t}\right)\right]=f_{u}(0, x)$ for all $0 \leq t \leq T$, i.e. for $t=T$ we obtain

$$
\mathbb{E}_{\mathbb{P}_{x}}\left[f_{u}\left(T, X_{T}\right)\right]=\mathbb{E}_{\mathbb{P}_{x}}\left[\mathrm{e}^{\left\langle X_{T}, u\right\rangle}\right]=\mathrm{e}^{-\phi(T, u)-\langle x, \psi(T, u)\rangle}, \quad u \in \mathcal{H}^{+}
$$

Since $T>0$ was arbitrary, this implies that the affine transform formula (6.8) holds true. Note, that since this holds for every $u \in \mathcal{H}^{+}$and the Laplace transform is measure determining on $\mathcal{H}^{+}$, see Lemma 3.19 , it follows that $X_{t}$ is unique in law for every fixed $t \geq 0$. But, since the process $X$ is the solution to the martingale problem in Definition 6.26, it follows from [56, Theorem 4.4.2 (a)] that the pointwise uniqueness already implies the uniqueness in distribution (i.e. uniqueness of the solution to the martingale problem on $[0, T]$ ). Again, since $T$ was arbitrary, this then proves Theorem 6.4 i).
Next we show Theorem 6.4 ii). Note that in the first part, we just proved that the limit of convergent subsequences of $\left(\mathbb{P}_{x}^{d}\right)_{d \in \mathbb{N}}$ is given by $\mathbb{P}_{x}$ and that the associated process $X$ satisfies the affine transform formula, i.e. the sequence $\left(X^{d}\right)_{d \in \mathbb{N}}$ converges weakly to $X$ on $D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)$. We can thus continue with the convergence rate in (6.9). First, note that by standard estimates and (6.8), (6.5) we obtain

$$
\begin{aligned}
\left|\mathbb{E}_{\mathbb{P}_{x}}\left[\mathrm{e}^{-\left\langle u, X_{t}\right\rangle}\right]-\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\mathrm{e}^{-\left\langle u, X_{t}^{d}\right\rangle}\right]\right| \leq & \left|\phi(t, u)-\phi_{d}\left(t, \mathbf{P}_{d}(u)\right)\right| \\
& +\|x\|\left\|\psi(t, u)-\psi_{d}\left(t, \mathbf{P}_{d}(u)\right)\right\|,
\end{aligned}
$$

and it thus follows from Corollary 6.12 that there exists a $C_{T}$ independent of $d \in \mathbb{N}$, such that

$$
\begin{equation*}
\sup _{t \in[0, T],\|u\| \|_{\mathcal{V}} \leq 1}\left|\mathbb{E}_{\mathbb{P}_{x}}\left[\mathrm{e}^{-\left\langle u, X_{t}\right\rangle}\right]-\mathbb{E}_{\mathbb{P}_{x}^{d}}\left[\mathrm{e}^{-\left\langle u, X_{t}^{d}\right\rangle}\right]\right| \leq C_{T}\left\|\mathbf{P}_{d}^{\perp}\right\|_{\mathcal{L}(\mathcal{V}, \mathcal{H})}(1+\|x\|), \tag{6.75}
\end{equation*}
$$

Note that if the conditions $\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\| \mathcal{V}<\infty$ and $B^{*}\left(\mathcal{V}_{0}\right) \subseteq \mathcal{V}_{0}$ do not hold then we see that the convergence rate in part i) of Remark 6.5 follows from Proposition 6.1 instead of Corollary 6.12.

### 6.9 Proof: Finite-rank approximation of affine stochastic covariance models

We begin with the proof of Proposition 6.7 i). Let $x \in \mathcal{H}^{+}$and denote by $X$ the square-integrable Markovian semimartingale associated with the admissible parameters $(b, B, m, \mu)$ given by Theorem 6.4. Moreover, let us denote the stochastic basis on which $X$ is defined by $\left(\Omega^{1}, \overline{\mathcal{F}}^{1}, \overline{\mathbb{F}}^{1}, \mathbb{P}_{x}\right)$ and let $\left(\Omega^{2}, \mathcal{F}^{2},\left(\mathcal{F}_{t}^{2}\right)_{t \geq 0}, \mathbb{P}^{2}\right)$ be another filtered probability space, which satisfies the usual conditions and carries a cylindrical Brownian motion $W:[0, \infty) \times \Omega^{2} \rightarrow H$. We set

$$
(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P}):=\left(\Omega^{1} \times \Omega^{2},\left(\overline{\mathcal{F}}^{1} \otimes \mathcal{F}^{2}\right),\left(\overline{\mathcal{F}}_{t}^{1} \otimes \mathcal{F}_{t}^{2}\right)_{t \geq 0}, \mathbb{P}_{x} \otimes \mathbb{P}^{2}\right),
$$

denote the expectation with respect to $\mathbb{P}$ by $\mathbb{E}$ and consider $X$ and $W$ as processes on the stochastic basis $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$. Now, it was already shown in Lemma 3.7 and Theorem 3.14 that the model $(Y, X)$ is well-defined and satisfies the affine transform formula (3.27). In addition, note that by assumption $(\mathcal{A}, \operatorname{dom}(\mathcal{A}))$ generates a strongly continuous semigroup on $V$ and $D^{1 / 2} \in \mathcal{L}_{2}(H, V)$, which implies that for every initial value $Y_{0}=y \in V$ the solution $\left(Y_{t}\right)_{t \geq 0}$ exists in $V$, i.e. $\mathbb{P}\left(\left\{Y_{t} \in V: t \geq 0\right\}\right)=1$, see e.g. [48]. Now, let $d \in \mathbb{N}$ and consider $\left(Y_{t}^{d}, X_{t}^{d}\right)_{t \geq 0}$ with $X^{d}$ as given by Proposition 6.2 where in particular $X_{0}^{d}=\mathbf{P}_{d}(x)$.
It follows from Proposition 6.23 that the process $X^{d}$ is a square-integrable affine Markovian semimartingale on some stochastic basis $\left(\Omega^{d}, \overline{\mathcal{F}}^{d}, \overline{\mathbb{F}}^{d}, \mathbb{P}_{x}^{d}\right)$ and from the representation (6.54) we see that the process $\left(Y_{t}^{d}, X_{t}^{d}\right)_{t \geq 0}$ satisfies

$$
\mathrm{d}\left[\begin{array}{l}
Y_{t}^{d}  \tag{6.76}\\
X_{t}^{d}
\end{array}\right]=\left(\left[\begin{array}{c}
0 \\
\hat{b}_{d}
\end{array}\right]+\left[\begin{array}{c}
\mathcal{A}\left(Y_{t}^{d}\right) \\
\hat{B}_{d}\left(X_{t}^{d}\right)
\end{array}\right]\right) \mathrm{d} t+\left[\begin{array}{cc}
D^{1 / 2}\left(X_{t}^{d}\right)^{1 / 2} & 0 \\
0 & 0
\end{array}\right] \mathrm{d}\left[\begin{array}{c}
W_{t} \\
0
\end{array}\right]+\mathrm{d}\left[\begin{array}{c}
0 \\
\bar{J}_{t}^{d}
\end{array}\right],
$$

with $\left(Y_{0}^{d}, X_{0}^{d}\right)=\left(y, \mathbf{P}_{d}(x)\right) \in H \times \mathcal{H}^{+}, \hat{b}_{d}=b_{d}+\int_{\mathcal{H}_{d}^{+} \cap\{\|\xi\|>1\}} \xi m_{d}(\mathrm{~d} \xi)$ and

$$
\hat{B}(u)=B_{d}\left(\mathbf{P}_{d}(u)\right)+\int_{\mathcal{H}_{d}^{+} \cap\{\|\xi\|>1\}} \xi\left\langle u, M_{d}(\mathrm{~d} \xi)\right\rangle, \quad \forall u \in \mathcal{H} .
$$

Thus, the model is of the form in Definition 3.8 and Remark 3.10. Therefore, Proposition 6.7 i) follows from immediately from Theorem 3.14. We continue with Proposition 6.7 ii). Note that for every $d \in \mathbb{N}$ the process $Y^{d}$ is the mild solution of the first component in (6.76) given by

$$
Y_{t}^{d}=S(t) y+\int_{0}^{t} S(t-s) D^{1 / 2}\left(X_{s}^{d}\right)^{1 / 2} \mathrm{~d} W_{s}, \quad t \geq 0
$$

where the stochastic integral with respect to the cylindrical Brownian motion is well-defined, see Lemma 3.7. From Theorem 6.4 ii) we already know that $X^{d}$ converges weakly to $X$ on $D\left(\mathbb{R}^{+}, \mathcal{H}^{+}\right)$as $d$ tends to infinity.

From this and [102, Theorem 4.2] we conclude the weak convergence of the stochastic integrals, i.e.

$$
\left(\int_{0}^{t} S(t-s) D^{1 / 2}\left(X_{s}^{d}\right)^{1 / 2} \mathrm{~d} W_{s}\right)_{t \geq 0} \stackrel{d \rightarrow \infty}{\Rightarrow}\left(\int_{0}^{t} S(t-s) D^{1 / 2}\left(X_{s}\right)^{1 / 2} \mathrm{~d} W_{s}\right)_{t \geq 0}
$$

which in turn implies that also the joint processes $\left(Y^{d}, X^{d}\right)_{d \in \mathbb{N}}$ converges weakly to $(Y, X)$ as $d$ tends to infinity.
We now come to the convergence rate in (6.22). Let $T \geq 0, \tilde{u} \in H$ and $u=$ (i $\tilde{u}, 0)$. Note that for every $M \geq 0$ we find a local Lipschitz constant of the map $u \mapsto \tilde{R}(h, u)$ on $\left\{u \in \mathcal{H}^{+}:\|u\| \leq M\right\}$ independent of $h \in H$ and $d \in \mathbb{N}$, when we replace $R$ by $\mathbf{P}_{d} \circ R \circ \mathbf{P}_{d}$, compare this with Lemma 6.11. Again by a similar argument as in the proof of Proposition 6.1, we conclude that for every $M \geq 0$ there exists a $\tilde{H}_{M}>0$, independent of $d \in \mathbb{N}$, such that $\left\|\psi_{2}(t, u)\right\| \vee$ $\left\|\psi_{2, d}(t, u)\right\| \leq \tilde{H}_{M}$ for all $t \in[0, T]$ and all $\tilde{u} \in H$ with $\|\tilde{u}\|_{H} \leq M$. Note, that in contrast to the proof of Proposition 6.1 we assume $\psi_{2}(0, u)=0$, but have the additional inhomogeneous-term $-\frac{1}{2}\left(D^{1 / 2} \psi_{1}(t, u) \otimes D^{1 / 2} \psi_{1}(t, u)\right)$ where $\psi_{1}(\cdot, u)$ solves (3.24b), i.e. it is given by $\psi_{1}(t, u)=\mathrm{i} S(t) \tilde{u}$. This implies that the $\tilde{H}_{M}$ depends on $\tilde{u}$ and is in general different to the $H_{M}$ we used before.
So let $T, M$ and $\tilde{H}_{M}$ as above. Then Inserting the affine-transform formulas (3.27) and (6.21) of $(Y, X)$ and $\left(Y^{d}, X^{d}\right)$, respectively, and using standard estimations we obtain

$$
\begin{align*}
\sup _{t \in[0, T]}\left|\mathbb{E}\left[\mathrm{e}^{\mathrm{i}\left\langle Y_{t}, \tilde{u}\right\rangle_{H}}\right]-\mathbb{E}\left[\mathrm{e}^{\mathrm{i}\left\langle Y_{t}^{d}, \tilde{u}\right\rangle_{H}}\right]\right| \leq & \sup _{t \in[0, T]}\left(\left|\Phi(t, u)-\Phi_{d}(t, u)\right|\right. \\
& \left.+\|x\|\left\|\psi_{2}(t, u)-\psi_{2, d}(t, u)\right\|\right) . \tag{6.77}
\end{align*}
$$

The terms on the right-hand side of (6.77) can be estimated similarly to what we saw in the proof of Proposition 6.1. Indeed, for $u \in \mathcal{H}^{+}$and $s \geq 0$ we define the function $\tilde{R}_{d}(s, u):=\mathbf{P}_{d}\left(R\left(\mathbf{P}_{d}\left(\psi_{2, d}(s, u)\right)\right)\right)-\frac{1}{2}\left(D \psi_{1}(s, u)\right)^{\otimes 2}$ and we see that

$$
\begin{aligned}
\left\|\mathbf{P}_{d}\left(\psi_{2}(t, u)\right)-\psi_{2, d}(t, u)\right\| & \leq \int_{0}^{t}\left\|\mathbf{P}_{d}\left(\tilde{R}\left(\psi_{1}(s, u), \psi_{2}(s, u)\right)\right)-\tilde{R}_{d}(s, u)\right\| \mathrm{d} s \\
& \leq \int_{0}^{t}\left\|R\left(\psi_{2}(s, u)\right)-R\left(\mathbf{P}_{d}\left(\psi_{2, d}(s, u)\right)\right)\right\| \mathrm{d} s \\
& \leq \tilde{L}_{M}^{(1)} \int_{0}^{t}\left\|\psi_{2}(s, u)-\psi_{2, d}(s, u)\right\| \mathrm{d} s
\end{aligned}
$$

where $\tilde{L}_{M}^{(1)}$ denotes a Lipschitz constant of $R$ on the set $\left\{u \in \mathcal{H}^{+}:\|u\| \leq \tilde{H}_{M}\right\}$ given by Lemma 6.11. Since $u_{2}=0$, we see that an application of the variation-of-constant formula yields

$$
\psi_{2}(t, u)=\int_{0}^{t}\left(\mathrm{e}^{(t-s) B^{*}} K_{\psi_{2}(s, u)}(\xi) \frac{\mu(\mathrm{d} \xi)}{\|\xi\|^{2}}-\frac{1}{2} \mathrm{e}^{(t-s) B^{*}}\left(D^{1 / 2} \psi_{1}(s, u)\right)^{\otimes 2}\right) \mathrm{d} s
$$

Thus by inserting $\psi_{1}(t, u)=\mathrm{i} S(t) \tilde{u}$ we see that

$$
\begin{align*}
\left\|\mathbf{P}_{d}^{\perp}\left(\psi_{2}(t, u)\right)\right\| \leq & \left.\tilde{H}_{M}^{2} t \sup _{s \in[0, t]} \| \mathbf{P}_{d}^{\perp} \mathrm{e}^{s B^{*}} \mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right) \| \\
& +\frac{1}{2} t \sup _{s \in[0, t]}\left\|\mathbf{P}_{d}^{\perp} \mathrm{e}^{(t-s) B^{*}}\left(D^{1 / 2} S(s) \tilde{u}\right)^{\otimes 2}\right\| . \tag{6.78}
\end{align*}
$$

Note that since $\tilde{u} \in V$ and $D^{1 / 2} S(s)(V) \subseteq V$ for every $s \geq 0$ by assumption, we have $\mathrm{e}^{(t-s) B^{*}}\left(D^{1 / 2} S(s) \tilde{u}\right)^{\otimes 2} \in \mathcal{V}_{0}$ for every $s \leq t$, and we therefore conclude that
where we used that $\left\|D^{1 / 2} S(s) \tilde{u}\right\|_{V}^{2} \leq\left\|D^{1 / 2}\right\|\|\tilde{u}\|_{V}^{2} M_{1}^{2} \mathrm{e}^{2 t w}$ for the type $M_{1} \geq 0$ and growth bound $w \in \mathbb{R}$ of the semigroup $(S(t))_{t \geq 0}$ on $V$, i.e. $\|S(t)\|_{\mathcal{L}(V)} \leq$ $M_{1} \mathrm{e}^{t w}$ for $t \geq 0$. Hence, we conclude as in the proof of Proposition 6.1 that for $\check{K}_{t}^{d}$ with

$$
\check{K}_{t}^{d}=\left(\tilde{H}_{M}^{2} t \mathrm{e}^{\left.t\|B\|_{\mathcal{L}(\mathcal{H})}\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\|_{\mathcal{V}}+\mathrm{e}^{t\|B\|_{\mathcal{L}(\mathcal{H})}}\left\|D^{1 / 2}\right\| M_{1}^{2} \mathrm{e}^{2 t w}\right)\left\|\mathbf{P}_{d}^{\perp}\right\|_{\mathcal{L}(\mathcal{V}, \mathcal{H})}, ~}\right.
$$

we can bound the left-hand side in (6.77) by $\tilde{C}_{T}\left\|\mathbf{P}_{d}^{\perp}\right\|_{\mathcal{L}(\mathcal{V}, \mathcal{H})}(1+\|x\|)$ with

$$
\tilde{C}_{T}:=\mathrm{e}^{\tilde{L}_{M}^{(1)} T}\left(1+\tilde{L}_{M}^{(2)} T\right)\left(\mathrm{e}^{t\|B\|_{\mathcal{L}(\mathcal{H})}} \max \left(\tilde{H}_{M}^{2} T\left\|\mu\left(\mathcal{H}^{+} \backslash\{0\}\right)\right\| \mathcal{V},\left\|D^{1 / 2}\right\| M_{1}^{2} \mathrm{e}^{T w}\right)\right.
$$

which proves the asserted convergence rate (6.22).

### 6.10 Concluding remarks

In addition to the discussed relevance in applications, we also want to highlight some theoretical aspects of this work. In particular, we discuss how this chapter contributes to the general understanding of affine processes in infinite-dimensions.

## - On the connection of finite- and infinite-rank affine processes

In our existence proof for finite-rank operator-valued affine processes in Section 6.7 , we essentially used an existence result for matrix-valued affine processes from [42], see also the proof of Proposition 6.19. The sequence $\left(X^{d}\right)_{d \in \mathbb{N}}$ of finiterank operator-valued affine processes arises from an isomorphic transformation of a corresponding sequence of matrix-valued affine processes $\left(\tilde{X}^{d}\right)_{d \in \mathbb{N}}$. Consequently, we observe that $\left(X^{d}\right)_{d \in \mathbb{N}}$ shares many properties with their matrixvalued versions, such as the existence of càdlàg paths and that only jumps of finite-variation are admissible. We then embedded the sequence $\left(X^{d}\right)_{d \in \mathbb{N}}$ into the space of Hilbert-Schmidt operator-valued càdlàg functions to study the limit as the rank $d \rightarrow \infty$.

We observed that the affine transform formula and the càdlàg path property is preserved in the limit, but we also saw that the limit does not have to be of finite-variation anymore. We traced this behavior back to the difference of Pettis and Bochner integrability of the truncation function $\chi$ with respect to the compensator of the affine jump-measures.

## - On the diffusion component

The idea to prove the existence of affine processes on infinite-dimensional statespaces using finite-dimensional approximations is, to the best of my knowledge, novel. Finite-dimensional approximations of affine diffusion in Hilbert spaces were discussed in [147]. However, the approximation was not used for proving the existence of affine diffusion's and also no explicit convergence rates for the Laplace transforms of the processes or its associated generalized Riccati equations were established. Similarly to what we have done in Chapter 2, our approach in this chapter does not admit for any diffusion components. Indeed, note that a diffusion parameter $\alpha_{d}$ in a matrix-valued admissible parameter set has to satisfy $b_{d} \geq_{\mathbb{S}_{d}^{+}}(d-1) \alpha_{d}$, see [42, Definition 2.3]. But, since we let $d \rightarrow \infty$, this can not hold unless $b_{d} \rightarrow \infty$ or $\alpha_{d} \rightarrow 0$ as $d \rightarrow \infty$. But since $b_{d} \rightarrow b$, we must have $\alpha_{d} \rightarrow 0$, which means that any diffusion part vanishes in the limit case.

## - On Galerkin approximations of Riccati equations

We also want to highlight our contribution to the theory of Galerkin approximation of operator-valued generalized Riccati equations. Note that even though Galerkin approximations of Riccati equations on Hilbert-Schmidt operators are well-studied in the literature, see, e.g. [128], as they naturally appear in stochastic control and filtering theory, their study is often limited to equations with monotone non-linear components such as the classic quadratic functions. In the present chapter we study Galerkin type approximations of generalized operator-valued Riccati equations with non-monotone non-linear components that are given by integrals of Lévy-Khintchine type with respect to (vector-valued) measures. For such equations we provided a thorough study of finite-rank approximation and derived explicit convergence rates for the Galerkin approximation in terms of admissible model parameters.

## Part II

## Multivariate Stochastic <br> Covariance Models based on MCARMA Processes

## Introduction to Part II: Multivariate Stochastic Covariance Models based on MCARMA Processes

Multivariate continuous-time autoregressive moving-average (MCARMA) processes are the continuous-time versions of the classical discrete-time VARMA models and have been studied thoroughly over the last two decades [112, 133, 30]. Similarly to their univariate analogs, the CARMA processes, MCARMA processes can be interpreted as the solutions of a higher-order SDE of the form

$$
\mathrm{D}^{p} X_{t}+\tilde{A}_{1} \mathrm{D}^{p-1} X_{t}+\ldots+\tilde{A}_{p} X_{t}=\tilde{C}_{0} \mathrm{D}^{q+1} L_{t}+\tilde{C}_{1} \mathrm{D}^{q} L_{t}+\ldots+\tilde{C}_{q} \mathrm{D} L_{t},
$$

where $\mathrm{D}=\frac{\mathrm{d}}{\mathrm{d} t},\left(\tilde{A}_{i}\right)_{i=1, \ldots, p}$ and $\left(\tilde{C}_{j}\right)_{j=0, \ldots, q}$ for $q, p \in \mathbb{N}$ are two families of linear operators and $\left(L_{t}\right)_{\in \mathbb{R}}$ denotes a multivariate Lévy process. Naturally, equation (6.79) asks for a rigorous definition as the paths of Lévy processes are in general not differentiable. Heuristically, however, we can interpret (6.79) as the continuous-time version of a (V)ARMA difference equation, and we therefore expect that similar key features governed by the autoregressive and moving-average structure of the defining equation find their counterpart in the continuous-time setting. The most notable feature of the (M)CARMA class is its flexible short memory structure. In general, short memory refers to an exponentially fast decaying auto-covariance function. In fact, the MCARMA class exhibits much more nuanced auto-covariance behavior in the short-time lags and allows, e.g., for nonmonotone or sub-exponentially decaying configurations (although no polynomial or linear decaying ones, which processes with long memory do admit). The memory effect is observed in many time series in applications and explains the popularity of modeling with (M)CARMA processes in subjects ranging from finance over meteorology to natural science and engineering, see e.g. [88, 118, 140, 25].
In many applications, where (M)CARMA models are employed, a crucial model feature is positivity, e.g. in modeling wind speed [25, 16], the velocity field in turbulence [7] or, most notably, volatility in finance [9, 140, 27, 12]. It is therefore of great importance to understand the capability of (M)CARMA processes to model phenomena with positive states. In the univariate CARMA case positive processes were studied in [142, 141, 29, 27, 20, 119]. In particular, the authors in [142] give a set of necessary and/or sufficient parameter conditions for CARMA processes of general order driven by a Lévy subordinator to be non-negative.
In this second part of the thesis our goal is to introduce a class of matrix-valued MCARMA processes for which we can establish conditions that ensure that the processes assume values in multivariate cones. The particularly interesting cases of the closed positive orthant $\mathbb{R}_{d}^{+}$and the cone of positive semi-definite matrices $\mathbb{S}_{d}^{+}$are included in our analysis. In fact, due to their relevance in applications these two main examples coin our terminology of positive multivariate CARMA.

## CARMA processes on multivariate cones

Chapter 7 provides the mathematical foundations for matrix-valued CARMA processes with values in multivariate convex cones. First, we introduce the class of matrix-valued MCARMA that extends classical $\mathbb{R}_{d}$-valued MCARMA processes to a more general multivariate framework. In particular, this novel class includes MCARMA processes on $\mathbb{S}_{d}$, the space of symmetric $d \times d$-matrices. We define matrix-valued MCARMA processes as the stationary solutions to specific continuous-time linear state space models on matrix-spaces driven by a matrixvalued Lévy process. More precisely, we show that a matrix-valued MCARMA process $\left(X_{t}\right)_{t \in \mathbb{R}}$ can be represented as

$$
\begin{equation*}
X_{t}=\int_{-\infty}^{+\infty} g(t-s) \mathrm{d} L_{s}, \quad t \in \mathbb{R} \tag{6.80}
\end{equation*}
$$

where $\left(L_{t}\right)_{t \in \mathbb{R}}$ denotes the matrix-valued (two-sided) Lévy process and the kernel $t \mapsto g(t)$ takes values in the space of linear operators on matrices. This approach, to define the MCARMA class, is similar to the classical case in [112] and, as a matter of fact, we show that matrix-valued MCARMA processes can be viewed as classical MCARMA under vectorization.
In the second part of Chapter 7 we are concerned with MCARMA processes with values in convex cones. More precisely, we establish necessary and sufficient parameter conditions for matrix-valued MCARMA processes to assume values in a convex cone, whenever the driving Lévy process is increasing with respect to that cone. From the representation (6.80) it can be seen, that this is the case whenever $t \mapsto g(t)$ maps into a set of operators leaving the respective cone invariant. We present particularly hands-on conditions for the kernel $g$ in cases of the cones $\mathbb{R}_{d}^{+}$and $\mathbb{S}_{d}^{+}$. Note here, that the vectorization of a positive semi-definite matrix does in general not yield a non-ngeative vector, so that specific conditions on the kernel $g$ in the two cases $\mathbb{S}_{d}^{+}$and $\mathbb{R}_{d}^{+}$have to be studied case-by-case.

## Stochastic covariance models based on positive semi-definite MCARMA

In Chapter 8 we propose to model the instantaneous covariance process in multivariate stochastic covariance models by (higher-order) MCARMA processes with values in the cone of positive semi-definite matrices. Indeed, this class extends the multivariate Barndorff-Nielsen-Shepard model (first-order MCARMA based model) to higher-order MCARMA models, that admit a more nuanced auto-covariance structure and have the potential to introduce certain shortmemory effects to the model class. We demonstrate the capability of higher-order MCARMA based models by an exemplary analysis of stochastic covariance models based on positive semi-definite well-balanced Ornstein-Uhlenbeck processes.

## Positive Multivariate Continuous-Time Autoregressive Moving-Average Processes


#### Abstract

In this chapter, we study multivariate continuoustime autoregressive moving-average (MCARMA) processes with values in cones. More precisely, we introduce matrix-valued MCARMA processes defined as stationary solutions of specific continuous-time linear state-space models on matrixspaces driven by Lévy processes. Moreover, we establish necessary and sufficient conditions for processes from this class to stay in a multivariate convex cone. We derive specific hands-on conditions in the following two cases: First, for classical MCARMA on $\mathbb{R}_{d}$ with values in the positive orthant $\mathbb{R}_{d}^{+}$. Second, for MCARMA processes on real square matrices taking values in the cone of positive semidefinite matrices. To illustrate our positivity criteria, we give several concrete parameter specifications ensuring the positivity of the respective MCARMA process. Positive semi-definite MCARMA processes are relevant for applications in multivariate stochastic covariance modeling and have the potential to model a variety of short memory features observed in realized (cross)-covariance processes.


This chapter is based on [17, Section 1, 2 and 3]:
Benth, F., and Karbach, S.
Positive multivariate continuous-time autoregressive moving-average processes, 2022, DOI: arXiv.2206.08782.

### 7.1 Introduction

The starting point of our analysis will be the formulation of linear continuoustime state space models on the space of real $n \times m$-matrices. It is well known that $\mathbb{R}_{d}$-valued MCARMA processes are characterized by certain configurations of continuous-time state space models, see e.g. [112, 30, 133]. Linear continuoustime state space models are essentially given by an Ornstein-Uhlenbeck (OU) type process on the Cartesian product of the particular state space, in our case the space of all $n \times m$-matrices, and a linear output operator mapping the values of the higher-dimensional Ornstein-Uhlenbeck type process into the state space again. We show that for certain specifications of such models the vectorization of stationary output processes are equivalent to MCARMA processes, as they were introduced in [112]. In this sense, the matrix-valued state space models give rise to the novel class of matrix-valued MCARMA processes. The details are given in Section 7.2 below. Since in some applications one is interested in non-stable systems, we explicitly include the class of non-stable state space models in our analysis. Non-stable models often correspond to so called non-causal MCARMA processes, i.e. MCARMA processes that are not adapted to the natural filtration. A careful distinction between the stable and non-stable case is justified, since the stability conditions may interact with the imposed positivity constraints.
Once we set up the class of matrix-valued MCARMA processes, we study their positivity. In particular, we are interested in necessary and sufficient parameter conditions such that a matrix-valued MCARMA process driven by a multivariate cone-valued Lévy process takes values solely in this cone. As noted above, in the univariate case the positivity of CARMA processes is well-studied and the relevance for applications is widely recognized. In the multivariate setting, however, positivity of MCARMA processes has not yet been studied in a systematical way. Partial results exist in the recent work [119], where the authors derive conditions ensuring the positivity of (univariate) CARMA processes. The authors made the claim that some parts of their results could be extended to the multivariate CARMA case, however, only little information about this extension are provided. Our Theorem 7.24 below supports this claim to some extent.
Note that also in a discrete-time setting studying autoregressive matrix-valued models is an active area of research, see e.g. [35]. Many articles on MCARMA processes deal with their connection to the discrete-time setting, e.g. studying high-frequency sampling for MCARMA in [59, 98] or parameter estimation of the driving noise from discrete observations in [133]. Our findings on the equivalence of the vectorized matrix-valued MCARMA and the classical MCARMA suggests that analogous connections to the discrete-time setting continue to hold in the matrix case and the good accessibility of this class is maintained accordingly. Our main interest in studying positive semi-definite MCARMA processes comes from stochastic covariance modeling which will be our main concern in Chapter 8.

### 7.1.1 Layout of the chapter

This chapter is structured as follows: In Section 7.2 we introduce a class of continuous-time state space models on matrices and show the equivalence with the classical MCARMA class under vectorization. In Section 7.3 we study the cone invariance of matrix- and vector-valued MCARMA processes, with a particular focus on the closed positive orthant in $\mathbb{R}_{d}$ and the cone of symmetric positive semi-definite matrices. Lastly, in Section 7.5 we present an auxiliary result on a submultiplicativity property of the Hadamard product.

### 7.1.2 Notation and preliminaries

By $\mathbb{N}$ we denote the set of all integers and we set $\mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$. For $d \in \mathbb{N}$, we denote by $\mathbb{R}_{d}$ the $d$-dimensional Euclidean space equipped with the standard inner-product $(\cdot, \cdot)_{d}$. The closed positive orthant in $\mathbb{R}_{d}$ will be denoted by $\mathbb{R}_{d}^{+}$ and the standard basis of $\mathbb{R}_{d}$ is denoted by $\left\{e_{1}, e_{2}, \ldots, e_{d}\right\}$.

Matrices Let $n, m \in \mathbb{N}$ and let $\mathbb{K}$ denote either a field or a ring. Then we denote by $\mathbb{M}_{n, m}(\mathbb{K})$ the set of all $n \times m$ matrices over $\mathbb{K}$. If $n=m$ we write $\mathbb{M}_{n}(\mathbb{K})$ and if $\mathbb{K}=\mathbb{R}$ we simplify to $\mathbb{M}_{n, m}$. If $m=1$ we have $\mathbb{M}_{n, 1}=\mathbb{R}_{n}$ and use the latter notation. The $p$-times Cartesian product of $\mathbb{M}_{n, m}$ will be denoted by $\left(\mathbb{M}_{n, m}\right)^{p}$, which is just equivalent to $\mathbb{M}_{p n, m}$, but we use the former notation as it is more suggestive. In the case where $\mathbb{K}=\mathbb{R}[\lambda]$ is the polynomial ring over $\mathbb{R}$ the set $\mathbb{M}_{n}(\mathbb{R}[\lambda])$ denotes the space of all matrix polynomials with coefficients in $\mathbb{M}_{n}$. We refer to [71] for a comprehensive analysis of matrix polynomials. We denote the transpose of a matrix $A \in \mathbb{M}_{n, m}$ by $A^{\top}$, which is an element in $\mathbb{M}_{m, n}$, and write $\mathbb{S}_{d}$ for the subspace in $\mathbb{M}_{n}$ consisting of all symmetric $n \times n$ matrices, i.e. all $A \in \mathbb{M}_{n}$ such that $A^{\top}=A$. As before, the set of all symmetric positive semi-definite $n \times n$ matrices will be denoted by $\mathbb{S}_{n}^{+}$, i.e. $\mathbb{S}_{n}^{+}=\left\{A \in \mathbb{S}_{n}:(A x, x)_{n} \geq 0, \forall x \in \mathbb{R}_{n}\right\}$. If necessary, we can express real $n \times m$-matrices in a component-wise notation by $A=\left(a_{i, j}\right)_{1 \leq i \leq n, 1 \leq j \leq m}$ for $a_{i, j} \in \mathbb{R}$. For all $n, m \in \mathbb{N}$ we can identify $\mathbb{M}_{n, m}$ with $\mathbb{R}_{n m}$ through the vectorization operator vec: $\mathbb{M}_{n, m} \rightarrow \mathbb{R}_{n m}$ which transforms a matrix into a vector by stacking the columns below each other. Similarly, we denote by vech: $\mathbb{S}_{n} \rightarrow \mathbb{R}_{n(n+1) / 2}$ the operator that stacks only the lower triangular part of a symmetric matrix below another. On $\mathbb{M}_{n, m}$ we consider the inner-product $\langle\cdot, \cdot\rangle_{n m}$ given by $\langle A, B\rangle_{n m}=(\operatorname{vec}(A), \operatorname{vec}(B))_{n m}$ and denote the induced norm by $\|\cdot\|_{n m}$. Let $n_{1}, n_{2}, m_{1}, m_{2} \in \mathbb{N}$, then for $A \in \mathbb{M}_{n_{1}, m_{1}}$ and $B \in \mathbb{M}_{n_{2}, m_{2}}$ we denote the Kronecker product of $A$ and $B$ by $A \otimes B \in \mathbb{M}_{n_{2} n_{1}, m_{2} m_{1}}$. We denote the Hadamard product of two matrices $A, B \in \mathbb{M}_{n, m}$ by $A \odot B$ and let $\mathbf{1}_{n, m}=\left(1_{i, j}\right)_{1 \leq i \leq n, 1 \leq j \leq m}$ stand for the matrix in $\mathbb{M}_{n, m}$ which is equal to one in every component and $\mathbb{0}_{n, m}$ denotes the $n \times m$-zero matrix. If $n=m$ we write $\mathbf{1}_{n}:=\mathbf{1}_{n, n}, \mathbb{D}_{n}:=\mathbb{O}_{n, n}$ and denote the identity matrix by $\mathbb{I}_{n}$.

Linear operators on matrices We denote by $\mathcal{L}\left(\mathbb{M}_{n_{1}, m_{1}}, \mathbb{M}_{n_{2}, m_{2}}\right)$ the algebra of all linear operators from $\mathbb{M}_{n_{1}, m_{1}}$ to $\mathbb{M}_{n_{2}, m_{2}}$. If $n_{1}=n_{2}=n$ and $m_{1}=m_{2}=m$ we write $\mathcal{L}\left(\mathbb{M}_{n, m}\right)$ and if $m=1$, it is well known that $\mathcal{L}\left(\mathbb{M}_{n, 1}\right)=\mathcal{L}\left(\mathbb{R}_{n}\right) \simeq \mathbb{M}_{n}$ and we use the latter notation. If $n, m \in \mathbb{N}$ are greater than one, we will denote elements of $\mathcal{L}\left(\mathbb{M}_{n, m}\right)$ by bold face letters, e.g. $\mathbf{A} \in \mathcal{L}\left(\mathbb{M}_{n, m}\right)$ versus $A \in \mathbb{M}_{n, m}$ and we reserve the calligraphic letters, e.g. $\mathcal{A}$, for linear operators mapping from or to $\left(\mathbb{M}_{n, m}\right)^{p}$ for some integer $p>1$. Since in the sequel we will always make sure that there is no confusion regarding the matrix space that we are operating in, we denote the identity operator in $\mathcal{L}\left(\mathbb{M}_{n, m}\right)$ simply by $\mathbf{I}$ and will only index $\mathbf{I}$, when we speak of the identity in $\mathcal{L}\left(\left(\mathbb{M}_{n, m}\right)^{p}\right)$, in which case we write $\mathbf{I}_{p}$. For every $\mathbf{A} \in \mathcal{L}\left(\mathbb{M}_{n, m}\right)$ we denote its spectrum by $\sigma(\mathbf{A})$, which, as we work in finitedimensions, is just the set of eigenvalues of $\mathbf{A}$. Moreover, we denote the spectral bound of $\mathbf{A}$ by $\tau(\mathbf{A})$, i.e. $\tau(\mathbf{A}):=\max \{\Re(\lambda): \lambda \in \sigma(\mathbf{A})\}$.

Matrix-valued Lévy processes Assume that $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ is a filtered probability space satisfying the usual conditions and let $\left(L_{t}\right)_{t \geq 0}$ be an $\mathbb{R}_{n m}$-valued Lévy process defined on this probability basis, see [132] for a comprehensive analysis of multivariate Lévy processes. Since we can always identify $\mathbb{M}_{n, m}$ with $\mathbb{R}_{n m}$ the class of multivariate Lévy processes easily extends to matrix-valued Lévy processes. We recall that the Lévy characteristic exponent at $z \in \mathbb{M}_{n, m}$ is given by

$$
\begin{equation*}
\psi_{L}(z)=\mathrm{i}\left\langle\gamma_{L}, z\right\rangle_{n m}-\frac{1}{2}\left\langle Q_{1} z, z\right\rangle_{n m}+\int_{\mathbb{M}_{n, m}}\left(\mathrm{e}^{\mathrm{i}\langle\xi, z\rangle_{n m}}-1-\mathrm{i}\langle\chi(\xi), z\rangle_{n m}\right) \nu_{L}(\mathrm{~d} \xi) \tag{7.1}
\end{equation*}
$$

where $\gamma_{L} \in \mathbb{M}_{n, m}$ denotes the drift of $L, Q_{1}$ is the covariance operator of the continuous part of the Lévy process, $\chi(\xi):=\xi \mathbf{1}_{\|\xi\|_{n m} \leq 1}(\xi)$ and $\nu_{L}: \mathcal{B}\left(\mathbb{M}_{n, m}\right) \rightarrow$ $\mathbb{R}^{+}$is the Lévy measure. We call a Lévy process $\left(L_{t}\right)_{t \geq 0}$ integrable, if $\mathbb{E}\left[\left\|L_{t}\right\|_{n m}\right]<$ $\infty$ for all $t \geq 0$ and square-integrable whenever $\mathbb{E}\left[\left\|L_{t}\right\|_{n m}^{2}\right]<\infty$ for all $t \geq 0$. For a square-integrable Lévy process $L$ with characteristic exponent (7.1) the mean of $L_{1}$ is denoted by $\mu_{L}$ and we have $\mu_{L}=\left(\gamma_{L}+\int_{\mathbb{M}_{n, m} \cap\left\{\xi:\|\xi\|_{n, m}>1\right\}} \xi \nu_{L}(\mathrm{~d} \xi)\right)$. Moreover, we denote by $\mathcal{Q} \in \mathcal{L}\left(\mathbb{M}_{n, m}\right)$ the covariance operator of $L_{1}$, which is given by $\mathcal{Q}=Q_{1}+\int_{\mathbb{M}_{n, m}} \xi \otimes \xi \nu_{L}(\mathrm{~d} \xi)$. For any Lévy process $\left(L_{t}^{1}\right)_{\geq 0}$ defined on the positive real line $\mathbb{R}^{+}$, we can choose a second, independent and identically distributed, Lévy process $\left(L_{t}^{2}\right)_{t \geq 0}$ to define a two-sided Lévy process $\left(L_{t}\right)_{t \in \mathbb{R}}$ by

$$
L_{t}:=\mathbf{1}_{\mathbb{R}^{+}}(t) L_{t}^{1}-\mathbf{1}_{-\mathbb{R}^{+} \backslash\{0\}}(t) L_{-t-}^{2},
$$

where $L_{t-}=\lim _{s \nearrow t} L_{s}$ for all $t \geq 0$. Throughout this chapter we use the conventional and intuitive notation of stochastic integration with respect to matrixvalued integrators analogous to e.g. [10, 12].

### 7.2 Matrix-valued linear state-space models

Throughout this section we fix $m, n \in \mathbb{N}$ and let $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ denote a filtered probability space satisfying the usual conditions. Moreover, we assume that $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ is rich enough to carry a $\mathbb{M}_{n, m}$-valued two-sided Lévy process $L=$ $\left(L_{t}\right)_{t \in \mathbb{R}}$. We begin this section by introducing a very general class of linear continuous-time state space models defined on real $n \times m$-matrices:
Definition 7.1. Let $p \in \mathbb{N}$ and let the tuple $(\mathcal{A}, \mathcal{B}, \mathcal{C}, L)$ consist of a state transition operator $\mathcal{A} \in \mathcal{L}\left(\left(\mathbb{M}_{n, m}\right)^{p}\right)$, an input operator $\mathcal{B} \in \mathcal{L}\left(\mathbb{M}_{n, m},\left(\mathbb{M}_{n, m}\right)^{p}\right)$, an output operator $\mathcal{C} \in \mathcal{L}\left(\left(\mathbb{M}_{n, m}\right)^{p}, \mathbb{M}_{n, m}\right)$ and a $\mathbb{M}_{n, m}$-valued two-sided Lévy process $L=\left(L_{t}\right)_{t \in \mathbb{R}}$. A continuous-time linear state space model on $\mathbb{M}_{n, m}$, associated with the parameter set $(\mathcal{A}, \mathcal{B}, \mathcal{C}, L)$, consists of a state-space equation given by

$$
\begin{equation*}
\mathrm{d} Z_{t}=\mathcal{A} Z_{t} \mathrm{~d} t+\mathcal{B} \mathrm{d} L_{t}, \quad t \in \mathbb{R}, \tag{7.2}
\end{equation*}
$$

and an observation equation given by

$$
\begin{equation*}
X_{t}=\mathcal{C} Z_{t}, \quad t \in \mathbb{R} \tag{7.3}
\end{equation*}
$$

We call the $\left(\mathbb{M}_{n, m}\right)^{p}$-valued process $\left(Z_{t}\right)_{t \in \mathbb{R}}$ the state process and the $\mathbb{M}_{n, m}$-valued process $\left(X_{t}\right)_{t \in \mathbb{R}}$ the output process of the continuous-time linear state space model (associated with $(\mathcal{A}, \mathcal{B}, \mathcal{C}, L)$ ).

Continuous-time linear state space models have been rigorously studied in the deterministic and stochastic control literature over many decades, see e.g. [148, $4,58]$. We note that if $m=1$ (that means for the state space $\mathbb{R}_{n}=\mathbb{M}_{n, 1}$ ) our definition of a linear continuous-time state space model coincides with the one in [133, Definition 3.1].
We note that the state process $\left(Z_{t}\right)_{t \in \mathbb{R}}$ of a linear continuous-time state space model is simply a Lévy driven Ornstein-Uhlenbeck type process on the space $\left(\mathbb{M}_{n, m}\right)^{p}$ and a solution to (7.2) is given by the variation-of-constant formula:

$$
\begin{equation*}
Z_{t}=\mathrm{e}^{(t-s) \mathcal{A}} Z_{s}+\int_{s}^{t} \mathrm{e}^{(t-u) \mathcal{A}} \mathcal{B} \mathrm{d} L_{u}, \quad s<t \in \mathbb{R} \tag{7.4}
\end{equation*}
$$

In general, a solution $\left(Z_{t}\right)_{t \in \mathbb{R}}$ to (7.2) is not unique. If for some $s \in \mathbb{R}$ we are given a $\mathcal{F}_{s}$-measurable random variable $Z_{s}$, then $\left(Z_{t}\right)_{t \geq s}$, given by (7.4), is the unique solution to $(7.2)$ on $[s, \infty)$ adapted to the filtration $\left(\mathcal{F}_{t}\right)_{t \geq s}$. If the spectral bound of the transition operator $\mathcal{A}$ is strictly negative, i.e. $\tau(\mathcal{A})<0$, then it follows from $[131,36]$ that there exists a unique stationary solution to (7.2) if and only if $\mathbb{E}\left[\log \left(\left\|L_{1}\right\|_{n m}\right)\right]<\infty$. In this case the unique stationary solution $\left(Z_{t}\right)_{t \in \mathbb{R}}$ is adapted and given by

$$
\begin{equation*}
Z_{t}=\int_{-\infty}^{t} \mathrm{e}^{(t-s) \mathcal{A}} \mathcal{B} \mathrm{d} L_{s}, \quad t \in \mathbb{R} . \tag{7.5}
\end{equation*}
$$

Remark 7.2 (Uniqueness, stationarity and adaptedness). Note that in case of $\tau(\mathcal{A}) \geq 0$, there could still, under certain conditions, exist a (unique) stationary solution to ( 7.2 ) on $\mathbb{R}$, see also Proposition 7.9 below. However, it might happen that the stationary solution is not adapted to the natural filtration $\mathbb{F}$, since $Z_{t}$ possibly depends on the generated sigma-algebra $\sigma\left(L_{s}: s>t\right)$. A concrete example of a stationary output process with $\tau(\mathcal{A}) \geq 0$ is given in Section 8.3. If from a modeling perspective adaptedness to the natural filtration is required, then we shall either assume $\tau(\mathcal{A})<0$, for which the existence of a unique $\mathbb{F}$-adapted solution is known by the reasoning above. Or in case of $\tau(\mathcal{A}) \geq 0$, there may exist many solutions, but only one for every fixed $\mathcal{F}_{s}$-measurable initial condition, which also happens to be $\mathbb{F}$-adapted, but possibly non-stationary.

In the sequel we often distinguish between the two cases in Remark 7.2 which we call the stable (where $\tau(A)<0$ ) and non-stable (where $\tau(A) \geq 0$ ) case (following the usual nomenclature, it is actually the exponentially stable and nonexponentially stable case). We find it appropriate to give a precise definition to prevent confusion:

Definition 7.3. We call a continuous-time state space model associated with the parameter set $(\mathcal{A}, \mathcal{B}, \mathcal{C}, L)$ stable, whenever $\tau(\mathcal{A})<0$. If, moreover, $L$ has finite $\log$-moments, i.e. $\mathbb{E}\left[\log \left(\left\|L_{1}\right\|_{n, m}\right)\right]<\infty$, then whenever we refer to the state process $\left(Z_{t}\right)_{t \in \mathbb{R}}$ we mean the unique stationary solution given by (7.5). In this case we call $\left(Z_{t}\right)_{t \in \mathbb{R}}$ the stable state process and $\left(X_{t}\right)_{t \in \mathbb{R}}$ the stable output process. In case of $\tau(\mathcal{A}) \geq 0$, we call the state space model non-stable and refer to $\left(Z_{t}\right)_{t \in \mathbb{R}}$ in (7.4) simply as a state process. If uniqueness is required, we may fix an initial value $Z_{s}$ at $s \in \mathbb{R}$ for some $\mathcal{F}_{s}$-measurable measurable $Z_{s}$.

Given a state process $\left(Z_{t}\right)_{t \in \mathbb{R}}$ we now shift our focus to the output process $\left(X_{t}\right)_{t \in \mathbb{R}}$ defined in (7.3). In the next proposition we summarize some well known and easy to check properties of $\left(X_{t}\right)_{t \in \mathbb{R}}$.

Proposition 7.4. Let $(\mathcal{A}, \mathcal{B}, \mathcal{C}, L)$ be as in Definition 7.1 and let $\psi_{L}$ be the characteristic exponent of $L$ given by (7.1). Then the process $\left(X_{t}\right)_{t \in \mathbb{R}}$ in (7.3) satisfies

$$
\begin{equation*}
X_{t}=\mathcal{C} \mathrm{e}^{(t-s) \mathcal{A}} Z_{s}+\int_{s}^{t} \mathcal{C} \mathrm{e}^{(t-u) \mathcal{A}} \mathcal{B} \mathrm{d} L_{u}, \quad s<t \in \mathbb{R} \tag{7.6}
\end{equation*}
$$

and for every $x \in \mathbb{M}_{n, m}$ and $s \leq t$ we have

$$
\begin{equation*}
\mathbb{E}\left[\mathrm{e}^{\mathrm{i}\left\langle X_{t}, x\right\rangle_{m n}} \mid \mathcal{F}_{s}\right]=\exp \left(\mathrm{i}\left\langle\mathcal{C} \mathrm{e}^{(t-s) \mathcal{A}} Z_{s}, x\right\rangle_{m n}+\int_{s}^{t} \psi_{L}\left(\mathcal{B}^{*} \mathrm{e}^{(t-u) \mathcal{A}^{*}} \mathcal{C}^{*} x\right) \mathrm{d} u\right) \tag{7.7}
\end{equation*}
$$

If $L$ is integrable, then the conditional mean of $X_{t}$ is finite and given by

$$
\begin{equation*}
\mathbb{E}\left[X_{t} \mid \mathcal{F}_{s}\right]=\mathcal{C} \mathrm{e}^{(t-s) \mathcal{A}} Z_{s}+\int_{0}^{t-s} \mathcal{C} \mathrm{e}^{u \mathcal{A}} \mathcal{B} \mu_{L} \mathrm{~d} u, \quad s<t \in \mathbb{R} \tag{7.8}
\end{equation*}
$$

If moreover $L$ has finite log-moments and $\left(X_{t}\right)_{t \in \mathbb{R}}$ is a stable output process, then it is stationary and given by

$$
\begin{equation*}
X_{t}=\int_{-\infty}^{t} \mathcal{C} \mathrm{e}^{(t-s) \mathcal{A}} \mathcal{B} \mathrm{d} L_{s}, \quad t \in \mathbb{R} \tag{7.9}
\end{equation*}
$$

and if in addition $L$ is integrable, then the mean of $\left(X_{t}\right)_{t \in \mathbb{R}}$ is given by

$$
\begin{equation*}
\mathbb{E}\left[X_{t}\right]=-\mathcal{C} \mathcal{A}^{-1} \mathcal{B} \mu_{L}, \quad t \in \mathbb{R} . \tag{7.10}
\end{equation*}
$$

From (7.9) we see that the dynamics of a stable output process $\left(X_{t}\right)_{t \in \mathbb{R}}$ are only governed by the parameters $\mathcal{A}, \mathcal{B}$ and $\mathcal{C}$ and the Lévy process $L$. More specifically, the dynamics depend solely on the action of the kernel function $g: \mathbb{R}^{+} \rightarrow \mathcal{L}\left(\mathbb{M}_{n, m}\right)$ given by $g(t):=\mathcal{C} \mathrm{e}^{\mathcal{A} t} \mathcal{B}$ applied to the increments of $\left(L_{t}\right)_{t \in \mathbb{R}}$. In contrast, we see that in the non-stable case, the dynamics of $\left(X_{t}\right)_{t \geq s}$ also depend on the initial value $Z_{s}$ for $s<t$ through the term $\mathcal{C} \mathrm{e}^{(t-s) \mathcal{A}} Z_{s}$. As we will see, this has some consequences for the techniques available to study positivity of output processes in Section 7.3.

### 7.2.1 The Controller canonical form

In this section we introduce a more particular form of linear continuous-time state space models on $\mathbb{M}_{n, m}$ which in the discrete-time control literature is often called the controller canonical form. This controller canonical form will prove itself useful for two reasons: First, it will allow us to interpret the output processes of certain continuous-time state space models as a linear transformation of MCARMA processes as they were introduced in the seminal work [112]. Second, this form is particularly convenient to study positivity in the next section.
Let $p \in \mathbb{N}$ and denote by $\mathbf{0}$ the null operator in $\mathcal{L}\left(\mathbb{M}_{n, m}\right)$, i.e. $\mathbf{0}$ maps every $x \in \mathbb{M}_{n, m}$ to the null matrix $\mathbb{D}_{n, m}$. Moreover, let $\mathbf{A}_{1}, \mathbf{A}_{2}, \ldots, \mathbf{A}_{p} \in \mathcal{L}\left(\mathbb{M}_{n, m}\right)$ and define the state transition operator $\mathcal{A}_{p}:\left(\mathbb{M}_{n, m}\right)^{p} \rightarrow\left(\mathbb{M}_{n, m}\right)^{p}$ as

$$
\mathcal{A}_{p}:=\left[\begin{array}{ccccc}
\mathbf{0} & \mathbf{I} & \mathbf{0} & \ldots & \mathbf{0}  \tag{7.11}\\
\mathbf{0} & \mathbf{0} & \mathbf{I} & \ddots & \vdots \\
\vdots & & \ddots & \ddots & \mathbf{0} \\
\mathbf{0} & \ldots & \ldots & \mathbf{0} & \mathbf{I} \\
\mathbf{A}_{p} & \mathbf{A}_{p-1} & \ldots & \ldots & \mathbf{A}_{1}
\end{array}\right]
$$

For every $\mathbf{x}=\left(x_{1}, \ldots, x_{p}\right)^{\boldsymbol{\top}} \in\left(\mathbb{M}_{n, m}\right)^{p}$ we understand the operator $\mathcal{A}_{p}$ as

$$
\mathcal{A}_{p}(\mathbf{x})=\left(x_{2}, \ldots, x_{p}, \sum_{i=1}^{p} \mathbf{A}_{p-i+1}\left(x_{i}\right)\right)^{\top} \in\left(\mathbb{M}_{n, m}\right)^{p}
$$

Moreover, let $q \in \mathbb{N}_{0}$ such that $q<p$ and let $\mathbf{C}_{0}, \mathbf{C}_{1}, \ldots, \mathbf{C}_{p-1} \in \mathcal{L}\left(\mathbb{M}_{n, m}\right)$ with $\mathbf{C}_{i}=\mathbf{0}$ for every $i \in \mathbb{N}$ such that $i \geq q+1$ and $i \leq p-1$. We then define the output operator $\mathcal{C}_{q}:\left(\mathbb{M}_{n, m}\right)^{p} \rightarrow \mathbb{M}_{n, m}$ by

$$
\begin{equation*}
\mathcal{C}_{q}:=\left[\mathbf{C}_{0}, \mathbf{C}_{1}, \ldots, \mathbf{C}_{p-1}\right], \tag{7.12}
\end{equation*}
$$

where $\mathcal{C}_{q}$ is to be understood as follows: For $\mathbf{x}=\left(x_{1}, \ldots, x_{p}\right)^{\boldsymbol{\top}} \in\left(\mathbb{M}_{n, m}\right)^{p}$ we have

$$
\mathcal{C}_{q}(\mathbf{x})=\sum_{i=1}^{q+1} \mathbf{C}_{i-1}\left(x_{i}\right)
$$

Finally, we define the input operator $E_{p} \in \mathcal{L}\left(\mathbb{M}_{n, m},\left(\mathbb{M}_{n, m}\right)^{p}\right)$ by

$$
\begin{equation*}
E_{p}:=e_{p} \otimes \mathbf{I} \tag{7.13}
\end{equation*}
$$

which for every $x \in \mathbb{M}_{n, m}$ is defined as $E_{p}(x)=\left(\mathbb{O}_{n, m}, \ldots, \mathbb{D}_{n, m}, x\right)^{\boldsymbol{\top}} \in\left(\mathbb{M}_{n, m}\right)^{p}$. With this specification of $\left(\mathcal{A}_{p}, E_{p}, \mathcal{C}_{q}, L\right)$ the state process $\left(Z_{t}\right)_{t \in \mathbb{R}}$ becomes

$$
\begin{equation*}
Z_{t}=\mathrm{e}^{(t-s) \mathcal{A}_{p}} Z_{s}+\int_{s}^{t} \mathrm{e}^{(t-u) \mathcal{A}_{p}} E_{p} \mathrm{~d} L_{u}, \quad s<t \in \mathbb{R} \tag{7.14}
\end{equation*}
$$

and the output process

$$
\begin{equation*}
X_{t}=\mathcal{C}_{q} \mathrm{e}^{(t-s) \mathcal{A}_{p}} Z_{s}+\int_{s}^{t} \mathcal{C}_{q} \mathrm{e}^{(t-u) \mathcal{A}_{p}} E_{p} \mathrm{~d} L_{u}, \quad s<t \in \mathbb{R} \tag{7.15}
\end{equation*}
$$

and the analogous formulas (7.5) and (7.9) hold in the stable case. Note that the transition matrix $\mathcal{A}_{p}$ can be viewed as the companion block operator matrix of the following operator polynomial $\mathbf{P}$ with coefficients in $\mathcal{L}\left(\mathbb{M}_{n, m}\right)$ :

$$
\begin{equation*}
\mathbf{P}(\lambda):=\mathbf{I} \lambda^{p}-\mathbf{A}_{1} \lambda^{p-1}-\mathbf{A}_{2} \lambda^{p-2}-\ldots-\mathbf{A}_{p}, \quad \lambda \in \mathbb{C} . \tag{7.16}
\end{equation*}
$$

In the same spirit we introduce the operator polynomial $\mathbf{Q}$ which is associated with the output operator $\mathcal{C}_{q}$ and given by

$$
\begin{equation*}
\mathbf{Q}(\lambda):=\mathbf{C}_{0}+\mathbf{C}_{1} \lambda+\mathbf{C}_{2} \lambda^{2}+\ldots+\mathbf{C}_{q} \lambda^{q}, \quad \lambda \in \mathbb{C} . \tag{7.17}
\end{equation*}
$$

Now, recall vec: $\mathbb{M}_{n, m} \rightarrow \mathbb{R}_{n m}$ being the linear isometric isomorphism that maps every matrix $A \in \mathbb{M}_{n, m}$ to the vector of its columns by stacking the columns.

If $A \in \mathcal{L}\left(\mathbb{M}_{n, m}\right)$ we denote by $A^{\text {vec }}$ the matrix representation of $A$ given by $A^{\text {vec }}:=\operatorname{vec} \circ A \circ \operatorname{vec}^{-1}$. Note that $A^{\text {vec }} \in \mathcal{L}\left(\mathbb{R}_{n m}\right) \simeq \mathbb{M}_{n m}$ and by identification we consider $A^{\text {vec }}$ as a $n m \times n m$-matrix. Moreover, we denote by $K^{(n, m)} \in \mathbb{M}_{n m}$ the commutation matrix, which is the unique matrix in $\mathbb{M}_{n m}$ such that for every $A \in \mathbb{M}_{n, m}$ we have $K^{(n, m)} \operatorname{vec}(A)=\operatorname{vec}\left(A^{\top}\right)$. We denote the inverse of $K^{(n, m)}$ by $K^{-(n, m)}$, which happens to be the transpose of $K^{(n, m)}$ as well. When the vec-operator is applied to an output process $\left(X_{t}\right)_{t \in \mathbb{R}}$ we obtain an $\mathbb{R}_{n m}$-valued process $\left(\operatorname{vec}\left(X_{t}\right)\right)_{t \in \mathbb{R}}$. By linearity, we see that the process $\left(\operatorname{vec}\left(X_{t}\right)\right)_{t \in \mathbb{R}}$ is again an output process of some continuous-time linear state space model on $\mathbb{R}_{n m}$. In the following proposition we show more, namely that the controller canonical form in (7.11)-(7.13) transforms, under the vec-transformation, into a controller canonical-like form of an $\mathbb{R}_{n m}$-valued state space model.
Proposition 7.5. Let $p \in \mathbb{N}$ and $q \in \mathbb{N}_{0}$ such that $q<p$ and $\left(\mathcal{A}_{p}, E_{p}, \mathcal{C}_{q}, L\right)$ be as in (7.11)-(7.13) and $L$ a two-sided Lévy process on $\mathbb{M}_{n, m}$. Moreover, let the state process $\left(Z_{t}\right)_{t \in \mathbb{R}}$ be given by (7.14) and the output process $\left(X_{t}\right)_{t \in \mathbb{R}}$ be as in (7.15). We set $L^{\text {vec }}:=\operatorname{vec}(L)$ and define the state transition matrix $\hat{\mathcal{A}}_{p}^{\text {vec }} \in \mathbb{M}_{p n m}$ by

$$
\hat{\mathcal{A}}_{p}^{\text {vec }}:=\left(\begin{array}{ccccc}
\mathbb{O}_{n m} & K^{-(n, m)} & \mathbb{O}_{n m} & \cdots & \mathbb{O}_{n m}  \tag{7.18}\\
\mathbb{O}_{n m} & \mathbb{O}_{n m} & K^{-(n, m)} & & \vdots \\
\vdots & & \ddots & \ddots & \vdots \\
\vdots & & \ddots & \ddots & \mathbb{O}_{n m} \\
\mathbb{O}_{n m} & \ldots & \ldots & \mathbb{O}_{n m} & K^{-(n, m)} \\
\hat{A}_{p}^{\text {vec }} & \hat{A}_{p-1}^{\text {vec }} & \cdots & \cdots & \hat{A}_{1}^{\text {vec }}
\end{array}\right),
$$

where $\hat{A}_{i}^{\text {vec }}:=A_{i}^{\text {vec }} \circ K^{-(n, m)} \in \mathbb{M}_{n m}$ for every $i=1, \ldots, p$ and $A_{i}^{\text {vec }}$ denotes the matrix representation of $\mathbf{A}_{i}$. Moreover, we define the output matrix $\mathcal{C}_{q}^{\text {vec }} \in$ $\mathbb{M}_{n m, p n m}$ by

$$
\begin{equation*}
\hat{\mathcal{C}}_{q}^{\mathrm{vec}}:=\left(\hat{C}_{0}^{\mathrm{vec}}, \hat{C}_{1}^{\mathrm{vec}}, \ldots, \hat{C}_{p-1}^{\mathrm{vec}}\right), \tag{7.19}
\end{equation*}
$$

where $\hat{C}_{j}^{\text {vec }}=C_{j}^{\text {vec }} \circ K^{-(n, m)} \in \mathbb{M}_{n m}$ for every $j=0, \ldots, p-1$ and $C_{j}^{\text {vec }}$ denotes the matrix representation of $\mathbf{C}_{j}$. Lastly, we define the input matrix $\hat{E}_{p}^{\text {vec }} \in$ $\mathbb{M}_{p n m, n m}$ by

$$
\begin{equation*}
\hat{E}_{p}^{\mathrm{vec}}:=e_{p} \otimes K^{-(n, m)} \tag{7.20}
\end{equation*}
$$

Then $\left(\operatorname{vec}\left(X_{t}\right)\right)_{t \in \mathbb{R}}$ is the output process of a $\mathbb{R}_{n m}$-valued continuous-time state space model associated with ( $\hat{\mathcal{A}}_{p}^{\mathrm{vec}}, \hat{\mathcal{C}}_{q}^{\mathrm{vec}}, \hat{E}_{p}^{\mathrm{vec}}, L^{\mathrm{vec}}$ ) and such that

$$
\begin{align*}
\mathrm{d} \operatorname{vec}\left(Z_{t}^{\top}\right) & =\hat{\mathcal{A}}_{p}^{\mathrm{vec}} \operatorname{vec}\left(Z_{t}^{\top}\right) \mathrm{d} t+\hat{E}_{p}^{\mathrm{vec}} \mathrm{~d} L_{t}^{\text {vec }}, \quad t \in \mathbb{R},  \tag{7.21}\\
\operatorname{vec}\left(X_{t}\right) & =\hat{\mathcal{C}}_{q}^{\mathrm{vec}} \operatorname{vec}\left(Z_{t}^{\top}\right), \quad t \in \mathbb{R} . \tag{7.22}
\end{align*}
$$

Proof. For every $t \in \mathbb{R}$ write $Z_{t}=\left(Z_{t}^{(1)}, Z_{t}^{(2)}, \ldots, Z_{t}^{(p)}\right)^{\top} \in\left(\mathbb{M}_{n, m}\right)^{p}$ where for every $i=1, \ldots, p$ we denote by $Z_{t}^{(i)}$ the $i$-th $n \times m$-block matrix component of $Z_{t}$. Given the state process $\left(Z_{t}\right)_{t \in \mathbb{R}}$ and output process $\left(X_{t}\right)_{t \in \mathbb{R}}$ we show that $\left(\operatorname{vec}\left(X_{t}\right)\right)_{t \in \mathbb{R}}$ solves $(7.22)$ with $\left(\operatorname{vec}\left(Z_{t}^{\boldsymbol{\top}}\right)\right)_{t \in \mathbb{R}}$ being a solution to (7.21). By definition we have $X_{t}=\mathcal{C}_{q}\left(Z_{t}\right)=\sum_{i=1}^{q+1} \mathbf{C}_{i-1}\left(Z_{t}^{(i)}\right)$ and hence by linearity of the vec-operation we see that

$$
\begin{equation*}
\operatorname{vec}\left(X_{t}\right)=\operatorname{vec}\left(\mathcal{C}_{q}\left(Z_{t}\right)\right)=\sum_{i=1}^{q+1} \operatorname{vec}\left(\mathbf{C}_{i-1}\left(Z_{t}^{(i)}\right)\right)=\sum_{i=1}^{q+1} C_{i-1}^{\mathrm{vec}} \operatorname{vec}\left(Z_{t}^{(i)}\right), \quad t \in \mathbb{R} \tag{7.23}
\end{equation*}
$$

As before, let $K^{(p n, m)}$ be the commutation matrix such that $K^{(p n, m)} \operatorname{vec}(F)=$ $\operatorname{vec}\left(F^{\boldsymbol{\top}}\right)$ for every $F \in\left(\mathbb{M}_{n, m}\right)^{p}$. Then $\operatorname{vec}\left(Z_{t}^{(i)}\right)=K^{-(n, m)} \operatorname{vec}\left(\left(Z_{t}^{(i)}\right)^{\boldsymbol{\top}}\right)$ and for every $i=1,2, \ldots, p$ we can write

$$
\operatorname{vec}\left(\left(Z_{t}^{(i)}\right)^{\top}\right)=\left(e_{i}^{\top} \otimes \mathbb{I}_{n m}\right) \operatorname{vec}\left(Z_{t}^{\top}\right)
$$

Hence, for every $i=1,2, \ldots, p$ and $t \in \mathbb{R}$ we have

$$
\begin{equation*}
\operatorname{vec}\left(Z_{t}^{(i)}\right)=K^{-(n, m)}\left(e_{i}^{\top} \otimes \mathbb{I}_{n m}\right) K^{(p n, m)} \operatorname{vec}\left(Z_{t}\right) \tag{7.24}
\end{equation*}
$$

We thus continue with the term $\operatorname{vec}\left(Z_{t}\right)$ that appears on the right-hand side of (7.24). Note that by linearity, inserting (7.14) into vec $\left(Z_{t}\right)$ yields

$$
\begin{equation*}
\operatorname{vec}\left(Z_{t}\right)=\operatorname{vec}\left(\mathrm{e}^{(t-s) \mathcal{A}_{p}} Z_{s}\right)+\int_{s}^{t} \operatorname{vec}\left(\mathrm{e}^{(t-u) \mathcal{A}_{p}} E_{p} \mathrm{~d} L_{u}\right), \quad s<t \in \mathbb{R} \tag{7.25}
\end{equation*}
$$

We know that $t \mapsto \mathrm{e}^{t \mathcal{A}_{p}} v_{0}$ is the unique solution to the linear equation $\frac{\partial}{\partial t} v(t)=$ $\mathcal{A}_{p} v(t)$ with $v(0)=v_{0}$. Moreover, we see that $\frac{\partial}{\partial t} \operatorname{vec}(v(t))=\mathcal{A}_{p}^{\text {vec }} \operatorname{vec}(v(t))$ with $\operatorname{vec}(v(0))=\operatorname{vec}\left(v_{0}\right)$ is uniquely solved by $\operatorname{vec}(v(t))=\mathrm{e}^{t \mathcal{A}_{p}^{\text {vec }}} \operatorname{vec}\left(v_{0}\right)$. Hence, by linearity, we conclude that $\left(\mathrm{e}^{t \mathcal{A}_{p}}\right)^{\text {vec }}=\mathrm{e}^{t \mathcal{A}_{p}^{\text {vec }}}$ must hold for all $t \geq 0$. Therefore, the right-hand side in (7.25) coincides with

$$
\begin{equation*}
\mathrm{e}^{(t-s) \mathcal{A}_{p}^{\text {vec }}} \operatorname{vec}\left(Z_{s}\right)+\int_{s}^{t} \mathrm{e}^{(t-u) \mathcal{A}_{p}^{\text {vec }}} \operatorname{vec}\left(E_{p} \mathrm{~d} L_{u}\right), \quad s<t \in \mathbb{R} \tag{7.26}
\end{equation*}
$$

Hence, by using the $K^{(p n, m)}$-commutation matrix again, we see that for all real $s<t$ we have

$$
\operatorname{vec}\left(Z_{t}\right)=\mathrm{e}^{(t-s) \mathcal{A}_{p}^{\text {vec }}} K^{-(p n, m)} \operatorname{vec}\left(Z_{s}^{\top}\right)+\int_{s}^{t} \mathrm{e}^{(t-u) \mathcal{A}_{p}^{\text {vec }}} K^{-(p n, m)} \operatorname{vec}\left(\left(E_{p} \mathrm{~d} L_{u}\right)^{\top}\right)
$$

Hence, by (7.24)

$$
\begin{align*}
\operatorname{vec}\left(Z_{t}^{(i)}\right)= & K^{-(n, m)}\left(e_{i}^{\top} \otimes \mathbb{I}_{n m}\right)\left(K^{(p n, m)} \mathrm{e}^{(t-s) \mathcal{A}_{p}^{\mathrm{vec}}} K^{-(p n, m)} \operatorname{vec}\left(Z_{s}^{\top}\right)\right. \\
& \left.+\int_{s}^{t} K^{(p n, m)} \mathrm{e}^{(t-u) \mathcal{A}_{p}^{\text {vec }}} K^{-(p n, m)} \operatorname{vec}\left(\left(E_{p} \mathrm{~d} L_{u}\right)^{\top}\right)\right), \quad s<t \in \mathbb{R} . \tag{7.27}
\end{align*}
$$

Now note that

$$
K^{(p n, m)} \mathrm{e}^{t \mathcal{A}_{p}^{\text {vec }}} K^{-(p n, m)}=\mathrm{e}^{t K^{(p n, m)} \mathcal{A}_{p}^{\text {vec }} K^{-(p n, m)}}, \quad \text { for all } t \geq 0
$$

Next, we show that $K^{(p n, m)} \mathcal{A}_{p}^{\text {vec }} K^{-(p n, m)}=\hat{\mathcal{A}}_{p}^{\text {vec }}$. Let $\mathbf{F}_{p}=\left(F_{1}, F_{2}, \ldots, F_{p}\right)^{\top} \in$ $\left(\mathbb{M}_{n, m}\right)^{p}$ then

$$
\begin{aligned}
K^{(p n, m)} \mathcal{A}_{p}^{\operatorname{vec}} K^{-(p n, m)} \operatorname{vec}\left(\mathbf{F}_{p}^{\boldsymbol{\top}}\right) & =K^{(p n, m)} \operatorname{vec}\left(\left(F_{2}, F_{2}, \ldots, F_{p}, \sum_{i=1}^{p} \mathbf{A}_{p+1-i}\left(F_{i}\right)\right)^{\boldsymbol{\top}}\right) \\
& =\operatorname{vec}\left(\left(F_{2}^{\boldsymbol{\top}}, F_{2}^{\boldsymbol{\top}}, \ldots, F_{p}^{\boldsymbol{\top}}, \sum_{i=1}^{p} \mathbf{A}_{p+1-i}\left(F_{i}\right)^{\boldsymbol{\top}}\right)\right) \\
& =\left(\operatorname{vec}\left(F_{2}^{\boldsymbol{\top}}\right), \ldots, \operatorname{vec}\left(F_{p}^{\boldsymbol{\top}}\right), \sum_{i=1}^{p} \operatorname{vec}\left(\mathbf{A}_{p+1-i}\left(F_{i}\right)^{\top}\right)\right)^{\top} \\
& =\hat{\mathcal{A}}_{p}^{\operatorname{vec}}\left(\operatorname{vec}\left(\mathbf{F}_{p}^{\top}\right)\right),
\end{aligned}
$$

where in the last equation we used that $K^{-(n, m)} \operatorname{vec}\left(F_{i}^{\boldsymbol{\top}}\right)=\operatorname{vec}\left(F_{i}\right)$ and

$$
\sum_{i=1}^{p} \operatorname{vec}\left(\mathbf{A}_{p+1-i}\left(F_{i}\right)^{\top}\right)=\sum_{i=1}^{p} A_{p+1-i}^{\mathrm{vec}} K^{-(n, m)} \operatorname{vec}\left(F_{i}\right)=\sum_{i=1}^{p} \hat{A}_{p+1-i}^{\mathrm{vec}} \operatorname{vec}\left(F_{i}\right)
$$

This and $\operatorname{vec}\left(\left(E_{p} \mathrm{~d} L_{u}\right)^{\top}\right)=\hat{E}_{p}^{\text {vec }} \mathrm{d} \operatorname{vec}\left(L_{u}^{\top}\right)$ inserted into (7.27) imply

$$
\begin{aligned}
\operatorname{vec}\left(Z_{t}^{(i)}\right)= & K^{-(n, m)}\left(e_{i}^{\top} \otimes \mathbb{I}_{n m}\right) \mathrm{e}^{(t-s) \hat{\mathcal{A}}_{p}^{\mathrm{vec}}} \operatorname{vec}\left(Z_{s}^{\top}\right) \\
& +K^{-(n, m)}\left(e_{i}^{\top} \otimes \mathbb{I}_{n m}\right) \int_{s}^{t} \mathrm{e}^{(t-u) \hat{\mathcal{A}}_{p}^{\mathrm{vec}}} \hat{E}_{p}^{\mathrm{vec}} \mathrm{~d} \operatorname{vec}\left(L_{u}^{\top}\right)
\end{aligned}
$$

which finally inserted back into (7.23) proves (7.21) and (7.22).
Remark 7.6. i) Note that in order to obtain the correct autoregressive structure in (7.21), we have to take the transpose of the state process $Z_{t}$ for $t \in \mathbb{R}$. That means we first stack the columns of the first block matrix entry $Z_{t}^{(1)}$ below each other, then below this real vector of length $n m$ we append the stacked columns of $Z_{t}^{(2)}$ and so on until we finally obtain the $\operatorname{vector} \operatorname{vec}\left(Z_{t}^{\boldsymbol{\top}}\right)=\left(\operatorname{vec}\left(Z_{t}^{(1)}\right), \operatorname{vec}\left(Z_{t}^{(2)}\right), \ldots, \operatorname{vec}\left(Z_{t}^{(p)}\right)\right)^{\top} \in \mathbb{R}_{p n m}$.
ii) In case of $\mathbb{M}_{n, 1}=\mathbb{R}_{n}$ the vec-operator is the identity and also $\operatorname{vec}\left(Z_{t}^{\boldsymbol{\top}}\right)=$ $\operatorname{vec}\left(Z_{t}\right)$, i.e. in this case Proposition 7.5 is trivial. Note further that whenever the state process $\left(Z_{t}\right)_{t \in \mathbb{R}}$ takes values in $\left(\mathbb{S}_{d}\right)^{p}$ driven by a Levy process $L$ with values in $\mathbb{S}_{d}$, then $K^{(d, d)}=\mathbb{I}_{d^{2}}$ and we see that $\hat{A}_{i}^{\text {vec }}=A_{i}^{\text {vec }}$, $\hat{C}_{j}^{\text {vec }}=C_{j}^{\text {vec }}$ and $\hat{E}_{p}^{\text {vec }}=E_{p}^{\text {vec }}$ for $i=1, \ldots, p$ and $j=0, \ldots, q$ and the representations in (7.18)-(7.20) become considerably simpler. Moreover, in this case we could replace vec by the vech operation.
iii) The controller canonical form for $\mathbb{R}_{d}$-valued MCARMA processes was already used in [30] for estimating the parameters of the driving Lévy process $\left(L_{t}\right)_{t \in \mathbb{R}}$. Proposition 7.5 suggests that the results of [30] straightforwardly extend to the matrix-valued case.

From the representation in (7.21) and (7.22) we can read off the following second order moment structure for the process $\left(X_{t}\right)_{t \in \mathbb{R}}$, see also [10] or Proposition 5.2.

Proposition 7.7. Let $p \in \mathbb{N}$ and $q \in \mathbb{N}_{0}$ such that $q<p$ and assume that $\left(\hat{\mathcal{A}}_{p}^{\text {vec }}, \hat{E}_{p}^{\text {vec }}, \hat{\mathcal{C}}_{q}^{\text {vec }}, L^{\text {vec }}\right)$ is as in (7.18)-(7.20) with $L$ being square-integrable and where we denote the covariance operator of $\left(L_{t}^{\mathrm{vec}}\right)_{t \in \mathbb{R}}$ by $\mathcal{Q}^{\text {vec }}$. Then the absolute second moment of the process $\left(\operatorname{vec}\left(X_{t}\right)\right)_{t \in \mathbb{R}}$, given by (7.22), exists and we have

$$
\begin{equation*}
\operatorname{Var}\left[\operatorname{vec}\left(X_{t}\right) \mid \mathcal{F}_{s}\right]=\hat{\mathcal{C}}_{q}^{\mathrm{vec}} \Sigma_{t, s}^{\mathrm{vec}}\left(\hat{\mathcal{C}}_{q}^{\mathrm{vec}}\right)^{\top}, \quad s<t \in \mathbb{R} \tag{7.28}
\end{equation*}
$$

where

$$
\Sigma_{t, s}^{\mathrm{vec}}:=\int_{s}^{t} \mathrm{e}^{u \hat{\mathcal{A}}_{p}^{\mathrm{vec}}} \hat{E}_{p}^{\mathrm{vec}} \mathcal{Q}^{\mathrm{vec}}\left(\hat{E}_{p}^{\mathrm{vec}}\right)^{\top} \mathrm{e}^{u\left(\hat{\mathcal{A}}_{p}^{\mathrm{vec}}\right)^{\top}} \mathrm{d} u
$$

Moreover, for every $h \geq 0$ the auto-covariance of $\left(\operatorname{vec}\left(X_{t}\right)\right)_{t \in \mathbb{R}}$ satisfies

$$
\begin{equation*}
\operatorname{Cov}\left[\operatorname{vec}\left(X_{t+h}\right), \operatorname{vec}\left(X_{t}\right) \mid \mathcal{F}_{s}\right]=\hat{\mathcal{C}}_{q}^{\mathrm{vec}} \mathrm{e}^{h \hat{\mathcal{A}}_{p}^{\mathrm{vec}}} \Sigma_{t, s}^{\mathrm{vec}}\left(\hat{\mathcal{C}}_{q}^{\mathrm{vec}}\right)^{\top}, \quad s<t \in \mathbb{R}, h \geq 0 \tag{7.29}
\end{equation*}
$$

If in addition $\left(X_{t}\right)_{t \in \mathbb{R}}$ is stable and given by (7.9), then

$$
\begin{equation*}
\operatorname{Var}\left[\operatorname{vec}\left(X_{t}\right)\right]=\hat{\mathcal{C}}_{q}^{\mathrm{vec}} \Sigma_{\infty}^{\mathrm{vec}}\left(\hat{\mathcal{C}}_{q}^{\mathrm{vec}}\right)^{\top} \quad \forall t \in \mathbb{R} \tag{7.30}
\end{equation*}
$$

where $\Sigma_{\infty}^{\mathrm{vec}}:=\int_{0}^{\infty} \mathrm{e}^{u \hat{\mathcal{A}}_{p}^{\text {vec }}} \hat{E}_{p}^{\mathrm{vec}} \mathcal{Q}^{\mathrm{vec}}\left(\hat{E}_{p}^{\mathrm{vec}}\right)^{\top} \mathrm{e}^{u\left(\hat{\mathcal{A}}_{p}^{\text {vec }}\right)^{\top}} \mathrm{d} u$ and the auto-covariance is

$$
\begin{equation*}
\operatorname{Cov}\left[\operatorname{vec}\left(X_{t+h}\right), \operatorname{vec}\left(X_{t}\right)\right]=\hat{\mathcal{C}}_{q}^{\text {vec }} \mathrm{e}^{h \hat{\mathcal{A}}_{p}^{\text {vec }}} \Sigma_{\infty}\left(\hat{\mathcal{C}}_{q}^{\mathrm{vec}}\right)^{\top}, \quad t \in \mathbb{R}, h \geq 0 \tag{7.31}
\end{equation*}
$$

A concrete example for the auto-covariance (7.29) of an output process of a linear state-space model can be found in (8.15) below.

Proposition 7.5 tells us that the process $\left(\operatorname{vec}\left(X_{t}\right)\right)_{t \in \mathbb{R}}$ can be interpreted as the output process of an $\mathbb{R}_{n m}$-valued continuous-time state space model in a controller canonical form entry-wise composited with the commutation matrix $K^{-(n, m)}$. It is well known that every $\mathbb{R}_{n m}$-valued MCARMA process possesses a state space representation. Conversely, the result in [133, Theorem 3.3] describes precisely those state space specifications such that the associated output process gives rise to a (causal) MCARMA process. We introduce the following notion: We call the function $H: \mathbb{C} \rightarrow \mathcal{L}\left(\mathbb{M}_{n, m}\right)$ given by

$$
\begin{equation*}
H(\lambda):=\mathcal{C}\left(\lambda \mathbf{I}_{p}-\mathcal{A}\right)^{-1} \mathcal{B}, \quad \lambda \in \mathbb{C} \tag{7.32}
\end{equation*}
$$

the transfer function of the continuous-time linear state space model associated with $(\mathcal{A}, \mathcal{B}, \mathcal{C}, L)$. The transfer function $H$ associated with $\left(\hat{\mathcal{A}}_{p}^{\text {vec }}, \hat{E}_{p}^{\text {vec }}, \hat{\mathcal{C}}_{q}^{\text {vec }}, L^{\text {vec }}\right)$ as in Proposition 7.5 satisfies the following:
Lemma 7.8. Let $p \in \mathbb{N}$ and $q \in \mathbb{N}_{0}$ such that $q<p$ and let $\left(\hat{\mathcal{A}}_{p}^{\text {vec }}, \hat{E}_{p}^{\text {vec }}, \hat{\mathcal{C}}_{q}^{\text {vec }}, L^{\text {vec }}\right)$ be as in Proposition 7.5. Then for every $\lambda \in \mathbb{C}$ we have

$$
\begin{equation*}
\hat{\mathcal{C}}_{q}^{\text {vec }}\left(\lambda \mathbb{I}_{p n m}-\hat{\mathcal{A}}_{p}^{\text {vec }}\right)^{-1} \hat{E}_{p}^{\text {vec }}=\hat{Q}(\lambda) \hat{P}(\lambda)^{-1} \tag{7.33}
\end{equation*}
$$

where $\hat{Q}, \hat{P} \in \mathbb{M}_{n m}(\mathbb{R}[\lambda])$ for $\lambda \in \mathbb{C}$ are given by

$$
\begin{equation*}
\hat{Q}(\lambda):=\hat{C}_{0}^{\mathrm{vec}}+\hat{C}_{1}^{\mathrm{vec}} K^{(n, m)} \lambda+\hat{C}_{2}^{\mathrm{vec}}\left(K^{(n, m)} \lambda\right)^{2}+\ldots+\hat{C}_{q}^{\mathrm{vec}}\left(K^{(n, m)} \lambda\right)^{q} \tag{7.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{P}(\lambda):=\left(K^{(n, m)} \lambda\right)^{p}-A_{1}^{\mathrm{vec}}\left(K^{(n, m)} \lambda\right)^{p-1}-A_{2}^{\mathrm{vec}}\left(K^{(n, m)} \lambda\right)^{p-2}-\ldots-A_{p}^{\mathrm{vec}} . \tag{7.35}
\end{equation*}
$$

Proof. Let $\lambda \in \mathbb{C}$ and $F:=\left(F_{1}, F_{2}, \ldots, F_{p}\right)^{\top} \in \mathcal{L}\left(\mathbb{R}_{n m}, \mathbb{R}_{p n m}\right)$ with $F_{i} \in \mathbb{M}_{n m}$ for all $i=1, \ldots, p$ and such that $F(x)=\left(F_{1} x, F_{2} x, \ldots, F_{p} x\right)^{\top}$ for all $x \in \mathbb{R}_{n m}$. We solve the matrix equation $\left(\lambda \mathbb{I}_{p n m}-\hat{\mathcal{A}}_{p}^{\text {vec }}\right) F=\hat{E}_{p}^{\text {vec }}$, where the left-hand side equals

$$
\left(\lambda F_{1}-K^{-(n, m)} F_{2}, \ldots, \lambda F_{p-1}-K^{-(n, m)} F_{p}, \lambda F_{p}-\hat{A}_{p}^{\mathrm{vec}} F_{1}-\ldots-\hat{A}_{1}^{\mathrm{vec}} F_{p}\right)^{\top}
$$

Setting this equal to $\left(\mathbb{D}_{n m}, \ldots, \mathbb{D}_{n m}, K^{-(n, m)}\right)^{\boldsymbol{\top}}$ and solving for $F$ yields

$$
\begin{equation*}
F_{i}=\left(\lambda K^{(n, m)}\right)^{-(p-i)} F_{p}, \quad \text { for } i=1, \ldots, p-1, \tag{7.36}
\end{equation*}
$$

and inserting this into the last equation we see that the term

$$
\lambda F_{p}-\sum_{i=1}^{p} \hat{A}_{p+1-i}^{\mathrm{vec}} F_{i}=\left(\lambda^{p}\left(K^{(n, m)}\right)^{p-1}-\sum_{i=1}^{p} \hat{A}_{i}^{\mathrm{vec}}\left(\lambda K^{(n, m)}\right)^{p-i}\right)\left(\lambda K^{(n, m)}\right)^{1-p} F_{p}
$$

must coincide with the matrix $K^{-(n, m)}$.

This, by definition of $\hat{P}(\lambda)$, is equivalent to $F_{p}=\left(\lambda K^{(n, m)}\right)^{p-1} \hat{P}(\lambda)^{-1}$. Hence, by (7.36) we see that $F_{i}=\left(\lambda K^{(n, m)}\right)^{i-1} \hat{P}(\lambda)^{-1}$, i.e.

$$
F=\left(\hat{P}(\lambda)^{-1}, \lambda K^{(n, m)} \hat{P}(\lambda)^{-1}, \ldots,\left(\lambda K^{(n, m)}\right)^{p-1} \hat{P}(\lambda)^{-1}\right)^{\top} .
$$

From this and the definition of $\hat{Q}$ we conclude that

$$
\hat{\mathcal{C}}_{q}^{\text {vec }}\left(\lambda \mathbb{I}_{p n m}-\hat{\mathcal{A}}_{p}^{\text {vec }}\right)^{-1} \hat{E}_{p}^{\text {vec }}=\hat{\mathcal{C}}_{q}^{\text {vec }} F=\hat{Q}(\lambda) \hat{P}(\lambda)^{-1}, \quad \lambda \in \mathbb{C}
$$

which proves (7.33).
The following proposition is the key result for the definition of matrix-valued MCARMA processes. We relegated the proof to Section 7.4.

Proposition 7.9. Let $p \in \mathbb{N}$ and $q \in \mathbb{N}_{0}$ such that $q<p$ and assume that $\left(\hat{\mathcal{A}}_{p}^{\text {vec }}, \hat{E}_{p}^{\text {vec }}, \hat{\mathcal{C}}_{q}^{\text {vec }}, L^{\text {vec }}\right)$ is as in Proposition 7.5. Moreover, let $\hat{Q}(\lambda)$ and $\hat{P}(\lambda)$ be given by (7.34) and (7.35), respectively. Then there exist two matrix polynomials $\tilde{Q}, \tilde{P} \in \mathbb{M}_{n m}(\mathbb{R}[\lambda])$ such that

$$
\begin{equation*}
\tilde{Q}(\lambda)=\tilde{C}_{0} \lambda^{q}+\tilde{C}_{1} \lambda^{q-1}+\ldots+\tilde{C}_{q}, \quad \lambda \in \mathbb{C} \tag{7.37}
\end{equation*}
$$

with $\tilde{C}_{j} \in \mathbb{M}_{n m}$ for $j=0, \ldots, q$ and

$$
\begin{equation*}
\tilde{P}(\lambda)=\mathbb{I}_{n m} \lambda^{p}-\tilde{A}_{1} \lambda^{p-1}-\ldots-\tilde{A}_{p}, \quad \lambda \in \mathbb{C} \tag{7.38}
\end{equation*}
$$

with $\tilde{A}_{i} \in \mathbb{M}_{n m}$ for $i=1, \ldots, p$ satisfying

$$
\begin{equation*}
\tilde{P}(\lambda)^{-1} \tilde{Q}(\lambda)=\hat{Q}(\lambda) \hat{P}(\lambda)^{-1} \quad \text { for all } \lambda \in \mathbb{C}, \tag{7.39}
\end{equation*}
$$

and $\operatorname{det}(\tilde{P}(\lambda))=0$ if and only if $\operatorname{det}(\hat{P}(\lambda))=0$. If moreover, the logarithmic moment condition $\mathbb{E}\left[\log \left(\left\|L_{1}\right\|_{n m}\right)\right]<\infty$ holds and

$$
\begin{equation*}
\{\lambda \in \mathbb{C}: \operatorname{det}(\hat{P}(\lambda))=0\} \subseteq \mathbb{R} \backslash\{0\}+\mathrm{i} \mathbb{R} \tag{7.40}
\end{equation*}
$$

then equation (7.22) has a stationary solution, unique in law, given by

$$
\begin{equation*}
\operatorname{vec}\left(X_{t}\right)=\int_{-\infty}^{\infty} g(t-s) \mathrm{d} L_{s}^{\mathrm{vec}}, \quad t \in \mathbb{R} \tag{7.41}
\end{equation*}
$$

where $g: \mathbb{R} \rightarrow \mathbb{M}_{n m}$ is given by

$$
\begin{equation*}
g(t):=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{e}^{\mathrm{i} \xi t} \tilde{P}(\mathrm{i} \xi)^{-1} \tilde{Q}(\mathrm{i} \xi) \mathrm{d} \xi, \quad t \in \mathbb{R} \tag{7.42}
\end{equation*}
$$

Following [112, Theorem 3.22], every $\mathbb{R}_{n m}$-valued MCARMA process $\left(Y_{t}\right)_{t \in \mathbb{R}}$ with moving-average polynomial matrix $\check{Q} \in \mathbb{M}_{n m}(\mathbb{R}[\lambda])$, autoregressive polynomial matrix $\check{P} \in \mathbb{M}_{n m}(\mathbb{R}[\lambda])$ and input Lévy process $\check{L}$ on $\mathbb{R}_{n m}$ is given by

$$
Y_{t}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathrm{e}^{\mathrm{i} \xi(t-s)} \check{P}(\mathrm{i} \xi)^{-1} \check{Q}(\mathrm{i} \xi) \mathrm{d} \xi \mathrm{~d} \check{L}_{s}, \quad t \in \mathbb{R}
$$

where $\check{P}$ satisfies $\{\lambda \in \mathbb{C}: \operatorname{det}(\check{P}(\lambda))=0\} \subseteq \mathbb{R} \backslash\{0\}+\mathrm{i} \mathbb{R}$ and $\check{L}$ is such that $\mathbb{E}\left[\log \left(\left\|\check{L}_{1}\right\|_{n m}\right)\right]<\infty$. It thus follows from Proposition 7.9, that the unique stationary process $\left(\operatorname{vec}\left(X_{t}\right)\right)_{t \geq 0}$ in (7.41) is an $\mathbb{R}_{m n}$-valued MCARMA process with moving-average polynomial matrix $\tilde{Q}$, autoregressive polynomial matrix $\tilde{P}$ and Lévy noise $L^{\text {vec }}$. Moreover, by [112, Remark 3.19] it can be interpreted as the solution of the higher order stochastic differential equation (6.79) with $L$ replaced by $L^{\text {vec }}$. This justifies the following definition of a matrix-valued multivariate continuous-time autoregressive moving-average process (by means of transformed $\mathbb{R}_{n m}$-valued MCARMA processes):

Definition 7.10. Let $p \in \mathbb{N}$ and $q \in \mathbb{N}_{0}$ such that $q<p$ and $\left(\mathcal{A}_{p}, E_{p}, \mathcal{C}_{q}, L\right)$ be as in (7.11)-(7.13). If moreover $\mathbb{E}\left[\log \left(\left\|L_{1}\right\|_{n, m}\right)\right]<\infty$ and (7.40) is satisfied, then we call the unique output process $\left(X_{t}\right)_{t \in \mathbb{R}}$ in $(7.15)$ for which $\left(\operatorname{vec}\left(X_{t}\right)\right)_{t \in \mathbb{R}}$ is the stationary solution to (7.22), an $\mathbb{M}_{n, m}$-valued continuous-time autoregressive moving-average (MCARMA) process of order $(p, q)$. In the special case where $q=0$ and $C_{0}=\mathbf{I}$, i.e. $\mathcal{C}_{0}=[\mathbf{I}, \mathbf{0}, \ldots, \mathbf{0}]$, we call $\left(X_{t}\right)_{t \in \mathbb{R}}$ an $\mathbb{M}_{n, m}$-valued $M C A R$ process of order $p$ instead. Moreover, if in the situation above we have $\tau\left(\mathcal{A}_{p}\right)<0$, or equivalently $\{\lambda \in \mathbb{C}: \operatorname{det}(\hat{P}(\lambda))=0\} \subset(-\infty, 0)+\mathrm{i} \mathbb{R}$, then we say that $\left(X_{t}\right)_{t \in \mathbb{R}}$ is a causal MCAR(MA) process of order $(p, q)$ (resp. $p$ ). Otherwise, if $\tau\left(\mathcal{A}_{p}\right) \geq 0$ we say that $\left(X_{t}\right)_{t \in \mathbb{R}}$ is non-causal.

Remark 7.11. i) By Definition 7.10 we see that every causal MCARMA process with values in $\mathbb{M}_{n, m}$ is the output process of a stable linear state space model and non-causal MCARMA processes correspond to non-stable linear state space models. Moreover, it can be seen from the representation (7.41) (see also (7.60) in the proof of Proposition 7.9), that non-causal MCARMA processes are not adapted to the natural filtration $\mathbb{F}$, since for $t \in \mathbb{R}, X_{t}$ depends on $\sigma\left(L_{s}: s>t\right)$.
ii) Note that the vectorized versions $\hat{P}$ and $\hat{Q}$ of the operator polynomials $\mathbf{P}$ and $\mathbf{Q}$ in (7.16) and (7.17) can in general not be interpreted as the movingaverage and autoregressive polynomials of the MCARMA process. Instead, the polynomials $\tilde{Q}$ and $\tilde{P}$ in (7.39) can be naturally interpreted as such, i.e. by means of equation (6.79). If, however, $\hat{P}$ and $\hat{Q}$ commute, then $\hat{P}(\lambda)=\tilde{P}(\lambda)$ and $\hat{Q}(\lambda)=\tilde{Q}(\lambda)$ for all $\lambda \in \mathbb{C}$.

### 7.3 Positivity of MCARMA processes

In this section we study positivity of $\mathbb{M}_{n, m}$-valued MCARMA processes of order $(p, q)$, as they were defined in Definition 7.10 above. Recall that we use the term positive as a synonym for cone valued as our main examples of multivariate cones, $\mathbb{R}_{d}^{+}$and $\mathbb{S}_{d}^{+}$, are both termed positive. This section is divided into the case of causal MCARMA in Section 7.3.2 and the non-causal MCARMA case in Section 7.3.3. A careful distinction between the two cases is justified as the positivity constraints may interact with the stability conditions. Our main results are Theorem 7.16 and Theorem 7.24 below, which establish sufficient and/or necessary conditions for the positivity of $\mathbb{M}_{n, m}$-valued (non-)causal MCARMA processes.

### 7.3.1 Positive operators and cone valued Lévy processes

Before we study the positivity of $\mathbb{M}_{n, m}$-valued MCARMA processes in the next two sections, we recall some additional preliminaries concerning convex (algebra) cones, (quasi)-positive operators and increasing Lévy processes. For $n, m \in \mathbb{N}$, we consider the inner product space $\left(\mathbb{M}_{n, m},(\cdot, \cdot)_{n, m}\right)$ and assume that $\mathbb{M}_{n, m}$ is equipped with a convex cone $C$, i.e. $C \subseteq \mathbb{M}_{n, m}$ is such that $C+C \subseteq C, \lambda C \subseteq C$ for all $\lambda \in \mathbb{R}^{+}$and $C \cap(-C)=\left\{\mathbb{O}_{n, m}\right\}$. Moreover, we write " $\leq_{C}$ " for the partial-ordering on $\mathbb{M}_{n, m}$ induced by $C$, i.e. for $x, y \in \mathbb{M}_{n, m}: x \leq_{C} y$ if and only if $y-x \in C$.

## Positive and quasi-positive operators

We denote by $\pi(C) \subseteq \mathcal{L}\left(\mathbb{M}_{n, m}\right)$ the set of all linear operators leaving the cone $C$ invariant, i.e.

$$
\pi(C)=\left\{A \in \mathcal{L}\left(\mathbb{M}_{n, m}\right): A(u) \geq_{C} 0 \text { for all } u \geq_{C} 0\right\}
$$

We call elements in $\pi(C)$ positive operators on $\mathbb{M}_{n, m}$. Note that the set $\pi(C)$ is a convex algebra cone, that means it is a convex cone such that $B_{1}, B_{2} \in \pi(C)$ implies $B_{1} B_{2} \in \pi(C)$. We denote by " $\preceq$ " the partial ordering on $\mathcal{L}\left(\mathbb{M}_{n, m}\right)$ induced by $\pi(C)$. Moreover, we call an element $A \in \mathcal{L}\left(\mathbb{M}_{n, m}\right)$ quasi-positive or quasi-monotone, if $\exp (A t) \succeq 0$ for all $t \geq 0$, where $\exp (A t)$ denotes the operator exponential of $A t$. It is well known that $A$ is quasi-positive if and only if for all $u, v \in C$ with $\langle u, v\rangle_{n, m}=0$ we have $\langle A u, v\rangle_{n, m} \geq 0$, see e.g. [76] and Definition 2.10. Note here that we already used this notion in Chapter 2 to ensure that the linear drift of an affine process is inward pointing at the boundary.

The following two cases are our main examples for convex cones in $\mathbb{M}_{n, m}$ :
a) For $m=1$ and $n=d$ we have $\left(\mathbb{R}_{d},(\cdot, \cdot)_{d}\right)=\left(\mathbb{M}_{d, 1},(\cdot, \cdot)_{d, 1}\right)$. On $\mathbb{R}_{d}$ we consider the positive orthant $C=\mathbb{R}_{d}^{+}$, which is a convex cone and we denote its induced partial ordering by " $\leq_{d}$ ". It is well known that the cone $\pi\left(\mathbb{R}_{d}^{+}\right) \subseteq \mathbb{M}_{d}$ of $\mathbb{R}_{d}^{+}$-preserving linear maps (matrices) is given by the set of all positive matrices (more precisely non-negative matrices), i.e.

$$
\pi\left(\mathbb{R}_{d}^{+}\right)=\left\{\left(a_{i, j}\right)_{1 \leq i, j \leq d} \in \mathbb{M}_{d}: a_{i, j} \geq 0 \forall i, j=1, \ldots, d\right\}
$$

It is also well-known that a matrix $A=\left(a_{i, j}\right)_{1 \leq i, j \leq d} \in \mathbb{M}_{d}$ is quasi-positive (sometimes called cross-positive) if and only if $a_{i, j} \geq 0$ for all $i, j=1, \ldots, d$ such that $i \neq j$, i.e. all off-diagonal elements are non-negative and the diagonal ones can be arbitrary, see e.g. [76].
b) In case of $n=m=d$ for some $d \in \mathbb{N}$ we consider the space of real $d \times d$ matrices $\mathbb{M}_{d}$. On $\mathbb{M}_{d}$ we consider the convex cone of all symmetric and positive-semi definite matrices $C=\mathbb{S}_{d}^{+}$and denote the induced partial ordering by " $\leq_{\mathbb{S}_{d}^{+}}$". As far as we know, there is no analogous characterization of the set $\pi\left(\mathbb{S}_{d}^{+}\right)$known. Partial results were achieved in this direction, see e.g. [135, 108] for some related results in the theory of linear preserver problems.

## Multivariate Lévy processes on cones

Let $L=\left(L_{t}\right)_{t \in \mathbb{R}}$ denote a two-sided Lévy process on $\mathbb{M}_{n, m}$ defined on some filtered probability space $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ and let $C$ be a convex cone in $\mathbb{M}_{n, m}$. We define a positive Lévy process as follows:

Definition 7.12. We call a two-sided Lévy process $\left(L_{t}\right)_{t \in \mathbb{R}}$ on $\mathbb{M}_{n, m} C$-positive, if it is $C$-valued or, equivalently, if $L_{t}-L_{s} \in C$ for all $t, s \in \mathbb{R}$ such that $s<t$.

The characteristic exponent (7.1) of a $C$-positive Lévy process is given by

$$
\varphi_{L}(z)=\mathrm{i}\left\langle\gamma_{L}, z\right\rangle_{n, m}+\int_{C}\left(\mathrm{e}^{\mathrm{i}\langle\xi, z\rangle_{n, m}}-1-\mathrm{i}\langle\chi(\xi), z\rangle_{n, m}\right) \nu_{L}(\mathrm{~d} \xi), \quad z \in \mathbb{M}_{n, m}
$$

where the drift $\gamma_{L}$ is positive, i.e. $\gamma_{L} \in C$ and the Lévy measure $\nu_{L}$ is concentrated on $C \backslash\left\{\mathbb{D}_{n, m}\right\}$, hence jumps, small or large, of the Lévy process are positive. Moreover, note that compared to (7.1) the diffusion part vanishes, i.e. a positive Lévy process is of pure-jump type. We refer to [8] for more information on matrix-valued positive Lévy processes.

### 7.3.2 Positive causal MCARMA processes

Throughout this section we fix $n, m \in \mathbb{N}$ and let $C$ be a cone in $\mathbb{M}_{n, m}$. Moreover, we assume that $L=\left(L_{t}\right)_{t \in \mathbb{R}}$ is a $C$-valued two-sided Lévy process defined on the filtered probability space $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ such that $\mathbb{E}\left[\log \left(\left\|L_{1}\right\|_{n, m}\right)\right]<\infty$. We let $\mathcal{A}_{p}, E_{p}$ and $\mathcal{C}_{q}$ be as in (7.11)-(7.13) and assume that $\tau\left(\mathcal{A}_{p}\right)<0$. This of course implies that the stable output process $\left(X_{t}\right)_{t \in \mathbb{R}}$, associated with $\left(\mathcal{A}_{p}, E_{p}, \mathcal{C}_{q}, L\right)$, is a causal $\mathbb{M}_{n, m}$-valued MCARMA process given by

$$
\begin{equation*}
X_{t}=\int_{-\infty}^{t} \mathcal{C}_{q} \mathrm{e}^{(t-s) \mathcal{A}_{p}} E_{p} \mathrm{~d} L_{s}, \quad t \in \mathbb{R} \tag{7.43}
\end{equation*}
$$

We begin with a small lemma on the connection between quasi-positive operators and their spectral bound:

Lemma 7.13. Let $V$ be a linear space and $C \subseteq V$ a convex cone. Then for every quasi-positive $\mathbf{A} \in \mathcal{L}(V)$ with $\tau(\mathbf{A})<0$ we have $-\mathbf{A}^{-1} \succeq 0$.

Proof. It follows from the spectral mapping theorem that for every $\mathbf{A} \in \mathcal{L}(V)$ with $\tau(\mathbf{A})<0$ we have $\tau(\exp (\mathbf{A}))<1$. It thus follows that $\mathrm{e}^{\mathbf{A} t} \rightarrow 0$ as $t \rightarrow \infty$ and therefore we see that

$$
-\mathbf{A}^{-1}=\int_{0}^{\infty} \mathrm{e}^{\mathbf{A} s} \mathrm{~d} s
$$

Hence, whenever $\mathbf{A}$ is quasi-positive, i.e. $\exp (\mathbf{A} s) \succeq 0$ for every $s \geq 0$, we have $\int_{0}^{\infty} \mathrm{e}^{\mathbf{A} s} \mathrm{~d} s \succeq 0$ and consequently $-\mathbf{A}^{-1} \succeq 0$.
From the representation (7.43) we see that $X_{t} \in C$ for every $t \in \mathbb{R}$, whenever the Lévy process $\left(L_{t}\right)_{t \in \mathbb{R}}$ is $C$-valued and $g(s)=\mathcal{C}_{q} \mathrm{e}^{s \mathcal{A}_{p}} E_{p} \in \pi(C)$ holds true for every $s \geq 0$. In the following lemma we prove a particular form of the Laplace transform of the kernel function $g$. The main part of the proof, the computation of the transfer function, is similar to the matrix representation case in Lemma 7.8.

Lemma 7.14. The Laplace transform $\varphi: \mathbb{R}^{+} \rightarrow \mathcal{L}\left(\mathbb{M}_{n, m}\right)$ of the kernel $g(s)=$ $\mathcal{C}_{q} \mathrm{e}^{s \mathcal{A}_{p}} E_{p}$ exists and is given by

$$
\begin{equation*}
\varphi(\lambda)=\mathbf{Q}(\lambda) \mathbf{P}(\lambda)^{-1}, \quad \lambda \geq 0 \tag{7.44}
\end{equation*}
$$

Proof. Since $\tau\left(\mathcal{A}_{p}\right)<0$ we see that for $\lambda \geq 0$ the resolvent $R\left(\lambda, \mathcal{A}_{p}\right)=\left(\lambda \mathbf{I}-\mathcal{A}_{p}\right)^{-1}$ is given by the Laplace transform of the matrix semigroup $\mathrm{e}^{t \mathcal{A}_{p}}$, i.e.

$$
R\left(\lambda, \mathcal{A}_{p}\right)=\int_{0}^{\infty} \mathrm{e}^{-\lambda s} \mathrm{e}^{s \mathcal{A}_{p}} \mathrm{~d} s
$$

We thus compute

$$
\begin{equation*}
\varphi(\lambda)=\int_{0}^{\infty} \mathrm{e}^{-\lambda s} g(s) \mathrm{d} s=\mathcal{C}_{q}\left(\int_{0}^{\infty} \mathrm{e}^{-\lambda s} \mathrm{e}^{s \mathcal{A}_{p}} \mathrm{~d} s\right) E_{p}=\mathcal{C}_{q} R\left(\lambda, \mathcal{A}_{p}\right) E_{p} \tag{7.45}
\end{equation*}
$$

For $\lambda \in \mathbb{C}$ we compute the term $R\left(\lambda, \mathcal{A}_{p}\right) E_{p}$ as follows: Let

$$
\mathbf{F}_{p}:=\left[F_{1}, F_{2}, \ldots, F_{p}\right]^{\top} \in \mathcal{L}\left(\mathbb{M}_{n, m},\left(\mathbb{M}_{n, m}\right)^{p}\right)
$$

with $F_{i} \in \mathcal{L}\left(\mathbb{M}_{n, m}\right)$ and such that $\mathbf{F}_{p}$ applied to $x$ satisfies

$$
\mathbf{F}_{p}(x)=\left(F_{1} x, F_{2} x, \ldots, F_{p} x\right)^{\top}
$$

Moreover, set $\mathbf{A}:=\left[\mathbf{A}_{p}, \mathbf{A}_{p-1}, \ldots, \mathbf{A}_{1}\right]$ and consider $\left(\lambda \mathbf{I}-\mathcal{A}_{p}\right) \mathbf{F}_{p}=E_{p}$, which is equivalent to

$$
\left[\lambda F_{1}-F_{2}, \lambda F_{2}-F_{3}, \ldots, \lambda F_{p-1}-F_{p}, \lambda F_{p}-\mathbf{A} \mathbf{F}_{p}\right]=[0, \ldots, \mathbf{I}],
$$

Solving for $\mathbf{F}_{p}$ yields $F_{1}=\lambda^{-1} F_{2}, F_{2}=\lambda^{-1} F_{3}, \ldots, F_{p-1}=\lambda^{-1} F_{p}$ and thus for every $i=1, \ldots, p-1$ we have $F_{i}=\lambda^{-(p-i)} F_{p}$. Moreover, the last equation reads as

$$
\left(\lambda^{p} \mathbf{I}-\mathbf{A}_{p}-\mathbf{A}_{p-1} \lambda-\ldots-\mathbf{A}_{1} \lambda^{p-1}\right) \lambda^{-(p-1)} F_{p}=\mathbf{I}
$$

and hence, by definition of $\mathbf{P}(\lambda)$ we see that $F_{p}=\lambda^{p-1} \mathbf{P}(\lambda)^{-1}$ and therefore $F_{i}=\lambda^{i-1} \mathbf{P}(\lambda)^{-1}$ for $i=1, \ldots, p-1$. In vector notation this means
$\mathbf{F}_{p}=\left[\mathbf{I} \circ \mathbf{P}(\lambda)^{-1}, \lambda \mathbf{I} \circ \mathbf{P}(\lambda)^{-1}, \ldots, \lambda^{p-1} \mathbf{I} \circ \mathbf{P}(\lambda)^{-1}\right]=\left(1, \lambda, \ldots, \lambda^{p-1}\right) \otimes \mathbf{P}(\lambda)^{-1}$.
Thus inserting $\mathbf{F}_{p}=R\left(\lambda, \mathcal{A}_{p}\right) E_{p}$ back into (7.45) and by definition of $\mathbf{Q}$ in (7.17) yields

$$
\mathcal{C}_{q} \mathbf{F}_{p}=\mathbf{C}_{0} P(\lambda)^{-1}+\lambda \mathbf{C}_{1} P(\lambda)^{-1}+\ldots+\lambda^{p-1} \mathbf{C}_{p-1} P(\lambda)^{-1}=\mathbf{Q}(\lambda) \mathbf{P}(\lambda)^{-1}
$$

Next, we introduce the fundamental property of the Laplace transforms of the kernel function $s \mapsto g(s)$ that will ensure the positivity of the associated causal MCARMA processes. The following definition is adapted from [3, Definition 5.4].

Definition 7.15. We call a function $f: \mathbb{R}^{+} \rightarrow \mathcal{L}\left(\mathbb{M}_{n, m}\right)$ completely monotone with respect to $\pi(C)$, if $f$ is infinitely often differentiable and $(-1)^{n} f^{(n)}(\lambda) \succeq 0$ for all $\lambda>0$ and $n \in \mathbb{N}_{0}$.

The following proposition is our main result on the positivity of matrix-valued causal MCARMA processes.

Theorem 7.16. Let $\left(X_{t}\right)_{t \in \mathbb{R}}$ be a $\mathbb{M}_{n, m}$-valued causal MCARMA process of order $(p, q)$ given by (7.43). Moreover, let $\mathbf{P}(\lambda)$ and $\mathbf{Q}(\lambda)$ be the associated operator polynomials in (7.16) and (7.17), respectively. Then the following holds true:
i) $\left(X_{t}\right)_{t \in \mathbb{R}}$ is C-valued if and only if the map $\lambda \mapsto \mathbf{Q}(\lambda) \mathbf{P}(\lambda)^{-1}$ is completely monotone with respect to $\pi(C)$.
ii) If $\lambda \mapsto \mathbf{Q}(\lambda)$ is completely monotone with respect to $\pi(C)$ and $\mathbf{P}(\lambda)$ can be decomposed into linear factors as follows:

$$
\begin{equation*}
\mathbf{P}(\lambda)=\prod_{i=1}^{p}\left(\lambda \mathbf{I}-\hat{\mathbf{A}}_{i}\right), \tag{7.46}
\end{equation*}
$$

where for all $i=1, \ldots, p$ the operator $\hat{\mathbf{A}}_{i} \in \mathcal{L}\left(\mathbb{M}_{n, m}\right)$ is quasi-positive and $\tau\left(\hat{\mathbf{A}}_{i}\right)<0$, then $\left(X_{t}\right)_{t \in \mathbb{R}}$ is $C$-valued.

Proof. By Lemma 7.14 the Laplace transform $\phi$ of the kernel $g(s)=\mathcal{C}_{q} \mathrm{e}^{s \mathcal{A}_{p}} E_{p}$ is given by the operator rational function $\lambda \mapsto \mathbf{Q}(\lambda) \mathbf{P}(\lambda)^{-1}$. By a vector valued version of Bernstein's theorem, see [3, Theorem 5.5], and Lemma 7.14 it follows that $s \mapsto g(s)$ is positive. Indeed, by Bernstein's theorem we have $g(s) \in \pi(C)$ for all $s \geq 0$ if and only if its Laplace transform is completely monotone with respect to $\pi(C)$, but since its Laplace transform is given by $\lambda \mapsto \mathbf{Q}(\lambda) \mathbf{P}(\lambda)^{-1}$ Theorem 7.16 i) follows.
For the second statement Theorem 7.16 ii), we see that from Theorem 7.16 i) it follows that the MCARMA process $\left(X_{t}\right)_{t \geq 0}$ is $C$-valued if and only if $\lambda \mapsto$ $\mathbf{Q}(\lambda) \mathbf{P}(\lambda)^{-1}$ is completely monotone with respect to $\pi(C)$. Note further that for every $i=1, \ldots, p$ the resolvent $R\left(\lambda, \hat{\mathbf{A}}_{i}\right)$ exists for every $\lambda>0$ and is completely monotone with respect to $\pi(C)$. Indeed, by assumption $\hat{\mathbf{A}}_{i}$ is quasi-positive and $\tau\left(\hat{\mathbf{A}}_{i}\right)<0$. This implies that also $-\lambda \mathbf{I}+\hat{\mathbf{A}}_{i}$ is quasi-positive and $\tau\left(-\lambda \mathbf{I}+\hat{\mathbf{A}}_{i}\right)<0$ for every $\lambda \geq 0$. Indeed, note that the operator $-\lambda \mathbf{I}$ is always quasi-positive for $\lambda>0$, since whenever $\langle u, v\rangle_{n, m}=0$ we have $\langle-\lambda \mathbf{I} u, v\rangle_{n, m}=-\lambda\langle u, v\rangle_{n, m}=0$. By an application of Lemma 7.13 it follows that $\left(\lambda \mathbf{I}-\hat{\mathbf{A}}_{i}\right)^{-1} \succeq 0$. Moreover, for every $n \in \mathbb{N}$ we have

$$
\begin{equation*}
(-1)^{n} \frac{\mathrm{~d}^{n}}{\mathrm{~d} \lambda^{n}}\left(\lambda \mathbf{I}-\hat{\mathbf{A}}_{i}\right)^{-1}=\left(\lambda \mathbf{I}-\hat{\mathbf{A}}_{i}\right)^{-(1+n)}, \tag{7.47}
\end{equation*}
$$

where the right-hand side of (7.47) is again positive, since $\pi(C)$ is an algebra cone. It thus follows that for every $i=1, \ldots, p$ the linear factor $\left(\lambda \mathbf{I}-\hat{\mathbf{A}}_{i}\right)^{-1}$ in the decomposition (7.46) is completely monotone and by assumption $\mathbf{Q}$ is completely monotone as well. Now the assertion follows since the product of completely monotone functions is again completely monotone (use the general Leibniz's rule here) and hence Theorem 7.16 ii) follows from part i).

Remark 7.17. i) In the univariate case an analog of Theorem 7.16 i) was shown in [142, Theorem 2]. Here we extend the result to the multivariate setting. However, it is to be noted that the result can be extended even beyond finite-dimensions. In fact, also for certain Hilbert-valued CARMA processes as introduced in [23] a similar characterization can be shown.
ii) The factorization of operator polynomials into the form (7.46) is well studied in the literature, see, e.g. [127] and in particular for matrix polynomials [71]. For instance, a sufficient criteria for $\mathbf{P}(\lambda)$ to admit a factorization of the form (7.46) is that the transition operator $\mathcal{A}_{p}$ is diagonalizable. If an operator polynomial is factorizable, then the operators $\hat{\mathbf{A}}_{i}$ can be computed by iterated operator division and the additional positivity conditions can be checked thereafter.

The strength of Theorem 7.16 ii), however, lays in the fact that it provides us with a simple method to construct positive stationary MCARMA processes by choosing suitable operators $\hat{\mathbf{A}}_{i}$ for $i=1, \ldots, p$. This is explained in the following example by means of a second order MCARMA process:
Example 7.18. Let $n=m=d$ for some $d \in \mathbb{N}, p=2$ and $\mathbf{Q}(\lambda)=\mathbf{I}$. Moreover, let $\hat{\mathbf{A}}_{1}, \hat{\mathbf{A}}_{2} \in \mathcal{L}\left(\mathbb{M}_{d}\right)$ be quasi-positive with $\tau\left(\hat{\mathbf{A}}_{1}\right), \tau\left(\hat{\mathbf{A}}_{2}\right)<0$. For example, we could choose $\hat{\mathbf{A}}_{i} x:=\hat{A}_{i} x+x \hat{A}_{i}^{*}$ for some matrix $A_{i} \in \mathbb{M}_{d}$ with $\tau\left(\hat{A}_{i}\right)<0$ for $i=1,2$. Note that in this case for $i=1,2$ we have $\sigma\left(\hat{\mathbf{A}}_{i}\right)=\sigma\left(\hat{A}_{i}\right)+\sigma\left(\hat{A}_{i}\right)$, see [129]. If we set $\mathbf{A}_{1}:=\hat{\mathbf{A}}_{1}+\hat{\mathbf{A}}_{2}$ and $\mathbf{A}_{2}:=\hat{\mathbf{A}}_{1} \hat{\mathbf{A}}_{2}$, we see that

$$
\mathbf{P}(\lambda)=\left(\lambda \mathbf{I}-\hat{\mathbf{A}}_{1}\right)\left(\lambda \mathbf{I}-\hat{\mathbf{A}}_{2}\right)=\lambda^{2} \mathbf{I}-\lambda \mathbf{A}_{1}-\mathbf{A}_{2} .
$$

Hence, following Theorem 7.16 ii) and since $\tau\left(\mathcal{A}_{2}\right)=\tau\left(\mathbf{A}_{2}\right)$, this specification gives rise to a $C$-positive causal MCAR process of order $p=2$, whenever $\tau\left(\mathbf{A}_{2}\right)=$ $\tau\left(\hat{\mathbf{A}}_{1} \hat{\mathbf{A}}_{2}\right)<0$.

Note that the conditions in Theorem 7.16 ii) are in general not necessary for causal MCARMA processes to be positive. Indeed, in some situations we can check the conditions of Theorem 7.16 i) directly as illustrated by the following example:
Example 7.19. Let $p=2, \mathbf{C}_{0} \in \pi(C)$ and $\mathbf{A} \in \mathcal{L}\left(\mathbb{M}_{n, m}\right)$ be invertible and such that $-\mathbf{A}^{2}$ is quasi-positive. If we define

$$
\mathcal{A}_{2}:=\left[\begin{array}{cc}
\mathbf{0} & \mathbf{I} \\
-\mathbf{A}^{2} & \mathbf{0}
\end{array}\right], \quad \text { and } \quad \mathcal{C}_{0}:=\left[\mathbf{C}_{0}, \mathbf{0}\right],
$$

then $\tau\left(\mathcal{A}_{2}\right)=\tau\left(-\mathbf{A}^{2}\right)<0$ and the associated operator polynomials are $\mathbf{P}(\lambda)=$ $\lambda^{2} \mathbf{I}+\mathbf{A}^{2}$ and $\mathbf{Q}(\lambda)=\mathbf{C}_{0}$. We thus see that $\lambda \mapsto \mathbf{Q}(\lambda) \mathbf{P}(\lambda)^{-1}$ is completely monotone, although no factorization of the form in (7.46) is available.

In the following Proposition 7.20 we extend another sufficient positivity criteria, known in the univariate case in [142, Theorem 1 e$)]$, to $\mathbb{R}_{d}$-valued MCARMA processes. In order to this, we adapt the proof of $\left[5\right.$, Theorem 1] to $\pi\left(\mathbb{R}_{d}^{+}\right)$-valued rational functions. Unsurprisingly, this multivariate version is more involved and requires some additional and rather technical assumptions.

Proposition 7.20. Let $p \in \mathbb{N}$ and $q \in \mathbb{N}_{0}$ such that $q<p$ and let $\left(X_{t}\right)_{t \geq 0}$ be an $\mathbb{R}_{d}$-valued causal MCARMA given by (7.43) with parameters $\left(\mathcal{A}_{p}, E_{p}, \mathcal{C}_{q}, L\right)$. Let $P(\lambda)$ and $Q(\lambda)$ denote the matrix polynomials in (7.16) and (7.17), respectively, and assume that $\left\{\hat{C}_{i} \in \mathbb{M}_{d}: i=0, \ldots, q\right\}$ and $\left\{\hat{A}_{i} \in \mathbb{M}_{d}: i=1, \ldots, p\right\}$ are two commutative families of positive matrices such that

$$
\begin{equation*}
Q(\lambda)=\prod_{i=0}^{q}\left(\lambda \mathbf{I}-\hat{C}_{i}\right) \quad \text { and } \quad P(\lambda)=\prod_{i=1}^{p}\left(\lambda \mathbf{I}-\hat{A}_{i}\right) \tag{7.48}
\end{equation*}
$$

Moreover, assume that for every $\lambda>0$ we have $Q(\lambda) P(\lambda)^{-1}=P(\lambda)^{-1} Q(\lambda)$, the matrix logarithms $\log (P(\lambda))$ and $\log (Q(\lambda))$ exist in $\mathbb{M}_{d}$ and for every $i=0, \ldots, q$ there exist $l^{(i, 1)}, l^{(i, 2)}, \ldots, l^{(i, q+1)} \in \pi\left(\mathbb{R}_{d}^{+}\right)$such that for every $n \in \mathbb{N}$ we have $\left(l^{(i, j+1)}\right)^{n} \preceq l^{(i, j+1)}$ for all $j=0, \ldots, q$,

$$
\begin{equation*}
\hat{C}_{i} \preceq \sum_{j=0}^{q} l^{(i, j+1)} \odot \hat{A}_{j+1} \quad \text { and } \quad \sum_{i=0}^{q} l^{(i, j+1)}=\mathbf{1}_{d} \tag{7.49}
\end{equation*}
$$

If $p>q+1$, we assume in addition that $\tau\left(\hat{A}_{i}\right)<0$ for all $i=q+2, \ldots, p$. Then $\left(X_{t}\right)_{t \geq 0}$ is an $\mathbb{R}_{d}^{+}$-valued causal MCARMA process of order $(p, q)$ with associated moving average polynomial $Q$ and autoregressive polynomial $P$.

Proof. Following Theorem 7.16 i), it suffices to show that $\lambda \mapsto Q(\lambda) P(\lambda)^{-1}$ is completely monotone on $\mathbb{R}^{+}$with respect to the cone $\pi\left(\mathbb{R}_{d}^{+}\right)$. By (7.48) we have

$$
Q(\lambda) P(\lambda)^{-1}=\left(\prod_{i=0}^{q}\left(\lambda \mathbf{I}-\hat{C}_{i}\right)\right)\left(\prod_{i=1}^{p}\left(\lambda \mathbf{I}-\hat{A}_{i}\right)\right)^{-1}, \quad \forall \lambda>0 .
$$

Since the multiplication of monotone functions is again completely monotone it suffices to show the complete monotonicity of $\lambda \mapsto Q(\lambda) \check{P}(\lambda)^{-1}$ for

$$
\check{P}(\lambda)=\prod_{i=1}^{q}\left(\lambda \mathbf{I}-\hat{A}_{i}\right), \quad \lambda \in \mathbb{C},
$$

since by Theorem 7.16 ii) we conclude that the maps $\left(\lambda \mathbf{I}-\hat{A}_{i}\right)^{-1}$ are completely monotone for all $i=q+2, \ldots, p$.

Moreover, it suffices to prove that the map $\lambda \mapsto \log \left(Q(\lambda) \check{P}(\lambda)^{-1}\right)$ is completely monotone, since for all $\lambda>0$ we have

$$
\begin{equation*}
Q(\lambda) \check{P}(\lambda)^{-1}=\exp \left(\log \left(Q(\lambda) \check{P}(\lambda)^{-1}\right)\right)=\sum_{n=1}^{\infty} \frac{\left(\log \left(Q(\lambda) \check{P}(\lambda)^{-1}\right)\right)^{n}}{n!} \tag{7.50}
\end{equation*}
$$

By assumption we know that the matrix logarithms of $Q(\lambda)$ and $\check{P}(\lambda)^{-1}$ exist for every $\lambda>0$ and moreover the matrices $\hat{C}_{0}, \ldots, \hat{C}_{q}$, the matrices $\hat{A}_{1}, \ldots, \hat{A}_{q+1}$ and the matrix rational function $Q(\lambda)$ and $\check{P}(\lambda)^{-1}$ mutually commute and hence

$$
\begin{align*}
\log \left(Q(\lambda) \check{P}(\lambda)^{-1}\right) & =\log (Q(\lambda))-\log (\check{P}(\lambda)) \\
& =\sum_{j=0}^{q} \log \left(\lambda \mathbf{I}-\hat{C}_{j}\right)-\sum_{i=1}^{q+1} \log \left(\lambda \mathbf{I}-\hat{A}_{i}\right) \\
& =\int_{0}^{\infty} \mathrm{e}^{-\lambda s} s^{-1} \sum_{i=0}^{q}\left(\mathrm{e}^{s \hat{A}_{i+1}}-\mathrm{e}^{s \hat{C}_{i}}\right) \mathrm{d} s . \tag{7.51}
\end{align*}
$$

From (7.51) we see that is suffices to show that $\sum_{i=0}^{q}\left(\mathrm{e}^{s \hat{A}_{i+1}}-\mathrm{e}^{s \hat{C}_{i}}\right) \succeq 0$ holds for all $s \geq 0$. For this note that the matrix exponential is monotone with respect to $\pi\left(\mathbb{R}_{d}^{+}\right)$, i.e. for $G_{1}, G_{2} \in \mathbb{M}_{d}$ such that $G_{1} \preceq G_{2}$ we have $\mathrm{e}^{G_{1}} \preceq \mathrm{e}^{G_{2}}$. This can be seen from the definition of the matrix exponential and since monomials are monotone with respect to $\pi\left(\mathbb{R}_{d}^{+}\right)$. Note further that the matrices $l^{(i, j+1)}$ are in $\pi\left(\mathbb{R}_{d}^{+}\right)$, i.e. entry-wise non-negative, and the same holds true for $\hat{C}_{i}$ for $i=1, \ldots, q+1$ and $j=0, \ldots, q$. Thus by Lemma 7.28 we have $\left(l^{(i, j+1)} \odot \hat{C}_{i}\right)^{n} \preceq$ $\left(l^{(i, j+1)}\right)^{n} \odot\left(\hat{C}_{i}\right)^{n}$ for every $n \in \mathbb{N}$ and hence for $i=1, \ldots, q+1$ and $j=0, \ldots, q$ we see that

$$
\begin{equation*}
\mathrm{e}^{l^{(i, j+1)} \odot \hat{A}_{i}}=\sum_{n \in \mathbb{N}} \frac{\left(l^{(i, j+1)} \odot \hat{A}_{i}\right)^{n}}{n!} \preceq \sum_{n \in \mathbb{N}} \frac{\left(l^{(i, j+1)}\right)^{n} \odot \hat{A}_{i}^{n}}{n!} \preceq l^{(i, j+1)} \odot \sum_{n \in \mathbb{N}} \frac{\hat{A}_{i}^{n}}{n!} . \tag{7.52}
\end{equation*}
$$

This together with assumption (7.49) and the convexity of the matrix exponential imply that for all $s \geq 0$ we have

$$
\begin{aligned}
\sum_{i=0}^{q} \mathrm{e}^{s \hat{C}_{i}} \preceq \sum_{i=0}^{q} \mathrm{e}^{s \sum_{j=0}^{q} l^{(i, j+1)} \odot \hat{A}_{j+1}} & \preceq \sum_{i=0}^{q} \sum_{j=0}^{q} l^{(i, j+1)} \odot \mathrm{e}^{s \hat{A}_{j+1}} \\
& =\sum_{j=0}^{q}\left(\sum_{i=0}^{q} l^{(i, j+1)}\right) \odot \mathrm{e}^{s \hat{A}_{j+1}} \\
& =\sum_{j=0}^{q} \mathrm{e}^{s \hat{A}_{j+1}}
\end{aligned}
$$

Hence, from (7.51) it follows that $\log \left(Q(\lambda) \check{P}(\lambda)^{-1}\right)$ is given by the Laplace transform of the $\pi\left(\mathbb{R}_{d}^{+}\right)$-valued kernel $s \mapsto s^{-1} \sum_{i=0}^{q}\left(\mathrm{e}^{s \hat{A}_{i+1}}-\mathrm{e}^{s \hat{C}_{i}}\right)$, which by Bernstein's theorem yields the complete monotonicity of $\log \left(Q(\lambda) \check{P}(\lambda)^{-1}\right)$ and hence following the reasoning above, we conclude by Theorem 7.16 i) that $\left(X_{t}\right)_{t \in \mathbb{R}}$ is $\mathbb{R}_{d}^{+}$-valued. That $Q$ and $P$ are the moving-average, respectively, autoregressive polynomials of $\left(X_{t}\right)_{t \in \mathbb{R}}$ then follows from the commutativity of $Q(\lambda)$ and $P(\lambda)$ and Remark 7.11.

Remark 7.21. i) Following [78, Theorem 6.4 .15 c)] the (real) logarithm of the matrix $P(\lambda)$ exists if and only if $P(\lambda)$ is non-singular and has an even number of Jordan blocks of each size for every negative eigenvalue.
ii) Note that the technical assumption of Proposition 7.20 is best understood when departing from the condition

$$
\begin{equation*}
\sum_{i=0}^{q} \hat{A}_{i+1} \succeq \sum_{i=0}^{q} \hat{C}_{i} \tag{7.53}
\end{equation*}
$$

Indeed, note that if (7.53) holds for all $1 \leq k, n \leq d$, then we see that $\sum_{i=0}^{q}\left(\hat{A}_{i+1}\right)_{k, n} \geq \sum_{i=0}^{q}\left(\hat{C}_{i}\right)_{k, n}$. Following the Hardy-Littlewood rearrangement inequality and Hall's marriage theorem, see also [5, Equation 3] and references therein, we see that for all $i=0, \ldots, q$ and $k, n=1, \ldots, d$ there exist $\left(l_{k, n}^{(i, j+1)}\right)_{j=0, \ldots, q}$ with $0 \leq l_{k, n}^{(i, j+1)} \leq 1$ such that for every $1 \leq k, n \leq d$ we have

$$
\left(\hat{C}_{i}\right)_{k, n} \leq \sum_{j=0}^{q} l_{k, n}^{(i, j+1)}\left(\hat{A}_{j+1}\right)_{k, n}
$$

and $\sum_{i=0}^{q} l_{k, n}^{(i, j)}=1$. Hence, setting $l^{(i, j)}=\left(l_{k, n}^{(i, j)}\right)_{1 \leq k, n \leq d}$, we see that the conditions in Proposition 7.20 are met if we assume (7.53) together with $\left(l^{(i, j)}\right)^{n} \preceq l^{(i, j)}$ for every $i=0, \ldots, q$ and $j=1, \ldots, q+1$ any $n \in$ $\mathbb{N}$. Condition (7.53) is the analogous multivariate condition compared to the univariate case in [142, Theorem 1 e)]. In our case, the additional assumption (7.49) is needed in (7.52). Otherwise, the matrix exponential is not convex with respect to the Hadamard product. Note further that it follows from (7.51), that the stronger, but more accessible, condition

$$
\sum_{i=0}^{q}\left(\mathrm{e}^{s \hat{A}_{i+1}}-\mathrm{e}^{s \hat{C}_{i}}\right) \succeq 0 \quad \forall s \geq 0
$$

is sufficient and could replace the condition in (7.49).

### 7.3.3 Positive non-stable output processes

In this section we study positive non-stable output and non-causal MCARMA processes. As before, we assume that $C$ is a cone in $\mathbb{M}_{n, m}$ for $n, m \in \mathbb{N}$ and let $L=\left(L_{t}\right)_{t \in \mathbb{R}}$ be a $C$-valued two-sided Lévy process defined on the filtered probability space $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ such that $\mathbb{E}\left[\log \left(\left\|L_{1}\right\|_{n, m}\right)\right]<\infty$. Moreover, we let $\mathcal{A}_{p}, E_{p}$ and $\mathcal{C}_{q}$ be as in (7.11)-(7.13) and assume throughout this section that $\tau\left(\mathcal{A}_{p}\right) \geq 0$. Analogous to the stable case in the previous section, we are interested in sufficient and necessary conditions for the positivity of non-stable output processes. Recall that every non-stable output process $\left(X_{t}\right)_{t \in \mathbb{R}}$, associated with $\left(\mathcal{A}_{p}, E_{p}, \mathcal{C}_{q}, L\right)$, has the representation

$$
\begin{equation*}
X_{t}=\mathcal{C}_{q} \mathrm{e}^{(t-s) \mathcal{A}_{p}} Z_{s}+\int_{s}^{t} \mathcal{C}_{q} \mathrm{e}^{(t-u) \mathcal{A}_{p}} E_{p} \mathrm{~d} L_{s}, \quad s<t \tag{7.54}
\end{equation*}
$$

If, in addition to the above, condition (7.40) is satisfied, then there exists a unique stationary solution to (7.54) which is the associated non-causal MCARMA process. However, in contrast to the causal case, a non-causal MCARMA process does not admit representation (7.43). Indeed, following the proof of Proposition 7.9 , we see that the stationary representation of $\left(\operatorname{vec}\left(X_{t}\right)\right)_{t \in \mathbb{R}}$ in (7.41), and hence also the one of $\left(X_{t}\right)_{t \in \mathbb{R}}$, is considerably more complicated for studying positivity due to the kernel $g_{2}$ in decomposition (7.63), which in the non-causal case does not vanish. We therefore assess the positivity of non-stable output processes $\left(X_{t}\right)_{t \in \mathbb{R}}$ given by (7.54) as follows: We look for conditions on the model parameters $\mathbf{A}_{1}, \ldots, \mathbf{A}_{p}$ and $\mathbf{C}_{0}, \ldots, \mathbf{C}_{q}$ such that for every $s<t$ the process $\left(X_{t}\right)_{t \geq s}$ is $C$-valued whenever $Z_{s} \in C^{p}$ and $\left(L_{t}\right)_{t \in \mathbb{R}}$ is $C$-valued.

Remark 7.22. i) In the deterministic control literature a similar type of positivity is often referred to as internal positivity, see, e.g. [58]. We call a state space model internal positive, if for every non-negative initial value $Z_{s}$ and every $C$-valued input process $\left(L_{t}\right)_{t \in \mathbb{R}}$ the output process $\left(X_{t}\right)_{t \geq s}$ assumes only values in $C$.
ii) Again, we may assume that $Z_{s}$ is $\mathcal{F}_{s}$-measurable, such that the process $\left(X_{t}\right)_{t \geq s}$ is adapted to the natural filtration. In this case, however, $\left(X_{t}\right)_{t \geq s}$ is not necessarily an MCARMA process anymore. Moreover, even if a unique stationary solution (MCARMA process) exists, conditions such that $\left(X_{t}\right)_{t \geq s}$ is positive for all positive initial values $Z_{s} \in C^{p}$ are in general neither sufficient nor necessary for the positivity of the MCARMA process. Indeed, the stationary distribution of $\left(Z_{t}\right)_{t \in \mathbb{R}}$, if it exists, might not be supported on $C^{p}$, see Section 8.2.1 for an example.

Let $J \subseteq\{1, \ldots, p\}$ and denote by $C^{J, p}$ the wedge ${ }^{1}$ in $\left(\mathbb{M}_{n, m}\right)^{p}$ consisting of the cone $C$ in the in the $J$-th Cartesian coordinates (and $\mathbb{M}_{n, m}$ otherwise). In particular for $J=\{1, \ldots, p\}$ we have $C^{J, p}=C^{p}$ and $C^{\{1\}, p}=C \times \mathbb{M}_{n, m} \times$ $\cdots \times \mathbb{M}_{n, m}$. To ensure the positivity of the term $\mathcal{C}_{q} \mathrm{e}^{(t-s) \mathcal{A}_{p}} Z_{s}$ in (7.54) for every $Z_{s} \in C^{p}$, we see that for all $t>s$ the operator $\mathcal{C}_{q} \mathrm{e}^{(t-s) \mathcal{A}_{p}}$ must map $C^{p}$ into $C$. Note that in the case of a MCAR process, i.e. where $\mathcal{C}_{0}=[\mathbf{I}, \mathbf{0}, \ldots, \mathbf{0}]$, one would think that $\mathrm{e}^{s \mathcal{A}_{p}}$ has to map $C^{p}$ onto $C^{\{1\}, p}$ only, as the output operator $\mathcal{C}_{q}$ only projects down onto the first block matrix component anyway. However, we have the following:

Lemma 7.23. Let $\left(\mathcal{A}_{p}, E_{p}, \mathcal{C}_{q}, L\right)$ be as above and let $\left(X_{t}\right)_{t \geq s}$ be the associated non-stable output process in (7.54). Then the following holds true:
i) If $\mathbf{C}_{j} \in \pi(C)$ for all $j=0, \ldots, q$ and $\mathcal{A}_{p}$ is quasi-positive with respect to $C^{p}$, then $\left(X_{t}\right)_{t \geq s}$ is $C$-valued for all initial values $Z_{s} \in C^{p}$ and every $C$-valued Lévy process $\left(L_{t}\right)_{t \in \mathbb{R}}$.
ii) If $\mathcal{A}_{p}$ is quasi-positive with respect to $C^{J, p}$ then $J=\{1,2, \ldots, p\}$.
iii) Conversely, if $\left(X_{t}\right)_{t \geq s}$ is $C$-valued for all initial values $Z_{s} \in C^{p}$ and every $C$-valued Lévy process $\left(L_{t}\right)_{t \in \mathbb{R}}$, then $\mathbf{C}_{j} \in \pi(C)$ for all $j=0, \ldots, q$. If in addition $C=\mathbf{C}_{j}^{-1}(C)$ holds for all $j=0, \ldots, q$, then $\mathcal{A}_{p}$ must be quasipositive with respect to $C^{p}$.

Proof. We proof part i) first. Suppose $\mathcal{A}_{p}$ is quasi-positive with respect to $C^{p}$, then by definition $\mathrm{e}^{t \mathcal{A}_{p}} \mathbf{Z} \in C^{p}$ for every $\mathbf{z} \in C^{p}$ and $t \geq 0$. Hence, for $Z_{s} \in C^{p}$ we have $\mathrm{e}^{(t-s)} \mathcal{A}_{p} Z_{s} \in C^{p}$ and by definition of a $C$-positive Lévy process, we have $E_{p}\left(L_{s}-L_{s^{\prime}}\right) \in C^{p}$ for all $s>s^{\prime}$. This implies that $\int_{s}^{t} \mathrm{e}^{(t-s)} \mathcal{A}_{p} E_{p} \mathrm{~d} L_{s} \in C^{p}$ for all $t>s$. If moreover $\mathbf{C}_{j} \in \pi(C)$ for all $j=0, \ldots, q$ then $\mathcal{C}_{q}\left(\mathrm{e}^{(t-s)} \mathcal{A}_{p} Z_{s}\right) \in C$ and $\mathcal{C}_{q}\left(\int_{s}^{t} \mathrm{e}^{(t-s) \mathcal{A}_{p}} E_{p} \mathrm{~d} L_{s}\right) \in C$, which according to (7.54) yields $X_{t} \in C$ for all $t \geq s$. Next, we show that the particular form of $\mathcal{A}_{p}$ implies that it can only be quasipositive on $\left(\mathbb{M}_{n, m}\right)^{p}$ with respect to the wedge $C^{J, p}$ if $J=\{1,2, \ldots, p\}$. Recall that quasi-positivity of $\mathcal{A}_{p}$ with respect to $C^{J, p}$ can be equivalently characterized by the property that $\left\langle\left\langle\mathcal{A}_{p} \mathbf{x}, \mathbf{u}\right\rangle\right\rangle_{p} \geq 0$, whenever $\langle\langle\mathbf{x}, \mathbf{u}\rangle\rangle_{p}=0$ with $\mathbf{x}, \mathbf{u} \in C^{J, p}$ where we denote the inner-product on $\left(\mathbb{M}_{n, m}\right)^{p}$ by $\langle\langle\cdot, \cdot\rangle\rangle_{p}$. Therefore, let $\mathbf{x}$, $\mathbf{u} \in C^{J, p}$ and note that

$$
\begin{align*}
\left\langle\left\langle\mathcal{A}_{p} \mathbf{x}, \mathbf{u}\right\rangle\right\rangle_{p} & =\left\langle\left\langle\left(x_{2}, x_{3}, \ldots, x_{p}, \sum_{i=1}^{p} \mathbf{A}_{i}\left(x_{i}\right)\right)^{\boldsymbol{\top}}, \mathbf{u}\right\rangle\right\rangle_{p} \\
& =\sum_{j=1}^{p-1}\left\langle x_{j+1}, u_{j}\right\rangle_{n, m}+\sum_{i=1}^{p}\left\langle\mathbf{A}_{p+1-i}\left(x_{i}\right), u_{p}\right\rangle_{n, m} . \tag{7.55}
\end{align*}
$$

[^2]We set $J^{c}:=\{1,2, \ldots, p\} \backslash J$ and suppose that $J^{c}$ is not empty. If $p \in J$, let $\mathbf{x}$, $\mathbf{u} \in C^{J, p}$ be such that $u_{j}=0$ for every $j \in J$ and $\left\langle x_{i}, u_{i}\right\rangle_{n, m}=0$ for $i \in J^{c}$, then clearly $\langle\langle\mathbf{x}, \mathbf{u}\rangle\rangle_{p}=0$, but from (7.55) we see that

$$
\left\langle\left\langle\mathcal{A}_{p} \mathbf{x}, \mathbf{u}\right\rangle\right\rangle_{p}=\sum_{j \in J^{c}}\left\langle x_{j+1}, u_{j}\right\rangle_{n, m},
$$

which can be negative since we only assumed that $u_{j} \in \mathbb{M}_{n, m}$ and $x_{j+1}$ can be chosen arbitrary as long as $\left\langle x_{j+1}, u_{j+1}\right\rangle_{n, m}=0$ for $j+1 \in J^{c}$. The case $p \in J^{c}$ then follows by a similar argument and we see that $J^{c}$ must be empty or otherwise $\mathcal{A}_{p}$ can not be quasi-positive with respect to $C^{J, p}$. This implies that we must have $J=\{1,2, \ldots, p\}$.

Lastly, for for the necessary direction in part iii). We suppose that $X_{t} \in C$ for all $t \geq s, Z_{s} \in C^{p}$ and every $C$-valued Lévy process $\left(L_{t}\right)_{t \in \mathbb{R}}$. In particular, at $t=s$ we have

$$
X_{s}=\mathcal{C}_{q} Z_{s}=\sum_{i=1}^{q+1} \mathbf{C}_{i-1}\left(Z_{s}^{(i)}\right) \in C
$$

for all $Z_{s}=\left(Z_{s}^{(1)}, Z_{s}^{(2)}, \ldots, Z_{s}^{(p)}\right) \in C^{p}$. Therefore, if we let $z \in C$ be arbitrary and set $z_{s}^{j}:=e_{j} \otimes z$ for $j=1, \ldots, q$, then $z_{s}^{j} \in C^{p}$ and by assumption we must have $X_{s}=\mathbf{C}_{j-1}(z) \in C$ for all $j=1, \ldots, q+1$. Since $z \in C$ was arbitrary we conclude that $\mathbf{C}_{j-1} \in \pi(C)$ for all $j=1, \ldots, q+1$. Next, assume that even $C=\mathbf{C}_{j}^{-1}(C)$ holds for all $j=0, \ldots, q$ and show that in this case $\mathcal{A}_{p}$ must be quasi-positive with respect to the cone $C^{p}$. For this let $Z_{s} \in C^{p}$ be fixed, but arbitrary. Since the constant zero Lévy process is $C$-valued as well, it follows by assumption that $\left(X_{t}\right)_{t \in \mathbb{R}}$ given by $X_{t}=\mathcal{C}_{q}\left(\mathrm{e}^{(t-s)} \mathcal{A}_{p} Z_{s}\right)$ is $C$-valued for all $s<t \in \mathbb{R}$ and every $Z_{s} \in C^{p}$. Since by the first part $\mathbf{C}_{j} \in \pi(C)$ and by assumption even $C=\mathbf{C}_{j}^{-1}(C)$ for all $j=0, \ldots, q$, we see that for every $s<t$ there exist a $J \subseteq\{1, \ldots, p\}$ such that $\{1, \ldots, q\} \subseteq J$ and $\mathrm{e}^{(t-s)} \mathcal{A}_{p} Z_{s} \in C^{J, p}$. But since this holds for every $s<t \in \mathbb{R}$, we find in every neighborhood infinitely many time points $\left(t_{j}\right)_{j \in \mathbb{N}}$ such that $\mathrm{e}^{\left(t_{j}-s\right) \mathcal{A}_{p}} Z_{s} \in C^{J, p}$ holds for the same $J$. From this we conclude that already e ${ }^{t \mathcal{A}_{p}}\left(C^{J, p}\right) \subseteq C^{J, p}$ must hold for all $t \geq 0$ and some set $J \subseteq\{1, \ldots, p\}$ (indeed, this follows first for all rational time points and extends to irrationals by continuity of the exponential). This, however, by definition means that $\mathcal{A}_{p}$ is quasi-positive with respect to $C^{J, p}$ and thus we conclude from part ii) that already $J=\{1,2, \ldots, p\}$ holds, i.e. that $\mathcal{A}_{p}$ must be quasi-positive with respect to $C^{p}$.

The following theorem is our main result on the internal-positivity of non-stable output processes on $\mathbb{M}_{n, m}$. Under an extra condition on the stationary distribution of the non-stable output process, it also provides a sufficient condition for the positivity of non-causal MCARMA processes.

Theorem 7.24. Let $p \in \mathbb{N}$ and $q \in \mathbb{N}_{0}$ with $q<p$. For $s<t \in \mathbb{R}$, let $\left(X_{t}\right)_{t \geq s}$ be the output process in (7.54), associated with $\left(\mathcal{A}_{p}, E_{p}, \mathcal{C}_{q}, L\right)$ such that $\tau\left(\mathcal{A}_{p}\right) \geq 0$. Then the following holds true:
i) If $\mathbf{A}_{1} \in \mathcal{L}\left(\mathbb{M}_{n, m}\right)$ is quasi-positive and $\mathbf{A}_{i}, \mathbf{C}_{j} \in \pi(C)$ for $i=2, \ldots, p$ and $j=0, \ldots, q$, then $\left(X_{t}\right)_{t \geq s}$ is $C$-valued for every initial value $Z_{s} \in C^{p}$ and C-valued Lévy process $\left(\bar{L}_{t}\right)_{t \in \mathbb{R}}$.
ii) If $C=\mathbf{C}_{j}^{-1}(C)$ for all $j=0, \ldots, q$. Then $\left(X_{t}\right)_{t \geq s}$ is $C$-valued for every initial value $Z_{s} \in C^{p}$ and every $C$-valued Lévy process $\left(L_{t}\right)_{t \in \mathbb{R}}$ if and only if $\mathbf{A}_{1} \in \mathcal{L}\left(\mathbb{M}_{n, m}\right)$ is quasi-positive and $\mathbf{A}_{i} \in \pi(C)$ for $i=2, \ldots, p$.
iii) If $\mathbf{C}_{j} \in \pi(C)$ for all $j=0, \ldots, q$ and there exists a stationary distribution of $\left(Z_{t}\right)_{t \in \mathbb{R}}$ supported on $C^{p}$, then the associated non-causal MCARMA process $\left(X_{t}\right)_{t \in \mathbb{R}}$ is $C$-valued.
Proof. We begin with the proof of part i). By Lemma 7.23 i) it is enough to show that $\mathbf{A}_{i} \in \pi(C)$ and $\mathbf{A}_{1}$ is quasi-positive with respect to $C$ implies that $\mathcal{A}_{p}$ is quasi-positive with respect to $C^{p}$. Indeed, let $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{p}\right)^{\top} \in C^{p}$ and $\mathbf{u}=\left(u_{1}, u_{2}, \ldots, u_{p}\right)^{\top} \in C^{p}$ such that $\langle\langle\mathbf{x}, \mathbf{u}\rangle\rangle=0$ we show that $\left\langle\left\langle\mathcal{A}_{p} \mathbf{x}, \mathbf{u}\right\rangle\right\rangle \geq 0$. As before we have

$$
\begin{equation*}
\left\langle\left\langle\mathcal{A}_{p} \mathbf{x}, \mathbf{u}\right\rangle\right\rangle=\sum_{j=1}^{p-1}\left\langle x_{j+1}, u_{j}\right\rangle_{n, m}+\sum_{i=1}^{p}\left\langle\mathbf{A}_{p-i+1}\left(x_{i}\right), u_{i}\right\rangle_{n, m}, \tag{7.56}
\end{equation*}
$$

and since $x_{j+1}, u_{j} \in C$ for all $j=1, \ldots, p-1$, we see that $\left\langle x_{j+1}, u_{j}\right\rangle_{n, m} \geq$ 0 and hence the first sum in (7.56) is non-negative. Moreover, we see that $\left\langle\mathbf{A}_{p-i+1}\left(x_{i}\right), u_{i}\right\rangle \geq 0$ for $i=1, \ldots, p-1$ by assumption that $\mathbf{A}_{i}(C) \subseteq C$ for $i=2, \ldots, p$ and thus the remaining term of the second sum is $\left\langle\mathbf{A}_{1}\left(x_{p}\right), u_{p}\right\rangle_{n, m}$. By assumption we have $\langle\langle\mathbf{x}, \mathbf{u}\rangle\rangle=\sum_{j=1}^{p}\left\langle x_{j}, u_{j}\right\rangle_{n, m}=0$, and in particular $\left\langle x_{p}, u_{p}\right\rangle_{n, m}=0$, which by the quasi-positivity of $\mathbf{A}_{1}$ implies $\left\langle\mathbf{A}_{1}\left(x_{p}\right), u_{p}\right\rangle_{n, m} \geq 0$. Hence, $\left\langle\left\langle\mathcal{A}_{p} \mathbf{x}, \mathbf{u}\right\rangle\right\rangle_{p} \geq 0$ whenever $\langle\langle\mathbf{x}, \mathbf{u}\rangle\rangle_{p}=0$, which proves the quasi-positivity of $\mathcal{A}_{p}$ with respect to $C^{p}$.
The second assertion is a consequence of Lemma 7.23 iii) and it is only left to prove that the quasi-positivity of $\mathcal{A}_{p}$ with respect to $C^{p}$ implies that $\mathbf{A}_{1}$ is quasi-positive and $\mathbf{A}_{i} \in \pi(C)$ for $i=2, \ldots, p$. For this, suppose that $\mathcal{A}_{p}$ is quasi-positive with respect to $C^{p}$, then for every $\mathbf{x}, \mathbf{u} \in C^{p}$ with $\langle\langle\mathbf{x}, \mathbf{u}\rangle\rangle_{p}=0$ we find that the term in (7.56) is non-negative. If we let $u_{p}, x_{1} \in C$ be such that $\left\langle x_{1}, u_{p}\right\rangle_{n, m}=0$ and if we set $\mathbf{u}=\left(0, \ldots, 0, u_{p}\right)^{\boldsymbol{\top}}$ and $\mathbf{x}=\left(x_{1}, 0, \ldots, 0\right)^{\boldsymbol{\top}}$, then we observe that $\langle\langle\mathbf{x}, \mathbf{u}\rangle\rangle_{p}=0$ and (7.56) reduces to $\left\langle\mathbf{A}_{1}\left(x_{p}\right), u_{p}\right\rangle_{n, m} \geq 0$. Since $x_{1}$ and $u_{p}$ satisfy $\left\langle x_{1}, u_{p}\right\rangle_{n, m}=0$ but are otherwise arbitrary, it follows that $\mathbf{A}_{1}$ is quasi-positive. Moreover, we see that $\mathbf{A}_{i} \in \pi(C)$ for $i=2, \ldots, p$ follows by a similar argument. The third assertion follows immediately from part i) and formula (7.54), since by assumption $Z_{t}$ is supported on $C^{p}$ for all $t \in \mathbb{R}$.

Remark 7.25. Note that the positivity condition in Theorem 7.24 i) only applies in the non-stable case, i.e. for $\tau\left(\mathcal{A}_{p}\right) \geq 0$. Indeed, suppose that $\mathcal{A}_{p}$ is quasipositive with respect to $C^{p}$ and $\tau\left(\mathcal{A}_{p}\right)<0$, then by an application of Lemma 7.13 to $\mathcal{A}_{p}$ and the cone $C^{p}$ implies that the inverse $\mathcal{A}_{p}^{-1}$ exists and must map positive vectors into negatives, i.e. $\mathcal{A}_{p}^{-1}\left(C^{p}\right) \subseteq-C^{p}$. However, the inverse of $\mathcal{A}_{p}$ is explicitly known as

$$
\mathcal{A}_{p}^{-1}=\left[\begin{array}{cccc}
\mathbf{A}_{p}^{-1} \mathbf{A}_{p-1} & \mathbf{A}_{p}^{-1} \mathbf{A}_{p-2} & \ldots & \mathbf{A}_{p}^{-1}  \tag{7.57}\\
\mathbf{I} & \mathbf{0} & \ldots & \mathbf{0} \\
\mathbf{0} & \mathbf{I} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \mathbf{0} \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{I}
\end{array}\right]
$$

and obviously never satisfies $\mathcal{A}_{p}^{-1}\left(C^{p}\right) \subseteq-C^{p}$. Conversely, note that if $\mathbf{A}_{i}$ for $i=1, \ldots, p$ satisfies the assumptions in Theorem 7.24 i), then $\mathcal{A}_{p}$ can not satisfy $\tau\left(\mathcal{A}_{p}\right)<0$. This is so since $\sigma\left(\mathcal{A}_{p}\right)=\sigma\left(\mathbf{A}_{p}\right)$ and by the Perron-Frobenius theorem, see also [76, Proposition 1], we know that there exists at least one leading eigenvalue of $\mathbf{A}_{p}$ which is non-negative and hence $\tau\left(\mathcal{A}_{p}\right) \geq 0$.

In the following two corollaries we concretize the positivity criteria in Theorem 7.24 for the case of $\mathbb{R}_{d}$-valued and $\mathbb{S}_{d}$-valued non-stable output processes.

Corollary 7.26. Assume that $m=1$ and $n=d$ for some $d \in \mathbb{N}$ and let $p \in \mathbb{N}$, $q \in \mathbb{N}_{0}$ such that $q<p$. Moreover, let $\left(L_{t}\right)_{t \in \mathbb{R}}$ be an $\mathbb{R}_{d}^{+}$-valued Lévy process and for $s<t \in \mathbb{R}$ we denote by $\left(X_{t}\right)_{t \geq s}$ the non-stable output process associated with $\left(\mathcal{A}_{p}, E_{p}, \mathcal{C}_{q}, L\right)$ such that $\tau\left(\mathcal{A}_{p}\right) \geq 0$ and $\left(A_{i}\right)_{i=1, \ldots, p}$ and $\left(C_{j}\right)_{j=0, \ldots, q}$ satisfy the following conditions:
i) For every $i=2, \ldots, p$ we have $A_{i}=\left(a_{k, n}^{(i)}\right)_{1 \leq k, n \leq d}$ such that $a_{k, n}^{(i)} \geq 0$ for all $1 \leq k, n \leq d$;
ii) $A_{1}=\left(a_{k, n}^{(1)}\right)_{1 \leq k, n \leq d}$ is such that $a_{k, n}^{(1)} \geq 0$ for all $1 \leq k, n \leq d$ with $k \neq n$;
iii) For every $j=0, \ldots, q$ we have $C_{j}=\left(c_{k, n}^{(j)}\right)_{1 \leq k, n \leq d}$ such that $c_{k, n}^{(j)} \geq 0$ for all $1 \leq k, n \leq d$.

Then $\left(X_{t}\right)_{t \geq s}$ is $\mathbb{R}_{d}^{+}$-valued, whenever $Z_{s} \in \mathbb{R}_{p d}^{+}$.

We can visualize the condition of Corollary 7.26 on $\mathcal{A}_{p} \in \mathbb{M}_{p d}$ as follows:

We obtain an analogous result for $\mathbb{S}_{d}^{+}$-valued non-stable output processes:
Corollary 7.27. Assume that $m=n=d$ for some $d \in \mathbb{N}$ and let $p \in \mathbb{N}, q \in \mathbb{N}_{0}$ such that $q<p$. For $s<t \in \mathbb{R}$ we denote by $\left(X_{t}\right)_{t \geq s}$ the output process associated with $\left(\mathcal{A}_{p}, E_{p}, \mathcal{C}_{q}, L\right)$ such that $\tau\left(\mathcal{A}_{p}\right) \geq 0$ and assume that $\left(L_{t}\right)_{t \in \mathbb{R}}$ is an $\mathbb{S}_{d}^{+}$-valued Lévy process. If $\left(\mathbf{A}_{i}\right)_{i=1, \ldots, p}$ and $\left(\mathbf{C}_{j}\right)_{j=0, \ldots, q}$ satisfy the following conditions:
i) For every $i=2, \ldots, p$ there exists $a_{i} \in \mathbb{M}_{d}$ such that $\mathbf{A}_{i}(x)=a_{i} x a_{i}^{*}$ for every $x \in \mathbb{S}_{d} ;$
ii) There exists an $a_{1} \in \mathbb{M}_{d}$ such that $\mathbf{A}_{1}(x)=a_{1} x+x a_{1}^{*}$ for every $x \in \mathbb{S}_{d}$;
iii) For every $j=0, \ldots, q$ there exists $c_{j} \in \mathbb{M}_{d}$ such that $\mathbf{C}_{j}(x)=c_{j} x c_{j}^{*}$ for every $x \in \mathbb{S}_{d}$.
Then $\left(X_{t}\right)_{t \geq 0}$ is $\mathbb{S}_{d}^{+}$-valued, whenever $Z_{s} \in\left(\mathbb{S}_{d}^{+}\right)^{p}$. Moreover, the state-space representation of $\left(\operatorname{vec}\left(X_{t}\right)\right)_{t \geq 0}$ in (7.21)-(7.22) holds with operator $\mathcal{A}_{p}^{\text {vec }}$ given by

$$
\mathcal{A}_{p}^{\mathrm{vec}}:=\left(\begin{array}{ccccc}
\mathbb{O}_{d^{2}} & \mathbb{I}_{d^{2}} & \mathbb{O}_{d^{2}} & \ldots & \mathbb{O}_{d^{2}} \\
\mathbb{O}_{d^{2}} & \mathbb{D}_{d^{2}} & \mathbb{I}_{d^{2}} & \ddots & \vdots \\
\vdots & & & \ddots & \vdots \\
\vdots & & \ddots & & \mathbb{D}_{d^{2}} \\
\mathbb{O}_{d^{2}} & \ldots & \ldots & \mathbb{O}_{d^{2}} & \mathbb{I}_{d^{2}} \\
a_{p} \otimes a_{p} & a_{p-1} \otimes a_{p-1} & \ldots & \ldots & \mathbb{I}_{d} \otimes a_{1}+a_{1} \otimes \mathbb{I}_{d}
\end{array}\right)
$$

output operator $\mathcal{C}_{q}^{\text {vec }}$ given by $\mathcal{C}_{q}^{\text {vec }}=\left[c_{0} \otimes c_{0}, c_{1} \otimes c_{1}, \ldots, c_{q} \otimes c_{q}, \mathbb{D}_{d^{2}}, \ldots, \mathbb{D}_{d^{2}}\right]$ and the input operator $E_{p}^{\text {vec }}$ given by $E_{p}^{\mathrm{vec}}=e_{p} \otimes \mathbb{I}_{d^{2}}$.

Proof. This follows from Theorem 7.24 and the fact that maps of the form $x \mapsto$ $a x a^{*}$ for $a \in \mathbb{M}_{d}$ are in $\pi\left(\mathbb{S}_{d}^{+}\right)$and maps of the form $x \mapsto a x+x a^{*}$ are quasipositive. Moreover, note that

$$
A_{1}^{\operatorname{vec}}(x)=\left(\mathbb{I}_{d} \otimes a_{1}+a_{1} \otimes \mathbb{I}_{d}\right) \operatorname{vec}(x)
$$

and $A_{i}^{\text {vec }}(x)=a_{i} \otimes a_{i} \operatorname{vec}(x)$ for $i=2, \ldots, p$ and the analogous assertions hold for the operators $C_{j}$ for $j=0, \ldots, q$.

### 7.4 Proof: Existence of stationary solutions

The existence of $\tilde{Q}, \tilde{P} \in \mathbb{M}_{n m}(\mathbb{R}[\lambda])$ such that (7.39) holds with $\operatorname{det}(\tilde{P}(\lambda))=0$ if and only if $\operatorname{det}(\hat{P}(\lambda))=0$ follows immediately from [89, Lemma 6.3-8] and Lemma 7.8. From (7.33) it then follows that $(\tilde{P}, \tilde{Q})$ is a left-matrix fraction description of the transfer function $H(\lambda)=\hat{\mathcal{C}}_{q}^{\text {vec }}\left(\lambda \mathbf{I}_{p n m}-\hat{\mathcal{A}}_{p}^{\text {vec }}\right)^{-1} \hat{E}_{p}^{\text {vec }}$, i.e.

$$
\begin{equation*}
\hat{\mathcal{C}}_{q}^{\text {vec }}\left(\lambda \mathbb{I}_{p n m}-\hat{\mathcal{A}}_{p}^{\text {vec }}\right)^{-1} \hat{E}_{p}^{\text {vec }}=\tilde{P}(\lambda)^{-1} \tilde{Q}(\lambda), \quad \forall \lambda \in \mathbb{C} \tag{7.58}
\end{equation*}
$$

We define the two kernels $g_{1}, g_{2}: \mathbb{R} \rightarrow \mathcal{L}\left(\mathbb{R}_{n m}, \mathbb{R}_{n m p}\right)$ by

$$
\begin{equation*}
g_{i}(t):=\frac{1}{2 \pi \mathrm{i}} \int_{\rho_{i}} \mathrm{e}^{\lambda t}\left(\lambda \mathbb{I}_{p n m}-\hat{\mathcal{A}}_{p}^{\mathrm{vec}}\right)^{-1} \hat{E}_{p}^{\mathrm{vec}} \mathrm{~d} \lambda, \quad t \in \mathbb{R} \text { and } i=1,2 \tag{7.59}
\end{equation*}
$$

where we integrate anti-clockwise over simple closed curves $\rho_{1}$ and $\rho_{2}$ in the open left- and right-half plane of the complex field encircling the zeroes of the map $\lambda \mapsto\left(\lambda \mathbb{I}_{p n m}-\hat{\mathcal{A}}_{p}^{\text {vec }}\right)^{-1} \hat{E}_{p}^{\text {vec }}$. More specifically, let $\rho_{1}$ be the rectangle in the lefthalf plane with width $M$ and height $2 R$ (with $M$ and $R$ large enough such that all eigenvalues in the left-half plain are encircled) and such that the line segment

$$
\rho_{\mathrm{i} R}:=\{\lambda \in \mathbb{C}: \Re(\lambda)=0 \text { and }|\Im(\lambda)| \leq R\},
$$

forms an edge of $\rho_{1}$. We then define the curve $\rho_{2}$ as the reflection of $\rho_{1}$ over the imaginary axis. Moreover, for $i=1,2$ we denote by $\hat{\rho}_{i}$ the curve $\rho_{i}$ without the line segment on the imaginary axis.
The complex integrals in (7.59) are well defined, since by assumption (7.40) there is no singularity of $\lambda \mapsto\left(\lambda \mathbb{I}_{p n m}-\hat{\mathcal{A}}_{p}^{\text {vec }}\right)^{-1} \hat{E}_{p}^{\text {vec }}=\left(\mathbb{I}_{n m}, \lambda \mathbb{I}_{n m}, \ldots, \lambda^{p} \mathbb{I}_{n m}\right)^{\top} \tilde{P}(\lambda)^{-1}$ on the imaginary axis. For every $t \in \mathbb{R}$ we set

$$
\begin{equation*}
Z_{t}:=\int_{-\infty}^{t} g_{1}(t-u) \mathrm{d} L_{u}-\int_{t}^{\infty} g_{2}(t-u) \mathrm{d} L_{u} \tag{7.60}
\end{equation*}
$$

Next, we show that the integrals over the kernels $g_{1}$ and $g_{2}$ are well defined as the limit of integrals

$$
\lim _{T \rightarrow \infty} \int_{-T}^{t} g_{1}(t-u) \mathrm{d} L_{u} \quad \text { and } \quad \lim _{T \rightarrow \infty} \int_{t}^{T} g_{2}(t-u) \mathrm{d} L_{u}
$$

Moreover, we show that $\left(Z_{t}\right)_{t \in \mathbb{R}}$ is the unique stationary solution of (7.21). First, note that for $i=1,2$ the kernel $g_{i}$ satisfies the equation $\frac{\mathrm{d}}{\mathrm{d} t} g_{i}(t)=\hat{\mathcal{A}}_{p}^{\text {vec }} g_{i}(t)$, which can be seen by similar arguments as in Lemma 7.8. Indeed, note that we have

$$
\hat{\mathcal{A}}_{p}^{\mathrm{vec}} g_{i}(t)=\frac{1}{2 \pi \mathrm{i}} \int_{\rho_{i}} \mathrm{e}^{\lambda t}\left(\lambda \mathbb{I}_{p n m}-\hat{\mathcal{A}}_{p}^{\mathrm{vec}}\right)^{-1} \hat{\mathcal{A}}_{p}^{\mathrm{vec}} \hat{E}_{p}^{\mathrm{vec}} \mathrm{~d} \lambda
$$

and the term $\left(\lambda \mathbb{I}_{p n m}-\hat{\mathcal{A}}_{p}^{\text {vec }}\right)^{-1} \hat{\mathcal{A}}_{p}^{\text {vec }} \hat{E}_{p}^{\text {vec }}$ can be computed by solving the following linear matrix equation

$$
\left(\lambda \mathbb{I}_{p n m}-\hat{\mathcal{A}}_{p}^{\mathrm{vec}}\right)^{-1} F=\hat{\mathcal{A}}_{p}^{\mathrm{vec}} \hat{E}_{p}^{\mathrm{vec}}
$$

for $F:=\left(F_{1}, F_{2}, \ldots, F_{p}\right)^{\top} \in \mathcal{L}\left(\mathbb{R}_{n m}, \mathbb{R}_{p n m}\right)$ with $F_{i} \in \mathbb{M}_{n m}$ for all $i=1, \ldots, p$. Since $\hat{\mathcal{A}}_{p}^{\text {vec }} \hat{E}_{p}^{\text {vec }}=\left(\mathbb{O}_{n m}, \ldots, \mathbb{D}_{n m}, K^{-(n, m)}, \hat{A}_{1}^{\text {vec }}\right)$, we can argue similarly to the proof of Lemma 7.8 and obtain

$$
F=\left(\lambda \mathbb{I}_{n m}, \ldots, \lambda^{p+1}\left(K^{(n, m)}\right)^{p} \mathbb{I}_{n m}\right)^{\top} \hat{P}(\lambda)^{-1}-\left(\mathbb{O}_{n m}, \ldots, \mathbb{O}_{n m}, K^{(n, m)}\right)^{\top}
$$

Note that by integrating over the closed curves $\rho_{i}$ for $i=1,2$, the integral over the latter term vanishes and hence for all $t \in \mathbb{R}$ we obtain

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} g_{i}(t) & =\frac{1}{2 \pi \mathrm{i}} \int_{\rho_{i}} \mathrm{e}^{\lambda t}\left(\lambda \mathbb{I}_{n m}, \lambda^{2} K^{(n, m)}, \ldots, \lambda^{p+1}\left(K^{(n, m)}\right)^{p} \mathbb{I}_{n m}\right)^{\top} \hat{P}(\lambda)^{-1} \mathrm{~d} \lambda \\
& =\hat{\mathcal{A}}_{p}^{\mathrm{vec}} g_{i}(t), \quad i=1,2
\end{aligned}
$$

Since the homogeneous linear equation $\frac{\mathrm{d}}{\mathrm{d} t} v(t)=\hat{\mathcal{A}}_{p}^{\text {vec }} v(t)$ is uniquely solved by $\mathrm{e}^{t \hat{\mathcal{A}}_{p}^{\text {vec }}} v_{0}$, we see that $g_{i}(t)=\mathrm{e}^{t \hat{\mathcal{A}}_{p}^{\text {vec }}} g_{i}(0)$ for $i=1,2$ and $t \in \mathbb{R}$. This has the following consequences: First, it follows that there exist $K>0$ and $\delta>0$ such that for all $u \leq 0$ we have $\left\|g_{1}(-u)\right\|_{\mathcal{L}\left(\mathbb{M}_{n, m},\left(\mathbb{M}_{n, m}\right)^{p}\right)} \leq K \mathrm{e}^{-\delta|u|}$ and for all $u \geq 0$ we have $\left\|g_{2}(-u)\right\|_{\mathcal{L}\left(\mathbb{M}_{n, m},\left(\mathbb{M}_{n, m}\right)^{p}\right)} \leq K \mathrm{e}^{-\delta|u|}$. This together with $\mathbb{E}\left[\log \left(\left\|L_{1}\right\|_{n m}\right)\right]<$ $\infty$ implies the existence of the integrals $\int_{-\infty}^{t} g_{1}(t-u) \mathrm{d} L_{u}$ and $\int_{t}^{\infty} g_{2}(t-u) \mathrm{d} L_{u}$, respectively, as limits of integrals over the intervals ( $-T, t$, resp. $[t, T)$, for $T \rightarrow$ $\infty$, see also [36]. Next, we show that $\left(Z_{t}\right)_{t \in \mathbb{R}}$ is a solution of (7.21).

Another consequence from the representation $g_{i}(t)=\mathrm{e}^{t \hat{\mathcal{A}}_{p}^{\text {vec }}} g_{i}(0)$ for $i=1,2$ and $t \in \mathbb{R}$ is, that for every $s<t \in \mathbb{R}$ the following equality holds true:

$$
\begin{align*}
\mathrm{e}^{(t-s) \hat{\mathcal{A}}_{p}^{\text {vec }}} Z_{s} & =\mathrm{e}^{(t-s) \hat{\mathcal{A}}_{p}^{\text {vec }}}\left(\int_{-\infty}^{s} g_{1}(s-u) \mathrm{d} L_{u}-\int_{s}^{\infty} g_{2}(s-u) \mathrm{d} L_{u}\right) \\
& =\mathrm{e}^{t \hat{\mathcal{A}}_{p}^{\text {vec }}}\left(\int_{-\infty}^{s} g_{1}(-u) \mathrm{d} L_{u}-\int_{s}^{\infty} g_{2}(-u) \mathrm{d} L_{u}\right) \tag{7.61}
\end{align*}
$$

Now, by setting $\rho=\rho_{1}+\rho_{2}$, the spectral representation of the matrix exponential $\mathrm{e}^{t \hat{\mathcal{A}}_{p}^{\text {vec }}}$, see e.g. [103, Theorem 17.5], yields

$$
\mathrm{e}^{t \hat{\mathcal{A}}_{p}^{\mathrm{vec}}} \hat{E}_{p}^{\mathrm{vec}}=\frac{1}{2 \pi \mathrm{i}} \int_{\rho} \mathrm{e}^{\lambda t}\left(\lambda \mathbb{I}_{p n m}-\hat{\mathcal{A}}_{p}^{\mathrm{vec}}\right)^{-1} \hat{E}_{p}^{\mathrm{vec}} \mathrm{~d} \lambda, \quad \forall t \in \mathbb{R}
$$

and hence, for every $t \in \mathbb{R}$ we have

$$
\begin{equation*}
\int_{s}^{t} \mathrm{e}^{(t-u) \hat{\mathcal{A}}_{p}^{\mathrm{vec}}} \hat{E}_{p}^{\mathrm{vec}} \mathrm{~d} L_{u}=\mathrm{e}^{t \hat{\mathcal{A}}_{p}^{\mathrm{vec}}}\left(\int_{s}^{t} g_{1}(-u) \mathrm{d} L_{u}+\int_{s}^{t} g_{2}(-u) \mathrm{d} L_{u}\right) . \tag{7.62}
\end{equation*}
$$

By summing up (7.61) and (7.62) we obtain

$$
\mathrm{e}^{t \hat{\mathcal{A}}_{p}^{\text {vec }}}\left(\int_{-\infty}^{t} g_{1}(-u) \mathrm{d} L_{u}-\int_{t}^{\infty} g_{2}(-u) \mathrm{d} L_{u}\right)=Z_{t}
$$

which proves that $\left(Z_{t}\right)_{t \in \mathbb{R}}$ is a solution of (7.21). Moreover, it is easy to see that $\left(Z_{t}\right)_{t \in \mathbb{R}}$ is also stationary and unique in law. Now, let us set $Y_{t}:=\hat{\mathcal{C}}_{q}^{\text {vec }}\left(Z_{t}\right)$ and $h(t):=g_{1}(t) \mathbf{1}_{[0, \infty)}(t)-g_{2}(t) \mathbf{1}_{(-\infty, 0)}(t)$ for all $t \in \mathbb{R}$, then
$Y_{t}=\int_{-\infty}^{\infty} \hat{\mathcal{C}}_{q}^{\text {vec }} h(t-u) \mathrm{d} L_{u}=\int_{-\infty}^{\infty}\left(\frac{1}{2 \pi \mathrm{i}} \int_{\rho} \mathrm{e}^{\lambda(t-u)} \hat{\mathcal{C}}_{q}^{\text {vec }}\left(\lambda \mathbb{I}_{n m}-\hat{\mathcal{A}}_{p}^{\text {vec }}\right)^{-1} \hat{E}_{p}^{\text {vec }} \mathrm{d} \lambda\right) \mathrm{d} L_{u}$,
which by (7.58) equals

$$
\begin{equation*}
Y_{t}=\int_{-\infty}^{\infty}\left(\frac{1}{2 \pi \mathrm{i}} \int_{\rho} \mathrm{e}^{\lambda(t-u)} \tilde{P}^{-1}(\lambda) \tilde{Q}(\lambda) \mathrm{d} \lambda\right) \mathrm{d} L_{u}, \quad t \in \mathbb{R} \tag{7.63}
\end{equation*}
$$

and if

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(\frac{1}{2 \pi \mathrm{i}} \int_{\rho} \mathrm{e}^{\lambda(t-u)} \tilde{P}^{-1}(\lambda) \tilde{Q}(\lambda) \mathrm{d} \lambda\right)=\int_{-\infty}^{\infty} g(t-u) \mathrm{d} L_{u}, \quad t \in \mathbb{R} \tag{7.64}
\end{equation*}
$$

then by uniqueness we conclude that $\operatorname{vec}\left(X_{t}\right)=Y_{t}$ for $t \in \mathbb{R}$ and that the representation (7.41) holds true. It is therefore left to prove that the identity in (7.64) holds true for every $t \in \mathbb{R}$.

In order to prove this, we set $K(z, t):=\mathrm{e}^{-z t} \tilde{P}(z)^{-1} \tilde{Q}(z)$ and use the integration paths from above, i.e. $\rho_{i}=\hat{\rho}_{i} \pm \rho_{\mathrm{i} R}$. We then compute the left hand-side in (7.64) as follows:

$$
\begin{aligned}
h(t)= & g_{1}(t) \mathbf{1}_{[0, \infty)}(t)-g_{2}(t) \mathbf{1}_{(-\infty, 0)}(t) \\
= & \frac{1}{2 \pi \mathrm{i}}\left(\int_{\rho_{1}} K(z, t) \mathrm{d} z \mathbf{1}_{[0, \infty)}(t)-\int_{\rho_{2}} K(z, t) \mathrm{d} z \mathbf{1}_{(-\infty, 0)}(t)\right) \\
= & \frac{1}{2 \pi \mathrm{i}}\left(\int_{\hat{\rho}_{1}} K(z, t) \mathrm{d} z \mathbf{1}_{[0, \infty)}(t)-\int_{\hat{\rho}_{2}} K(z, t) \mathrm{d} z \mathbf{1}_{(-\infty, 0)}(t)\right) \\
& +\frac{1}{2 \pi \mathrm{i}}\left(\int_{-\mathrm{i} R}^{\mathrm{i} R} K(z, t) \mathrm{d} z \mathbf{1}_{[0, \infty)}(t)-\int_{\mathrm{i} R}^{-\mathrm{i} R} K(z, t) \mathrm{d} z \mathbf{1}_{(-\infty, 0)}(t)\right) \\
= & \frac{1}{2 \pi \mathrm{i}}\left(\int_{\hat{\rho}_{1}} K(z, t) \mathrm{d} z \mathbf{1}_{[0, \infty)}(t)-\int_{\hat{\rho}_{2}} K(z, t) \mathrm{d} z \mathbf{1}_{(-\infty, 0)}(t)\right) \\
& +\frac{1}{2 \pi}\left(\int_{-R}^{R} K(\mathrm{i} \xi, t) \mathrm{d} \xi \mathbf{1}_{[0, \infty)}(t)+\int_{-R}^{R} K(\mathrm{i} \xi, t) \mathrm{d} \xi \mathbf{1}_{(-\infty, 0)}(t)\right) \\
= & \frac{1}{2 \pi} \int_{-R}^{R} K(\mathrm{i} \xi, t) \mathrm{d} \xi+\frac{1}{2 \pi \mathrm{i}}\left(\int_{\hat{\rho}_{1}} K(z, t) \mathrm{d} z \mathbf{1}_{[0, \infty)}(t)-\int_{\hat{\rho}_{2}} K(z, t) \mathrm{d} z \mathbf{1}_{(-\infty, 0)}(t)\right) .
\end{aligned}
$$

Now, by letting $R \rightarrow \infty$, we see that for every $t \in \mathbb{R}$ the first term converges to $g(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} K(\mathrm{i} \xi, t) \mathrm{d} \xi$ and it remains to show that the latter term converges to zero. For this, we first consider the term $\int_{\hat{\rho}_{1}} K(z, t) \mathrm{d} z \mathbf{1}_{[0, \infty)}(t)$ for $t \geq 0$ and note that the integral over $\hat{\rho}_{1}$ can be split into three separate integrals: The first is

$$
\int_{\mathrm{i} R-M}^{-\mathrm{i} R-M} \mathrm{e}^{\lambda t} \tilde{P}(\lambda)^{-1} \tilde{Q}(\lambda) \mathrm{d} \lambda=\int_{-R}^{R} \mathrm{e}^{-\mathrm{i} \xi t} \mathrm{e}^{-t M} \tilde{P}(-\mathrm{i} \xi-M)^{-1} \tilde{Q}(-\mathrm{i} \xi-M) \mathrm{d} \xi
$$

where the term $\mathrm{e}^{-t M}$ in the integral dictates the convergence to zero as $M \rightarrow \infty$ for arbitrary $R$. The two other terms are given by

$$
\int_{\mathrm{i} R}^{\mathrm{i} R-M} \mathrm{e}^{\lambda t} \tilde{P}(\lambda)^{-1} \tilde{Q}(\lambda) \mathrm{d} \lambda=-\int_{0}^{M} \mathrm{e}^{(\mathrm{i} R-\zeta) t} \tilde{P}(\mathrm{i} R-\zeta)^{-1} \tilde{Q}(\mathrm{i} R-\zeta) \mathrm{d} \zeta
$$

and

$$
\int_{-\mathrm{i} R-M}^{-\mathrm{i} M} \mathrm{e}^{\lambda t} \tilde{P}(\lambda)^{-1} \tilde{Q}(\lambda) \mathrm{d} \lambda=\int_{0}^{-M} \mathrm{e}^{(-\mathrm{i} R+\zeta) t} \tilde{P}(-\mathrm{i} R+\zeta)^{-1} \tilde{Q}(-\mathrm{i} R+\zeta) \mathrm{d} \zeta
$$

where in both cases the integrals exists for arbitrary large $M$ and since $p>q$ implies $\tilde{P}(-\mathrm{i} R+\zeta)^{-1} \tilde{Q}(-\mathrm{i} R+\zeta) \rightarrow 0$ as $R \rightarrow \infty$.

We see that both integrals converge to zero as $R \rightarrow \infty$. Similarly, for the integral over $\hat{\rho}_{2}$ and all $t<0$, we see that

$$
\int_{-\mathrm{i} R+M}^{\mathrm{i} R+M} \mathrm{e}^{\lambda t} \tilde{P}(\lambda)^{-1} \tilde{Q}(\lambda) \mathrm{d} \lambda=\int_{-R}^{R} \mathrm{e}^{-\mathrm{i} \xi t} \mathrm{e}^{t M} \tilde{P}(-\mathrm{i} \xi-M)^{-1} \tilde{Q}(-\mathrm{i} \xi-M) \mathrm{d} \xi
$$

which, as before, converges to zero as $M \rightarrow \infty$ for every $R \geq 0$ since $t<0$ and the matrix exponential is the dominating term. For the remaining parts, we have

$$
\int_{\mathrm{i} R+M}^{\mathrm{i} R} \mathrm{e}^{\lambda t} \tilde{P}(\lambda)^{-1} \tilde{Q}(\lambda) \mathrm{d} \lambda=-\int_{0}^{-M} \mathrm{e}^{(\mathrm{i} R-\zeta) t} \tilde{P}(\mathrm{i} R-\zeta)^{-1} \tilde{Q}(\mathrm{i} R-\zeta) \mathrm{d} \zeta
$$

and

$$
\int_{-\mathrm{i} R}^{-\mathrm{i} R+M} \mathrm{e}^{\lambda t} \tilde{P}(\lambda)^{-1} \tilde{Q}(\lambda) \mathrm{d} \lambda=-\int_{0}^{M} \mathrm{e}^{-(\mathrm{i} R-\zeta) t} \tilde{P}(\zeta-\mathrm{i} R)^{-1} \tilde{Q}(\zeta-\mathrm{i} R) \mathrm{d} \zeta
$$

and we see that for every $M>0$ and $t<0$, since $p>q$ the integrals converge to zero, whenever $R \rightarrow \infty$. Thus the only remaining term of $h(t)$ when expanding the integration domain is $g(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} K(\mathrm{i} \xi, t) \mathrm{d} \xi$ which proves (7.64) and we conclude the assertions of Proposition 7.9.

### 7.5 Auxiliary result

In this section we only prove a submultiplicativity property of the Hadamard product of two non-negative matrices. This auxiliary results was used in the proof of Proposition 7.20.

Lemma 7.28. Let $d \in \mathbb{N}$ and $A, B \in \mathbb{M}_{d}$ be non-negative matrices, i.e. $A, B \in$ $\pi\left(\mathbb{R}_{d}^{+}\right)$. Then for all $n \in \mathbb{N}$ we have $(A \odot B)^{n} \preceq A^{n} \odot B^{n}$.

Proof. We write $A=\left(a_{i, j}\right)_{1 \leq i, j \leq d}$ and $B=\left(b_{i, j}\right)_{1 \leq i, j \leq d}$ and prove the statement by induction over $n \in \mathbb{N}$. For $n=1$ the statement is trivial. In case of $n=2$, it follows from the non-negativity of $\left(a_{i, j}\right)_{1 \leq i, j \leq d}$ and $\left(b_{i, j}\right)_{1 \leq i, j \leq d}$ that for every $i, j \in\{1, \ldots, d\}$ we have

$$
\left((A \odot B)^{2}\right)_{i, j}=\sum_{k=1}^{d} a_{i, k} b_{i, k} a_{k, j} b_{k, j} \leq\left(\sum_{k=1}^{d} a_{i, k} a_{j, k}\right)\left(\sum_{k=1}^{d} b_{i, k} b_{j, k}\right)=\left(\left(A^{2} \odot B^{2}\right)\right)_{i, j},
$$

which proves the statement for $n=2$. Now, suppose that $(A \odot B)^{n} \preceq A^{n} \odot B^{n}$ for some $n \in \mathbb{N}$. We show that also $(A \odot B)^{n+1} \preceq A^{n+1} \odot B^{n+1}$ holds.

Indeed, we have $\left((A \odot B)^{n+1}\right)_{i, j}=\left((A \odot B)(A \odot B)^{n}\right)_{i, j} \leq\left((A \odot B) A^{n} \odot B^{n}\right)_{i, j}$, where we note that $\left((A \odot B) A^{n} \odot B^{n}\right)_{i, j}=\sum_{k=1}^{d} a_{i, k}\left(A^{n}\right)_{k, j} b_{i, k}\left(B^{n}\right)_{k, j}$ and hence

$$
\begin{aligned}
\left((A \odot B)^{n+1}\right)_{i, j} & \leq \sum_{k=1}^{d} a_{i, k}\left(A^{n}\right)_{k, j} b_{i, k}\left(B^{n}\right)_{k, j} \\
& \leq\left(\sum_{k=1}^{d} a_{i, k}\left(A^{n}\right)_{k, j}\right)\left(\sum_{k=1}^{d} b_{i, k}\left(B^{n}\right)_{k, j}\right)=\left(A^{n+1} \odot B^{n+1}\right)_{i, j},
\end{aligned}
$$

which yields the desired inequality $(A \odot B)^{n+1} \preceq A^{n+1} \odot B^{n+1}$.

## CHAPTER 8

## Stochastic Covariance Models Based on positive semi-definite MCARMA


#### Abstract

In this chapter we discuss the capability of positive semi-definite MCARMA processes to model the instantaneous covariance process in multivariate stochastic covariance models. This extends ideas known in the univariate setting [27] to the multivariate setting, and we demonstrate the potential of higher-order MCARMA based models to capture a great variety of short-memory effects observed in realized variance and cross-covariance processes in applications. We introduce the class of matrix-valued well-balanced OrnsteinUhlenbeck processes as a particular example of an matrix-valued MCARMA process of order two and justify the relevance of higher-order MCARMA based stochastic covariance models by an exemplary analysis of the second order moment structure of positive semi-definite well-balanced Ornstein-Uhlenbeck based models.


This chapter is based on [17, Section 4]:
Benth, F., and Karbach, S.
Positive multivariate continuous-time autoregressive moving-average processes, 2022, DOI: arXiv.2206.08782.

### 8.1 Introduction

In this chapter we are concerned with multivariate stochastic covariance models based on positive semi-definite MCARMA processes as introduced and studied in Chapter 7. More precisely, we consider a model consisting of a $d$-dimensional (logarithmic)-price process together with an instantaneous covariance process given by an MCARMA process with values in the cone of positive semi-definite $d \times d$-matrices. Classical choices for the instantaneous covariance process in multivariate stochastic covariance models are either pure-jump based models, such as OU type models and superposition of these, so called supOU processes, see [10, 126], pure diffusion-based models such as the Wishart processes, see [31], or mixtures of both, e.g. affine jump-diffusion models, see [104, 42]. We propose to use MCARMA processes on symmetric and positive semi-definite matrices to model the instantaneous covariance process in multivariate stochastic volatility models. For one thing, the popular multivariate extension of the Barndorff-Nielsen and Shepard (BNS) stochastic volatility model in [126] is included in the much broader class of positive semi-definite MCARMA based models. In addition, the nuanced short memory structure of the MCARMA class has the potential to explain phenomena like non-monotone or sub-exponentially decaying auto-correlation functions that are often observed in realized (co)variance time-series of financial data. We demonstrate the capability of MCARMA based stochastic volatility models by means of positive semi-definite well-balanced Ornstein-Uhlenbeck processes. This class stems from a particular configuration of MCARMA processes on positive semi-definite matrices and we provide a detailed analysis of it in Section 8.3.

### 8.1.1 Layout of the chapter

This chapter is structured as follows: In Section 8.2 we begin with a brief introduction to multivariate stochastic covariance models. The theory is in large parts analogous to the thoroughly discussed infinite-dimensional case. In particular, we recall some results on the second order moment structure of the return and covariance processes in Section 8.2. Subsequently, in Section 8.2.1, we recall the multivariate Barndorff-Nielsen and Shepard (BNS) volatility model from [125] as a particular example of an MCAR based stochastic covariance model of order one. We motivate the use of higher-order MCARMA based stochastic covariance models to capture certain short-memory effects observed in realized variance and cross-covariance time-series. In Section 8.3, we demonstrate the gained flexibility in the second order structure when using higher-order MCARMA processes through an exemplary analysis of positive semi-definite well-balanced OrnsteinUhlenbeck processes.

### 8.2 Second order moment structure of stochastic covariance models

Let $d \in \mathbb{N}$. We call an $\mathbb{R}_{d} \times \mathbb{S}_{d}^{+}$-valued process $\left(Y_{t}, X_{t}\right)_{t \geq 0}$ a stochastic covariance model on $\mathbb{R}_{d}$, whenever it consists of a instantaneous covariance process $\left(X_{t}\right)_{t \geq 0}$ on $\mathbb{S}_{d}^{+}$and a $d$-dimensional (logarithmic) asset price process $\left(Y_{t}\right)_{t \geq 0}$ given by a stochastic differential equation of the form

$$
\left\{\begin{array}{l}
\mathrm{d} Y_{t}=\left(\alpha+X_{t} \beta\right) \mathrm{d} t+X_{t}^{1 / 2} \mathrm{~d} W_{t}, \quad t>0  \tag{8.1}\\
Y_{0}=y \in \mathbb{R}_{d}
\end{array}\right.
$$

where $\alpha \in \mathbb{R}_{d}$ is the drift, $\beta \in \mathbb{R}_{d}$ the risk-premium, and $\left(W_{t}\right)_{t \geq 0}$ denotes a $\mathbb{R}_{d}$-valued (standard) Brownian motion, see [12, 125]. The instantaneous covariance process $\left(X_{t}\right)_{t \geq 0}$ is assumed to be integrable with respect to $\left(W_{t}\right)_{t \geq 0}$ and $\mathbb{S}_{d}^{+}$-valued such that for all $t \geq 0$ the matrix square-root $X_{t}^{1 / 2}$ exists, and the stochastic integral in (8.1) is well-defined. Our goal is to have a preferably flexible class of instantaneous covariance process $\left(X_{t}\right)_{t \geq 0}$ such that the stochastic covariance model $\left(Y_{t}, X_{t}\right)_{t \geq 0}$ represents the stylized facts of financial data, while being sufficiently tractable for, e.g. simulations, statistical inference or option pricing. In contrast to the logarithmic price process $\left(Y_{t}\right)_{t \geq 0}$, the instantaneous covariance process $\left(X_{t}\right)_{t \geq 0}$ is not directly observable in markets. However, it can be measured indirectly from the realized covariance of the (squared) return process as follows: First, assume that $\left(X_{t}\right)_{t \geq 0}$ is square-integrable and stationary and for any real positive number $\Delta$ we define the discrete-time process $\left(Y_{n}^{\Delta}\right)_{n \in \mathbb{N}}$ by

$$
Y_{n}^{\Delta}:=Y_{n \Delta}-Y_{(n-1) \Delta}=\int_{(n-1) \Delta}^{n \Delta}\left(\alpha+X_{t} \beta\right) \mathrm{d} t+\int_{(n-1) \Delta}^{n \Delta} X_{t}^{1 / 2} \mathrm{~d} W_{t}, \quad n \in \mathbb{N} .
$$

The process $\left(Y_{n}^{\Delta}\right)_{n \in \mathbb{N}}$ is the sequence of logarithmic returns over the intervals $[(n-1) \Delta, n \Delta]$ and it can be seen that for every $n \in \mathbb{N}$ the random variable $Y_{n}^{\Delta}$ given $X_{n}^{\Delta}$ is normal distributed. More precisely, for every $n \in \mathbb{N}$ we have

$$
Y_{n}^{\Delta} \mid X_{n}^{\Delta} \sim \mathcal{N}\left(\alpha \Delta+X_{n}^{\Delta} \beta, X_{n}^{\Delta}\right) \quad \text { with } X_{n}^{\Delta}:=\int_{(n-1) \Delta}^{n \Delta} \quad X_{t} \mathrm{~d} t=X_{n \Delta}^{+}-X_{(n-1) \Delta}^{+}
$$

where $X_{t}^{+}:=\int_{0}^{t} X_{t} \mathrm{~d} s$ for $t \geq 0$, see also [9]. We define the auto-covariance function $\operatorname{acov}_{X_{t}}:=\mathbb{R}^{+} \rightarrow \mathcal{L}\left(\mathbb{M}_{d}\right)$ of the process $\left(X_{t}\right)_{t \geq 0}$ at $t \geq 0$ by $\operatorname{acov}_{X_{t}}(h):=$ $\operatorname{Cov}\left[\operatorname{vec}\left(X_{t+h}\right), \operatorname{vec}\left(X_{t}\right)\right]$ where $h \geq 0$; Similarly, we define the auto-covariances $\operatorname{acov}_{X_{n}^{\Delta}}$ and $\operatorname{acov}_{Y_{n}^{\Delta}\left(Y_{n}^{\Delta}\right) \top}(h)$ for the processes $Y_{n}^{\Delta}\left(Y_{n}^{\Delta}\right)^{\top}$ and $\left(X_{n}^{\Delta}\right)_{n \in \mathbb{N}}$, respectively, in which case we restrict to $n, h \in \mathbb{N}$.

Following [125], we observe that the second order structure of the instantaneous covariance process $\left(X_{t}\right)_{t \geq 0}$, respectively its discrete difference process $\left(X_{n}^{\Delta}\right)_{n \in \mathbb{N}}$, is inherited by the second order structure of the squared logarithmic return process $\left(Y_{n}^{\Delta}\left(Y_{n}^{\Delta}\right)^{\top}\right)_{n \in \mathbb{N}}$ such that

$$
\begin{equation*}
\operatorname{acov}_{Y_{n}^{\Delta}\left(Y_{n}^{\Delta}\right) \top}(h)=\operatorname{acov}_{X_{n}^{\Delta}}(h), \quad \text { for all } h, n \in \mathbb{N} . \tag{8.2}
\end{equation*}
$$

Moreover, we recall from [125, Theorem 3.2] that for general square-integrable stationary instantaneous covariance processes $\left(X_{t}\right)_{t \geq 0}$ we have

$$
\begin{equation*}
\operatorname{acov}_{X_{n}^{\Delta}}(h)=r^{++}(h \Delta+\Delta)-2 r^{++}(h \Delta)+r^{++}(h \Delta-\Delta), \quad \forall h, n \in \mathbb{N} \tag{8.3}
\end{equation*}
$$

where $r^{++}: \mathbb{R}^{+} \rightarrow \mathcal{L}\left(\mathbb{M}_{d}\right)$ is given by

$$
\begin{equation*}
r^{++}(t):=\int_{0}^{t} \int_{0}^{s} \operatorname{acov}_{X_{n}}(u) \mathrm{d} u \mathrm{~d} s, \quad t \geq 0 \tag{8.4}
\end{equation*}
$$

As we noted before, a prominent feature observed in many realized (co)variance time-series is the memory effect, which means that the observed auto-covariances of the (squared) returns exhibits sub-exponential decay or even non-monotone configurations, see, e.g. [27, 28] and the reference therein. To capture the memory effect in the short-time lags, we propose to model the instantaneous covariance process $\left(X_{t}\right)_{t \geq 0}$ in (8.1) by $\mathbb{S}_{d}^{+}$-valued higher-order MCARMA processes as they were introduced in Chapter 7 . In the univariate case the idea to model the instantaneous variance process in stochastic volatility models by positive (higher-order) CARMA processes goes back to [27]. To demonstrate the potential of MCARMA based stochastic covariance models, we compare the two auto-covariances in (8.2) and (8.3) in the following two cases: First, for the multivariate BNS model in Section 8.2.1, which was studied in [125]. Secondly, for a stochastic covariance model based on a positive semi-definite well-balanced $O U$ processes which we introduce in Section 8.3 below.

### 8.2.1 Ornstein-Uhlenbeck type processes on positive semidefinite matrices

Stochastic covariance models based on positive semi-definite OU type processes were studied extensively in $[10,126,125]$ and we refer to it as the (multivariate) BNS stochastic volatility model. The class of matrix-valued OU processes is included in the class of matrix-valued MCARMA processes and form the class of MCAR processes of order one, see Definition 7.10. We show that the positivity criteria in Theorem 7.16 in case of a causal MCAR process of order one coincides with the known (sufficient) criteria for positive semi-definite OU processes in [10].

Let $p=1, q=0$ and set $\mathcal{A}_{1}=-\mathbf{A}$ for some $\mathbf{A} \in \mathcal{L}\left(\mathbb{M}_{d}\right)$ such that (7.40) is satisfied and let $\mathcal{C}_{q}=\mathbf{I}$. Moreover, let $L$ be a two-sided Lévy process on $\mathbb{M}_{d}$ and assume that $\mathbb{E}\left[\log \left(\left\|L_{1}\right\|_{d^{2}}\right)\right]<\infty$. We denote the MCAR process associated with the state space representation $\left(\mathcal{A}_{1}, \mathbf{I}, \mathbf{I}, L\right)$ by $\left(X_{t}\right)_{t \in \mathbb{R}}$. This process is an Ornstein-Uhlenbeck type process on $\mathbb{M}_{d}$ and has the following representation:

$$
X_{t}=\mathrm{e}^{-(t-s) \mathbf{A}} Z_{s}+\int_{s}^{t} \mathrm{e}^{-(t-u) \mathbf{A}} \mathrm{d} L_{u}, \quad s<t \in \mathbb{R}
$$

If we further assume that $\tau(-\mathbf{A})<0$, then $X_{t}=\int_{-\infty}^{t} \mathrm{e}^{-(t-s) \mathbf{A}} \mathrm{d} L_{s}$ is the unique stationary OU process adapted to the natural filtration of $\left(L_{t}\right)_{t \in \mathbb{R}}$. It follows from Theorem 7.16 ii , that whenever $\left(L_{t}\right)_{t \in \mathbb{R}}$ is $\mathbb{S}_{d}^{+}$-increasing, a sufficient condition for $\left(X_{t}\right)_{t \in \mathbb{R}}$ to be $\mathbb{S}_{d}^{+}$-valued is the quasi-positivity of the operator - $\mathbf{A}$ with respect to $\mathbb{S}_{d}^{+}$. By recalling the definition of quasi-positivity this means $\mathrm{e}^{-t \mathbf{A}}\left(\mathbb{S}_{d}^{+}\right) \subseteq \mathbb{S}_{d}^{+}$for all $t \geq 0$ and we see that this criteria coincides with the usual sufficient condition for OU processes to be symmetric and positive semi-definite, see [10, Proposition 4.1].
In the following we recall some statistical properties of $\mathbb{S}_{d}^{+}$-valued stationary OU process that follow from Propositions 7.4 and 7.7 and [10, Proposition 4.7]: For all $t \geq 0$ the mean of $X_{t}$ is given by

$$
\begin{equation*}
\mathbb{E}\left[X_{t}\right]=\mathbf{A}^{-1} \mu_{L}=\mathbf{A}^{-1}\left(\gamma_{L}+\int_{\mathbb{S}_{d}^{+} \cap\left\{\|\xi\|_{d}>1\right\}} \xi \nu^{L}(\mathrm{~d} \xi)\right), \tag{8.5}
\end{equation*}
$$

and the auto-covariance of $\left(X_{t}\right)_{t \geq 0}$ at $t \geq 0$ is given by

$$
\begin{equation*}
\operatorname{Cov}\left[\operatorname{vec}\left(X_{t}\right), \operatorname{vec}\left(X_{t+h}\right)\right]=\mathrm{e}^{-h A^{\text {vec }}} \mathcal{D}^{-1} Q^{\mathrm{vec}}, \quad h \geq 0, \tag{8.6}
\end{equation*}
$$

where $\mathcal{Q}^{\text {vec }}=\operatorname{vec} \circ \mathcal{Q} \circ \operatorname{vec}^{-1}$ and $\mathcal{D} \in \mathcal{L}\left(\mathbb{M}_{d^{2}}\right)$ is given by

$$
\begin{equation*}
\mathcal{D}(X)=A^{\text {vec }} X+X\left(A^{\text {vec }}\right)^{\top} \quad \text { with } A^{\text {vec }}=\operatorname{vec} \circ \mathbf{A} \circ \operatorname{vec}^{-1} . \tag{8.7}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
\int_{0}^{t} X_{t} \mathrm{~d} t=-\mathbf{A}^{-1}\left(X_{t}-X_{0}-L_{t}\right), \quad t \in \mathbb{R} \tag{8.8}
\end{equation*}
$$

and it follows from [125] that

$$
\begin{equation*}
r^{++}(t)=\left(\left(A^{\mathrm{vec}}\right)^{-2}\left(\mathrm{e}^{-A^{\mathrm{vec}} t}-\mathbb{I}_{d^{2}}\right)+\left(A^{\mathrm{vec}}\right)^{-1} t\right) \mathcal{D}^{-1} \mathcal{Q}^{\mathrm{vec}}, \quad t \geq 0 \tag{8.9}
\end{equation*}
$$

which by (8.2) and (8.3) for every $n \in \mathbb{N}$ yield

$$
\begin{equation*}
\operatorname{acov}_{Y_{n}^{\Delta}\left(Y_{n} \Delta\right) \top}(h)=\mathrm{e}^{-A^{\mathrm{vec}} \Delta(h-1)}\left(A^{\mathrm{vec}}\right)^{-2}\left(\mathbb{I}_{d^{2}}-\mathrm{e}^{-A^{\mathrm{vec}} \Delta}\right)^{2} \mathcal{D}^{-1} \mathcal{Q}^{\text {vec }}, \quad h \in \mathbb{N} . \tag{8.10}
\end{equation*}
$$

### 8.3 Well-balanced Ornstein-Uhlenbeck processes on positive semi-definite matrices

In this section we introduce matrix-valued well-balanced OU processes that extend the univariate well-balanced OU processes from $[136]$ to $\mathbb{S}_{d}$-valued processes. The authors in [136] proposed positive well-balanced OU processes as a model for the instantaneous variance process in stochastic volatility models. Here, we extend this idea to the multivariate setting by studying $\mathbb{S}_{d}^{+}$-valued well-balanced OU processes and show that this class is well-suited to model the instantaneous covariance process in multivariate stochastic covariance models. Moreover, we show that stochastic covariance models based on well-balanced OU processes exhibit auto-covariance functions of the squared logarithmic returns $Y_{n}^{\Delta}$ that have slower decay compared to the multivariate BNS model.
Let $\mathbf{A} \in \mathcal{L}\left(\mathbb{S}_{d}\right)$ with $\tau(-\mathbf{A})<0$ and define $\mathcal{A}_{2} \in \mathcal{L}\left(\left(\mathbb{M}_{d}\right)^{2}\right), E_{2} \in \mathcal{L}\left(\mathbb{M}_{d},\left(\mathbb{M}_{d}\right)^{2}\right)$ and $\mathcal{C}_{0} \in \mathcal{L}\left(\left(\mathbb{M}_{d}\right)^{2}, \mathbb{M}_{d}\right)$ by

$$
\mathcal{A}_{2}:=\left[\begin{array}{cc}
\mathbf{0} & \mathbf{I}  \tag{8.11}\\
\mathbf{A}^{2} & \mathbf{0}
\end{array}\right], \quad E_{2}:=\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{I}
\end{array}\right] \quad \text { and } \quad \mathcal{C}_{0}:=[-2 \mathbf{A}, \mathbf{0}] .
$$

Moreover, let $\left(L_{t}\right)_{t \in \mathbb{R}}$ be a square-integrable $\mathbb{S}_{d}^{+}$-increasing Lévy process with expectation $\mu_{L} \in \mathbb{S}_{d}^{+}$and covariance operator $\mathcal{Q} \in \mathcal{L}\left(\mathbb{S}_{d}\right)$. Let $\left(X_{t}\right)_{t \geq 0}$ denote the output process of the state space model associated with $\left(\mathcal{A}_{2}, E_{2}, \mathcal{C}_{0}, L\right)$ and initial value $Z_{0}$, where $Z_{0}$ is a random element in $\left(\mathbb{S}_{d}\right)^{2}$ (not necessarily $\mathcal{F}_{0}$-measurable). The output process $\left(X_{t}\right)_{t \geq 0}$ is given by

$$
\begin{equation*}
X_{t}=\mathcal{C}_{0} \mathrm{e}^{t \mathcal{A}_{2}} Z_{0}+\int_{0}^{t} \mathcal{C}_{0} \mathrm{e}^{(t-s) \mathcal{A}_{2}} E_{2} \mathrm{~d} L_{s}, \quad t \geq 0 \tag{8.12}
\end{equation*}
$$

and we note that since $\sigma\left(\mathcal{A}_{2}\right)=\sigma\left(\mathbf{A}^{2}\right) \subseteq \mathbb{R}^{+} \backslash\{0\}+\mathrm{i} \mathbb{R}$ the process $\left(X_{t}\right)_{t \geq 0}$ is non-stable, but (7.40) is satisfied and thus following Proposition 7.9, there exist a unique stationary solution to (8.12). Following our terminology from Definition 7.10 , this stationary process is a non-causal MCARMA processes of order $(2,0)$ and in the following proposition we define positive semi-definite wellbalanced $O U$ processes as the unique stationary and positive semi-definite solution to (8.12). Moreover, we specify the stationary distribution and present sufficient positivity conditions for $\left(X_{t}\right)_{t \geq 0}$.
Proposition 8.1. Let $\left(\mathcal{A}_{2}, E_{2}, \mathcal{C}_{0}, L\right)$ be as above and in addition assume that $-\mathbf{A}$ is quasi-positive. Let $\left(X_{t}\right)_{t \geq 0}$ be as in (8.12) with $Z_{0}=\left(Z_{0}^{(1)}, Z_{0}^{(2)}\right)$ given by $Z_{0}^{(1)}=-\mathbf{A}^{-1}\left(\pi_{1}+\pi_{2}\right) / 2$ and $Z_{0}^{(2)}=\left(\pi_{1}-\pi_{2}\right) / 2$ where

$$
\pi_{1}:=\int_{-\infty}^{0} \mathrm{e}^{s \mathbf{A}} \mathrm{~d} L_{s} \quad \text { and } \quad \pi_{2}:=\int_{0}^{\infty} \mathrm{e}^{-s \mathbf{A}} \mathrm{~d} L_{s}
$$

Then $\left(X_{t}\right)_{t \geq 0}$ is stationary, $\mathbb{S}_{d}^{+}$-valued and can be represented as

$$
\begin{equation*}
X_{t}=\int_{-\infty}^{t} \mathrm{e}^{-(t-s) \mathbf{A}} \mathrm{d} L_{s}+\int_{t}^{\infty} \mathrm{e}^{-(s-t) \mathbf{A}} \mathrm{d} L_{s}, \quad t \geq 0 \tag{8.13}
\end{equation*}
$$

Moreover, for all $t \geq 0$ we have

$$
\begin{equation*}
\mathbb{E}\left[X_{t}\right]=2 \mathbf{A}^{-1} \mu_{L}, \tag{8.14}
\end{equation*}
$$

and the auto-covariance of $\left(X_{t}\right)_{t \geq 0}$ at $t \geq 0$ is given by

$$
\begin{align*}
\operatorname{Cov}\left[\operatorname{vec}\left(X_{t+h}\right), \operatorname{vec}\left(X_{t}\right)\right]= & \mathrm{e}^{-h A^{\text {vec }}}\left(\mathrm{e}^{h \hat{\mathcal{D}}}-\mathbf{I}\right) \hat{\mathcal{D}}^{-1} \mathcal{Q}^{\text {vec }} \\
& +2 \mathrm{e}^{-h A^{\text {vec }}} \mathcal{D}^{-1} \mathcal{Q}^{\text {vec }}, \quad h \geq 0, \tag{8.15}
\end{align*}
$$

where $\hat{\mathcal{D}} \in \mathcal{L}\left(\mathbb{S}_{d}\right)$ is given by $\hat{\mathcal{D}}(X)=A^{\text {vec }} X-X\left(A^{\text {vec }}\right)^{\top}, \mathcal{D}$ is as in (8.7) and $A^{\mathrm{vec}}:=\operatorname{vec} \circ \mathbf{A} \circ \operatorname{vec}^{-1}$. We call the process $\left(X_{t}\right)_{t \geq 0}$ in (8.13) a positive semidefinite well-balanced OU process.

Proof. From the particular anti-diagonal form of $\mathcal{A}_{2}$ we see that for every $k \in \mathbb{N}$ the following holds true:

$$
\mathcal{A}_{2}^{2 k}=\left[\begin{array}{cc}
\left(\mathbf{A}^{2}\right)^{k} & \mathbf{0} \\
\mathbf{0} & \left(\mathbf{A}^{2}\right)^{k}
\end{array}\right] \quad \text { and } \quad \mathcal{A}_{2}^{2 k+1}=\left[\begin{array}{cc}
\mathbf{0} & \left(\mathbf{A}^{2}\right)^{k} \\
\left(\mathbf{A}^{2}\right)^{k+1} & \mathbf{0}
\end{array}\right]
$$

which gives

$$
\mathrm{e}^{t \mathcal{A}_{2}}=\sum_{k=0}^{\infty} \frac{\left(t \mathcal{A}_{2}\right)^{2 k}}{(2 k)!}+\sum_{k=0}^{\infty} \frac{\left(t \mathcal{A}_{2}\right)^{2 k+1}}{(2 k+1)!}=\left[\begin{array}{cc}
\cosh (t \mathbf{A}) & \sinh (t \mathbf{A}) \mathbf{A}^{-1} \\
\sinh (t \mathbf{A}) \mathbf{A} & \cosh (t \mathbf{A})
\end{array}\right], \quad t \geq 0
$$

where $\cosh (t \mathbf{A}):=\sum_{k=0}^{\infty} \frac{(t \mathbf{A})^{2 k}}{2 k!}$ and $\sinh (t \mathbf{A}):=\sum_{k=0}^{\infty} \frac{(t \mathbf{A})^{2 k+1}}{(2 k+1)!}$. Note further, that $\sinh (\mathbf{A}), \cosh (\mathbf{A})$ and $\mathbf{A}$ all commute mutually. Hence by (8.12) we obtain

$$
\begin{align*}
X_{t}= & {[-2 \mathbf{A}, \mathbf{0}]\binom{\cosh (t \mathbf{A}) Z_{0}^{(1)}+\sinh (t \mathbf{A}) \mathbf{A}^{-1} Z_{0}^{(2)}}{\sinh (t \mathbf{A}) \mathbf{A} Z_{0}^{(1)}+\cosh (t \mathbf{A}) Z_{0}^{(2)}} } \\
& +\int_{0}^{t}[-2 \mathbf{A}, \mathbf{0}]\binom{\sinh ((t-s) \mathbf{A}) \mathbf{A}^{-1} \mathrm{~d} L_{s}}{\cosh ((t-s) \mathbf{A}) \mathrm{d} L_{s}} \\
= & -2 \mathbf{A} \cosh (t \mathbf{A}) Z_{0}^{(1)}-2 \sinh (\mathbf{A}) Z_{0}^{(2)}-2 \int_{0}^{t} \sinh ((t-s) \mathbf{A}) \mathrm{d} L_{s} \\
= & -\mathbf{A} \mathrm{e}^{t \mathbf{A}} Z_{0}^{(1)}-\mathbf{A} \mathrm{e}^{-t \mathbf{A}} Z_{0}^{(1)}+X_{t}^{(1)}-X_{t}^{(2)}, \tag{8.16}
\end{align*}
$$

where in the last line (8.16) we used that $\cosh (t \mathbf{A})=\frac{1}{2}(\exp (t \mathbf{A})+\exp (-t \mathbf{A}))$ and $\sinh (t \mathbf{A})=\frac{1}{2}(\exp (t \mathbf{A})-\exp (-t \mathbf{A}))$, set $X_{t}^{(1)}:=\mathrm{e}^{-t \mathbf{A}} Z_{0}^{(2)}+\int_{0}^{t} \mathrm{e}^{-(t-s) \mathbf{A}} \mathrm{d} L_{s}$, for $t \geq 0$, as well as $X_{t}^{(2)}:=\mathrm{e}^{t \mathbf{A}} Z_{0}^{(2)}+\int_{0}^{t} \mathrm{e}^{(t-s) \mathbf{A}} \mathrm{d} L_{s}$.

Now, recall $\pi_{1}=\int_{-\infty}^{0} \mathrm{e}^{s \mathbf{A}} \mathrm{~d} L_{s}$ and $\pi_{2}=\int_{0}^{\infty} \mathrm{e}^{-s \mathbf{A}} \mathrm{~d} L_{s}$, respectively, and inserting the initial state $Z_{0}^{(1)}=-\mathbf{A}^{-1} \frac{1}{2}\left(\pi_{1}+\pi_{2}\right)$ and $Z_{0}^{(2)}=\frac{1}{2}\left(\pi_{1}-\pi_{2}\right)$ into (8.16) yields

$$
\begin{align*}
X_{t} & =\mathrm{e}^{t \mathbf{A}} \pi_{2}+\int_{0}^{t} \mathrm{e}^{-(t-s) \mathbf{A}} \mathrm{d} L_{s}+\mathrm{e}^{-t \mathbf{A}} \pi_{1}-\int_{0}^{t} \mathrm{e}^{(t-s) \mathbf{A}} \mathrm{d} L_{s} \\
& =\int_{0}^{\infty} \mathrm{e}^{(t-s) \mathbf{A}} \mathrm{d} L_{s}+\int_{0}^{t} \mathrm{e}^{-(t-s) \mathbf{A}} \mathrm{d} L_{s}+\int_{-\infty}^{0} \mathrm{e}^{-(t-s) \mathbf{A}} \mathrm{d} L_{s}-\int_{0}^{t} \mathrm{e}^{(t-s) \mathbf{A}} \mathrm{d} L_{s} \\
& =\int_{-\infty}^{t} \mathrm{e}^{-\mathbf{A}(t-s)} \mathrm{d} L_{s}+\int_{t}^{\infty} \mathrm{e}^{-\mathbf{A}(s-t)} \mathrm{d} L_{s}, \tag{8.17}
\end{align*}
$$

which proves representation (8.13). We set $\tilde{X}_{t}^{(1)}=\int_{-\infty}^{t} \mathrm{e}^{-\mathbf{A}(t-s)} \mathrm{d} L_{s}$ and $\tilde{X}_{t}^{(2)}=$ $\int_{t}^{\infty} \mathrm{e}^{-\mathbf{A}(s-t)} \mathrm{d} L_{s}$. By assumption $-\mathbf{A}$ is quasi-positive and hence it follows from Section 8.2.1 that both $\tilde{X}_{t}^{(1)}$ and $\tilde{X}_{t}^{(2)}$ are positive semi-definite for all $t \geq 0$. Thus, we proved that $\left(X_{t}\right)_{t \geq 0}$ is stationary, positive semi-definite and possesses the representation (8.13). We continue with the computation of the expectation and auto-covariance. It is easy to see that for all $t \geq 0$ we have

$$
\mathbb{E}\left[\tilde{X}_{t}^{(1)}\right]=\mathbb{E}\left[\tilde{X}_{t}^{(2)}\right]=\mathbf{A}^{-1} \mu_{L}
$$

which implies (8.14). It is left to prove that the auto-covariance of $\left(X_{t}\right)_{t \geq 0}$ at $t \geq 0$ satisfies (8.15). For this, we recall that for all $t, h \geq 0$ we have
$\operatorname{Cov}\left[\operatorname{vec}\left(X_{t+h}\right), \operatorname{vec}\left(X_{t}\right)\right]=\mathbb{E}\left[\operatorname{vec}\left(X_{t+h}\right) \operatorname{vec}\left(X_{t}\right)^{\top}\right]-\mathbb{E}\left[\operatorname{vec}\left(X_{t+h}\right)\right] \mathbb{E}\left[\operatorname{vec}\left(X_{t}\right)^{\top}\right]$, where according to (8.14) and linearity of the expectation we see that

$$
\mathbb{E}\left[\operatorname{vec}\left(X_{t+h}\right)\right]=2\left(A^{\operatorname{vec}}\right)^{-1} \mathbb{E}\left[\operatorname{vec}\left(L_{1}\right)\right],
$$

and $\mathbb{E}\left[\operatorname{vec}\left(X_{t}\right)^{\top}\right]=2 \mathbb{E}\left[\operatorname{vec}\left(L_{1}\right)\right]^{\boldsymbol{\top}}\left(\left(A^{\mathrm{vec}}\right)^{\boldsymbol{\top}}\right)^{-1}$. Thus by (8.13), we are left with the terms

$$
\begin{equation*}
\mathbb{E}\left[\operatorname{vec}\left(\tilde{X}_{t+h}^{(i)}\right) \operatorname{vec}\left(\tilde{X}_{t}^{(j)}\right)^{\top}\right], \quad i, j=1,2 \tag{8.18}
\end{equation*}
$$

Note that for $i=j=1$ this term is the auto-covariance of the stationary OU type process $\left(\tilde{X}_{t}^{(1)}\right)_{t \geq 0}$ adjusted by the following outer-square of the expectation:

$$
\left.\mathbb{E}\left[\operatorname{vec}\left(\tilde{X}_{t+h}^{(1)}\right)\right] \mathbb{E}\left[\operatorname{vec}\left(\tilde{X}_{t}^{(1)}\right)^{\top}\right]=\left(A^{\mathrm{vec}}\right)^{-1} \mathbb{E}\left[\operatorname{vec}\left(L_{1}\right)\right] \mathbb{E}\left[\operatorname{vec}\left(L_{1}\right)^{\top}\right]\left(\left(A^{\mathrm{vec}}\right)^{-1}\right)\right)^{\top}
$$

Note that following (8.6), the auto-covariance of the process $\left(\operatorname{vec}\left(\tilde{X}_{t}^{(1)}\right)\right)_{t \geq 0}$ is given by

$$
\operatorname{Cov}\left[\operatorname{vec}\left(\tilde{X}_{t+h}^{(1)}\right), \operatorname{vec}\left(\tilde{X}_{t}^{(1)}\right)\right]=\mathrm{e}^{-h A^{\mathrm{vec}}} \mathcal{D}^{-1} \mathcal{Q}^{\mathrm{vec}}, \quad h \geq 0
$$

Similarly, for $i=j=2$ a straightforward computation shows that the autocovariance of $\left(\tilde{X}_{t}^{(2)}\right)_{t \geq 0}$ is the same as the auto-covariance of $\left(\tilde{X}_{t}^{(1)}\right)_{t \geq 0}$. For $i=2$ and $j=1$, we see that by the definition of a two-sided Lévy process we have

$$
\operatorname{Cov}\left[\operatorname{vec}\left(\tilde{X}_{t+h}^{(2)}\right), \operatorname{vec}\left(\tilde{X}_{t}^{(1)}\right)\right]=0
$$

Hence, we are left with the last term in (8.18), that is $i=1$ and $j=2$. Note first that for every $h \geq 0$ we have

$$
\operatorname{vec}\left(\tilde{X}_{t+h}^{(1)}\right) \operatorname{vec}\left(\tilde{X}_{t}^{(2)}\right)^{\top}=\int_{-\infty}^{t+h} \mathrm{e}^{-(t+h-u) A^{\mathrm{vec}}} \mathrm{~d} \operatorname{vec}\left(L_{u}\right) \int_{t}^{\infty} \mathrm{d} \operatorname{vec}\left(L_{s}\right)^{\top} \mathrm{e}^{-(s-t)\left(A^{\mathrm{vec}}\right)^{\top}} .
$$

By using the independent increments property of $\left(L_{t}\right)_{t \in \mathbb{R}}$ and by a change of variable, we see that

$$
\begin{aligned}
\mathbb{E}\left[\operatorname{vec}\left(\tilde{X}_{t+h}^{(1)}\right) \operatorname{vec}\left(\tilde{X}_{t}^{(2)}\right)^{\top}\right]= & \int_{-\infty}^{h} \int_{0}^{\infty} \mathrm{e}^{-(h-u) A^{\mathrm{vec}}} \mathbb{E}\left[\mathrm{~d} \operatorname{vec}\left(L_{u}\right) \mathrm{d} \operatorname{vec}\left(L_{s}\right)^{\top}\right] \mathrm{e}^{-s\left(A^{\mathrm{vec}}\right)^{\top}} \\
= & \mathrm{e}^{-A^{\mathrm{vec}} h} \int_{0}^{h} \mathrm{e}^{s A^{\mathrm{vec}}} \mathcal{Q}^{\mathrm{vec}} \mathrm{e}^{-s\left(A^{\mathrm{vec}}\right)^{\top}} \mathrm{d} s \\
& \left.+\left(A^{\mathrm{vec}}\right)^{-1} \mathbb{E}\left[\operatorname{vec}\left(L_{1}\right)\right] \mathbb{E}\left[\operatorname{vec}\left(L_{1}\right)^{\top}\right]\left(\left(A^{\mathrm{vec}}\right)^{\top}\right)\right)^{-1} \\
= & \mathrm{e}^{-h A^{\mathrm{vec}}} \int_{0}^{h} \mathrm{e}^{s \hat{\mathcal{D}}} \mathcal{Q}^{\mathrm{vec}} \mathrm{~d} s \\
& \left.+\left(A^{\mathrm{vec}}\right)^{-1} \mathbb{E}\left[\operatorname{vec}\left(L_{1}\right)\right] \mathbb{E}\left[\operatorname{vec}\left(L_{1}\right)^{\top}\right]\left(\left(A^{\mathrm{vec}}\right)^{-1}\right)\right)^{\top}
\end{aligned}
$$

The integral in the last line can be computed as

$$
\int_{0}^{h} \mathrm{e}^{s \hat{\mathcal{D}}} \mathcal{Q}^{\mathrm{vec}} \mathrm{~d} s=\hat{\mathcal{D}}^{-1}\left(\mathrm{e}^{h \hat{\mathcal{D}}}-\mathbf{I}\right) \mathcal{Q}^{\mathrm{vec}}
$$

Hence, by collecting all the terms in (8.18) and since $\mathcal{D}, \hat{\mathcal{D}}$ and $\exp (\mathbf{A})$ mutually commute, we obtain (8.15).

Remark 8.2. Proposition 8.1 shows that the positivity criteria for non-stable state space models from Theorem 7.24 is indeed not necessary. As noted before, this happens, as for stationary processes (such as the well-balanced OU) it would suffice to ensure the positivity only for its stationary states and not, as in Theorem 7.24 , for all positive initial values $Z_{0}$. Moreover, note that the stationary distribution does not have to be supported on the positive cone $\left(\mathbb{S}_{d}^{+}\right)^{p}$ for the output process $\left(X_{t}\right)_{t \geq 0}$ to be positive.

### 8.3.1 Second order structure of positive semi-definite wellbalanced OU based stochastic covariance models

In this section we study the second order structure of stochastic covariance models with instantaneous covariance process given by a positive semi-definite wellbalanced OU process. In particular, we compare the obtained auto-covariance of the squared (logarithmic)-return process with the corresponding auto-covariance in (8.10) in the multivariate BNS model. In the next lemma we compute the function $r^{++}$from (8.9) for the positive semi-definite well-balanced OU process:
Lemma 8.3. Let $\mathbf{A} \in \mathcal{L}\left(\mathbb{M}_{d}\right)$ such that - $\mathbf{A}$ is quasi-positive and $\tau(-\mathbf{A})<0$ and denote by $\left(X_{t}\right)_{t \geq 0}$ the associated positive semi-definite well-balanced OU process as in Proposition 8.1. For every $t \geq 0$ we have:

$$
\begin{equation*}
r^{++}(t)=\left(\left(A^{\text {vec }}\right)^{-2} \mathrm{e}^{-t A^{\mathrm{vec}}}\left(\mathcal{G} \mathrm{e}^{t \hat{\mathcal{D}}}-\mathbf{I}\right)-\mathcal{D}_{1} t+\mathcal{D}_{2}\right) \hat{\mathcal{D}}^{-1} \mathcal{Q}^{\text {vec }}+2 r_{O U}^{++}(t) \tag{8.19}
\end{equation*}
$$

where $r_{O U}^{++}(t)$ is as in (8.9), $\mathcal{G} \in \mathcal{L}\left(\mathbb{M}_{d^{2}}\right)$ is defined by $\mathcal{G}(x):=\left(A^{\text {vec }}\right)^{2} x\left(\left(A^{\mathrm{vec}}\right)^{\top}\right)^{-2}$ and $\mathcal{D}_{i} \in \mathcal{L}\left(\mathbb{M}_{d^{2}}\right)$ for $i=1,2$ is given by $\mathcal{D}_{i}(x):=\left(A^{\text {vec }}\right)^{-i} x-x\left(\left(A^{\text {vec }}\right)^{\top}\right)^{-i}$.

Proof. Let $T \geq 0$, then by definition of $r^{++}$in (8.4) we have to compute

$$
r^{++}(t)=\int_{0}^{t} \int_{0}^{s} \operatorname{acov}_{X_{T}}(u) \mathrm{d} u \mathrm{~d} s, \quad t \geq 0
$$

for $\operatorname{acov}_{X_{T}}(u)=\operatorname{Cov}\left[X_{T+u}, X_{T}\right]$ given by (8.15). By (8.6) we see that for every $u \geq 0$, the auto-covariance function $\operatorname{acov}_{X_{T}}(u)$ is the sum of two times the autocovariance function of the classical OU process and $\mathrm{e}^{-h A^{\text {vec }}}\left(\mathrm{e}^{h \hat{\mathcal{D}}}-\mathbf{I}\right) \hat{\mathcal{D}}^{-1} \mathcal{Q}^{\text {vec }}$. Thus we obtain

$$
\begin{aligned}
& r^{++}(t)=\int_{0}^{t} \int_{0}^{s} \mathrm{e}^{-u A^{\text {vec }}}\left(\mathrm{e}^{u \hat{\mathcal{D}}}-\mathbf{I}\right) \hat{\mathcal{D}}^{-1} \mathcal{Q}^{\text {vec }} \mathrm{d} u \mathrm{~d} s+2 r_{O U}^{++}(t) \\
& =\int_{0}^{t}-\hat{\mathcal{D}}^{-1} \mathcal{Q}^{\mathrm{vec}}\left(\left(A^{\mathrm{vec}}\right)^{\top}\right)^{-1}\left(\mathrm{e}^{-s\left(A^{\mathrm{vec}}\right)^{\top}}-\mathbb{I}_{d^{2}}\right) \\
& +\left(A^{\text {vec }}\right)^{-1}\left(\mathrm{e}^{-s A^{\text {vec }}}-\mathbb{I}_{d^{2}}\right) \hat{\mathcal{D}}^{-1} \mathcal{Q}^{\text {vec }} \mathrm{d} s+2 r_{O U}^{++}(t) \\
& =\hat{\mathcal{D}}^{-1} \mathcal{Q}^{\text {vec }}\left(\left(A^{\text {vec }}\right)^{\top}\right)^{-2}\left(\mathrm{e}^{-t\left(A^{\text {vec }}\right)^{\top}}-\mathbb{I}_{d^{2}}\right)-\left(A^{\text {vec }}\right)^{-2}\left(\mathrm{e}^{-t A^{\text {vec }}}-\mathbb{I}_{d^{2}}\right) \hat{\mathcal{D}}^{-1} \mathcal{Q}^{\text {vec }} \\
& +\hat{\mathcal{D}}^{-1} \mathcal{Q}^{\mathrm{vec}}\left(\left(A^{\mathrm{vec}}\right)^{\top}\right)^{-1} t-\left(A^{\mathrm{vec}}\right)^{-1} \hat{\mathcal{D}}^{-1} \mathcal{Q}^{\mathrm{vec}}+2 r_{O U}^{++}(t) \\
& =\left(\left(A^{\text {vec }}\right)^{-2} \mathrm{e}^{-t A^{\text {vec }}}\left(\mathcal{G} \mathrm{e}^{t \hat{\mathcal{D}}}-\mathbf{I}\right)-\mathcal{D}_{1} t+\mathcal{D}_{2}\right) \hat{\mathcal{D}}^{-1} \mathcal{Q}^{\text {vec }}+2 r_{O U}^{++}(t) \text {. }
\end{aligned}
$$

### 8.3.2 Heuristics on the second order structure of positive semi-definite well-balanced OU based models

In the following we give some heuristics on the flexibility of the second order structure of positive semi-definite well-balanced OU processes in comparison with the classical OU type processes. From Lemma 8.3 and (8.3) we see that the autocovariance function of the squared (logarithmic)-returns (8.2) in the positive semidefinite well-balanced OU based stochastic covariance model for $h \in \mathbb{N}$ has the following form:

$$
\begin{align*}
\operatorname{acov}_{Y_{n}^{\Delta}\left(Y_{n}^{\Delta}\right) \top}(h)= & \mathrm{e}^{-A^{\mathrm{vec}} \Delta(h-1)}\left(A^{\mathrm{vec}}\right)^{-2}\left(\mathcal{G} \mathrm{e}^{\Delta(h-1) \hat{D}}-\mathbf{I}\right)\left(\mathbb{I}_{d^{2}}-\mathrm{e}^{-A^{\text {vec }} \Delta}\right)^{2} \hat{\mathcal{D}}^{-1} \mathcal{Q}^{\text {vec }} \\
& +2 \mathrm{e}^{-A^{\mathrm{vec}} \Delta(h-1)}\left(A^{\mathrm{vec}}\right)^{-2}\left(\mathbb{I}_{d^{2}}-\mathrm{e}^{-A^{\mathrm{vec}} \Delta}\right)^{2} \mathcal{D}^{-1} \mathcal{Q}^{\mathrm{vec}} \tag{8.20}
\end{align*}
$$

where $n \in \mathbb{N}$ and $\Delta>0$. Note that the term in the second line of (8.20) is simply two times the auto-covariance of the multivariate BNS model (compare with (8.10)). Thus, the interesting term is the first one in (8.20). Indeed, assume for simplicity that $A^{\text {vec }}$ is symmetric. Then note that for every $\Delta(h-1)>0$ we obtain the following expansion of the non-linear term in the first line of (8.20):

$$
\left(A^{\mathrm{vec}}\right)^{-2}\left(\mathcal{G} \mathrm{e}^{\Delta(h-1) \hat{\mathcal{D}}}-\mathbf{I}\right) \hat{\mathcal{D}}^{-1}=\Delta(h-1)+\frac{1}{2} \hat{\mathcal{D}}(\Delta(h-1))^{2}+\mathcal{O}\left((\Delta(h-1))^{3}\right) .
$$

From this, we observe the following small-time asymptotic of the auto-covariance function $\operatorname{acov}_{Y_{n}\left(Y_{n}^{\Delta}\right) \top}(h)$ :
$\operatorname{acov}_{Y_{n}^{\Delta}\left(Y_{n}^{\Delta}\right) \top}(h) \approx \Delta(h-1) \mathrm{e}^{-A^{\text {vec }} \Delta(h-1)} \mathcal{Q}^{\text {vec }}+\mathcal{O}\left((\Delta(h-1))^{2} \mathrm{e}^{-A^{\text {vec }} \Delta(h-1)} \mathcal{Q}^{\text {vec }}\right)$,
for small $\Delta(h-1)$. In comparison with the auto-covariance function of the squared (logarithmic)-returns in the multivariate BNS model, the positive semidefinite well-balanced OU based model allows for a slower decay and even for non-monotone configurations in the short-time lags indicated by the term $\Delta(h-1)$ in front of $\mathrm{e}^{-A^{\text {vec }} \Delta(h-1)}$, which is missing in the small-time asymptotic in the BNS model. Note that the attainable auto-covariance functions are also beyond the ones obtained from superposition of positive semi-definite OU processes, see [11]. Hence, this example demonstrate that the class of higher-order MCARMA based stochastic covariance models is indeed a flexible model class providing multiple modeling options to capture short-memory effects in observed financial and nonfinancial data. This class is also tractable, as their characteristic functions is known in a closed form, see Proposition 7.4.

## Appendix

## A. 1 Integration with respect to a vector valued measure

In this section we summarize some results on vector-valued measures and integration with respect to such. The theory goes back to the work of Bartle, Dunford, and Schwartz (see, e.g., [14]) and Lewis ([107]). A good overview can be found in [120, Chapter 2]. As we work in the Hilbert-space setting (in particular, as Hilbert spaces are reflexive), the theory simplifies considerably.
Throughout this section let $(S, \mathcal{F})$ be a measurable space, let $\left(H,\langle\cdot, \cdot\rangle_{H}\right)$ be a real Hilbert space, and let $\mu: \mathcal{F} \rightarrow H$ be an $H$-valued measure.

Definition A.4. We say that $f: S \rightarrow \mathbb{R}$ is $\mu$-integrable if the following two conditions are satisfied:
i) $f$ is $\langle\mu, h\rangle$-integrable for all $h \in H$ (i.e., $f: S \rightarrow \mathbb{R}$ is measurable and $\int_{S}|f| \mathrm{d}|\langle\mu, h\rangle|<\infty$ for all $h \in H$ ), and
ii) for all $A \in \mathcal{F}$ there exists an $h_{A} \in H$ such that for all $h \in H$ we have $\left\langle h_{A}, h\right\rangle_{H}=\int_{A} f \mathrm{~d}\langle\mu, h\rangle$.

In this case we denote $h_{A}$ by $\int_{A} f \mathrm{~d} \mu$. In addition, we define

$$
\begin{equation*}
\mathcal{L}^{1}(S, \mu):=\{f: S \rightarrow \mathbb{R}: f \text { is } \mu \text {-integrable }\} . \tag{A.1}
\end{equation*}
$$

Example A.5. If $f$ is a $\mathcal{F}$-simple function, then $f \in \mathcal{L}^{1}(S, \mu)$.

The following characterisation is useful (see also [107, p.163]):
Lemma A.6. We have that $f \in \mathcal{L}^{1}(S, \mu)$ if and only if $f$ is $\langle\mu, h\rangle$-integrable for all $h \in H$.

Proof. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of simple functions such that $f_{n} \rightarrow f \mu$-a.s. and $\left|f_{n}\right| \leq|f|$ for all $n \in \mathbb{N}$. Let $A \in \mathcal{F}$. Note that the mapping $T: H \rightarrow \mathbb{R}$, $T(h)=\int_{A} f \mathrm{~d}\langle\mu, h\rangle$ is linear and that

$$
T(h)=\lim _{n \rightarrow \infty} \int_{A} f_{n} \mathrm{~d}\langle\mu, h\rangle=\lim _{n \rightarrow \infty}\left\langle\int_{A} f_{n} \mathrm{~d} \mu, h\right\rangle_{H},
$$

for all $h \in H$ by the dominated convergence theorem. It follows from this and the uniform boundedness principle that $\sup _{n \in \mathbb{N}}\left\|\int_{A} f_{n} \mathrm{~d} \mu\right\|_{H}<\infty$, whence $T \in H^{*}$. The Riesz representation theorem thus ensures that there exists an $h_{A} \in H$ such that $\left\langle h_{A}, h\right\rangle_{H}=T(h)$ for all $h \in H$.
Corollary A.7. If $f \in \mathcal{L}^{1}(S, \mu)$ and $g: S \rightarrow \mathbb{R}$ is measurable and satisfies $|g| \leq f$ $\mu$-a.s., then $g \in \mathcal{L}^{1}(S, \mu)$. In particular, $\mathcal{L}^{1}(S, \mu)$ contains all bounded measurable $\mathbb{R}$-valued functions on $S$.
By [107, Corollary 1.4] we have, for any $\left(E_{n}\right)_{n \in \mathbb{N}}$ in $\mathcal{F}$ converging to $E \in \mathcal{F}$, that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mu\left(E_{n}\right)=\mu(E) \tag{A.2}
\end{equation*}
$$

Moreover, the dominated convergence theorem remains valid for $H$-valued measures:

Theorem A. 8 (Theorem 2.1.7 in [120]). Let $g \in L^{1}(S, \mu)$, let $f: S \rightarrow \mathbb{R}$ be $\mu$-measurable and let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of $\mu$-measurable functions on $S$ satisfying $\left|f_{n}(s)\right| \leq g(s)$ for all $s \in S, n \in \mathbb{N}$, and $\lim _{n \rightarrow \infty} f_{n}(s)=f(s)$ for all $s \in S$. Then $f, f_{n} \in L^{1}(S, \mu), n \in \mathbb{N}$, and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\int_{S} f_{n} \mathrm{~d} \mu-\int_{S} f \mathrm{~d} \mu\right\|_{H}=0 . \tag{A.3}
\end{equation*}
$$

Finally, let $K \subset H$ be a self-dual cone and assume that $\mu: \mathcal{F} \rightarrow K$ is a $K$-valued measure. In this case we have $0 \leq_{K} \mu(E) \leq_{K} \mu(F)$ for all $E, F \in \mathcal{F}$ satisfying $E \subseteq F$, and thus also (by monotonicity of $K$ )

$$
\begin{equation*}
\|\mu(E)\|_{H} \leq\|\mu(F)\|_{H} \tag{A.4}
\end{equation*}
$$

Moreover, as $K$ is self-dual, $\langle\mu, h\rangle$ is a positive measure for all $h \in K$, whence (again by self-duality) we have

$$
\begin{equation*}
f \in L^{1}(S, \mu), f \geq 0 \Rightarrow \int_{S} f \mathrm{~d} \mu \in K \tag{A.5}
\end{equation*}
$$

In particular, if $f \in L^{1}(S, \mu)$ is positive, and $E \in \mathcal{F}$, then

$$
\begin{equation*}
\int_{E} f \mathrm{~d} \mu \leq_{K} \underset{s \in E}{\operatorname{esssup}} f(s) \mu(E) . \tag{A.6}
\end{equation*}
$$

This combined with the monotonicity of $K$ implies that for every every $f \in$ $L^{1}(S, \mu)$ and every $E \in \mathcal{F}$ we have (by considering $f^{+}$and $f^{-}$separately) that

$$
\begin{equation*}
\left\|\int_{E} f \mathrm{~d} \mu\right\|_{H} \leq \underset{s \in E}{\operatorname{esssup}}|f(s)|\|\mu(E)\|_{H} \tag{A.7}
\end{equation*}
$$

## A. 2 A comparison theorem

A more general version of the following comparison theorem can be found, e.g., as [50, Theorem 5.4].

Theorem A.9. Let $(H,(\cdot, \cdot))$ be a Hilbert space, $K \subset H$ a cone, let $T>0$, and let $F:[0, T] \times H \rightarrow H$. Assume that $F(t, \cdot)$ is quasi-monotone with respect to $K$ for all $t \in[0, T]$, and that there exists a constant $L \in[0, \infty)$ such that

$$
\begin{equation*}
\|F(t, x)-F(t, y)\|_{H} \leq L\|x-y\|_{H}, \quad t \in[0, T], x, y \in H . \tag{A.8}
\end{equation*}
$$

Let $f, g \in C^{1}([0, T], H)$ satisfy $f(0) \leq_{K} g(0)$ and moreover assume that for all $t \in[0, T]$ we have $f^{\prime}(t)-F(t, f(t)) \leq_{K} g^{\prime}(t)-F(t, g(t))$. Then $f(t) \leq_{K} g(t) \in K$ for all $t \in[0, T]$.

## Summary <br> Stochastic covariance models in Hilbert spaces with jumps

In this thesis we provide the mathematical foundations for two novel classes of operator-valued stochastic processes with jumps that can be used as models for the instantaneous covariance process in stochastic covariance models in finiteand infinite-dimensional Hilbert spaces. The natural state-space for such processes is the cone of positive self-adjoint Hilbert-Schmidt operators, which is the natural infinite-dimensional version of the cone of positive semi-definite and symmetric matrices. The first class that we study, is the class of affine processes on (infinite-dimensional) positive Hilbert-Schmidt operators. The second is the class of positive semi-definite matrix-valued MCARMA processes.

Operator-valued affine processes In the first part of the thesis we introduce and study the class of affine processes on positive Hilbert-Schmidt operators, which can be viewed as the natural infinite-dimensional version of the class of affine processes on positive semi-definite matrices in [42]. In particular, we prove the existence of a broad class of positive operator-valued affine pure-jump processes admitting jumps of possibly infinite-variation governed by a jump-intensity measure that depends affine linearly on the state of the process. For proving the existence of this class, we use the theory of generalized Feller processes, which requires a thorough analysis of the associated generalized Riccati equations and the regularity of their solutions.
We propose to model the instantaneous covariance process in infinite-dimensional stochastic covariance models by an affine process on positive Hilbert-Schmidt operators and we prove that the so defined stochastic covariance model inherits the tractable affine structure of its instantaneous covariance process.

In this context, we present several examples that extend the operator-valued Barndorff-Nielsen-Shepard (BNS) type models towards a class of models admitting state-dependent jumps.

In a more specific setting, we introduce a geometric affine stochastic covariance model with jumps for forward curve dynamics in, e.g., commodity markets formulated in the Heath-Jarrow-Morton-Musiela framework and demonstrate that the virtues of affine stochastic covariance models for option-pricing via Fourierinversion methods are maintained in this infinite-dimensional setting. In particular, we derive quasi-explicit formulas for plain vanilla call options written on forwards in terms of the solutions of the generalized Riccati equations.

In addition, we study the long-time behavior of affine processes on positive Hilbert-Schmidt operators and derive explicit rates for the convergence of the transition kernels of a subcritical affine process to its unique invariant measure in Wasserstein distance of order $p \in[1,2]$. Moreover, we analyze the long-time behavior of the forward volatility smile in the aforementioned geometric affine stochastic covariance model and establish an intimate connection to the implied volatility of plain vanilla options on forwards modeled in the stationary covariance regime.

In addition to that, we study finite-rank approximation of affine stochastic covariance models and establish weakly convergent finite-rank approximations of affine processes on positive Hilbert-Schmidt operators and their generalized Riccati equations. This approach provides an alternative existence proof for affine processes on positive Hilbert-Schmidt operators by exploiting the connection to their matrix-valued versions and an associated Galerkin approximation of the generalized Riccati equations.

Matrix-valued MCARMA processes The second class we introduce and study in this thesis, is the class of matrix-valued MCARMA processes. MCARMA processes can be viewed as solutions to a certain class of higher-order multivariate stochastic differential equations (SDEs) and are known for their flexible covariance structure. We define the class of matrix-valued MCARMA processes as the stationary solutions of certain continuous-time linear state-space models on matrices associated to the higher-order SDEs. Moreover, we prove the equivalence of the matrix-valued versions to the classical MCARMA class under vectorization. Once we established this class, we are concerned with finding sufficient and necessary parameter conditions ensuring that an MCARMA process is cone-valued, e.g. in case of the cones $\mathbb{R}_{d}^{+}$and $\mathbb{S}_{d}^{+}$.

Moreover, we study the potential of positive semi-definite MCARMA processes to model the instantaneous covariance process in multivariate stochastic covariance models. This extends the popular multivariate BNS model (a first order MCARMA model) towards more nuanced models based on higher-order MCARMA processes. The appeal of models based on higher-order positive semidefinite MCARMA processes lays in their flexible second order moment structure, which has the potential to model a variety of short-memory features observed in realized (cross)-covariance processes. We justify this hypothesis by an exemplary analysis of positive well-balanced Ornstein-Uhlenbeck based models.

## SAMENVATTING Stochastische covariantiemodellen in Hilbertruimte met sprongen

In dit proefschrift analyseren we twee nieuwe modellen waarmee de ogenblikkelijke covariantieproces in stochastische covariantiemodellen kan worden beschreven. De natuurlijke toestandsruimte voor zulke modellen is de conus van positief zelfgeadjungeerde operatoren op een (eindig- of oneindigdimensionale) Hilbertruimte. Het ene model betreft oneindigdimensionale stochastische processen die in de klasse van affiene processen vallen. Het andere model betreft eindigdimensionale (matrixwaardige) stochastische processen die in de klasse van MCARMA processen vallen.

Operatorwaardige affiene processen Affiene processen zijn stochastische processen waarvan de charateristieke functie wordt bepaald door de oplossing van een gewone differentiaalvergelijking. Dientengevolge is het relatief eenvoudig om de verwachtingswaarde van (een functie van) een affien proces te bepalen, hetgeen de populariteit van deze processen verklaart. In dit proefschrift worden affiene processen met waardes in de conus van positieve, zelf-geadjungeerde operatoren op een Hilbertruimte geanalyseerd: elk van de onderstaande paragrafen vat één van de hoofdstukken van dit proefschrift samen.
In 2011 hebben onderzoekers een volledige karakterisering van de affiene processen met waardes in de conus van positief semi-definiete matrices gegeven [42]. Een volledige karakterisering van alle affiene processen met waardes in de conus van positieve, zelf-geadjungeerde operatoren is nog niet bekend.

Wel hebben wij een 'toelaatbare parameterruimte' bepaald waarbinnen zulke operatorwaardige affiene processen bestaan. Deze toelaatbare parameterruimte staat onder andere toestandsafhankelijke sprongen toe - om specifieker te zijn: de sprongintensiteitsmaat heeft mogelijk oneindige variatie en mag affien lineair afhangen van de toestand van het proces. Voor het bewijzen van het bestaan van deze processen maken wij gebruik van de theorie over gegeneraliseerde Feller processen, die een grondige analyse van de geassocieerde gegeneraliseerde Riccati vergelijkingen en de regelmatigheid van de oplossingen vergt.
De operatorwaardige affiene processen gebruiken wij vervolgens om de ogenblikkelijke covariantie te modellen in een oneindigdimensionaal stochastisch covariantiemodel. Vervolgens tonen we aan dat het gehele model de affiene structuur erft van zijn affiene ogenblikkelijke covariantieproces. Wij beschouwen enkele concrete voorbeelden, in het bijzonder tonen we aan dat ons model een generalisatie is van het in de literatuur bekende operatorwaardige Barndorff-Nielsen-Shepard (BNS) model.
Een andere concrete toepassing betreft het modelleren van de dynamica van termijncurves in, bijvoorbeeld, grondstofmarkten. Via het zogenaamde Heath-Jarrow-Morton-Musiela raamwerk kan de dynamica van termijncurves worden geïnterpreteerd als een oneindigdimensionaal covariantiemodel. We tonen aan dat onze affiene stochastische covariantie modellen toelaten om efficiënt optiekoersen te bepalen via Fourier-inversie methoden. In het bijzonder hebben wij plain vanilla call options on forwards expliciet opgeschreven in termen van de oplossing van de gegeneraliseerde Riccati vergelijkingen.
We bestuderen tevens het asymptotische gedrag van de door ons ingevoerde operatorwaardige affiene processen. In het bijzonder geven we voorwaarden voor en snelheid van convergentie van de verdeling van een subkritisch affien proces naar zijn unieke invariante maat in de Wasserstein-distance van orde $p \in[1,2]$ af. Bovendien vonden wij een interessant verband tussen het asymptotische gedrag van de volatiliteits-smile voor forwards gemodelleerd in het geometrische affiene stochastische covariantiemodel en de impliciete volatiliteit van plain vanilla opties op forwards gemodelleerd onder het stationaire covariantieregime.
Omdat de voornaamste motivatie voor het bestuderen van affiene processen ligt in de berekenbaarheid van afgeleide verwachtingswaardes, is het ook noodzakelijk om aan te tonen dat onze oneindigdimensionale modellen op een zinnige manier door eindigdimensionale processen kunnen worden benaderd. Concreet hebben we laten zien dat bepaalde eindigdimensionale benaderingen (probabilistisch) zwak convergeren naar het oneindigdimensional model, waarbij we ook een convergentiesnelheid konden bepalen. Dit leverde tevens een alternatief (en krachtiger) bewijs voor het bestaan van dergelijke oneindigdimensionale affiene processen.

Matrixwaardige MCARMA modellen Het tweede stochastische covariantiemodel dat in dit proefschrift wordt geïntroduceerd is gebaseerd op matrixwaardige MCARMA processen. Grofweg beschrijven MCARMA processen oplossingen voor multidimensionale hogere-orde lineaire stochastische differentiaalvergelijkingen (SDV); ze zijn geliefd vanwege hun flexibele covariantie structuur. Wij definiëren de klasse van matrixwaardige MCARMA processen in termen van stationaire oplossingen van bepaalde continue-tijd, lineaire toestandsruimte modellen op matrices geassocieerd met de hogere-orde SDV. Bovendien bewijzen wij dat onze matrixwaardige MCARMA processen via vectorisatie equivalent zijn aan de klassieke MCARMA modellen.

Opdat we onze matrixwaardige MCARMA modellen kunnen gebruiken voor het opstellen van een stochastisch covariantiemodel, bepalen wij noodzakelijk en voldoende voorwaarden op de parameters opdat het MCARMA process waardes aanneemt in bijvoorbeeld de positieve orthant $\mathbb{R}_{d}^{+}$of de positieve semi-definiete matrices $\mathbb{S}_{d}^{+}$. We laten zien dat een stochastisch covariantiemodel dat gebruik maakt van onze matrixwaardige MCARMA processen een generalisatie oplevert van het populaire multidimensionale BNS model. Heuristisch gezien staat ons model het toe om een grote(re) verscheidenheid van short-memory kenmerken te modelleren. Zulke kenmerken worden waargenomen in gerealiseerde (cross)-covariantie processen. Deze heuristiek onderbouwen wij aan de hand van een voorbeeld met positieve semi-definiete evenwichtige Ornstein-Uhlenbeck gebaseerde modellen.
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[^0]:    ${ }^{1}$ Alternatively, we could work in the framework of generalized Feller semigroups and their generators again, as we did in the latter part of Chapter 2.

[^1]:    This chapter is part of the working paper:
    Cox, S., He, J., Karbach, S., and Khedher, A.:
    Option-Pricing in Infinite-Dimensional Affine Stochastic Volatility Models.

[^2]:    ${ }^{1}$ Recall that a wedge $W \subseteq \mathbb{M}_{n, m}$ is a convex cone without the property $W \cap(-W)=\left\{\mathbb{0}_{n, m}\right\}$.

