UNIVERSITY OF AMSTERDAM
X

UvA-DARE (Digital Academic Repository)

Stochastic covariance models in Hilbert spaces with jumps

Karbach, S.

Publication date
2022

Document Version
Final published version

Link to publication

Citation for published version (APA):
Karbach, S. (2022). Stochastic covariance models in Hilbert spaces with jumps. [Thesis, fully
internal, Universiteit van Amsterdam].

General rights

It is not permitted to download or to forward/distribute the text or part of it without the consent of the author(s)
and/or copyright holder(s), other than for strictly personal, individual use, unless the work is under an open
content license (like Creative Commons).

Disclaimer/Complaints regulations

If you believe that digital publication of certain material infringes any of your rights or (privacy) interests, please
let the Library know, stating your reasons. In case of a legitimate complaint, the Library will make the material
inaccessible and/or remove it from the website. Please Ask the Library: https://uba.uva.nl/en/contact, or a letter
to: Library of the University of Amsterdam, Secretariat, Singel 425, 1012 WP Amsterdam, The Netherlands. You
will be contacted as soon as possible.

UVA-DARE is a service provided by the library of the University of Amsterdam (https://dare.uva.nl)

Download date:15 Apr 2023


https://dare.uva.nl/personal/pure/en/publications/stochastic-covariance-models-in-hilbert-spaces-with-jumps(094afe6c-2f6b-4ee6-9ba4-e8bb7a55c868).html

Stoclgastlc Covariance

thh J umps

sdwmnp gm seoeds VO[T UI S[OPOJA] 9OUBLIEAO.) ONSBUO0IS

Jdeqgied UdAS



STOCHASTIC COVARIANCE MODELS
IN HILBERT SPACES WITH JUMPS

Sven Karbach



The research for publication of this doctoral thesis received financial assistance
from The Dutch Research Council (NWO) (GrantNo: C.2327.0099).

2



STOCHASTIC COVARIANCE MODELS
IN HILBERT SPACES WITH JUMPS

ACADEMISCH PROEFSCHRIFT

ter verkrijging van de graad van doctor
aan de Universiteit van Amsterdam
op gezag van de Rector Magnificus
prof. dr. ir. P.P.C.C. Verbeek
ten overstaan van een door het College voor Promoties ingestelde commissie,
in het openbaar te verdedigen in de Aula der Universiteit
op woensdag 7 december 2022, te 11.00 uur

door SVEN KARBACH

geboren te Wuppertal



Promotiecommissie

Promotor: prof. dr. P.J.C. Spreij

Copromotores: dr. S.G. Cox
dr. A. Khedher

Overige leden:  prof. dr. C. Cuchiero
prof. dr. F. Espen Benth
prof. dr. M.R.H. Mandjes
prof. dr. B. Riidiger
prof. dr. ir. M.H. Vellekoop
dr. ir. E.M.M. Winands

Universiteit van Amsterdam

Universiteit van Amsterdam
Universiteit van Amsterdam

University of Vienna
University of Oslo
Universiteit van Amsterdam
University of Wuppertal
Universiteit van Amsterdam
Universiteit van Amsterdam

Faculteit der Natuurwetenschappen, Wiskunde en Informatica



CONTENTS

1 INTRODUCTION . . . . o v v v v i e e e e e e e e s e e s e e 1

PArT I

INFINITE-DIMENSIONAL AFFINE STOCHASTIC
COVARIANCE MODELS

Introduction toPart I . . . . . . . . . ... ... 6

2 AFFINE PURE-JUMP PROCESSES ON POSITIVE HILBERT-SCHMIDT

OPERATORS . .« v v v v e e et e e e e e e e e e 13
2.1 Introduction . . . . . . . . . . ... 14
2.2 Main result: Existence of affine pure-jump processes . . . . . . .. 17
2.3 Analysis of the generalized Riccati equations . . . . ... ... .. 22
2.4 Proof: Existence of affine pure-jump processes . . . . . . . ... .. 33
2.5 Concluding remarks . . . . . ... oL oo 56
3 AN INFINITE-DIMENSIONAL AFFINE STOCHASTIC COVARIANCE MODEL 57
3.1 Introduction. . . . . . . . . ... .. ... 58
3.2 The stochastic covariance model . . . . . ... ... ... ..... 62
3.3 The stochastic covariance model is affine . . . . .. ... ... ... 69
3.4 Examples of affine stochastic covariance models . . . . . .. .. .. 76
3.5 Auxiliary results . . . .. ... 83

3.6

Concluding remarks . . . . .. .. ... 85



CONTENTS

4 OPTION-PRICING IN AFFINE STOCHASTIC COVARIANCE MODELS . . . 87
4.1 Introduction . . . . . . . . . . . .. .. 88
4.2 Exponential moments of affine stochastic covariance models . . . . 90
4.3 Pricing options written on forwards . . . . . . ... ..o 97
4.4 Concluding remarks . . . . . ... ... L oo 101

5 STATIONARY COVARIANCE REGIME FOR AFFINE STOCHASTIC
COVARIANCE MODELS . . . . . . . . ..o i e e 103
5.1 Introduction . . . . . . . . . . . ... 104
5.2  Setting and preliminaries . . . . . ... ... oo 106
5.3 Stationary affine processes and ergodicity in Wasserstein distance . 109
5.4 The stationary covariance regime . . . . . . ... ... ... ... 113
5.5 Proof: Stationarity and ergodicitiy . . . .. .. ... .. ... ... 120
5.6 A version of Kolmogorov’s extension theorem . . . . ... ... .. 133
5.7 Concluding remarks . . . . . ... .. ... ... L. 134

6 APPROXIMATION OF AFFINE STOCHASTIC COVARIANCE MODELS . . . 135
6.1 Introduction. . . . . . . . . . . .. ... 136
6.2 Notation and preliminaries . . . . .. ... ... ... ... .... 138
6.3 Finite-rank approximation of affine processes . .. ... ... ... 139
6.4 FExample: An affine process with jumps of infinite-variation . . . . 143
6.5 Finite-rank stochastic covariance models . . . . . . ... ... ... 146
6.6 Proof: Galerkin approximations of generalized Riccati equations . 149
6.7 Affine finite-rank operator-valued processes . . . . .. ... .. .. 153
6.8 Proof: Weak convergence of finite-rank affine processes . . . . . . . 168
6.9 Proof: Approximation of affine stochastic covariance models . . . . 176
6.10 Concluding remarks . . . . . . ... ... L 0oL 178

PART II STOCHASTIC COVARIANCE MODELS BASED
ON MULTIVARIATE CARMA PROCESSES

Introduction to Part IT . . . . . . . . .. .. ... ... ... ....... 182
7 POSITIVE MULTIVARIATE CARMA PROCESSES . . . . . . . ... .... 185
7.1 Introduction. . . . .. .. . ... ... ... 186
7.2 Matrix-valued linear state-space models . . . . . . ... ... ... 189
7.3 Positivity of MCARMA processes . . . . . . . . . ... .. 200
7.4 Proof: Existence of stationary solutions . . . ... ... ... ... 215

7.5 Auxiliaryresult . . . . ... oL oo 219

ii



CONTENTS

8 STOCHASTIC COVARIANCE MODELS BASED ON POSITIVE MCARMA . 221
8.1 Introduction . . . . . . . . . . ... ... 222
8.2 Second order structure of stochastic covariance models . . . . . . . 223
8.3 Positive semi-definite well-balanced Ornstein-Uhlenbeck processes . 226

A APPENDIX . . . v vt i e e e 232
A.1 Integration with respect to a vector valued measure. . . . . . . . . 233
A.2 A comparison theorem . . . . .. ... oL oL 235

SUMMARY .« v vt e vt e et e e e e e e e 237

SAMENVATTING . .« v v vt e v e e et e e e e e e e e e 241

AUTHOR CONTRIBUTIONS . . . . o ¢ vt vttt et e e e e e e e 245

ACKNOWLEDGEMENTS . . . . v v v vt ettt e e e e e e e e e e e 247

BIBLIOGRAPHY . . . . . . . . o it e e e 249

INDEX . . . o e 261

iii






CHAPTER 1

INTRODUCTION

This thesis is devoted to the theoretical aspects of stochastic covariance models
with jumps taking values in finite- or infinite-dimensional Hilbert spaces. More
precisely, we provide the mathematical foundations for two specific classes of
stochastic processes with jumps taking values in cones of positive operators and
we demonstrate their potential to model the instantaneous stochastic covariance
process in stochastic covariance models. In particular, we study applications of
the two model classes to forward curve and multivariate asset price modeling.

The thesis is divided into two parts, each of which consists of separate chap-
ters based on the authors publications [38, 39], submitted preprints [67, 17] and
working papers (Chapter 4 and 6). In the first part of the thesis, we intro-
duce and study various aspects of affine pure-jump processes taking values in the
cone of positive self-adjoint Hilbert-Schmidt operators and extend the class of
affine stochastic covariance models from a multivariate to an infinite-dimensional
Hilbert space setting. In the second part we, deal with positive multivariate
continuous-time autoregressive moving-average (positive MCARMA) processes
and study the second order moment structure of a class of multivariate stochas-
tic covariance models based on positive semi-definite MCARMA processes.

We provide a substantive introduction and an outline of our main contributions
at the beginning of each of the two parts of this thesis. Therefore, in the remain-
der of this general introduction, we restrict ourselves to outlining the general
ideas behind stochastic covariance modeling and discussing the main application
examples for the two stochastic covariance models considered in this thesis.



A generic stochastic covariance model Broadly speaking, a stochastic co-
variance model is used to model a stochastic process exhibiting an instantaneous
covariance process that itself is also stochastic. In particular, a stochastic covari-
ance model consists of two components: A model for the quantity of interest, e.g.
the (logarithmic) price vector process of some correlated financial assets, see for
example [77, 73, 9, 10, 23, 21, 104], and a model for its instantaneous covariance
process. More specifically, the stochastic covariance models that we are concerned
with fall into the following generic setup (or slight generalization of it): We let
(Y2)¢>0 be a stochastic process with values in some finite- or infinite-dimensional
separable Hilbert space H given by a stochastic differential equation of the form

{dyt = (A(V) + G(Xy)) dt + X, > aw;, >0,

(1.1)
Yo = Y,

where we assume that A is a continuous linear operator on H, G is continuous and
maps X; (for every ¢ > 0) affine linearly into the space H and (W}):>o denotes a
H-cylindrical Brownian motion. Moreover, we let (X;)¢>0 be a positive operator-

valued stochastic process such that the operator square-root process (th / Q)tzo is
integrable with respect to (Wy);>0. We note that the model (1.1) is specified such
that the stochastic quadratic-covariation process of (¥;);>o (see [117]) is given by

((Y,Y))t:/Othds, £>0, (1.2)

which means that the covariance structure of the process Y is completely deter-
mined by the process X. The joint process (Y, X) is what we call the stochastic
covariance model given by (1.1). In particular, we call X the instantaneous co-
variance process of the model (1.1), which is justified by the relation (1.2).

The main objective in stochastic covariance modeling is the appropriate specifica-
tion of the instantaneous covariance process such that the stochastic covariance
model is both flexible and tractable. We say that the model is flexible if the
theoretic covariance structure implied by the model matches a wide variety of
observed realized (cross)-covariance structures of the underlying process and dis-
plays the stylized facts of observed data. In practice, the flexibility of the model
must be met with a reasonable tractability, as for most applications stochastic
covariance models are supposed to be feasible for, e.g. conducting statistical
inference, simulations or, more finance specific, option pricing.

In this thesis we demonstrate that affine pure-jump processes on positive Hilbert-
Schmidt operators and MCARMA processes on positive semi-definite matrices
are both flexible and tractable classes for modeling the instantaneous covariance
process in an infinite-dimensional, respectively, multivariate setting. Next, we
introduce the main applications for the two stochastic covariance models, where
conversely to their appearance in this thesis we, begin with the multivariate case.



Stochastic covariance models for multivariate asset price dynamics
Most stochastic covariance models for multivariate asset price dynamics in the lit-
erature [10, 104, 126, 73] are of the form (1.1) with H = Ry, A = 0 and (W});>0 a
standard Brownian motion on R,. For the operator G a common modeling option
is to assume G(X) = o+ X3, where a € Ry is a constant drift term and 8 € Ry
denotes the risk-premium. Classical choices for the instantaneous covariance in
these multivariate asset price models are either matrix-valued pure-jump models,
such as positive semi-definite Ornstein-Uhlenbeck (OU) processes or superposi-
tion of these, so called supOU processes, see e.g. [10, 126], pure diffusion-based
models such as Wishart processes, see [31, 73], or mixtures of both, e.g. affine
jump-diffusions on positive semi-definite matrices, see [104, 42]. Instantaneous co-
variance processes with jumps provide good models for the financial time series in
stock, energy or fixed-income markets, as it is illustrated, e.g., in [57, 24, 37, 104].
We refer in particular to [104] where the authors discussed convincing empirical
evidence for (state dependent) jumps in the instantaneous covariance process of
multivariate stochastic covariance models.

In the second part of the thesis, we propose to model the instantaneous covari-
ance process in multivariate stochastic covariance models by positive semi-definite
MCARMA processes driven by Lévy subordinators. This model class extends
the popular multivariate Barndorff-Nielsen-Shepard (BNS) stochastic volatility
model (first order MCARMA) to higher-order MCARMA based models that have
the potential to model certain short-memory features that are often observed in
realized covariance processes and are not captured by the classical BNS model.

Stochastic covariance models for forward curve dynamics In infinite
dimensions, stochastic covariance models of (roughly) the form (1.1) have been
studied in [21, 23, 22]. These models are applied in the context of forward curve
modeling in commodity or fixed-income markets formulated in the Heath-Jarrow-
Morton-Musiela (HIMM) framework, see e.g. [60, 32, 18]. In this setting, the
Hilbert space H is taken from a class of weighted Sobolev spaces that match
the economic reasoning about forward curves, see [60]. Moreover, the operator
A under the HIMM formulation of the forward curve dynamics turns out to be
unbounded; it is given by the first derivative, i.e. A = 6%. The models in [21, 22]
can be considered as operator-valued extensions of the multivariate BNS model.
Indeed, the instantaneous covariance is given by a Lévy driven OU process taking
values in the cone of positive Hilbert-Schmidt operators, which can be viewed as
the natural infinite-dimensional analog of the positive semi-definite matrices.

In the first part of the thesis, we extend the operator-valued BNS model towards
affine stochastic covariance models in Hilbert spaces, where the instantaneous
covariance is modeled by an affine process on positive Hilbert-Schmidt operators
admitting state-dependent jump intensities. We view this class as the infinite-

dimensional version of the multivariate affine stochastic covariance model in [42].
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INTRODUCTION TO PART I

Introduction to Part I: Infinite-Dimensional Affine
Stochastic Covariance Models

In order to model infinite-dimensional instantaneous covariance processes, we
introduce the following setting: Let (H, (-,-)x) be a separable Hilbert space and
denote by (#, (-, -)) the Hilbert space of all self-adjoint Hilbert-Schmidt operators
on H equipped with the trace inner-product (x,y) := Tr(zy) for z,y € H. We
denote the cone of all positive self-adjoint Hilbert-Schmidt operators by H* and
let (X, (Py)zen+) be a time-homogeneous Markov process with values in the
cone H*, where P, denotes the law of X given Xg = z € H*. As mentioned in
the introduction, in this Hilbert space-valued setting we focus on instantaneous
covariance processes (X;):>o that are commonly known as affine processes, see
e.g. [52, 42, 43]. This roughly speaking means that the Laplace transform of X3,
for all t > 0, is of an exponential affine form in the initial value Xy = = € H™,
i.e. we have

Ep [e—m,u)} — et —(zu(tw) t>0,ueH, (1.3)

for some functions ¢: RT x Ht — R* and ¢: RT x HT — HT, typically the
solutions to a pair of generalized Riccati differential equations. The appeal of
affine processes lays in their good tractability entailed by the affine transform
formula (1.3). Indeed, for affine processes computations of the Fourier-Laplace
transform reduce to mere evaluations of the functions ¢ and 1, provided that
both functions are (approximately) known. The affine class is also recognized for
its flexibility as, depending on the state-space, it admits various modeling options
including processes with drift depending affine linearly on the state of the process,
diffusion components and jumps governed by a jump-intensity measure depending
affine linearly on the state.

In finite dimensions affine processes and their applications were studied by various
authors on state spaces including the canonical state space Ri x R™ (d,n € N),
see e.g. [52, 93, 49, 62, 95, 90], and the cone Sj of positive semi-definite d x d-
matrices, see [42]. More recently, it became increasingly popular to study their
infinite-dimensional versions, see e.g. [45, 134, 74]. Affine processes on H™, as
introduced and studied in this thesis, can be considered as the natural infinite-
dimensional analog of affine processes on S} . The relevance of affine processes on
the cone Sj, in particular for applications in multivariate stochastic covariance
modeling is widely recognized, see [42, 104, 10, 73].

In the first part of this thesis we are concerned with the infinite-dimensional
extension of the ideas in [42, 104], i.e. we let H be an infinite-dimensional Hilbert
space and propose to model the instantaneous covariance process in stochastic
covariance models on H by an affine process on H*.
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Indeed, in the forthcoming five chapters we provide the mathematical founda-
tions for infinite-dimensional affine stochastic covariance models with jumps and
demonstrate the capability of the affine class on H™ to model the instantaneous
covariance process in this infinite-dimensional environment. In the following para-
graphs we give a brief outline of the first part of the thesis and highlight our
main contributions to the general understanding of infinite-dimensional operator-
valued affine processes and their applications to stochastic covariance modeling
in Hilbert spaces.

Existence of affine pure-jump processes on positive Hilbert-
Schmidt operators

In Chapter 2 we prove the existence of a broad class of affine pure-jump processes
with values in the cone of positive self-adjoint Hilbert-Schmidt operators specified
by a set of admissible parameters. The parameters are such that an associated
pair of operator-valued generalized Riccati equations modulated by this parameter
set admits a unique global solution (¢(-,u),%(-,u)) on the convex cone RT x H*.
Our main objective is to prove that for all such solutions (¢(-,u), (-, u)) there
exists an associated Markov process (X, (Py) e+ ) satisfying the affine transform
formula (1.3) for this choice of ¢ and 1. We formulate our main existence result
(Theorem 2.8) in an abbreviated form as follows:

Theorem 1.1. Let (b, B,m, u) be a tuple consisting of a vector b € H, a bounded
linear operator B € L(H), a measure m on the Borel-o-algebra B(H™ \ {0})
and a H-valued measure i on B(H™ \ {0}), satisfying the admissibility assump-
tions posed in Definition 2.3 below. Then there exists an affine Markov process
(X, (Py)rew+) with values in HY, such that the functions ¢ and v in (1.3) are
the unique solutions to the so called generalized Riccati equations:

9¢(t, u)

—o = FWtw),  ¢(0,u) =0, (1.4a)
% = R((t,u)), P(0,u) =u, (1.4b)

where F: HY = R and R: HT — H are given by
F(u) = (b,u) —/ (™% — 14+ 1¢<1 ({6 w)) m(dé), (1.5a)

HT\{0}
W) = B*(u) — e () _ w p(d§)
Rw == [ L+ L €6, 0) G
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Without providing the exact parameter conditions, the implicit claim here is, that
the class of affine processes (X, (P;)zecn+) given by Theorem 1.1 is flexible. More
precisely, we show that the affine class under consideration admits novel modeling
options on positive Hilbert-Schmidt operators, such as processes with drift term
b+ B(X;), depending affine linearly on the state of the process, together with
jumps of possibly infinite-variation governed by a state-dependent jump-intensity
measure of the form v(X;, d¢) == m(d€) +[|€]| =2 (Xy, p(d€)) (see Proposition 3.5).

Our main contribution is the inclusion of state-dependent jump-intensities in the
dynamics of X, which is reflected by the model parameter u. Indeed, notice
that for 4 = 0 the affine process X given by Theorem 1.1 is simply an OU-
type process on HT driven by an HT-valued Lévy process with characteristics
(b,0,m), which was introduced and studied in [21]. Conceptually, we view the
inclusion of state-dependent jump-intensities to an OU-type model as a shift
from a linear infinite-dimensional SDE (the SDE for the OU process) to a non-
linear infinite-dimensional SDE driven by state-dependent jump-noise of possibly
infinite-variation (the SDE for the affine process). Solving these equations asso-
ciated with affine processes is, in general, an intricate problem, especially so in
this infinite-dimensional non-locally compact setting.

In Chapter 2 we solve the SDE associated with the class of affine pure-jump
processes in a stochastically weak sense by using the theory of generalized Feller
processes. The biggest challenges we face is that like many infinite-dimensional
cones, the cone of positive self-adjoint Hilbert-Schmidt operators has empty in-
terior and is non-locally compact. One consequence is that one cannot employ
classical localization arguments as, e.g. in [42], to establish the existence of the
desired affine processes (and solutions to the generalized Riccati equations). An-
other consequence is that it is difficult to incorporate a diffusion term. Indeed, it
remains an open question whether and under what conditions infinite-dimensional
affine processes on positive Hilbert-Schmidt operators allow for a diffusion term.

Affine stochastic covariance models in infinite-dimensions

Our main motivation for studying affine processes on H™ is their potential to
model the instantaneous covariance process in infinite-dimensional stochastic
covariance models. This is motivated by the finite-dimensional case studied
in [73, 34, 104, 125]. In infinite-dimensions, the stochastic covariance model we
propose, generalizes the operator-valued Barndorff-Nielsen-Shepard model in [21]
to a model admitting state-dependent jump intensities in the instantaneous co-
variance process, while maintaining the tractable affine property. Proving well-
posedness and establishing the affine property of the stochastic covariance model
with affine pure-jump instantaneous covariance process is our main concern in
Chapter 3.
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More specifically, we demonstrate that stochastic covariance models of the form
in (1.6) below, with instantaneous covariance process modeled by an affine process
on H* given by Theorem 1.1 are well-defined and the tractable affine form of
the Laplace-transform of the instantaneous covariance process inherits to the
characteristic function of the joint-model. More precisely, we state our main
result (Theorem 3.14) on the existence of affine stochastic covariance models as
follows:

Theorem 1.2. Let X be an affine process on HT associated with an admissible
parameter set (b, B,m,u) given by Theorem 1.1 and assume that X has cidlag
paths. Moreover, let (A, dom(A)) be the generator of a strongly continuous semi-
group on H, D € H*, (Wy)i>0 a cylindrical Brownian motion on H and let
(Yi)e>0 be the solution of

(1.6)

Ay, = AY; + DY2X}2aw,, t >0,
Yo=uy.

Then for every initial value (Yo, Xo) = (y,x) € H x HT and every u = (u1,uz) €
iH x H' we have

E [em,ulm—(&,m] — o~ Py )= (W) > (1.7)

where (®(-,u), (P1(-,u), (-, w))) is the unique (mild) solution of the equations
0 (t,u)

T = F(wZ(tvu))7 @(O,U) =0,
P1(t,u) = ug — 14" (i/0 Y1(s,u) ds) , ¥1(0,u) = uq,
W = R(¢2(t,u))) —%(D1/2¢1(t7“))®27 P2(0,u) = uz,

where the functions F' and R are as in (1.5).

Having established the general existence and affine property of the affine stochas-
tic covariance model (Y,X) in Theorem 1.2, we present various examples of
stochastic covariance models included in this class (see Section 3.4). First, we
show that the operator-valued Barndorff-Nielsen-Shepard model from [21] is in-
deed a special case of our model. But more importantly, our proposed model
class contains models where the instantaneous covariance process X has state-
dependent jump-intensity of possibly infinite variation. This, although no dif-
fusion part is admissible in our model class, has the potential to resemble some
diffusive-like behavior in the instantaneous covariance component. In particu-
lar, our model class has the potential to model wvolatility clustering in infinite-
dimensional stochastic covariance models, see Section 3.4.
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Pricing options on forwards modeled in infinite-dimensional
affine stochastic covariance models

In Chapter 4 we introduce a geometric affine stochastic covariance model for
forward curve dynamics formulated in the HIMM framework, see [60, 32, 18, 19].
More precisely, we propose to model the dynamics of the logarithmic forward
price curves in, e.g., commodity markets by an affine stochastic covariance model
(Y, X) given by Theorem 1.2 with additional drift term G(X;) in the Y dynamics.
In this setting, the underlying space H stems from a class of Hilbert spaces
H,,, proposed in [60], containing viable forward curves (see also Section 4.3).
Moreover, in the HIMM framework one has A = %, G satisfying a certain
drift condition (see Lemma 4.6), D € Lo(H,,) being self-adjoint and positive and
(Wi)i>0 a Brownian motion on H,,. Denoting by fi(z) the price of the forward
contract at time ¢ > 0 with time-to-maturity = > 0, we propose to model the
arbitrage-free forward price as

fi(x) = exp (5$(Yt)) for z,t > 0,

where §, denotes the point evaluation at = > 0. Within this setting we price
a Buropean call option written on a forward contract F(T,T) = fr(T —T)
0 < T < T with pay-off function at time T' given by

max (F(T,T) - K,0).

In particular, in Proposition 4.7 we present quasi-explicit option price formulas
in terms of the solutions to an associated generalized Riccati equation and the
Fourier transform of the pay-off function. Our derivations show that the virtues of
the affine class for option-pricing via Fourier-methods, which is well recognized in
the finite-dimensional setting, see [33, 53, 52], remain valid in infinite-dimensions.

Long-time behavior of affine processes on positive Hilbert-
Schmidt operators and the stationary covariance regime

In Chapter 5 we study the long-time behavior of affine processes on H*. The
long-time behavior of instantaneous covariance processes plays an important role
in the calibration of stochastic covariance models, see [1, 105].

Note that for an affine process (X¢)¢>o on H ' with transition-kernels (p:(z, -))¢>0,
we can write the affine transform formula (1.3) as

/ ™M py (2, dg) = e BT W) -y > 0, u e HT
H+

In Chapter 5, we then study the existence of a unique invariant measure m of
(pe(z,-))e>0, the existence of stationary affine processes and ergodicity.

10
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An invariant measure m on H* of X with transition-kernels (p;(z,-)):>o satisfies
/ pe(x,dé) w(dx) = 7(d¢), forallt>0and z € HT.
H+

Heuristically, if the transition kernels (p;(z, -));>0 converge weakly to a probabil-
ity measure m on H ', then 7 is the invariant measure of X. Indeed, we prove the
existence of unique limit distribution of (p;(z,-)):>0 as ¢ tends to infinity and,
moreover, we show the following assertions (Theorem 5.3):

Theorem 1.3. Let (X;)i>0 be an affine process on H' with transition kernels
(pe(z,-))e>0 and assume that all eigenvalues of the linear effective drift of X given
by (5.1) have strictly negative real-parts. Then the following holds true:

i) There exists a unique invariant measure © of (pt(z,-))t>0 for all zeHT.

i) For every x € M the sequence (p¢(x,-))i>0 converges exponentially fast to
the invariant measure w in the Wasserstein distance of order two ast — oo.

iti) There exists a Markov process X™ such that the transition kernels of X are
given by (pi(x,-))i>0 and the distribution of X[ is equal to m for allt > 0.

In addition to the assertions of Theorem 1.3, we also provide explicit rates for
the convergence of (p;(z,-))i>0 to m in Wasserstein distance of order ¢ € [1,2] in
terms of the second moment of the invariant measure and the spectral bound of
the effective drift (see Theorem 5.3 and Proposition 5.6).

The existence of stationary affine processes on H* allows us to introduce the
stationary covariance regime for infinite-dimensional affine stochastic covariance
models known from the univariate case in [94]. In the stationary covariance
regime, we replace the affine instantaneous covariance process X with its sta-
tionary version given by Theorem 1.3. In this context, we establish an inti-
mate connection between the implied forward volatility smile for large forward-
start dates in the (non-stationary) geometric affine stochastic covariance model
for forward curve dynamics and the implied volatility of a plain vanilla option
on forwards modeled under the stationary covariance regime (Section 5.4.2 and
Proposition 5.12).

Finite-rank approximations of affine stochastic covariance
models in infinite-dimensions

We motivated the use of HT-valued affine processes as a model for the instan-
taneous covariance process in stochastic covariance models by their tractable
affine structure, i.e. that the Fourier-Laplace transform is quasi-explicitly given
in terms of the solution to the generalized Riccati equation (1.4).
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This is particularly relevant when numerical approximations of the SDE describ-
ing the affine process X converge slowly and/or are difficult to implement, e.g.
because the SDE contains a square-root term or admits state-dependent jump-
intensity. However, the tractability of the affine class relies on the assumption
that the generalized Riccati equations can be (approximately) solved, which is
not immediately clear, especially not in this infinite-dimensional setting.

Therefore, we study in Chapter 6 a feasible approximation scheme for affine
processes on positive Hilbert-Schmidt operators. More precisely, we reduce the
operator-valued generalized Riccati equations (1.4) to finite-dimensional (essen-
tially matrix-valued) equations using Galerkin-type approximations, and provide
explicit upper bounds for the error

sup [|9a(t, Pa(u)) — o (¢, u)ll;

t€[0,7)

where for d € N, we let Py: H — H4 be an appropriately chosen projection
onto a finite-dimensional subspace Hq (in particular such that Pq(HT)|g, ~ S
for some d-dimensional subspace Hy of H) and for all u € H* let 1q(-, Pg(u))
denotes the associated d x d-dimensional Galerkin approximation of ¥(-, u).

In addition to that, we construct a sequence of positive finite-rank operator
valued affine processes (X%)gen associated with the Galerkin approximations
(¢a(-s Pa(w)),¥a(-, Pa(u))den and we prove its weak convergence in the Skoro-
hod space to the affine process X associated with ¢ and v as the rank d tends to
infinity. This approach also solves the open question on the existence of cadlag
paths, see Theorem 1.2, and provides an alternative proof for the existence of
affine pure-jump processes on H* by exploiting the connections to their matrix-
valued versions.
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CHAPTER 2

AFFINE PURE-JUMP PROCESSES ON POSITIVE
HILBERT-SCHMIDT OPERATORS

Abstract of the chapter In this chapter we prove the existence of a broad
class of affine pure-jump Markov processes with values in the cone of positive self-
adjoint Hilbert-Schmidt operators, defined on an infinite-dimensional separable
Hilbert space. This class of affine processes is the natural infinite-dimensional
analog of affine (pure-jump) processes on positive semi-definite matrices. As for
their matrix-valued versions, the processes we construct allow for a drift depend-
ing affine linearly on the state, as well as jumps governed by a jump-intensity
measure that depends affine linearly on the state. The fact that the cone of pos-
itive self-adjoint Hilbert-Schmidt operators has empty interior and is not locally
compact calls for a new approach to proving existence: Instead of using stan-
dard localization techniques and solving the martingale problem, we employ the
theory of generalized Feller semigroups, which was introduced in [51] and further
developed in [45]. Our approach requires a second moment condition on the jump
measures involved, consequently, we obtain convenient explicit formulas for the
first and second moments of the affine processes.

This chapter is based on [38]:

Cox, S., KARBACH, S., AND KHEDHER, A.

Affine pure-jump processes on positive Hilbert—Schmidt operators.
Stochastic Processes and their Applications 151 (2022), 191-229.

13



2.1 INTRODUCTION

2.1 Introduction

In this chapter, we are concerned with proving the existence of a broad class of
affine Markov processes with values in the cone of positive self-adjoint Hilbert-
Schmidt operators. More specifically, the processes under consideration have the
following model parameters: a constant drift vector b, a linear drift term B, a
constant jump measure m, and a state-dependent jump measure pu. To prove
the existence of class of affine processes on H™, we first study the associated
generalized Riccati equations (1.4) and prove the existence of a unique global
solution (¢(-,u), (-, u)) on the cone Rt x H*. In order to prove the existence
of a unique associated affine process X, our main objective is to show that the
operators (P;);>o defined as P, exp(—(-,u))(z) = exp(—o(t,u) — (-,¥(t,uv)))(x)
for z € H™ give rise to a proper Markovian semigroup (on some reasonably large
space of functions) that can be associated with the affine process X.

We are facing two main challenges in proving the existence of this class of pro-
cesses: First, the state-space H™ is not locally compact and consequently tools
known from the classical Feller theory are not applicable. To compensate for that,
we use the generalized Feller theory introduced in [51]. This approach copes with
the non-locally compact setting, but computations appear to be more intricate
compared to the classical setting. The second challenge we face is that like many
infinite-dimensional cones, the cone of positive self-adjoint Hilbert-Schmidt op-
erators has empty interior. One consequence is that one cannot employ classical
localization arguments to establish existence of the desired processes; we take a
different approach outlined below. Another consequence is that it is difficult to
incorporate a diffusion term. Indeed, as pointed out in the introduction, it re-
mains an open question whether and under what conditions, infinite-dimensional
affine processes on positive Hilbert-Schmidt operators allow for a diffusion term.

Our new approach to proving existence involves approximating the transition
semigroup associated with the desired Markov process by simpler transition semi-
groups corresponding to affine finite-activity jump processes. We then exploit the
aforementioned generalized Feller theory, in particular two approximation results
from [45] as well as a version of Kolmogorov’s extension theorem to show that the
limiting semigroup gives rise to a generalized Feller process. Note that the idea of
proving the existence of affine processes with jumps of infinite activity (in our case
even infinite-variation) through an approximation with simpler affine processes
was already used on, e.g. convex sets in finite dimensions, where it is known that
affine processes are (classical) Feller processes (see [52] and [42]). However, our
approach is somewhat different, and a considerable amount of effort goes into ver-
ifying that the approximating generalized Feller semigroups satisfy all necessary
conditions for convergence. In particular, a subtle analysis of the regularity of ¢
and 1 is conducted and uniform growth bounds for the approximations derived.

14



2.1 INTRODUCTION

2.1.1 Layout of the chapter

In Section 2.2 we provide the definition of admissible parameter sets and present
the comprehensive version of our main result (Theorem 2.8) on the existence of
affine pure-jump processes on the cone of positive self-adjoint Hilbert-Schmidt
operators. Moreover, we specify the exact form of the weak generator of these
affine Markov processes on the linear span of the Fourier basis elements in terms
of the introduced admissible parameter set. A brief outline of the proof of The-
orem 2.8 is presented in Section 2.2 and the full proof is left to Section 2.4. In
Section 2.3 we prove existence and uniqueness of the solution to the generalized
Riccati equations (1.4) and moreover study its regularity with respect to the ini-
tial value. In Section 2.4 we are making use of the results in Section 2.3 and some
intricate approximation techniques for generalized Feller semigroups to complete
the proof of Theorem 2.8.

2.1.2 Notation

We set N={1,2,...} and Ny = {0,1,...}. For a vector space X and U C X we
denote the linear span of U by lin(U). For (X, 7) a topological space and S C X
we let B(S) denote the Borel-o-algebra generated by the relative topology on S.
Let (H,(-,-)r) be a Hilbert space. Then we denote by C(S, H) the space of H-
valued functions on S that are continuous with respect to the relative topology
and we denote by Cy(S, H) the space of bounded H-valued continuous functions
on S. This is a Banach space when endowed with the supremum norm |[|-[¢(s)-
Notice that when H = R, we typically omit H in the notation: C(S) := C(S,R).
Let £(X) denote the space of bounded linear operators from a Banach space X
to X. This is a Banach space when equipped with the operator norm || - || £(x).
If G is a linear operator on a Banach space X, we denote its domain by dom(G)
and denote by | the identity in £(X). We denote unbounded operators by a
calligraphic font and bounded ones by the standard font, e.g., G versus G. Let
L) (H x H, H) denote the space of continuous bilinear forms from H x H to H.
The adjoint of an operator A: H — H is denoted by A*. An operator A € L(H)
is positive if (Az,z)g > 0 for all € H. We let L3(H)denote the space of
Hilbert-Schmidt operators from H to H, this is a Hilbert space when endowed
with the inner product

o0

<Aﬂ B>£2(H) = TI‘(B*A) = Z<A€na B6n>H7

n=1

where Tr denotes the trace of an operator, (e, )nen is an orthonormal basis for H
and (-, -) £, (&) is independent of the choice of the orthonormal basis (see, e.g., [146,
Section VI.6]).
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2.1 INTRODUCTION

A nonempty subset K of a vector space is called a wedge if K + K C K and
aK C K for all & > 0, if moreover K N (—K) = {0} then we call K a cone.
A cone K in a vector space X induces a partial ordering: we write z <g y if
y—zx €K (andz > yife—y e K). If K C H is a wedge, we define the dual
of K by

K*={x € H: (x,y)g > 0for all y € K}, (2.1)

and we say that K is self-dual if K = K*. Note that if K is self-dual then
0 <k z <k y implies ||z||%4 < (z,y)u < |lz|ullylm, ie. 0 <x z <k y implies
lzllz < lyllg (in other words, K is monotonic). We say that a cone K is reqular
if for all y, x1, 22, ... € K satisfying 1 <g x2 <k ... <k y thereexistsan x € H
such that lim, ||z, — z||g = 0. A cone K is said to have generating dual if
B* = K* — K*. It is true that K has generating dual if and only if K is normal,
ie. 0 <g x <k y for y € K, implies ||z|| < Al|y|| where XA > 0, see e.g. [91]. In
finite dimensions, self-dual normal cones have non-empty interior. However, in
infinite dimensions, the property H = K — K does in general not imply that K has
non-empty interior, see [100]. Let (S,S) be a measurable space and U C H. A
mapping p: S — U is called a U-valued measure (on S) if it is weakly countably
additive, i.e., if for every pairwise disjoint sequence Uy,Us... € S satisfying
UnenUy, = U it holds that (u(U)z,y) g = > _pen(t(Ur)z, y) g for all z,y € H. We
know from the work of Pettis [124] that if y: F — H is weakly o-additive, then
it is also strongly o-additive. For a H-valued measure p and h € H we define the
signed measure {(u,h): F — R by (u,h)(A) = (u(A),h)y, A € F. Throughout
this thesis we are required to integrate with respect to vector-valued measures,
for the readers convenience we added a section about it to Appendix A.1.

2.1.3 Setting

Throughout the first part of this thesis we assume that (H, (-,-) ) is an infinite-
dimensional, separable and real Hilbert space. For notational brevity we reserve
(-,-) to denote the inner product on Lo(H), and || - || for the norm induced by
(+,+). In addition, we define H to be the space of all self-adjoint Hilbert-Schmidt
operators on H and H* to be the cone of all positive operators in #, i.e.

H={AeLy(H): A= A"} and
HT :={AecH: (Ah,h)g >0 for all h € H}.
Note that H is a closed subspace of Lo(H), and that HT is a self-dual cone in
H (indeed, (H1)* C H™ by the spectral theorem for compact operators, and
the reverse inclusion is trivial). Consequently, H is monotonic. Moreover, H™
is regular (see, e.g., [92, Theorem 1]), we have H = HT — H* and we note

that HT has empty interior. We define the truncation function x : H — H by
X (&) = &1q)¢) <1y and fix it throughout this chapter.
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2.2 MAIN RESULT: EXISTENCE OF AFFINE PURE-JUMP PROCESSES

2.2 Existence of affine pure-jump processes

In this section we give a detailed definition of affine processes on the state space
‘H™T, introduce the notion of admissible parameter sets and compare our admissi-
ble parameter conditions to the matrix-valued case, which is done in Remark 2.4.
Given an admissible parameter set we deduce first properties of the two functions
in (1.5), i.e. the right-hand side functions of the generalized Riccati equations.
At the end of this section we state our main result of this chapter in Theorem 2.8,
which guarantees the existence of affine Markov processes on HT associated with
a given admissible parameter set and specifies the form of the weak generator on
the linear span of the Fourier-basis elements. However, we relegate the proof to
Section 2.4.3 and only give a brief outline of it at the end of this section.

We consider a time-homogeneous Markov process X with state space H™ and
transition semigroup (P;);>0 acting on functions f € C,(H™) as

Puf(z) :/H+ FOpu(,de),  zeHt,

where p;(x,-), t > 0, € H*, denotes the transition kernel of X. Moreover for
x € H', we denote the law of X given X = x by P,.

Definition 2.1. The Markov process (X, (P, )zen+) is called affine if its Laplace
transform has exponential-affine dependence on the initial state, i.e., if

P, e~ (Tu) — / . e~ (w8 pe(z,dE) = e~ ¢t u)— (Y (tu)) , (2.2)
H

for all t > 0, and for all u,x € H™T, for some functions ¢: R, x Ht — R, and
1/)1 R+ X H+ — H+.

We follow the approach in [42] and consider the Laplace transform instead of the
characteristic function which is justified by the non-negativity of X.

Note, that we do not require stochastic continuity of the affine process here,
as in this chapter we are not aiming to provide a complete characterization of
affine processes. As discussed in the introduction, our existence result requires
an analysis of the corresponding generalized Riccati equations. In particular, a
direct consequence of our approach (see Theorem 2.8 below) is that the processes
we consider are regular in the sense of [42, Def. 2.2]. We recall this concept for
the reader’s convenience:

Definition 2.2. We call the affine process regular, whenever the functions

op(t,u oY(t,u
% |t=0+ and % lt=0+

exist and are continuous at u = 0.

17



2.2 MAIN RESULT: EXISTENCE OF AFFINE PURE-JUMP PROCESSES

As we will see, the established class of affine processes satisfy an even stronger
regularity condition, see Section 2.3.2. In finite dimensions stochastically con-
tinuous affine processes are always regular (see [97]), however, there exist finite-
dimensional affine processes that are not stochastically continuous. Note that
in infinite dimensions the regularity condition is somewhat more restrictive, as
it implies, e.g., that the operator B in Definition 2.3 must be bounded. In this
thesis we treat only the regular case and leave the unregular case to future work.
In order to identify pure-jump affine processes, we introduce an admissible pa-
rameter set in the following definition.

Definition 2.3. An admissible parameter set (b, B, m, i) consists of
i) a measure m: B(H* \ {0}) — [0, 0c] such that
(a) f?—[+\{0} [€]]? m(d§) < oo and
(b) f?-ﬁ\{o} [{(x(&),h)|m(d€) < oo for all h € H and there exists an el-

ement I,, € H such that (I,,,h) = fH+\{0}<X(€)7h> m(d¢) for every
heH;

ii) a vector b € H such that

(b, v) — / (), vy m(d€) > 0 for all v € H*
HT\{0}

iii) a HT-valued measure p: B(H*\{0}) — HT such that the kernel M (z,d¢),
for every x € H* defined on B(H™' \ {0}) by

Ma,ag) = LD, (2.3
satisfies, for all u,z € HT such that (u,z) =0,
[ 9. w(ede) < oo (2.4
HH\{0}

iv) an operator B € L(H) with adjoint B* satisfying

] B oy $dE), )
N BGCHTES Y

for all z,u € HT with (u,z) = 0.

We think of b as the constant drift vector, B the linear term in the drift,
m the constant jump measure, and p the state-dependent jump measure.
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2.2 MAIN RESULT: EXISTENCE OF AFFINE PURE-JUMP PROCESSES

Remark 2.4 (Comparison to the finite-dimensional case). Definition 2.3 above is
analogous to the definition of an admissible parameter set for Ri-valued processes
see [52, Def. 2.6]) and the case of positive semi-definite and symmetric matrices,
see [42, Def. 2.3]. However, as mentioned in the introduction, we do not consider
any diffusion terms in this thesis. A more subtle difference is that we require
second moment conditions on the measures m(d¢) and [|€]|~2pu(d€), whereas no
moment conditions are needed in the finite-dimensional setting. These second
moment conditions are a consequence of our generalized Feller approach, for which
we take the weight function p = ||||*+1. See Remark 2.39 for a detailed discussion
regarding the necessity of these moment conditions to our approach.

In what follows we will frequently use the following observation:
Vé&ueH:
—min((&, u), D1ers1y < e & =14 (x(€), u) (2.5)
< slE P Ler<y < slIEPIlPLgen<y-

Given admissible parameters (b, B,m, u), we recall F: H* — Rand R: HT — H
from (1.5), respectively, given by

F(u) = (b,u) — /H - (=& 14 (x(€),u)) m(de), (2.62)
R(u) = B*(u) /H " (=% 14 (x(€), ) “Sﬁ). (2.6b)

Note that the admissibility conditions, Corollary A.7 and equation (2.5) ensure
that F' and R are well-defined. We also have that F' and R are continuous and
grow at most quadratically:

Lemma 2.5. Let (b, B, m,u) be an admissible parameter set conform Defini-
tion 2.3 and let F and R be as in (2.6). Then F and R are continuous on H™.

Proof. This follows immediately from (2.5) and Theorem A.8. O

Lemma 2.6. Let (b, B,m,pu) be an admissible parameter set conform Defini-
tion 2.3 and let F' and R be given by (2.6). Then for all u € H* we have

@< (Ib1+ [ 1ePmg)+ ), (2.7a)
HH\{0}
[R(u)] < (”B*HL(H) +l(HT\ {0})||)(1 + [lull?). (2.7b)
Proof. This follows immediately from the admissibility conditions, (2.5), (A.7),
and (A.4). O
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2.2 MAIN RESULT: EXISTENCE OF AFFINE PURE-JUMP PROCESSES

Inspired by the finite-dimensional theory, we consider a system of ordinary differ-
ential equations associated with the admissible parameter set (b, B,m, i) given
by the system (1.4). The equations are commonly known as the generalized Ric-
cati equations which is due to the typically quadratic growth of F' and R. To keep
the chapter reasonably self-contained we recall the equations from (1.4). Using
the formulas for F' and R in (2.6) we define

% = F(y(t,u)), t>0; o(0,u) =0, (2.8a)
w = R(¥(t,u)), t>0; P(0,u) =u. (2.8b)

Definition 2.7. Let u € H*. We say that (¢(-,u), ¥ (-,u)): [0,00) > Rx H is a
solution to (2.8) if (¢(-,u),¥(-,u)) is continuously differentiable, takes values in
RT x HT, and satisfies the equations (2.8a)-(2.8b).

For a transition semigroup (P;);>o defined on bounded measurable functions
on H* we recall the notion of a weak generator (A,dom(A)) of (P;)i>o (see
[123, Definition 9.36]), i.e. f € Cy(H™) belongs to dom(A), whenever the limit
Af(x) == tl_i}r&_ (P f(z) — f(x)), exists for every 2 € HT; Af € Cp(H™) and

Ptf(x):f(a:)+/0 P,Gf(z)ds, =€ HT .

The following theorem is our main result on the existence of affine pure-jump
processes on the cone of positive self-adjoint Hilbert-Schmidt operators.

Theorem 2.8. Let (b, B,m,u) be an admissible parameter set as in Defini-
tion 2.8 and set v(x,d€) == m(d€) + ||€]|72(u(dE), ). Then there exist constants
M,w € [1,00) and a time-homogeneous H' -valued Markov process X with tran-
sition semigroup (P;)i>0 such that

E [ X% Xo = 2] < Me¥*([l«]* +1) (2.9)

and
A <e7<"“>) (z) = et —l@vtu)) >0 4 e N, (2.10)
where (¢(-,u), (-, u)) is the unique solution to the associated generalized Ric-
cati equations (2.8a)-(2.8b). Moreover, let (G,dom(G)) be the weak generator of

(P;)¢>0, then it holds that lin {e=¢ : uw e H+} C dom(G) and for every func-
tion f € lin {e_<"“> RIS 7-{,"'} we have:

GF) = 0+ B, @)+ [ (1~ I~ (8 @) e,
(2.11)
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2.2 MAIN RESULT: EXISTENCE OF AFFINE PURE-JUMP PROCESSES

Outline of the proof. The proof is based on the approximation procedure that we
conduct in detail in Section 2.4.2; where we work in the realm of generalized Feller
semigroups, see Section 2.4.2 for more details. Here we limit ourselves to give a
brief outline of the proof that shall provide a rough guidance for the upcoming
sections and condensing the main ideas therein. The detailed proof is then given
in Section 2.4.3.

Inspired by [45], we approximate the Kolmogorov type operator G in (2.11) by
operators (G*)),cn corresponding to processes of pure-jump type with finite
activity, i.e. for every k € N we replace the constant jump measure m(d¢)
in formula (2.11) by 1ie>1/kym(d§) and the linear jump measures pu(d§) by
1ie>1/p31(d§). The approximation operators G*) generate strongly continuous

semigroups (Pt(k))tzo on a space of functions, being weakly continuous with sub-
quadratic growth, see Proposition 2.34.

Having established the existence of affine processes of pure-jump type associated
with the strongly continuous semigroups (Pt(k))tzo, we next apply a Trotter-
Kato type result from [45] to obtain the limiting semigroup (P;);>¢, see Propo-

sition 2.37. To this end we first need to establish growth bounds on (Pt(k))tzo,
that are uniform in k, see Proposition 2.36. This requires understanding the
associated generalized Riccati equations (2.8).

We provide global existence and uniqueness results in Section 2.3. The crucial
importance of the associated generalized Riccati equations is that they substitute
for the Kolmogorov equations, hence semigroup theoretic arguments involving the
Kolmogorov-type operators, respectively the abstract Cauchy problem can be
reduced to arguments from the theory of ordinary differential equations (ODEs).
Lastly, we apply a version of Kolmogorov’s extension theorem (see Theorem 2.26)
to the limiting semigroup (P;);>0, which then yields the existence of an underlying
Markovian process. This process associated via the semigroup to the operator
(G,dom(G)) is the desired affine process identified by the set (b, B, m, u).

Remark 2.9. The equation for ¢ (-, u) in the generalized Riccati equation (2.8b)
is a non-linear differential equation on the cone of positive self-adjoint Hilbert-
Schmidt operators. This type of infinite-dimensional differential equations has
been of interest in the literature as they also show up e.g. in optimal con-
trol problems and stochastic filtering theory [46, 69, 111]. Hence, several ar-
ticles deal with the problem of numerical tractability of this type of equations.
See, e.g. [128] where Galerkin approximation and convergence theory was devel-
oped for operator-valued Riccati differential equations formulated in the space of
Hilbert-Schmidt operators and [54] where the author studied a backward Euler
approximation scheme and convergence results for this type of equations. In the
subsequent Chapter 6, we investigate the Galerkin approximation further and
draw a connection to matrix-valued affine processes.
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2.3 ANALYSIS OF THE GENERALIZED RICCATI EQUATIONS

2.3 Analysis of the generalized Riccati equations

In this section we investigate the generalized Riccati equations given by (2.8).
More precisely, in Section 2.3.1 we introduce Lipschitz continuous approximations
of the mappings R and F in (2.6) and use these approximations to show existence
and uniqueness of a solution to (2.8). In Section 2.3.2 we establish regularity
properties of R and F and use this to show that the solution map depends in a
differentiable way on its initial value.

2.3.1 Solving the generalized Riccati equations (2.8)

The goal of this subsection is to prove the existence of a unique solution to the
generalized Riccati equations given an admissible parameter set (b, B,m,u). A
common approach in the finite-dimensional case, e.g. in the case of the cone of
positive semi-definite and symmetric matrices, is to use a localization argument
exploiting the fact that the function R is analytic on the interior of the cone.
Note, however, that in general R fails to be Lipschitz continuous on the bound-
ary of the cone. The cone of positive self-adjoint Hilbert-Schmidt operators has
an empty interior, a property that is shared by many cones in infinite dimensions.
This has the consequence that localization arguments for solving equations (2.8)
on the interior of RT x HT are not valid anymore. Instead, for every k € N we
introduce approximations F*) of F in equation (2.13a) and R*) of R in equa-
tion (2.13b), which involve only finite-activity jump-measures, see (2.12) below.
These approximations are Lipschitz continuous on H* and in Proposition 2.16
we show that the solution to the generalized Riccati equations associated with
(b, B,m™® 1 (*)) converges to the (unique) solution of (2.8).

We begin by introducing the approximating functions for F and R: For k € N
we set

m®)(d€) = 1y g s1/mm(d€) and  p®)(dE) = 1(gmrmu(dé),  (2.12)

and we introduce the functions F(*): Ht — R and R : Ht — H defined
respectively as follows

PO = = | BN G R G LN AED
(k)
R(k)(u) = B*(u) — /7#\{0} (e_<5’“> -1+ (X(f),u))'ungigg) (2.13b)
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2.3 ANALYSIS OF THE GENERALIZED RICCATI EQUATIONS

We denote the generalized Riccati equations associated to (b, B, m), ,u(k)) by:

(k)

W — F(k)(1/1(k)(t,u)), t > 0; ¢(/€) (0,u) =0, (2.14a)
(k)

W = R (w(k) (t,u)), t>0; 1/}(1@) (0,u) = u. (2.14b)

The notion of quasi-monotonicity will be needed to guarantee that the solution
to (2.14) stays in Rt x HT.

Definition 2.10. Let (V,]|-||v) be a Hilbert space and let K C V be a self-dual
cone. In addition, let D C V and let f: D — V, then f is called quasi-monotone
with respect to K if for all vy,vy € D satisfying v; <g vs and for all u € K
satisfying (vy — vy, u) = 0 we have

(f(v2) = f(v1),u) > 0.

Intuitively, quasi-monotone functions are pointing ’'inwards’ at the boundary
points, which ensures that solutions stay in a cone (see Section A.2). For details
on quasi-monotone functions on Banach spaces and their connection to differen-
tial equations see [50, Section 5.3].

The following lemma states that the admissibility of parameters implies that
R™ k€ N, is quasi-monotone with respect to #*. The proof is analogous to
the proof of [42, Lemma 5.1], we present an abridged version.

Lemma 2.11. Let B and p satisfy the conditions in Definition 2.3 iii) and Def-
inition 2.3 iv). Then for all k € N the function R given by (2.13b) is quasi-
monotone with respect to HT.

Proof. The admissibility condition Definition 2.3 iv) (which makes sense thanks
to Definition 2.3 iii) and the monotonicity of the exponential function imply the
quasi-monotonicity of R*), O

By removing the small jumps and since m and p have finite first moment, we
obtain Lipschitz continuous mappings on H*:

Lemma 2.12. Let B and p satisfy the conditions in Definition 2.3 iii) and Def-
inition 2.3 iv). Let k € N and R"®) given by (2.13b). Then for all u,v € Ht we
have

IR® (u) = R® ()] < (I1Bllee) + 2kl p(HT\{OD]]) [lu—v]- (2.15)
Proof. Observe that for all u,v, £ € HT we have

‘e—<5,u> )

< llglllw =l
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2.3 ANALYSIS OF THE GENERALIZED RICCATI EQUATIONS

Thus, (A.4) and (A.7) imply that

p(d€)
€117

IR (1) = R®) ()| < ||B*(u — )| + u—v)

/H+\{o}m{,£<|£|<1}

(ot ef<£,v))/1‘(d§)

* HE

/H+\{0}m{||5|>t}
< (IBlleeo + 2ku(H T\ AOD) [l = v

Note that R is typically not Lipschitz continuous on the whole H*:
(&v)
/ s ds
(&)

for all £,u,v € HT. This implies that R is in general Lipschitz continuous only
on bounded sets in Ht.

Remark 2.13. Note that

e~ 6 _ =6 4 (€ u— ) < el ull v o)l — ], (2.16)

<

By Lemmas 2.11 and 2.12 we have that R*®) is Lipschitz continuous on H* and
quasi-monotone with respect to H. Hence classical infinite dimensional ODE
theory guarantees the existence of a global solution to the equations (2.14):

Proposition 2.14. Let (b, B,m, u) be an admissible parameter set conform Defi-
nition 2.3 and let R%¥) | k € N, be given by equation (2.13b). Then for every k € N
and u € H there exists a solution (¢ (-, u), v ™®) (-, u)) to (2.14). Moreover,

() (t,u) <g+ 1/J(k)(t,v), Yu,v € HT satisfying u <y+ v, (2.17)
for allt >0 and

1™ (t,u) — p®) (t,0) ]| < exp ((|Blleag + 2k1n(HT\{OD])E) lu— ol (2.18)
for allt >0 and u,v € HT.

Proof. Let k € N. By Lemma 2.12 the function R*) is Lipschitz continuous on
H*, by (2.15) with v = 0 the function R(®) satisfies the linear growth condition
RO (w)| < (1Bl 23y + 2k (1 \ {0})]]) [Jul| and by Lemma 2.11 R™*) is quasi-
monotone with respect to HT, thus by [113, VI.3. Theorem 3.1 and Proposition
3.2] there exists a unique global solution ®) (-, u): [0,00) — H* to the second
equation of (2.14). Now, setting ¢ (t,u) = fg F®) (p®)(s,u)) ds, for all t > 0,
we obtain by continuity of F*) and ¢*)(-,u) a solution of (2.14), denoted by
(¢F) (-, u), ") (-, 1)), satisfying the inequality (2.17).
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2.3 ANALYSIS OF THE GENERALIZED RICCATI EQUATIONS

Finally, observe that Lemma 2.12 implies that

210, w) — D 1, 0)
=2(s®(t,u) - $® (¢, 0), RO @D (t,w) - RY (O (t,0))
< 2(IBllzgo + 2k (B \AODI) 190 (¢, 0) — 0™ (2, 0)12.
This and Gronwall’s lemma implies the second inequality (2.18). O

Proposition (2.16) below guarantees the existence of a unique solution to the
original generalized Riccati equations (2.8) on the interval [0, 00). First, we prove
the following lemma:

Lemma 2.15. Let B and p satisfy the conditions in Definition 2.3 iii) and Defi-
nition 2.3 iv), let R*) and R be respectively given by equation (2.13b) and (2.6b).
Then for every M > 0 we have

lim sup ||R(k)(u> - R(u)|| =0.
k=00 yedi+:|lul| <M

Proof. Tt follows immediately from (A.7) and (2.5) that
IB® (1) — R(u)|l < [lp({€ € 1+ € < 2 Dlllull®. (2.19)
The assertion follows from the above and the continuity of p, see (A.2). O

Proposition 2.16. Let (b, B,m, u) be an admissible parameter set conform Def-
inition 2.3. Then for everyu € H' there exists a unique solution (¢(-,u), (-, u))
of the equations (2.8). Moreover,

Yt u) <gy+ ¢(k)(t,u) VkEeN, t>0andu e HT,
and Y(t,u) = limy_s00 ¥ F) (t,u) for allt >0 and u € H*, as well as
Yt u) <y+ Y(t,v), Vt>0andu,v € HT with u <y+ v, (2.20)
and
ot < exp (1Bl + 2la \ O lull. V>0, uc . (221)

Finally, for all M, T > 0 there exists a K(M,T) > 0 such that for all u,v € H
satisfying |lull,||v]] < M and all ¢t € [0,T] it holds that

[t u) = (t,v)|| < K(M, T)[ju—vl|. (2.22)
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2.3 ANALYSIS OF THE GENERALIZED RICCATI EQUATIONS

Proof. First of all note that uniqueness of a solution follows from the fact that R
is Lipschitz continuous on bounded sets of HT, see Remark 2.13. Observe that
by (A.5), (2.5), and (2.13b) we have, for all u € H' and k € N,

o Cwe) p(dg)
R @) = RE(w) = /H+m{k1+1<|s|<,i} (e St <§’u>> 1€11%
S0e . (2.23)

Now, fix u € H'. By Proposition 2.14 we know that there exists a unique global
solution 1 (-, u) to equation (2.14) for every k € N. This combined with (2.23)
implies that for all kK € N and ¢ > 0 we have

(k+1) ®
31/);;1 (t,u) — RETD (D (¢ 4)) = oyt (t,u) — R® (") (¢, )
(k)
<u+ agtk (t,u) — REFD (®) (£ ).

It follows from Lemma 2.12 and Theorem A.9 with K = HT, F = R*+D,
f = $® (- u) and g = $®(- u) that
PED(tu) <gr B (tu), t>0. (2.24)
As moreover 1*) (t,u) >4+ 0 for all £ > 0 and k € N, the regularity of the cone
Ht implies that for all ¢ > 0 there exists a ¥(¢,u) € HT such that
(t,u) = lim VF (t, ). (2.25)

Note that by (2.24), the monotonicity of H*, and the continuity of 1) (-, u) we
have, for all T' > 0,
sup 9™ (s,u)]| < sup [ (s, )| < oo (2.26)
keN,s€(0,T] s€[0,T]

It follows from this, (2.25), the dominated convergence theorem, and Lemmas 2.15
and 2.6 that for all ¢ > 0 we have

w(t,u) = lim ()
t

=u+ lim R®) (¢ ®) (s, 1)) ds

k—o0 Jq

i [ (R(’“) (W™ (s,u)) — R(yp®) (s, u))) ds
0

k—oco
t

+ lim R(™® (s,u))ds

k—oo Jq

=u+ /0 R(y(s,u))ds.
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2.3 ANALYSIS OF THE GENERALIZED RICCATI EQUATIONS

The equation above combined with Lemma 2.6 implies that the map (-, u) is
continuous, whence Lemma 2.5 and the fundamental theorem of calculus imply
that (-, u) € C1([0,00),H) and

%—f(t, u) = R(Y(t,u)), t>0; ¥(0,u) = u. (2.27)

Moreover, the continuity of F' and of ¢(-,u) ensures that by setting

o(t,u) = /0 F((s,u))ds, t>0, (2.28)

we obtain that (¢(-,u),¥(-,u)) is a solution to (2.8a)-(2.8b).

Next, note that (2.20) follows from (2.17) and (2.25). Moreover, (2.21) follows
from (2.18) with k& = 1, (2.24), (2.25), and the fact that ¢ (¢,0) = 0. Fi-
nally, (2.22) follows from the Lipschitz continuity of R on bounded sets (see
Remark 2.13), (2.21), and the same reasoning as we used to obtain (2.18). O

2.3.2 Regularity with respect to the initial value of the
solution

Having established the existence of a unique solution to (2.8), we now turn to
the regularity of the solution with respect to its initial value. To this end we first
must introduce a fitting concept of differentiability:

Definition 2.17. Let X and Y be Banach spaces and D C X a convex subset.
We say that a function f: D C X — Y has a one-sided derivative at x € D in
the direction v € X, whenever = + Av € D for all A sufficiently small and the
limit

. 120 = F(a)

A—0+ A

exists in Y. We denote this limit by d4 f(z)(v). We define the second one-sided
derivative in « € D in direction (v,w) € X x X as

G M) () — A f(@)(0)
A—0+ A

whenever z + Aw € D and d4 f(z 4+ Aw)(v) exists for all A sufficiently small and

moreover the limit exists in Y. We denote the second one-sided derivative of f
at z in directions (v, w) by d2 f(z)(v, w).
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2.3 ANALYSIS OF THE GENERALIZED RICCATI EQUATIONS

Lemma 2.18. Let (b, B,m,u) be an admissible parameter set conform Defi-
nition 2.3 and let F and R be given by (2.6a)-(2.6b). For uw € H* define
dR(u) € L(H) by

dR(u)v = B*(v) +/ (€,v)e™&W — (x(8), v)’u(d{:) veH, (2.29)

HH\{0} €12’
and dF(u) € L(H,R) by
AP =G.o)+ [ (e € - (O omd), veH. (230
HFT\{0}

Moreover, define d>R(u) € L&) (H x H,H) by

P R(u)(v,w) = — /H g E0E) o (6 ’ﬁgﬁ), vweH,  (2.31)

and d*F(u) € L (H x H,R) by
&2 F (u) (0, w) = - / € o) (E 0y e EVm(de), vweH.  (232)
HT\{0}

Then the operator dR(u) is quasi-monotone for all u € HY, and for all ug,u; €
HT and v,w € H we have

I dR (o) (@) < I1B* ||z 0]l + [[(H\ O] (1 + [uol D[]l

(2.33)
| dR(uo)(v) — dR(u1) ()| < [[u(H"\ {0}) || [[uo — wllll]], (2.34)
| 4R (uo) (v, w)|| < [|p(HT\ 0D Ioll[w], (2.35)

and u — d*R(u)(v,w) is continuous. Moreover, F and R are two-times one-
sided differentiable in u in the direction (v,w) for all u,v,w € H*, and for all
u,v,w € HT we have:

dy R(u)(v) = dR(u)v, (2.36)
diR(u)(v, w) = d*R(u) (v, w), (2.37)
dy F(u)(v) = dF (u)v, (2.38)
A3 F(u)(v,w) = dF (u) (v, w). (2.39)

Proof. The quasi-monotonicity of dR follows directly from the admissibility as-
sumption. For all u,& € HT and all v € H we have

(€, 0) e — (x(€),0)| < €Ml (Lges1y + €l Lggen<iy),

which together with (2.29) yields (2.33).
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2.3 ANALYSIS OF THE GENERALIZED RICCATI EQUATIONS

Estimate (2.34) is obtained similarly, estimate (2.35) is immediate from the def-
inition, and the continuity of u + d®R(u)(v,w) follows from the dominated
convergence theorem (Theorem A.8).

We next confirm the asserted differentiability of the map u — R(u). Let u,v €
H* then

A0+ A

e—(EutIv) _ o—(&u) p(dg)

:B*v—lim/ + x(§),v
- [ 5 TR
e—(GutAv) _ o—(&u) p(d€)

:B*v—/ lim + (&), v
0 [ 5 TR

(2.40)

p(dE)
€N

where the interchange of the integral and the limit in equation (2.40) is justi-
fied, since A — e {“TA8) s a convex mapping, hence its differential quotient
is non-decreasing in A and non-negative, and thus we can apply the monotone
convergence theorem to obtain that the one-sided derivative of R exists in u in
the direction v and (2.36) holds. An analogous derivation for F' leads to equa-
tion (2.38).

The proof that the second one-sided directional derivative of both F' and R exist
and that (2.37)—(2.39) hold is again analogous. Note in particular that for the ex-
istence of the second derivatives we use that the measures m(d¢) and [|£]| =2 pu(d€)
have finite second moments. O

=B*(v vye (&w v
—rws [ e (x(€),v)

In Proposition 2.20 below we show that the solution (&(-,u), (-, u)) of (2.8) is
such that the mappings u — 1(t,u) and u — @(¢,u) are twice one-sided differ-
entiable in the origin in all directions. The techniques to prove this might be
well-known, however, as we are dealing with a non-standard concept of differen-
tiability we still give the detailed proof. We first need the following lemma which
is a consequence of the fundamental theorem of calculus:

Lemma 2.19. Let X,Y be Banach spaces, let F: D C X — Y, letx,y € D and

assume that the one-sided derivative of F' in z exists in the direction y—x for all

ze€{r+s(y—=z): s€l0,1]} and that the mapping
0,1]]>s—diFlz+sty—z)(y—x) €Y (2.41)

is continuous. Then F(y) — F(x) = fol dyF(z+s(y —z))(y — z) ds.
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2.3 ANALYSIS OF THE GENERALIZED RICCATI EQUATIONS

Proof. The continuity of [0,1] 3 s — dyF(x + s(y — z))(y — x) € Y and the
fundamental theorem of calculus imply that the right derivative of the mapping

0,1] 5 ¢ <F(a:+t(y—a:)) ~ F(x) —/0 A\ Fz+ s(y — 2))(y — o) ds) ey

equals zero. As any function with right derivative equal to zero is constant, this
leads to the desired assertion. O

Proposition 2.20. Let (b, B,m, p) be an admissible parameter set conform Def-
inition 2.8, for every u € HT let (¢p(-,u),4(-,u)) be the solution to (2.82a)-(2.8b),
and let AR, dF, d’R, and d°F be defined by (2.29)-(2.32). Then the maps
u = P(t,u) and u — ¢(t,u) are twice one-sided differentiable in 0 in all direc-
tions (v,w) € HT x HT. Moreover, d;v(t,0)(v),d (¢, 0)(v,w) € HF for all
v,w € HT and the mappings t — dy¢(t,0)(v) and t — di1(t,0)(v) solves the
following pair of differential equations:

& 40(1,0)() = AFO)(db(,0)(v), 120 d0(0,0)(v) =0, (2420)

L 4,0(,0)(0) = dRO) (d,0(1,0)0), 120, dyp(0,0)w) = v (2420)
Moreover, the mappings t +— di_i/)(t,O)(v,w) and t +— da_gb(t,O)(v,w) solve the
following pair of differential equations:

& (1,0)(0,w) = EFO)A,v{1,0)(0),dy 6(1,0) (1)
+AFO) (R 4(t0)(0,w), £20; d36(0,0)(v,w) =0,
(2.43a)

o A (t,0) (v, w) = BRO) (4 (t,0)(v), 4 0, 0) )
+dR(0)(dLe(t,0)(v,w)), =05 dig(0,0)(v,w) =0.
(2.43b)

Proof. Note that in order to prove that the second directional derivative in 0 of a
mapping exists, we need that its first directional derivative exists in v € HT for
all u € H™ sufficiently small. Hence, we begin by proving that the first derivative
of u — (¢, u) exists in w in the direction v for all u,v € HT and all ¢ € [0, o).
To this end we fix u,v € Ht.

Recall the definition of the operators dR(u) € L(H) and d®R(u) € L® (HxH,H)
from (2.29) and (2.31). Define the operator Cy(t) € L(H), 0,t € [0,00), by

1
Co(t)w = /0 dR (9(t,u) + s(¥(t,u+ 0v) — Y(t,u))) w ds. (2.44)
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Note that the integral in (2.44) is well-defined as the integrand is continuous in
s by (2.34) and bounded by (2.21) and (2.33). Lemma 2.19, equation (2.36), the
fact that (1 — s)¢(t,u) + syp(t,u+ 6v) € HT for all s € [0,1], ¢ € [0,0), and the
fact that ¥(t,u + 6v) >+ ¥(t,u) for all ¢t € [0, 00) by (2.20) imply that

Co()((t,u+0v) = ¢(t,u)) = R(Y(t, u+ 0v)) — R(Y(tu)), 0.t €[0,00).

This and equation (2.8b) imply

9]

o (Wl + 00) — (t,0)) = Col) (bt u+ 60) = ¥(tw), 6,1 € [0,00).
It follows that

Y(t,u+60v) —P(t,u) = fexp (/Ot Cy(s) ds) v, 6,t€0,00),

where we note that fg Cy(s) ds is well-defined in £(H) as the £(H)-valued inte-
grand is continuous in s by (2.34) and bounded due to (2.33). This implies that
for all € (0, 00) we have

Hwtu+9v) w(tu)_exp</ Co(s ds)y

(e (f st ) oo (] o 0))

Using the identity || e —eZ|| g3 < [|A— Bl () ellAlcooVIBlizon A B € L(H),
we obtain from (2.44), (2.45), (2.21), (2.22), and (2.34) that the one-sided deriva-
tive dy1(t,u)(v) exists. Moreover, the fact that Cy(t)v = dR(¢(t, u))v implies
that ¢ — dy4 (¢, u)(v) is the solution to the following ODE

%d#/)(t,uxv) = dR(¢(t,w) (dy(t,u)(v), ¢ =0; dyt(0,u)(v) = .

(2.46)

(2.45)

This, together with the quasi-monotonicity of dR(9(¢,u)) (see Lemma 2.18) and
Theorem A.9 implies that d. 1 (t, u)(v) € HT. Regarding the derivative of ¢, note
that estimates analogous to (2.33) and (2.34) hold for dF’, which, in combination
with the fact that d (¢, u)(v) € HT, (2.8), (2.38), and Lemma 2.19 implies that
for all € (0,00) and all ¢t € [0, 00) we have

¢(ta u -+ 01}) — ¢(tv u)
0

:/o /0 dF (Y (s,u) + r(¢(s,u+ 0v) — (s, u))) driﬁ(s,quHZ)f@[,(S’u) .
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This in combination with (2.22) and (2.20) implies that the dominated conver-
gence theorem can be applied to obtain that d; ¢(t, u) exists for all ¢ and satisfies

D a0 w) = AP ) (Aot n)w), 20 ded0,u)) =0

(2.47)

This proves in particular that u — (¢(¢,u), ¥ (¢, w)) is differentiable in 0 in the
direction v € H* for all v € H* and that the corresponding derivatives solve the
ODEs (2.42a) and (2.42b).
We now turn to the second derivative in 0. To this end, fix v,w € H 1 and observe
that Lemma 2.19, the boundedness and continuity of d’R, see Lemma 2.18,
together with (2.37) and the fact that ¥(t, 6v),d (¢, 0v) € HT for all 6 € [0, 00)
imply that
0
S (A, 00) — dyu(t,0)) / A2 R(s(t, 00)) (A4 (2, 60) (w), (2, 60)) ds
for all § € [0,00),t € [0,00). As d+9(0, Ov)(w) — d4+1(0,0)(w) = 0 this implies

dy (¢, 0v) (w) — dy (¢, 0)(w)

0

t
_ / o(t—7) dR(0)
0

for all € (0,00),t € [0,00). Note that (2.22), (2.34), and (2.46) imply that
limg_,04 d+w(t 6v) = d;9(t,0)(w). Moreover, we have already established
that limg_,o4 w(t b dy(t,0)(v). Combining these observations with equa-
tions (2.21), (2.35) and (2.48) implies that d7 (¢, 0)(v,w) exists and satisfies
equation (2.43a). We leave it to the reader to now verify that also d2 ¢ (¢, u)(v, w)
exists and that diqﬁ(t,u)(v,w) satisfies (2.43b). O

Y(r, Ov)
0

2R(sy)(r, 0v)) (dﬁb(r, 6v)(w), ) ds dr (2.48)

0
S
(w)
) —

For u = 0 we derive explicit formulas for the solutions to the pairs of differential
equations in (2.42b) and (2.43b) of Proposition 2.20, as those will be needed for
proving Lemma 2.35 in the approximating case and for Proposition 2.38 below.
First, note that

s p(dg)
d4R(0)(v) = B*( )+/H+m{||£|>1} el

Recall the definition of dR(0) from (2.29). The solution of equation (2.42b) is
then given by

dyap(t,0)(v) = et 4Oy, (2.49)
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By inserting formula (2.49) into equation (2.43b) (note that ! 4%y ¢ H*) and
solving this inhomogeneous linear equation we obtain

t
& (1, 0) (v, w) = / o= AR(0) 42 p(0) (2 RO)y o3RO Y 45 (2.50)
0

Remark 2.21. Note that one can also prove that u +— ¥(t,u) and u — ¢(t, u)
are twice one-sided differentiable in u for every u € H™, in every direction
(v,w) € Ht x HT. We do not need this, but what we needed in the proof of
Proposition 2.20 was the existence of the first derivative in u € H™T for sufficiently
small u in order to obtain the second derivative.

2.4 Proof: Existence of affine pure-jump
processes

In this section we use the well-posedness and regularity results of the generalized
Riccati equations (2.8) from Section 2.3 to show the existence of an affine process
in H* associated to a given admissible parameter set (b, B, m, u) conform Def-
inition 2.3. Due to the lack of local compactness of the underlying state space,
standard Feller theory cannot be employed in our context and we use the theory
of generalized Feller processes as introduced in [51]. The existence proof is based
on the approximation procedure roughly sketched at the end of Section 2.2. In
this section we rigorously build up this approximation procedure in the general-
ized Feller setting. Essentially, we approximate the transition semigroup (P;)¢>o,
that can be associated to an affine process on H* with infinite-activity jump be-
havior, by simpler transition semigroups corresponding to affine finite-activity
jump processes. The considered semigroups are strongly continuous semigroups
on a certain Banach space of real functions being weakly-continuous on compact
sets and having at most quadratic growth in the tails. In Section 2.4.2 we apply
approximation results from the theory of strongly continuous semigroups adapted
to the generalized Feller setting by [45].

Note that a completely different approach to proving the existence of affine pure-
jump processes on H T is taken in Chapter 6, which is based on finite-dimensional
approximations of this class of affine processes. Both approaches together give
valuable insights on the structure and capability of affine processes on positive
Hilbert-Schmidt operators.
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2.4.1 Preliminaries: generalized Feller semigroups

We recall the concept of generalized Feller semigroups introduced in [51] and
further developed in [45].
Throughout this section let (Y, 7) be a complete regular Hausdorff space.

Definition 2.22. A function p: ¥ — (0, 00) such that for every R > 0 the set
Kr = {x €Y : p(x) < R} is compact is called an admissible weight function.
The pair (Y, p) is called weighted space.

Let p: Y — (0,00) be an admissible weight function. For f: Y — R we define
1£1l, € [0, 00] by

|/ ()]
fll, = sup . 2.51
” HP ey p(m) ( )
I fll, = sup,ey |’;Ez§| Note that || - ||, is norm on the vector space B,(Y) =

{f:Y = R:||f]l, < oo} which renders (B,(Y),| - ||,) a Banach space.

Recall that C,(Y") denotes the space of bounded R-valued 7-continuous functions
on Y. As any admissible weight function satisfies inf,cy p(x) > 0, we have that
Co(Y) C By(Y).

Definition 2.23. We define B,(Y") to be the closure of Cy(Y') in B,(Y').
The following useful characterization of B,(Y") is proven in [51, Theorem 2.7]:

Theorem 2.24. Let (Y, p) be a weighted space. Then f € B,(Y) if and only if
flir € C(KR) for all R > 0 and

lim  sup @)l =0. (2.52)

R—o00 z€Y\KRr p(LU)

We can now present the definition of a generalized Feller semigroup, as introduced
in [51, Section 3].

Definition 2.25. A family of bounded linear operators (P;);>o in L(B,(Y)) is
called a generalized Feller semigroup (on B,(Y')), if

i) Py = |, the identity on B,(Y),
ii) Prys = PPs for all t,s > 0,
iii) tlirgl+ P, f(x) = f(z) forall feB,(Y)andz €Y,
—
iv) there exist constants C' € R and £ > 0 such that ||P;||z5,(yv)) < C for all
t€0,¢l,

v) (Pr)¢>0 is a positive semigroup, i.e., P,f > 0 for all ¢ > 0 and for all
f € B,(Y) satisfying f > 0.
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By [51, Theorem 3.2] any generalized Feller semigroup is strongly continuous.
Moreover, generalized Feller semigroups allow for a Kolmogorov theorem, see
[45, Theorem 2.11] for a proof:

Theorem 2.26. Let (P,)i>0 be a generalized Feller semigroup on B,(Y) sat-
isfying P;,1 = 1 for all t > 0. Then there exists a filtered measurable space
(Q, (Ft)e>0) with a right-continuous filtration and a family of functions Xy: Q —
Y, t > 0, such that X; is F; measurable for all t > 0 and for any initial value
x €Y there exists a probability measure P, such that

Ep, [f(X¢)] = P f(2) (2.53)

for every t > 0 and every f € B,(Y). Moreover, for all x € Y the process
(Xt)e>0 is a time-homogeneous Py -Markov process, i.e., for allz €Y, 0 <s < t,
f e B,(Y) we have

EP,T [f(Xt) |-FS] - Pt—sf(Xs)7 (254)

almost surely with respect to P,.

Let (P;);>0 be a generalized Feller semigroup satisfying P;,1 = 1 for all ¢ > 0.
The process (X;):>0, the existence of which is guaranteed by Theorem 2.26, is
called a generalized Feller process with initial value x with respect to the measure
P.. From now on we write E, for expectations with respect to the probability
measure P,.

Remark 2.27. Let (P,);>0 be a generalized Feller semigroup and let x € Y,
then by a Riesz representation-type result (see [45, Theorem 2.4 and Remark
2.8]) Pip(z) € R can be defined by the integral of p with respect to the measure
representing the linear functional f — P,f(x), f € B,(Y). Moreover, as there
exist M > 1, w € R such that | P, f(z)| < M exp(wt)p(x)| f||, for all f € B,(Y),
we obtain

Pip < M exp(wt)p (2.55)

for ¢ > 0. If moreover (P,);>0 is associated to a Markov process (X;);>o such
that equation (2.53) holds, we obtain:

E.[p(X:)] = Pep(z) < M exp(wi)p.

This can be seen by equation (2.55) and a monotone convergence argument by
choosing for every n € N the approximations p, = Y ., (-, €;)?An € B,(Y), where
(ei)ien is an ONB of H, then p,, — p in pointwise as n — oo and p,, < pp41 for
alln e N.
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2.4.2 Approximation of the semigroups of affine processes

We equip the Hilbert space H with its weak topology o(H,H’) (which, by the
Riesz representation theorem, is the weak-*-topology). Note that as H* is self-
dual and it is closed in (H, o(H, H')). For brevity of notation we let # denote the
complete regular Hausdorff space (H',o(H,H')3+), where o(H,H')y+ denotes
the relative topology o(H,H’) on H'. Note that the Borel o-algebra B(H™)
coincides with the Borel o-algebra B(H{). In addition, we define p: H* — R by

p(x) =1+ |z|?>, ze€H, (2.56)

and observe that p is an admissible weight function on H{ by the Banach-Alaoglu
theorem, i.e., (H{,p) is a weighted space. Note that for every R > 0, the pre-
image {x € H' : p(z) < R} is compact in HT equipped with the norm topology,
if and only if H is finite-dimensional. Since we assumed throughout the chapter
that H is infinite-dimensional, we see that p is not an admissible weight function
in the stronger norm topology.
The linear span of the set of Fourier basis elements {e_<'7“> T u € H+} is denoted
by

D :=lin ({e*<"’"> U € ’H+}> . (2.57)
The relevance of this set lies in the following lemma.
Lemma 2.28. The set D is dense in B,(Hy).

Proof. Tt suffices to prove that for every € > 0 and every f € Cp(H{) there exists

an f. € D such that || f — f:||, < e. To this end, observe that for every ¢ > 0 and

f(z) £

every f € Cp(HY) there exists an R > 0 such that SUPzeti+ 2| >R p(z) < 27 and

apply Stone-Weierstrass to C(H; N {z € HT: ||z|| < R}). O
Corollary 2.29. The space B,(H{) is separable.

Proof. Let U be a countable dense set in (K™, | - ||) (recall from Section 2.1.3
that H* is separable). Then by Lemma 2.28 we see that the set given by

n
{ Zl gie %) neN, g; €Q, u; € U} is dense in B,(Hi). O
J:

Throughout the remainder of this section let (b, B, m,u) be an admissible pa-
rameter set, see Definition 2.3. For every k € N, recall m®) and p®) from (2.12)
and define B®) € £(H) and b%) € Ht by

D (k) d€)7x>
(z) = Blz) /W{oqmgf A

bR = — / em®(de).
Hn{o<|lg|<1}
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Note that the fact that B € £L(H) and that p is an H*-valued measure, as well
as (A.7) and (2.12) ensure that B*®) € £(H) is well-defined. Moreover, Defini-
tion 2.3 i) and Definition 2.3 ii) ensure that b*) € H* is well-defined. For z € H+
and k£ € N we consider the following deterministic equation in differential form:

(2.58)

:E k) ( _|_ B(k? (ka))) dt7 t 2 0’
X(w K
0 =

Standard infinite-dimensional ODE theory ensures that for all z € HT and k € N
the unique classical solution to (2.58) is given by

i t o
xgm’k) =B —|—/ e(t=9) B jk) ds, t>0. (2.59)
0

The following lemma provides some properties of x(*'¥) z € H*, k e N.

Lemma 2.30. Let (b,B,m,u) be an admissible parameter set as in Defini-
tion 2.3. For x € H* and k € N let x\%F) be given by (2.59). Then

D Sopr XA <y W 2.0

forallkeN, z € HT, andt > 0.

Proof. Tt follows immediately from Definition 2.3 iv) that H 3> = — bR 4
B®)(z) € H is quasi-monotone with respect to Ht. As b*) € HT Theorem A.9

with K = H+, F(-) = 5® 4+ B®(), f = 0, and g(-) = x* B ensures that
x"M eyt forall t >0,z € HT, ke N.
Moreover, for all k € N and x € HT we have

B 4 B () — (5040 4 BE(@)) 200 0.

This implies that for every z € H*, k € N, and ¢ > 0 we have

Bxggtk-%—l) B (5(k+1) i B(k+1)(xgz,k+l))) _ 8xg(;;k) B (E(k) i B(k)(xgm,k))>
(z,k)
<o+ 6xa (b(k“) + B+ (x f”k))) .

Again applying Theorem A.9 with K = HT, F(-) = b + B®) (1), f(t) = ng,k+1)
and g(t) = xgw ) ¢ >0, implies that x(m k) <x x( " for all t > 0.
O
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For k €N, t >0 and f € B,(H5) define P f: 3+ — R by
(U £y (z) = f(x"H)), @ e HT. (2.61)

Lemma 2.31. Let (b, B,m, ) be an admissible parameter set conform Defini-

tion 2.3. Letk € N, t > 0, f € Cy(HE) and let PLF f: H+ - R be defined
by (2.61). In addition, let

M = max{1+2| B2 60,2}, (2.62)
w = 2[|BW]| £ (3 - (2.63)
Then, PLYM £ e (1),
1P £, < Mt || £, (2.64)
and

det,k w
1P £l s < VM 2| f] g (2.65)

Proof. For every t > 0 the operator etBY i strong-to-strong continuous, hence it

is also weak-to-weak continuous, and thus Pt(det’k) f € Cy(HY). Next, note that
Lemma 2.30 implies that

x,k x,1
N IS S G B Pl
1H[l=zF = T ifl=l?

2¢)| (1) = - 7
1422 1 FN 00 (I BO) 22 18D 42 )2)
= T+[=]?
< M e*t

for all z € H*. Using the above estimate and (2.61) we obtain

(det.k) e _ (P f)(@) £ L[ )2
| P fllo = xSGI;-IL)Jr W = zseg-lt) 1+”m”2 < Il Sup W
<M fll,-

Similarly,

(det,k) AV xR +Hx /N
HP " f” /2 SU.p \/W — Hf”f sup 1+” Wt/2 Hf”f

zeEHt

O
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Recall that if (A,dom(A)) is the generator of a strongly continuous semigroup
S = (S)1>0 on a Banach space X, then a subspace D C dom(A) is a core for A
if D is dense in dom(A) for the graph norm ||-[laom(a) = Il x + [[Allx (see [55,
Chapter II, Def. 1.6]). By [55, Chapter II, Prop. 1.7] any subspace D C dom(A)
that is dense in X and invariant under S is a core.

Lemma 2.32. Let (b, B,m,u) be an admissible parameter set conform Defini-
tion 2.8. For allk € N, t > 0, f € B,(H{) let Pt(dCt’k)f: HT — R be defined
by (2.61). Then (P, plaet )) t>0 15 a generalized Feller semigroup on both B (7—[+)
and BI(H"‘) for all k € N. Moreover, D is a core for the generator Qdet of

(Pt(det k))tzo on B,(Hy) and for all f € D we have
Goar @) = OW + B (@), (@), we M. (2.66)

Proof. Let k € N. It follows from Lemma 2.31 that (P(det k))t>0 is a family
of bounded linear operators on both B,(H;) and B, /;(H{,). Moreover, proper-
ties i), ii), and v) in Definition 2.25 are trivially satisfied. Property 1V) follows
from Lemma 2.31. Finally, property iii) follows from Theorem 2.24 and the fact
that lim,_o+ [|x\"" — 2| = 0.

It is easily verified that D is a subspace of B,(Hy) that is invariant under the
semigroup (P{%"*),~. We know from Lemma 2.28 that D is dense in B,(HY),

thus by [55, Chapter II, Prop. 1.7] it remains to prove that D C dom(g((ilzz) and
that (2.66) holds. To this end, let u € H* and consider f(-) = e~{*") € D. For
f of this latter form, we define f'(z) = —e (", for u,2 € H* and f’(z)
to be the bounded linear map on H* defined for u,z € HT by f’(z)(v) =
e~ (W y(u, v), v € HT. Now, observe that for B(z) := B®)(z) + b(*), we have

(det,k)
(Pt f)t(w) —fl@) (f'(x), B(z))
(z,k)

B / <f’<s<x£z W) ), T - B<x>> as (2.67)

t

/ / 1 us xg”f k) ) -|—;v) (8(x£m’k) _ x)) 7B(an)> duds,

where we used Lemma 2.19 twice. Note that this lemma is applicable as the
one-sided derivatives of f, considered as a function on H ™, exist.
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Observe that

’ 1 (xgw _I) —(B®z4b®) ’

lim sup
t—0+ peqy+ Ve(@)
- 5(k) = t —s)B(K)
< lim sup IB®| 20y lle"? *'HL(H)HQJHJr%Hb(k)Hfo e®= 2 1] £ (30 ds —0
T =0+ peqgt N4AEPIE ’
(2.68)
Moreover, we have
5 (k) t (t—sy B 5
lim  sup |x£z"k)*1| < lim sup letB _|\|L(H)||x\|+f0 [le®=) B E) || as _
=0+ pepy+  VeE) T =0+ Lo+ \V p(x)
(2.69)

Since sup,eq+ |p(2) ~3||f/(x)] < oo and sup,ep+ |17 (@) ey < o0, it follows
from equations (2.67), (2.68), and (2.69) that

= 0. (2.70)
P

lim
t—0+

(Pt(det,k)f)t(x) _ f(x) _ <f’(x),B(k) (33) + E(k)>

This, the linearity of gfi’;ﬂ and the fact that D is invariant for Pt(det’k) (and thus
Pt(det’k)f € B,(H{) whenever f € D) implies that D C dom(géiz) and that (2.66)
holds. O

We now introduce the family of measures v*): HT x B(H* \ {0}) — [0, 00) for
every x € H™' given by

(™ (de), z)

v (2, de) = m®)(de) + (2.71)

BE
and define the operator Gib) ¢ dom (Gl ) C B,(Hih) — B,(Hs) by
dom(Gfynp)
~{remo) (oo [ U 1@ ea0) €501

(2.72)

and for f € dom(gj(filp):

G @)= [ (et [ mae), went @
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Note that for all k£ € N the measure v*) (2, d¢) is finite, i.e. v*) (2, H+\{0}) < 0o
for all x € HT, but it is an affine function in = and hence unbounded in the first
component. For that reason gjﬁ’fjnpf may not be in B,(H{) for all f € B,(H{).

However, the following lemma ensures that Cp(HT) C dom(gj(f;p):

Lemma 2.33. Let (b, B,m,u) be an admissible parameter set conform Defini-
tion 2.5. Let k € N, and let gj(fr)np be as defined in (2.72) and (2.73). Then

Co(H) € dom(Giin,)-
Proof. Let f € Cy(Hy) and let g: HT — R be defined by

9¢(2) :/w\{ }f(x+£)7<“(kﬁ§ﬁ§)’”> (2.74)
0

We will prove that g; € B,(H{) using Theorem 2.24. All other terms in the
definition of Qj(ffr)np f can be dealt with in a similar (simpler) way.

To see that gy is continuous on K := {p < R} for all R > 0 it suffices to show
that gy is sequentially continuous on K for every R > 0 as the weak topology
restricted to K is metrizable. Fix R > 0 and let (z,)nen be a sequence in
Kpg converging (weakly) to an « € K. By the dominated convergence theorem
(Theorem A.8) and the fact that sup,,cy ||2,]| < VR we obtain

lim g7 (zn) = gs(z)] < lim [[n]|

n—roo n—oo

/m\{o}(f(x" +6) — fo+ ) peft

+ lim =0.

n—oo

(™) 2, —2)(d€)
| g tipaee

Finally, observe that

T swp o) Hgs(e) =0
0 2e3t1p(a) >R

as f is bounded and fqrﬁ\{o} % € H (recall (A.7)). By Theorem 2.24 this

ensures that gy € B,(Hy), which completes the proof of the lemma. O

In the next proposition we achieve an important intermediate stage, that allows
us to conclude the existence of generalized Feller processes in H* admitting
for bounded drifts and finite-activity jump behavior, as well as satisfying the
exponential affine formula (2.2).
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Proposition 2.34. Let (b, B,m, i) be an admissible parameter set conform Def-
inition 2.3. Let k € N, and let (¢ (-,u),v®) (-, u)) be the unique solution to
(2.14) (c¢f. Proposition 2.14). Let D C B,(H{) be given by (2.57) and QQZZ
and G be as defined in (2.66), respectively (2.73). Consider the opera-

jump
tor G+ G+ dom(GE)) N dom(Gia) ) € By(Hy) — By(Hy). Then D C

dom(g((jlzz) N dom(gj(fr)np). Moreover, there exists a generalized Feller semigroup

(P50 with generator (%), dom(G®))) such that
i) D C dom(G"*),

ii) G®)f = (G4el + Gjump) f for all f € D,
iii) PM1 =1 for allt >0, and

w) for allu,m € H', t > 0 we have

(P emt) () = em¢™ (= tew @t (2.75)

Proof of Proposition 2.34. Roughly speaking, we can ensure the existence of a
generalized Feller semigroup Pt(k) satisfying ii) in Proposition 2.34 by verifying
that all conditions of [45, Proposition 3.3] are satisfied. However, the assertions
of [45, Proposition 3.3] do not immediately give us i), iii), and iv). In order
to obtain these statements we need to dig into the proof of [45, Proposition
3.3], which makes this proof somewhat technical and tricky. To enhance the
readability, we split the proof in to several parts.

Step 1: Verifying the assumptions of [45, Proposition 3.3]. We consider, in the
notation of that Proposition, (X, p) = (H{,p), A = gég, wasin (2.63), M; =M
where M is as in (2.62), u(z, E) = v®) (2, E — 2z NH*T) (recall the definition of
v®) from (2.71); here E — z = {y e H:y+ 2z € E}), and B = gj(f)np. By
Lemma 2.32, gfi’;g is the generator of a generalized Feller semigroup (Pt(det’k))tzo
of transport type on both B,(H{) and B /;(H{). In particular, by [51, Theorem
3.2], (Pt(dEt’k))tZQ defines a strongly continuous semigroup on both B,(H;;) and
B 5(H), ie., it automatically holds that the domain of (]((12 is dense and that
Pt(dEt’k))tzo allows for exponential bounds (see Lemma 2.31 for explicit bounds).

Lemma 2.33 implies that gj(frllp f is weakly continuous on compact sets {p < R}
for all R > 0 and all f € Cy(H)).
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Moreover, one easily verifies that there exists a constant K (possibly depending
on k) such that for all x € HT we have

/ p(y +z) v (z,dy) 5/ (1+2)|z)* + 2]ly|*) v (2, dy)
H+\{0} H\{0} (2.76)
< Klp(x)P,

similarly for the square-root

/ Vol 2) vz, dy) < / (1 + llzl] + lyll) v (z, dy)
HT\{0}

H+\{0} (2.77)
< Kp(x),
and lastly
/ v (z,dy) < K/p(z) . (2.78)
HE\{0}

Next, observe that by Lemma 2.30 and the fact that (0, B, 0, ) is also an admis-
sible parameter set, we have /3" ¢ € H* whenever ¢ € H*. Thus
det,k z,k 3 (k) k
P p(€ ) = 1 TP = 1 e P

_ ) (2.79)
det,k (%) k (k) det,k
= PP p(z) 4 2(e PV e x Oy 4 1B g2 > P p(a)

for all z, £ € H*. This, together with estimates similar to (2.66) yields (note that
I etB™ ¢l < [ etBY ¢||, and recall w from (2.63))

—w det,k —w det,k
SUP¢>q € ¢ Pt( ‘ )P(g + x) — SUP;> € ! Pt( ’ )p(x)
Sup; g e« Pt(det’k)P(x)
—w det,k —w det,k
SUp;>q € K Pt( )P(f + ) — sup;>q e K Pt( )p(x)

SUp;>q e« Pt(det’k)P(x)

—w 5 (k) 3 (k) 2,k
_ Sezoe™ Il + 2 ¢l I >|\]<||g||2+2||g||<||x||+rM>
B Lt ]2 B L+ Jla]?
< (M4 2EP)(A +lzl) _ 2M + i€

< < , Yx,EeHT.
1+ [z 1+ |l

(2.80)
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It follows that for all z € HT we have

supe= (P{Pp) (4 2) — supet () (a)

L= o V) (z, de)
HH\{0} SUPy>q e (Pt(det’k)p) (z)
< sup / (M> v B (y, de)| =: @y < .
= S ey
(2.81)

This ensures that all conditions of [45, Proposition 3.3] are satisfied.
Step 2: Presenting the assertions of [45, Proposition 3.3]. As in the proof of [45,

Proposition 3.3], we introduce the operator gfl’f;:g € L(B,(HY)) which satisfies

n

p(E+x)An

for all x € H*, f € B,(H;). Note that D C dom(g](fr)ﬂp) by Lemma 2.33. For
future reference (see Proposition 2.40 below) we also introduce pi: HT — R,
pr(x) = sup;> e_WtPt(dCt’k)p(x). It follows from [45, Remark 2.9] that gy is an
admissible weight function and that [|-[|, < ||| ;, < M [|-|| .- Moreover, it follows
from the proof of [45, Proposition 3.3] (with A = gé’;ﬁ and B, = G"¥™) that

jump
g(k) + g.(ka")

(G5 £y () = / (€ +2) — f()) o) (2, de)
HT\{0}

Aot is the generator of a generalized Feller semigroup (Pt(k’"))tzo on
B,(H{) for all n € N, such that

a) 1P s, 30y < €@ forall £ > 0, n € N,
b) ||P(]C o ||z: 1)) < M @@t for all t > 0, n € N,

¢) limysoo (G50 —G) Vfll, =0forall f€D.
It moreover follows from the proof of [45, Proposition 3.3] that there exists a

generalized Feller semigroup (Pt(k))tzo on B,(H{) with generator G*) satisfying
lim sup [(P#Fm™) — Ps(k))pr =0, for all f € B,(H}), t>0. (2.82)

n—o0 SE[O t]
Step 3: Proof of i) and ). Fix f € D. Let uy ,(t) = Pt(k’n)f, t>0and neN,

let ui(t) = P, k)f7 t >0, and let vi(t) = Pt(k)(gé]zz + Qj(l]fr)np)f. Observe that
up (1) = (k ") (gdet + Qj(llfrfp))f. By a), b), and (2.82) we have, for all T' > 0,
that

i sup ([fuen(t) = we()p + [0, () = vr(B)]],) = 0. (2.83)
N0 ¢e(0,T)
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This implies that uy is differentiable and u} (t) = vk (¢), which implies that f €
dom(G™) and G f = uj,(0) = (GIF) + G%) ) f.

Step 4: Proof of iii). In order to verify that Pt(k)l =1 for all ¢ > 0, observe that

n . (k,mn)
Qj(fr’ngl = 0 (the constant zero function), whence et 1 = 1 for all ¢ >0 and
the Trotter product formula (see, e.g., [55, Chapter III, Corollary 5.8]) implies
that P{*™1 =1 for all t > 0. It then follows that P*)1 =1 for all ¢ > 0.

Step 5: Proof of ). Recall the functions R*) and F*) from (2.13a) and (2.13b).

Recall from Lemmas 2.32 and 2.33 that e~ (%) € D C dom(ggg) N dom(gj(‘}fr)np)
for all u € H*, and that

G® (et (@) = (G + Gl ) (e ) (@)

_ (f@(m +B® (), u) + / (em(6w _ 1),,<k>($7d5)) o (@)
#+\{0}
= (= F®(u) — (2, R®) (w))) e~ =4, (2.84)

for all u,z € H*. On the other hand, Proposition 2.14 implies that

90 (6™ (t)~ (™ (t.))
ot

— ([ — ) () _ (k) (ofy(%) =™ (tu) = (@, (t,u)
FW (@t u) — (@, R (P (tu)) ) e ;
for all u,z € H*. Therefore for all u € H™, we conclude that the mapping
[0,00) Dt — e~ tw-(v® W) ¢ p C dom(G®)

is a classical solution to the following abstract Cauchy problem:

du(t)

YO\ k) t
at g U( )7
v(0) = e~ W,
By the uniqueness of the classical solution we conclude (2.75). O

From Proposition 2.34, which ensures the existence of the generalized Feller semi-
group (Pt(k))tzo with Pt(k)l = 1, together with the version of Kolmogorov’s ex-
tension Theorem 2.26, we conclude that there exists a generalized Feller process

associated to (Pt(k))tzo, denoted by (Xt(k))tzo, such that E, [f(Xt(k))} = Pt(k)f(x)
for every f € B,(H).
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Item a) and equation (2.82) in the proof of Proposition 2.34 result in exponential

bounds on ||Pt(k>H£(BP(H$)) that depend on k € N. In order to proceed, we need
to establish bounds that are uniform in k. We begin with a lemma that builds
on top of the results in Proposition 2.20:

Lemma 2.35. Let (b, B,m,u) be an admissible parameter set conform Defini-
tion 2.3. Moreover for every k € N, let (¢F)(-,u), ) (-, u)) be the solution of
(2.14), the existence of which is established in Proposition 2.14, and the map-
pings d;6(-,0), d19(-,0), d3¢®(-,0) and d3¢*)(-,0) be as in Proposition 2.20
for the admissible parameter set (b, B,m®, u(®)). Moreover, let (Xt(k))tzo be the

generalized Feller process associated to (Pt(k))tzo. Then for every v,w € H and
t > 0 the following formulas hold true:

E. [(X{,0)] = dio(t,0)(v) + (2, d (2, 0)(v), (2.85)
and
E, (X7, o)X, w)] = = a3 6D (t,0)(v,w) — (,a24® (¢, 0) (v, w))
+ (d1¢(t,0)(v) + (z, d42(t, 0)(v)))
x (d4o(t,0)(w) + (z,d49(t,0)(w))).  (2.86)
Proof. Let k € N arbitrary, but fixed. Recall from Remark 2.27 that for all t > 0:
E, [||Xt(k)||2} <o, Vre#Ht. (2.87)

We first show that the formulas (2.85) and (2.86) holds for v,w € H* and sub-
sequently extend these to v,w € H. Let u € Ht, x € Ht, t > 0 and set

B (¢, 1, 3) 1= o8 b~ (@O ()

and by the affine property of (Xt(k))tzo from equation (2.75) we have
E, [e*<ka)’“>} = o0 (t,u, ). (2.88)

By Proposition 2.20 the right-hand side of equation (2.88) is one-sided differen-
tiable in u € H™T in the direction v for every v € H*. In particular, by applying
the chain-rule at u = 0 we have:

41 @M (£,0,2)(v) = (= dy ™) (£,0)(v) — (z, dy ™ (£,0)(0))) P (£,0, z)
= —dy 0™ (t,0)(v) — (z,d M (2,0)(v)), (2.89)
where d¢®(¢,0) = dyé(t,0) and dyp®)(t,0) = di1p(t,0) for all t+ > 0 and
k € N, see Lemma 2.18.
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. (*) .
Moreover, note that for § € R™ the random variable e (X 0v) i integrable and

for P,-almost all w € Q the mapping 0 — e~ (X (@).00) s differentiable. Due to
equation (2.87) the term

4 —x® )

a0 = sup | (X", v)em (X0

0€[0,1]

sup
0€[0,1]

is integrable. Hence, all the requirements for switching the derivative with respect
to 6 and the expectation with respect to P, are fulfilled, thus the left-hand side
of equation (2.88) together with equation (2.89) yields:

E, [(X7,0)] = dpo(t, 0)(0) + (@, ds(t,0)(v). (2.90)

Again due to equation (2.87) we obtain by differentiating both sides of equation
(2.88) at w = 0 twice in the direction v and w the formula in (2.86). Note that
for every v € H there exist v™,v~ € H* such that v = v+ — v™, by linearity of
the formula (2.85) in v, we have:

E. [(XP,0)] =E, [(XP,0")] - E. [(x,07)]
= dy 6(t,0)(v") d+¢<t 0)(v™

+ (@, d gt 0)(vh) — d g

=dy¢(t,0)(v) + (2, d (¢, 0

By introducing the linear functional

)
;0)(07))

((-,v@w)): H®H — R defined by ((z ® z,v @ w)) = (z,v){z,w), (2.91)
we can write
E, [(x*,0) (X, 0)] = B, [((xP & X, 0 2 w))]
for every v,w € H' and we have

201 (1,0) + d1o™ (£,0)* (2),v @ w))
d+¢ 1,0) ® d_,.d)(t,()),v ® w>>

E, [((XP ® XM v @ w)] = —(d

({d46(t.0)

(d46(t,0) © d4(t,0)" (@), v @ w)
({d4(t,0)

((dsu(t,0)"

dy1(t,0)(2) ® d1é(t,0),v @ w))

dy9(t,0)"(z) ® dy(t,0)*(2), v @ w)),
(2.92)

where we conveniently identified functionals on H with elements of H.
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Written in this form the right-hand side in formula (2.86) reveals its linearity in
v®w and for v ® w € Lo(H), we have

vw=vTut—vtu —v  QuF+v  Quw™

and thus expanding both sides by linearity in equation (2.86), shows the validity
of the formula for all v,w € H. O

Note that by inserting the formulas from (2.49)-(2.50) and (2.29)—(2.32) into the
corresponding terms in (2.85) and (2.86), the latter become explicit up to the
parameters (b, B, m, u1). To save some space, we give those explicit formulas only
for the limit case in Proposition 2.38 below.

Using the formulas from Lemma 2.35, we establish uniform growth bounds for

the semigroups (Pt(k))tzo in the next proposition. Let us note here that in general
we do not obtain an uniform growth bound w € Rt with M = 1:

Proposition 2.36. Let (b, B,m,u) be an admissible parameter set conform Def-

inition 2.3 and for every k € N let (Pt(k))tzo be the generalized Feller semigroup
on B,(H) associated with (b, B,m®), (")), the existence of which is guaranteed
by Proposition 2.34. Then there exists a constant w € R and M > 1, both
independent of k € N, such that

1P o, ity < M et for allk € N,t > 0. (2.93)
Proof. Recall from Remark 2.27, that in order to show the existence of a M > 1

and w € RT such that equation (2.93) holds, it suffices to show the existence of
a €>0and C > 0, independent of k& € N, such that

E. [p(Xt(k))} < Cp(z), Vte[0,¢andzec HT . (2.94)

Let k € N be arbitrary, but fixed and denote by (e,)neny an ONB of H, then by
Parseval’s identity and monotone convergence we have:

E. [ox)] = B [1+ 1) = 14 3B, [x,02]
n=1

for every t > 0 and x € H*. By equation (2.86), in particular using the notation
in equation (2.92), we have for all n € N:

E, (X1, e)?] = (= 426" (2,0) — 24P (¢, 0" (@), €0 @ e0))

+ (A&t 0) + dy (£, 0)* (2)) T en @ en)).  (2:95)
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We show separately for the first and second terms on the right-hand side of
equation (2.95) that, when summing over all n € N, we find a e > 0and C > 0
such that equation (2.94) holds. Since

Z (d40(t,0) + dstp(t,0)* (2), €0)? = [|d (2, 0) + d12p (2, 0)* () 1%,
we deduce for the second term ion the right hand side of (2.95):

S (dp(t,0) + dath(t,0)* () %2, e @ ) < CO(1 + [Je]),

n=1

for

. 2

C(t) = (lldyo(t, 0] + |43 (t, 0)* | 220y -
The terms ||d¢(,0)|| and [[d4(t,0)*[| (%) are bounded for all £ > 0. Therefore,
we deduce the existence of € > 0 and C' > 0, independent of k € N, such that

(o9}

S U(dpd(t,0) + diab(, 07 (@) en © ea)) < CU+ [2]?), (296)

n=1

for all t € [0,€¢] and 2z € H'. We continue with the first term on the right hand
side of (2.95). Recall formulas (2.30), (2.32), (2.43a), (2.49) and (2.50), from
which we obtain:

<<d2 @/’(k)(t 0)* (), en @ en))

(8
/ / e RO g ¢ 12 = aROVETE) 4 g g
! el

and

2 (k) en ®en)) = — ‘ o8 dR(0)7 ,ean(k)
(@ onenen == [[([ @0 e mb
Q9™ (5,00 (1) e D e)) ) ds

¢ 2R (s 0V (€). e. @ e ) m s
+/0 / (@2 (5,0)7(€), e @ ) m(d€) d
HEN{llgl>1}

(2.98)
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Hence, the two terms on the right hand side of equation (2.95) can be estimated
by

. , *)(d
Z/ / (e* 4R(O) €,€n>2<x,e(t—s)dR(O)>M (25) ds
+\{0} 1€l

<</0||e

> (d3eM(t,0), e @ €n))
n=1

({0} ds) ]

and

< 2(1Ibll + lw( \ DIl + / €2 + 1€ = x(©)lIm(de))
HT\{0}

X / / le™ PROTZ g 1T RO £ gy dr ds
0o Jo
where we used that for all £ € N:

1™ A A{ONI] < [T\ 0D < 0

and
/ €17 + 116 = x(©)lIm™® (d¢) < / €117 + 1€ = x(&)Im(dg) < oo
HH\{0} HH\{0}
Therefore, there exist € > 0 and C > 0 such that

i — @26(t,0) — A2 ) (1, 0)* (&), en @ en)) < O(1 + [2]2),

for all ¢ € [0,¢] and x € H*. Taking the sum of the latter constant C' and the
constant C' found in equation (2.96) yields (2.94). O

In the next step we show that the family (P;);>0, defined by

= lim P() t>0,

k—o0

gives rise to a generalized Feller semigroup and deduce the existence of a gener-
alized Feller process (X;)¢>0 with generator G as in formula (2.11).
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Proposition 2.37. Let (b, B,m, i) be an admissible parameter set conform Def-
inition 2.3. Then there exists a generalized Feller semigroup (Py)i>0 on B,(H{)
such that

( P, e—<~,u>) (z) = e~ Pt~ (@w(tw) (2.99)
for allt >0 and z,u € H*, where (¢(-,u),¥(-,u)) is the unique solution to the

generalized Riccati equation (2.8a)-(2.8b). The semigroup (P;)i>0 gives rise to a
generalized Feller process (X¢)i>o in (K, ||-I|* +1) such that

E, [f(Xe)] = P f(z), ¢t>0, zeH’,
and the generator G of (Py)i>o is of the form in equation (2.11) on D.

Proof. Hereto we check that the conditions of Theorem 3.2 in [45] hold. From

Proposition 2.36, we know that the sequence of semigroups (Pt(k))tzo,keN with
generators (G¥)) ey satisfy the following growth bound

1P e ey < Me™,  VneN andt>0, (2.100)

where w € R.
Recall the definition of D from equation (2.57) and recall from Lemma 2.28 that
D is a dense subspace of B,(H{ ). Thus (i) in Theorem 3.2 in [45] is satisfied.

Note that the operator G, n € N, applied to the function 6*4’(@(S*“)’Wb(k)(S’“»7
with (¢ (-, u), ™ (-, u)) being a solution to (2.14), gives (see also (2.84))

(g(n) e—¢<k><s7u>f<-,w<k><s,u>>> (x)
= e~ #" (5w gn) o= P (sw) ()
= (PO @0 ) — (RO GO 5, ) ) ) e et

for x,u € H*, s > 0 From the latter and equation (2.75), we infer

1
lz]2+1 ‘g(n)Ps(k) e (z) — g PR =) (x)’
,(b(k)(s,u)f(w,w(k)(s’u»
: n, n
e GO L T 2.101)

where
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From the equations (2.5) and (2.26) we have, for all 0 < s < T < co:

— *) (s,u
[ (et — 1= (x(€), 6@ (s,w) ) (Lags1my — Latisam)|
< @ (s, w7111 ey <ny

< SBP]HQ#(D(S L) [PIEIP e <y =2 9(é)
se

Observe that for h € H™, we have fH+\{o} g(&) <“?|d§”)2’h> < oo. Hence, it fol-
lows from Lemma A.6 that g(-)/| - ||> € £LY(HT, 1) and from Theorem A.8, we
deduce that sup,cp, agzk) converges to 0 as n,k — oo. By the admissibility

condition Definition 2.3 i), we infer fH+\{o} g(§)m(d§) < oo and applying the
dominated convergence theorem we also deduce that sup,¢po 7 bg%k) converge to
0 as n,k — oo. Observing that ¢(*)(s,u) € R* and ¥ (s,u) € H* for all

s > 0, we can bound o= )= (@™ (s,u) by 1 for all z € H* and get from
equation (2.101), that for all s > 0:

Hg(n) P o= ) _ k) plk) o= (0)

p

< swp M( )+ b0
ver+ |lz)l? +1

< | sup almk) + sup WP | Culle™ |
s€[0,T7] o sel0,T

where C,, = sup, g+ ([|z]] +1)/(||z]> + 1). Thus condition (ii) in Theorem 3.2 in
[45] is satisfied with [|-||p = ||-[|sc and we deduce the existence of a generalized
Feller semigroup (P;);>o with the same growth bound as the semigroup (Pt(k))tzo
and such that P, f = limg_ 0 Pt(kz)f7 for all f € B,(Hy), uniformly on compacts in
time. Since P;1 = 1, for all ¢ > 0, we deduce from Theorem 2.26 that there exists
a generalized Feller process (X;)¢>o such that P, f(x) = E, [f(X)] for all ¢ > 0
and z € H*. The exponential affine formula (2.99) follows from formula (2.75)
and the fact that limy_,oc ¥ (t,u) = ¢(t,u) and limy_,eo ) (t,u) = (¢, u) for
all t > 0 and u € HT. From this we further derive the particular form of the
generator G on the space D by noting that t — P, e~ (") (z) uniquely solves the
abstract Cauchy problem associated to (G, dom(G)) and hence by mimicking the

proof of the approximation case in Proposition 2.34, we conclude formula (2.11).
O

Analogous to the approximating processes (Xt(k))tzo, for £ € N in Lemma 2.35,
we now deduce explicit formulas for the expressions E, [(X¢, v)] as well as for
E, [(X:,v)?], where 2 € HT, ¢t > 0 and v € HT.
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Proposition 2.38. Let (b, B,m, i) be an admissible parameter set conform Def-
indtion 2.3 and recall from (2.29)~(2.32) the definition of dR(0),d*R(0), dF(0),
and d2F(O). Then for all v,w € HT the following formulas hold true:

t

E. [(X,,0)] = / (b, c* 1A O ) ¢ / (€,* PO ) m(de) ds + (, o POy
0 HEN{]|€]>1}

(2.102)

and
E, [(Xt, v) (X, w)]

t
_ _/ F(0)(e"4BO) o2 dRO) ) g
0

t S
_ / / AF(0) (ol 4RO @2 R(0) (¢*4FV)y, ¢ 4 O)) du ds
0 0
t

_/ <x’e(t—s)dR(O) dQR(O)(eSdR(O)U,eSdR(o)’w)> ds

0
t
dF(0 sdR(0) d , tdR(0) >
+</O (O)(e ¥ Ov) ds + (i, FO))
t
dF(0)(e* Oy q , et 4E(0) ) 2.103
><</0 (0)(e*FOw) ds + (z, ' FOw) (2.103)
Moreover, forve HT, (,v) € dom(G) and
(- 0)(w) = (b+ Bla),o) + [ (€o)vied), aeHt. (2104
HEO{lell>1}

Proof. Formulas (2.102) and (2.103) can be obtained analogous to the computa-
tion of the formulas (2.85) and (2.86) derived for the approximating case, com-
bined with the explicit formulas (2.49)—(2.50). As in the proof of Lemma 2.35
we use Proposition 2.20 and the finite second moments of the process (X;);>o to
interchange the operations of the expectation and the one-sided derivatives. To
obtain more explicit formulas, we consider the analogous of the formulas (2.85)
and (2.86) and recall that d. ¢(t,0)(v), d3 é(t, 0) (v, v) can be expressed in terms of
dF(0), d*F(0), d44(t,0)(v), and d%4(t, 0)(v, w), see (2.42a) and (2.43a). Then,
we recall the expressions (2.49) and (2.50) for d4(t,0)(v), and d3 (¢, 0)(v, w).
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To prove (2.104), observe that using the analogue of (2.85), we get

1
—\P(-,v)(x) — (z,v) — (b+ B(x),v) — ,v) v(x,d
RC0E s - [ v
1
< glaowo@—po - [ oma)

+ el deot o) - o - B - el

U
HHA{|le]>1} €112
The latter together with formulas (2.42a) and (2.42b), yield

HAG (@) = (@) = (0 B@).v) = fogengjeony (6:0) v, d6)

i sup e
< ’dF(O)(v) — (b,v) — / (&) m(d«s)]
HEN{llgl>1}

. p(dg
+aro)e) - 5w - | (€0 19|
HEA{lEl>1} €]l
and recalling the formulas for dR(0) and dF'(0) respectively in (2.29) and (2.30),
we conclude that (-,v) € dom(G), for v € H* and that (2.104) holds. O

Remark 2.39. As observed in Remark 2.4, the second moment conditions are a
consequence of our generalized Feller approach and weight function p = |||/ +1.
More specifically, the uniform bounds established in Proposition 2.36 rely on the
existence of second moments as established in Lemma 2.35. A natural question
to ask is whether one could perform the analysis with a different (weaker) weight
function. However, in the proof of Lemma 2.32 we need that /p(x) > c||z]|,
x € HT, for some constant ¢ € (O7 00).

Note also that the existence of a first moment of ||£]|~2u(d€) is already used in
Lemma 2.12 to ensure that the mappings R*) are Lipschitz continuous. Inter-
estingly, also the alternative approach to proving existence in Chapter 6 requires
the second moment condition.

In general we do not obtain a version of the process X in Proposition 2.37 with
cadlag paths (but see Chapter 6 for a positive result). By Theorem 2.13 in [45] a
cadlag version exists when the associated semigroup (P;);>¢ is quasi-contractive
on B,(H{), ie., if one can take M = 1 in Proposition 2.36. We do not know
whether this holds in general. However, we can show that X admits a cadlag

version in the finite activity setting:

Proposition 2.40. Assume the setting of Proposition 2.37 and assume moreover
that m(HT \ {0}) < oo and that HT \ {0} > & — ||€]|72 is p-integrable. Then
there exists a version of X with cadlag paths.
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Proof. By [45, Theorem 2.13] it in fact suffices to prove that the generalized
Feller semigroup (P,)¢>o associated to X is quasi-contractive on B;(H{,), where
p: HT — [0,00) is an admissible weight function such that its associated norm
Il 5 is equivalent to ||-||,. Note that in the finite activity setting we can apply
Proposition 2.34 with k& = oo (with the understanding that m) := m and
p(>) := p) to directly obtain (P;);>o (i.e., no approximation over k is neces-
sary). In particular @n, < 00, where @o, is defined by taking & = oo in (2.81).
It then follows from statement a) on page 44 that (P,)¢>o is quasi-contractive
on B;_ (M) where ps is an admissible weight function with associated norm
equivalent to ||-||,. O

In the next section we give the proof of Theorem 2.8. This is based on collecting
the results from this section and transferring from a generalized Feller setting
to the classical setting (in particular transferring from the weak to the strong
topology on H 1) that we used for presenting the results in Section 2.2.

2.4.3 Proof of Theorem 2.8

Let (b, B,m, 1) be an admissible parameter set. Then by Proposition 2.37 there
exists a generalized Feller semigroup (P;);>o and the associated generalized Feller
process (X;)i>0 in H' such that E, [f(X;)] = P.f(z) for ¢ > 0 and the Markov
property (2.54) holds. The existence of constants M,w € [1,00) such that (2.9)
is satisfied follows from Remark 2.27. The space H is a separable Hilbert space
and hence the Borel-c-algebras B(H™') and B(H;;) coincide. This means that
the transition kernels (p;(z, -));>0 defining the semigroup (P;);>o stay unaffected
under the change of topology and hence the process (X;);>o is also a Markov
process in H ' with the strong topology. This proves the first part of the assertion
and we continue with the affine transform formula.

Indeed, the asserted affine transform formula (2.2) is precisely formula (2.99)
from Proposition 2.37. This and Proposition 2.16 implies for all x € HT that

Pt ef<'au> (fE) — ef<'»u> (I’) ei(b(tiu)i(zﬂb(tiu)) — ef<x~,u>
lim = lim
t—0+ t t—0+ t
= (—F(u) — (z, R(u))) e~ &, (2.105)

In particular, we see that G(D) C C,(H™') and since (P;)¢>0 is a strongly contin-
uous semigroup on B,(H{) we have

(Pt e_<"“>) (x) = e %) () + /Ot (Psg e_("“)) (x)ds.

Consequently, we have shown that D C dom(G) and from formula (2.105) we see
that formula (2.11) holds true on D.
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2.5 Concluding remarks

With Theorem 2.8 we have proven the existence of affine Markov processes on
the cone of positive self-adjoint Hilbert-Schmidt operators by a novel approach
inspired by [45]. In particular, our approach relies on the theory of generalized
Feller processes, taking the weight function p = ||-||? + 1. This approach requires
the existence of first and second moments of the jump measures m and p. A
beneficial by-product is that we obtain explicit formulas for the first and second
moments of the affine Markov process, see Proposition 2.38. See Remark 2.39 for
a discussion regarding the necessity of the second-moment condition. Below, we
make some more remarks, including possible further directions of research.

e On relaxing the condition on existence of moments

A possible direction of further research is to investigate whether one can adapt
the proof in such a way to allow for the weight function p = ||-||4+1. In this case a
first moment conditions on m and p should suffice. On a more abstract level, the
question arises whether it is possible to establish existence without any moment
conditions, as can be done in the finite dimensional setting where the cone of
interest does not have empty interior. Note, however, that for instantaneous
covariance processes one usually assumes the existence of second moments, i.e. for
applications in stochastic covariance modeling the second moment assumptions
on the affine processes are not a real restriction, but often required anyways.

e On the inclusion of a diffusion part

Another tantalizing question is to what degree an infinite-dimensional affine pro-
cess on the cone of positive self-adjoint Hilbert-Schmidt operators allows for dif-
fusion. It is clear from [23] that certain constructions are possible in infinite-
dimensions. See also [99] for an process with affine diffusion part on the cone of
positive continuous functions, which, however, has non-empty interior.

e On considering a different state space for the covariance process

Note that in the stochastic covariance model (Y, X) in (1.6), we take X to be
the square root of an affine process in order to obtain that Y is again affine, see
Chapter 3. However, this means that the ‘natural” state space for X is not the
cone of positive self-adjoint Hilbert-Schmidt operators, but the cone of positive
self-adjoint trace class operators. Unfortunately, this is no longer a cone in a
Hilbert space. As self-duality of the cone was used at various instances in the
proof of Theorem 2.8, it is not clear how much can be salvaged if we consider
trace class operators. This would be a further interesting direction of research.
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CHAPTER 3

AN INFINITE-DIMENSIONAL AFFINE
STOCHASTIC COVARIANCE MODEL

Abstract of the chapter In this chapter we present a flexible and tractable
affine stochastic covariance model in infinite-dimensions. More specifically, we
consider a Hilbert space valued linear stochastic differential equation driven by
an infinite-dimensional Brownian motion that is modulated by an affine pure-
jump process with values in the cone of positive self-adjoint Hilbert-Schmidt
operators. The tractability of our model lies in the fact that the two processes
involved are jointly affine, i.e. we show that their characteristic function can
be given quasi-explicitly in terms of the solutions to a set of generalized mild
Riccati equations. The flexibility of the model lies in the fact that we allow
multiple modeling options for the instantaneous covariance process, including
processes with state-dependent jump intensity. We discuss applications of our
model in the context of forward curve dynamics described in the HIMM modeling
framework. In this setting we discuss various examples: An infinite-dimensional
version of the Barndorff-Nielsen—Shephard stochastic volatility model, as well as
models with instantaneous covariance processes admitting state-dependent jump-
intensity, that have the potential to model volatility clustering.

This chapter is based on [39]:

Cox, S., KARBACH, S., AND KHEDHER, A.

An infinite-dimensional affine stochastic volatility model.
Mathematical Finance 32, 3 (2022), 878-906.
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3.1 Introduction

In this chapter we propose a novel class of infinite-dimensional affine stochas-
tic covariance models (Y, X), where ¥ = (Y});>0 takes values in an infinite-
dimensional separable Hilbert space (H,(-,-)g) and X = (X;);>0 is a time-
homogeneous affine Markov process with values in the cone of positive self-adjoint
Hilbert-Schmidt operators on H. The process X is taken from the class of affine
processes introduced in Chapter 2. The process (Y;);>0 is modeled by the follow-
ing stochastic differential equation

dY; = AY; dt + X2 aw@, t>0, Yo=yeH, (3.1)

where A: dom(A) C H — H is a possibly unbounded operator with dense
domain dom(.A) and (WtQ)tzo is a @Q-Brownian motion independent of X, with @
a positive self-adjoint trace-class operator on H. Assuming that X is progressively
measurable and using the moment bounds on X established in Chapter 2, the
existence of a solution to (3.1) is straightforward (see Lemma 3.7 below).
In Section 3.2.1 we show that under the assumption that the Markov process
(X¢)i>0 has cadlag paths, it is a square-integrable semimartingale. This follows
from the formulation of an associated martingale problem in terms of what we
call a weak generator (see Definition 3.2) of the Markov process (X;);>o and
yields the explicit representation of (Xy);>0 as

t
Xt::c—|—/ (b+B(Xs)+/ gy(Xs,d§)> ds+J;, t>0, (3.2
0 HEN{€I>1}

where 2,0 € HT, B € L(H) is a bounded linear operator, given z € H* the
measure v(z,-): B(HT \ {0}) — R is such that vX(d¢,d¢) = v(X;,d€)dt is the
predictable compensator of the jump-measure of (X;);>0, and (jt)tZO is a purely
discontinuous H-valued square-integrable martingale. Here and throughout this
chapter the parameters (b, B, m, u) are admissible as in Definition 2.3.

By exploiting the results in Chapter 2 and [117], we adapt the proof of [80,
Theorem 11.2.42] to our infinite-dimensional setting to obtain the characteristic
triplet (see Definition 3.1) of (X;);>¢ explicitly and show its affine form (see
Proposition 3.5).

Our main contribution lies in showing that our stochastic covariance model (Y, X)
has the affine property, that is, we prove for all ¢ > 0 that the mixed Fourier-
Laplace transform of (Y;, X;) is exponentially affine in the initial value (y,z) €
H x HT and has a quasi-explicit formula in terms of a solution to generalized
(mild) Riccati equations that are written in terms of the parameters of the model,
see Theorem 3.14 below.
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The proof Theorem 3.14, i.e., of the affine property of our stochastic covariance
model (Y3, X;)¢>0, is given in Section 3.3. It involves considering an approxima-
tion (Yt(n),Xt)tZO of (Y3, X)i>0 obtained by replacing A in (3.1) by its Yosida
approximation. The use of the approximation allows us to exploit the semi-
martingale theory and standard techniques in order to show that the approxi-
mating process is affine. To show that the affine property holds for the limiting
process (Yi, X¢)i>0, we study the convergence of the generalized Riccati equations

associated with (Y;(n), X1t)t>o0 to those associated with (Yz, Xi)i>0. We prove the
existence of a unique solution to these generalized Riccati equations by exploiting
infinite dimensional ODE results and using the quasi-monotonicity argument to
show that the solution stays in the cone H™, see [50] and [113]. In order for the
approach described above to succeed, we impose a commutativity-type condition
on the covariance operator of the )-Wiener process (WtQ)tZO and the stochastic

covariance (X, / Q)tzo (see Assumption B below). This condition is also imposed
in [21] and we find it rather limiting. However, we show that it can be avoided
by considering a slightly different version of the stochastic covariance model, see
Remark 3.10.

In Section 3.4 we consider a number of examples. For the process Y we assume the
setting proposed in [60, 18], which can be used to model arbitrage-free forward
prices at time t > 0 of a contract delivering an asset, e.g. a commodity, at
time ¢ + z. In this case the operator A in (3.1) is given by A = 9/0x and the
space H is given by some weighted Sobolev space. For the process (Xi)¢>0, we
construct several examples in which we specify the drift and jump parameters: We
first show that the infinite-dimensional lift of the multivariate Barndorff-Nielsen—
Shephard model introduced in [21] is a particular example of our model. The
instantaneous covariance process (X;);>o in this example is given as the solution
to a SDE driven by a Lévy subordinator in the space of self-adjoint Hilbert-
Schmidt operators, as we show in Section 3.4.1. As mentioned above, this example
does not involve state-dependent jump intensities. However, Sections 3.4.2, 3.4.3,
and 3.4.4 provide explicit parameter choices that do involve state-dependent jump
intensities. In Section 3.4.2 we construct a covariance process which is essentially
one-dimensional; evolving along a fixed vector z € H*. In Section 3.4.3, we
construct a truly infinite-dimensional covariance process X. In this example
both X;, t > 0, and @ share a fixed orthonormal basis of eigenvectors. This is
imposed to ensure that the commutativity condition given by Assumption B is
satisfied. In Section 3.4.4, we avoid this commutativity condition by considering
an example involving the alternative model from Remark 3.10.

In Chapter 4 we derive quasi-explicit formulas for option-prices on commodity
forwards based on the introduced affine model. In practice, these computations
require the study of finite dimensional approximations of the instantaneous co-
variance process and the Riccati equations, which is being tackled in Chapter 6.
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3.1.1 Layout of the chapter

In Section 3.2 we give an in-depth analysis of our stochastic covariance model and
introduce sufficient parameter assumptions that ensure the well-posedness of the
proposed model. Subsequently, in Section 3.3 we prove the affine-property of our
joint model (Y%, X¢)r>0. We split the proof into two parts, first in Section 3.3.1
we show the existence and uniqueness of solutions to the associated general-
ized Riccati equations under admissible parameter assumptions and thereafter,
in Section 3.3.2, we prove the affine transform formula. In Section 3.4, we give
several examples of stochastic covariance models included in our model class by
specifying various instantaneous covariance processes (X¢)i>o.

3.1.2 Notation and Hilbert-valued semimartingales

Throughout this chapter we let (H,(-,-)x) be an infinite-dimensional separable
Hilbert space and let x: H — H be the truncation function given by x(z) =
rlfjz)<1)- By slight abuse of notation we shall write (y,u)y = —i(y, @), in
case that y € H and v = it € iH, see also the notation section in Chapter 4.

For this section let (Q, F,F,P) be a filtered probability space, write F = (F;):>0
and denote by (H,(-,-)) another separable Hilbert space. Let M = (M;);>0
be an H-valued locally square-integrable martingale. Then we know from [117,
Theorem 21.6 and Section 23.3] that there exists a unique (up to a P-null set)
cadlag predictable process ((M)) of finite variation taking values in the set of
positive self-adjoint elements of £1(H) such that ((M))o = 0 and the process

M@ M — ((M))

is an £1(H)-valued local martingale.
Following [117, Definition 23.7], an H-valued process X = (X;);>0 is called a
semimartingale if

X, =Xo+ M, +A4, t>0, (3.3)

where X is H-valued and Fy-measurable, M is a H-valued locally square inte-
grable martingale with cadlag paths such that My = 0 and A is an adapted H-
valued cadlag process of finite variation with Ag = 0. When the process A in (3.3)
is predictable, then X is said to be a special semimartingale. The decomposition
(3.3) in this case is unique (see [117, Theorem 23.6]) and is called the canonical
decomposition of X. For a semimartingale X, we write AX; = Xy — X;_, where
X;— = lims;— X,. Notice that when ||AX|| is bounded, then X is a special
semimartingale (see [117, Chapter 4, Exercise 11]).

Two H-valued locally square-integrable martingales M and N are called orthog-
onal if the real-valued process ({(My, Ni))¢>0 is a local martingale.
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Further, we call M a purely discontinuous local martingale if it is orthogonal to
all continuous local martingales. An H-valued semimartingale can be written as

X;=Xo+ XF+ M+ A, t>0, (3.4)

where Xy is Fo-measurable, X¢ is a continuous local martingale with X§ = 0,
M? is a locally square integrable martingale orthogonal to X¢ with Mg =0, and
A is a cadlag process of finite variation with Ag = 0, see [117, Theorem 20.2].
The process X¢ is unique (up to a P-null set), see [117, Chapter 4, Exercise 13].
We associate with the H-valued semimartingale X, the integer-valued random
measure pX : B([0,00) x H) — N given by

pX(dt,dE) =) 1 ax, 2010(s,ax,)(dE, ), (3.5)
s>0

where §, denotes the Dirac measure at point a. Recall from [80, Theorem I1.1.8],

the existence and uniqueness (up to a P-null set) of the predictable compensator
X f X

v oof pt.

Given a semimartingale X we define the ‘large jumps’ process X by

X = ZAX31{|\AX5H>1}7

s<-
and we define the ‘small jumps’ process
X=x-X. (3.6)

Since |AX| <1, X is a special semimartingale and hence it admits the unique
decomposition

X=X+ M* + 4%, t>0, (3.7)

where X is Fp-measurable, M X is a local martingale with M({( =0, and AX s
a predictable process of finite variation with A = 0. We are ready to introduce
the characteristic triplet of an H-valued semimartingale X:

Definition 3.1. Let X be an H-valued semimartingale, let AX be the predictable
process of finite variation from decomposition (3.7), let X ¢ be the continuous mar-
tingale part of X as provided by (3.4), and let vX be the predictable compensator
of uX, where p is defined by (3.5). Then we call the triplet (A%, ((X¢)),v%)
the characteristic triplet of X. Note that the characteristic triplet consists of
a predictable cadlag H-valued process of finite variation, a predictable cadlag

L1 (H)-valued process of finite variation, and a predictable random measure on
B(]0,00) x H).
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3.2 The stochastic covariance model

In this section we specify our stochastic covariance model. First, in Section 3.2.1,
we introduce the exact specification for the instantaneous covariance process X,
for which we choose an affine Markov process on the cone of positive self-adjoint
Hilbert-Schmidt operators, the existence of which we proved in Chapter 2. We
show that whenever the process X admits for a version with cadlag paths, this
version is actually a Markovian semimartingale with characteristic triplet of an
affine form and the representation (3.2) holds true. In Section 3.2.2, we show that
given such an instantaneous covariance process X there exists a mild solution Y
to equation (3.1) with initial value y € H, which enables us to introduce our joint
stochastic covariance model Z = (Y, X)) (see Definition 3.8).

3.2.1 The affine covariance process

We propose to model the instantaneous covariance process (X;);>o as an affine
Markov process on the state space H™ in the sense of Chapter 2. More precisely,
we assume that (b, B,m, u) is an admissible parameter set as in Definition 2.3.
Given (b, B,m, u) it follows from Theorem 2.8 that there exists an associated
square-integrable time-homogeneous H*-valued affine Markov process X. More
specifically, Theorem 2.8 and Proposition 2.38 imply Theorem 3.3 below, a version
of the existence results that we need in our derivations later and which we recall
for the readers convenience. In order to state this result we adapt the notion of a
weak generator' from Section 2.2 slightly and let the state-space of test-functions
be the space of continuous functions on H* with at most quadratic growth (in
the tails), in particular we allow for unbounded functions in the domain.

Definition 3.2 (Weak generator on functions with at most quadratic-growth).
Let X be a square-integrable H*-valued time-homogeneous Markov process with
transition semigroup (P;);>o acting on the space

Co(HF R) = {f € C(H',R): sup m < oo}.

Cw(HT,R) Then the weak generator G: dom(G) C Cy(HT;R) — Cy(HT;R)
of (Pi)i>o is defined as follows: f € dom(G) if and only if there exists a g €
Cyw(H',R) such that g(x) = limy ot~} (P.f(z) — f(z)) and for all x € H*

t
P f(x) = f(x) +/ Pyg(x) ds, and in this case set Gf = g.
0

I Alternatively, we could work in the framework of generalized Feller semigroups and their
generators again, as we did in the latter part of Chapter 2.
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We then recall the following result(s) from Chapter 2:

Theorem 3.3. Let (b, B,m, u) be an admissible parameter set according to Def-
inition 2.3. Then there exist constants M,w € [1,00) and a square-integrable
H T -valued time-homogeneous Markov process (Xi)i>o with transition semigroup
(Py)t>0, acting on functions f € Cy(HT,R), and weak generator (G,dom(G))
such that the following holds:

i) E[||X¢||?| X0 = 2] < Me*t(||z||? + 1) for allt >0,
ii) lin ( {e_<"“> cueHTPU{(,u):ue HTY) Cdom(G), and

iii) for every f € lin {e="W:u e HT}U{(-,u): u € HT} we have:

Gf(x) = (b+B(z), f'(x)) + / (flx+&—f(@)=(x(©&), f'(x))) v(z,dE),
HT\{0}
(3.8)

where v(x,d€) = m(d¢) + %

An additional assumption we want to impose on the affine instantaneous covari-
ance process X under consideration is the requirement, that X must admit for a
version with cadlag paths.

Assumption A. The time-homogeneous Markov process X associated with the
parameter set (b, B, m, u) satisfying the conditions in Definition 2.3 has cadlag
paths.

Due to the lack of local compactness of the underlying state space, standard Feller
theory were not employed to establish Theorem 3.3. We overcame this problem
by using generalized Feller semigroups, but unfortunately the Markov processes
associated to a generalized Feller semigroup need not have cadlag paths (but
see [45, Theorem 2.13] for a positive result). Some (rather limiting) conditions
that ensure that Assumption A is satisfied are provided in the lemma below. In
Chapter 6 we show that Assumption A is satisfied in general.

Lemma 3.4. Assume that (b, B,m, u) is an admissible parameter set that fulfill
either one of the following two cases:

i) (the Lévy-driven case) pu(d€) =0,

ii) (finite activity jumps) m(H*\ {0}) < co and fH+\{O}<x, ’ﬁ(;l?) < oo for all
reHt.

Then the affine Markov process (X;)i>o associated with (b, B,m, u) admits for a
version with cadlag paths.
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Proof. To prove i), observe that the weak generator (3.8) associated to the admis-
sible parameters (b, B, m, 0) is a weak generator of a Lévy driven SDE as described
for example in [123, equation 9.37]) and hence the assertion follows from [123,
Theorem 4.3]. In case of ii), the assertion follows from Proposition 2.40. O

We show in the next proposition that the version of X with cadlag paths is in
fact a Markovian semimartingale:

Proposition 3.5. Suppose that (b, B,m, ) is an admissible parameter set ac-
cording to Definition 2.3 and such that the associated affine Markov process X
satisfies Assumption A. Then there exists a version of (X;)i>o which is an H*-
valued semimartingale with characteristics triplet (A, C,v™X) of the form:

t
A = / (b+ B(X,))ds, t >0, (3.9)
0
C,=0,t>0, (3.10)

p(d€)
€[ >) dt. (3.11)

v¥(dt,d€) = v(X;, dg) dt = (m(d€) + (Xi,
Moreover, the following representation holds

t
Xt:XO—F/ (b—|—B(Xs)—|—/ §1/(Xs,d§)) ds+J;, t>0, (3.12)
0 HEN{lEl>1}

where J is a purely discontinuous square-integrable martingale.

In order to prove Proposition 3.5, we need the following result, which can be
obtained by mimicking the proof of [123, Proposition 9.38]:

Proposition 3.6. Let X be a square-integrable time-homogeneous cadlag Markov
process on Ht with transition semigroup (P;)>o acting on Cy(H',R), let G be its
weak generator and let f € dom(G). Define My = f(Xt)—f(XO)—fg(gf)(Xs) ds.
Then (My)i>o is a real-valued martingale.

Proof of Proposition 3.5. Let (en)neny be an orthonormal basis of #H, then for
every n € N, we have e, = ¢} —¢,,, for e, e, € H*. By Theorem 3.3 and

Proposition 3.6 applied to f = (-, e,) there exists a square-integrable martingale
J™) such that

(Keen) = el + [ (4 BOC) ) + [ (€ cah(X,,d6)) ds

+J™ t>o0.

tofligl>1}
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Noting that X = Y ° (X, e,)en, we infer that X is an H*-valued semimarti-
nagle with the decomposition in (3.12), where J = P JMe, is a square
integrable H-valued martingale.

We are left to show that .J is purely discontinuous and to make the characteristic
triplet of X explicit. These are known results in the finite-dimensional setting (see
for instance [80, Theorem 11.2.42]). Below, we adapt the proof of [80, Theorem
I1.2.42] to our setting. For that we decompose X = AX + N¥ + X as in (3.6)
and (3.7). Denote by (A% C, ™) the characteristic triplet of the semimartingale
X. Let u € H1 be arbitrary and consider the function g, = e~ 4 € H*. On
the one hand, applying the It6 formula to g, (X) (see for instance, [117, Theorem
27.2]), yields that g, (X) is a real-valued semimartingale and

e—<Xt7u>

t . t ,
— oo [Memttemgand) - [0 and)
0 0
t
+1/e Koo (4 @ u, AT >£2(’H)+/ / ~Xem W K (& )X (ds, d€)
7‘“’\{0}

/ / Koo K (€, u) (¥ (ds, d€) — v (ds, de)) | (3.13)
H*\{O}

where K(&,u) = e~ &% — 1 4 (x(€£),u). On the other hand, by Proposition 3.6
there exists a real-valued martingale I such that

t
e~ (Xeu) = =Ko} 4 pu */ e X ((b+ B(X,),u)) ds
0

t
+// e Ko K (€ u)v(X,,dE)ds, t>0. (3.14)
o Jar\{o}

Note that for every t > 0, the integrals with respect to ds on the right-hand
side of (3.14) remain unchanged if we take the left-limits X;_ instead of Xj, as
the number of jumps on [0, ] is at most countable. Moreover, as X takes values
in HT, we have that g, (X) is bounded and hence it is a special semimartingale
and its canonical decomposition is unique. Therefore the finite variation part in
formulas (3.13) and (3.14) must coincide, i.e. the following must hold for all ¢t > 0
almost surely:

L
; H

:_/0 e(Xs,u>(<b+B(XS),u>+/H+\{O}K(§,U)I/(Xs,d§)> ds. (3.15)

K (g u)v™ (ds, dS))
\{0}
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Now, by integrating e{Xs=+") with respect to both sides of (3.15) over [0,t], we
obtain

A on Gz + [ K& (0,049

t t
—<u7/0 b+B(XS)d8>+/O /H+\{0} K& u)v(Xs,dE)ds, VYVt >0 as.

Now, following similar steps as in the proof of [80, Theorem II.2.42] we conclude
that C; = 0, vX([0,¢],d¢) = fo v(X,,d€) ds and AX _fo (b+ B(X;)) ds, t >0,
and the statements of the proposition follow. O

3.2.2 The joint process Z = (Y, X)

In this section we finally present our stochastic covariance model, see Defini-
tion 3.8 below, which involves taking the square root X /2 of the process X from
Theorem 3.3 as instantaneous covariance for the H-valued process Y given by
equation (3.16) below.

Throughout this section we consider the following setting: Let (b, B, m,u) be
a parameter set according to Definition 2.3, let x € H™ and y € H, and let
Q € L1(H) be self-adjoint and positive. Next, let X be the square-integrable
time-homogeneous Markov process associated with the parameter set (b, B, m, y1)
the existence of which is guaranteed by Theorem 3.3; we denote the filtered
probability space on which X is defined by (', F!, (F})i>0,P!) and assume
PY(Xo = z) = 1. In addition, we let (Q%, F2, (F2)i>0,P?) be another filtered
probability space, which satisfies the usual conditions and allows for a ()-Wiener
process W®: [0,00) x Q — H. Now set

(Q,F,F,P) = (' x Q@ (F' @ F),(F} @ F)i>0,P' @ P?),

and denote the expectation with respect to P by E. With slight abuse of no-
tation we consider X and W& to be processes on (2, F,F) (note that they are
independent).

In addition, we assume (A, dom(.A)) to be the generator of a strongly continuous
semigroup (S(t))¢>0 on H.

Now, consider the following SDE, for which Lemma 3.7 below establishes the
existence of a mild solution:

{dY;:AY; dt+ X2 aw?, t>o, (316)

Yo=uy.
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Lemma 3.7. Assume the setting described above, in particular, let (b, B, m, p)
be as in Definition 2.3 and let X be the associated affine process. Moreover, let
Assumption A hold. Then X is progressive,

t
E [/ ||X51/2Q1/2||2ds] < o0, (3.17)
0
and moreover
t
Y; = S(t)y +/ S(t—s)XY2awe, t>o0, (3.18)
0

is the unique mild solution to (3.16).

Proof. The fact that X is progressive follows from the F-adaptedness of X and
Assumption A. Moreover, it follows from Theorem 3.3 i) and Hélder’s inequality
that

1/2 1/2
EIIX; 2 QY212 < 1Qlleyn EIX: 12 i) < QN .y e BIX: |
< VM|Q| 2,y e** VEIXo]? + 1,

which implies (3.17). Standard theory on infinite dimensional SDEs (see for
instance [68, Section 3]) now yields the existence of a unique mild solution to
(3.16) given by (3.18). O

Definition 3.8. Assume the setting described above and let (b, B, m, 1) be as in
Definition 2.3 and let X be the associated affine process. Moreover, let Assump-
tion A hold and let Y be given by (3.18). Then we refer to the H x HT-valued
process Z = (Y, X) as the joint stochastic covariance model with affine pure-
Jjump covariance (and with parameters (b, B, m, u, @, A) and initial value (z,y)).
Note that the process (Z, (Q2, F,F,P)) is a (stochastically) weak solution to the
following SDE in H x H:

{dZt = (b+AZ)dt+X(Z)dW,+dJ,, t>0, (3.19)

Zy = (y,x) € HxHT,

where b, A, 3, B, and J are as follows

N 8 o
b+ foeagesny §MAD] T T [z2] T | Bla) + [ g€ e

(z) = [(22())1/2 8} AW = [d‘%/Q], and  dJ = {doj}?

where J is the purely discontinuous square-integrable martingale obtained from
Proposition 3.5.
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Remark 3.9. The assumption that W< is a Q-Wiener process can be weakened
whilst maintaining all results presented in this chapter. Indeed, as X itself is
already H™T valued, it suffices to assume that Q € Lo(H) (instead of @ being
trace-class), see also the proof of Lemma 3.7.

In order to show that our joint model is affine (see Theorem 3.14 below), we need
one further assumption. This assumption is also imposed in [21], see Proposition
3.2 of that article.

Assumption B. There exists a positive and self-adjoint operator D € L(H)
such that

th/zQth/z = DY2X,DY?, for allt > 0.

To the best of our knowledge, all examples for which Assumption B holds are
such that @ and X; commute for all ¢ > 0. In fact, as commuting self-adjoint and
compact operators are jointly diagonalizable, this is difficult to ensure without
assuming there exists a fixed orthonormal basis (e )neny of H that forms the
eigenvectors of () and of X;, t > 0. Note that this essentially reduces the state
space of X to the cone of positive, square integrable sequences E;r, i.e., we only
model the eigenvalues of X, as the eigenvectors are fixed, see also Section 3.4.3.
In conclusion, Assumption B is rather limiting. However, it can be circumvented
if one considers a slightly different model, see Remarks 3.10 and 3.11 below.

Remark 3.10. Assumption B can be omitted if, instead of equation (3.16), one
assumes that the process Y in the joint model satisfies the following stochastic
differential equation:

(3.20)

dY; = AY; dt + DY2X}? aw,, t> 0,
Yb =Y,

where W is an H-cylindrical Brownian motion (i.e., dW; is white noise) and
D € £y(H) is positive and self-adjoint (in fact, D € HT suffices, see Remark 3.9).
In this case, provided that (b, B, m, ) is as in Definition 2.3 and A hold, we have

¢
E U |DY2x1/2)2 ds} <00, (3.21)
0
and
¢
Y, = S(t)y +/ S(t—s)DY2XY2aw,, t>0, (3.22)
0
is the unique mild solution to (3.20), see also [48, Chapter 4, Section 3].

68



3.3 THE STOCHASTIC COVARIANCE MODEL IS AFFINE

Moreover, Theorem 3.14 below remains valid: if Y is given by (3.20), (b, B, m, p)
is as in Definition 2.3 and Assumption A hold, we obtain ezactly the same ex-
pression for E [e<Yf7“1>H’<X““2>]. In particular the joint model involving (3.20)
under Assumption 4 coincides with the joint model involving (3.16) under As-
sumptions A, and B, in the sense that for every fixed time ¢ > 0 the distribution of
(Y, X;) is the same. See Section 3.4.4 for an example of a model involving (3.20).

Remark 3.11. If (A,dom(.A)) is the generator of an analytic semigroup and
moreover A~ € L4(H) (equivalently, A=2* € ) for some o € [0,1), then a
mild solution to (3.16) exists even if W is an H-cylindrical Brownian motion.
These conditions are satisfied, e.g., when A is the Laplacian on R? for d € {1, 2, 3}.
We refer to [48] for details.

Although this provides another way to circumvent Assumption B (as @ is the
identity in this case), we will not investigate this setting any further: For the
applications we have in mind (A, dom(.A)) fails to be the generator of an analytic
semigroup. Note that to obtain the assertions of Theorem 3.14 in this setting,
one would have to adapt its proof: one would not only have to approximate the
operator A but also the noise.

3.3 The joint stochastic covariance model is affine

In this section we present our main result, namely that the stochastic volatility
model Z = (Y, X) in Definition 3.8 has the affine property, see Theorem 3.14. In
particular, this means that we can express the mixed Fourier-Laplace transform
E[e!Yo:wn —(Xe:0)] (y € H,v € H') in terms of the solution to generalized mild
Riccati equations associated to the model parameters (b, B, m, ), A and Q (re-
spectively D). In the upcoming subsection we discuss the well-posedness of these
generalized Riccati equations. Our main result, Theorem 3.14, is contained and
proven in Section 3.3.2.

3.3.1 Analysis of the mild generalized Riccati equations

Let us fix an admissible parameter set (b, B, m, 1) according to Definition 2.3 and
a positive self-adjoint operator D € £(H). Recall F: HT — R and R: H* — H
from (2.6) and define, by slight abuse of notation, the function R : iH x H* — H
as

R(h,u) = R(u) — 1D'?h @ D'/?h (3.23)

Let (A, dom(A)) be the generator of a strongly continuous semigroup (S(¢)):>o0

and let (A*,dom(A*)) be its adjoint. It is well known that (A*,dom(A*)) gen-
erates the strongly continuous semigroup (S*(t));>0 on H, see for instance [72,
Theorem 4.3].
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Let T > 0, u; € iH and us € Ht. We consider the following system of differential
equations on [0, T, called the generalized mild Riccati equations

92 ) = Plus(t, ), BO.w) =0, (3.240)
1 (tu) = ug — A" (i/o P1(s,u) ds) , ¥1(0,u) = uy,  (3.24Db)
85%( u) = R(¢1(t,w), Y2(t, u)), Po(0,u) = ug.  (3.24c)

Definition 3.12. Let u = (u1,u2) € iH x HT. We say that (®(-,u), ¥(-,u)) =
(P(,u), (P1(-,u), P2, u))): [0,T] = RxiH xH is a mild solution of (3.24) when-
ever ¢’(7u) € Cl([O,TLRJ’_), ¢1( ,U) € C([O’T]7 )a ¢2( 7u) 1([0 } )
and the map (®(-,u), ¥(-,u)) satisfies the equations (3.24)-(3.24c).

In the following proposition we show for every u = (ui,us) € iH x HT the
existence of a unique mild solution (®(-,u), ¥(-,u)) of (3.24).

Proposition 3.13. Let (b, B,m, i) be an admissible parameter set according to
Definition 2.3, let (A,dom(A)) be the generator of a strongly continuous semi-
group, and let D € L(H) be positive and self-adjoint. Then for everyu € iH x H™
and T > 0 there exists a unique mild solution (D(-,u), U(-,u)) of (3.24) on the
interval [0,T).

Proof. We set for k € N,
mM(d€) = Lgeps1/mym(d)  and  p®(dE) = 1yepsa/ny(dE) -

Then for each k& € N let F(®): H+ — R be as in (2.13a) and define R®): iH x
HT — H as

R™ (h,u) == R®(u) — 1D'2h @ D'/?h, (3.25)

~ (k) .
where R (u) = B*(u) — f?—ﬁ\{o} (e=&w — 14 (x(€),u)) L Hgﬁiﬁ) ,u€ Mt is as
n (2.13b). Consider on the interval [0,T] the equations

(k)
982 ) = PO (), 59(0,u) =0, (326a)
t
V() = ug — iA” (i / 1 (5, 0) ds> , 01(0,u) = ur,  (3.26b)
0
(k)
agi (ta u) = R(k) (1/11 (tv u)a ék)(ta u)), ék)((), U) = U2 . (326C)
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Standard semigroup theory (see, e.g., [55, Chapter II, Lemma 1.3]) ensures that
the unique mild solution to (3.26b) is given by

Ui(t, (ur,uz)) = =197 () (fur), ¢ €[0,T]
and 91 (-, u) € C([0,T];1H). Plugging 1 (¢, u) into (3.26¢), yields

(k)

For k € N, u; € i, t € [0,T], define R (¢,-): H+ — H, by
RE(t,h) = R®)(h) + 1 DY28*(t)(iu1) ® DY2S*(t) (iur).

By Lemma 2.12 the function R*) is Lipschitz continuous on H* and since the
term $D'/2S5*(t)(iu1) ® D'/28*(t)(iuy) does not depend on h, we conclude that

for every t € [0,7T] and u; € iH the function Rq(fl) (t,-) is Lipschitz continuous on
H as well, with the same Lipschitz constant as R®¥). By Lemma 2.11, for every
k € N the function R*) is quasi-monotone with respect to H* (recall the notion

of quasi-monotonicity from Definition 2.10, and see [50, Lemma 4.1 and Example

4.1] for relevant equivalent definitions). From this we conclude that Rgﬁ) (t,-) is
also quasi-monotone for every ¢ € [0,7] and u; € iH. Moreover, the growth
condition

IRE) (¢, u2)l| < (| Bllzcro +2klIn(H NN uzll + 504% 4| DV2 (12 gy s |1,

for every t € [0,T], uy € iH holds, where the constants M > 1 and w € R
are such that ||S*(¢)||zcgy) < M e, for all t > 0 which exist for every strongly
continuous semigroup, see [55, Chapter I, Proposition 5.5]. Thus the conditions of
[113, Chapter 6, Theorem 3.1 and Proposition 3.2] are satisfied and we conclude

from this the existence of a unique solution wék)(-, u) on [0,7] to the equation

g
ot

(t, (u, uz)) = RE) (¢, 9 (¢, ),

such that wék) (0, (u1,u2)) = ug, hence ¢§k)(~, u) is the unique solution to equa-
tion (3.26c). By setting ®*) (¢, u) = f(f FR)( gk)(s, u))ds and the continuity of
F®) it follows that (@) (-, u), ¢y (-, u), ék)(~,u)) is the unique mild solution to
equations (3.26a)-(3.26¢) on [0, T.

Now, let Ry, : [0,T] x HT — H be defined as the Rq(fl) above, only with R(*)
replaced by R. By a similar reasoning as above and by Lemma 2.11 and Re-
mark 2.13, we conclude that R, (¢, ) is locally Lipschitz continuous on H* and
quasi-monotone with respect to H* for every ¢ € [0,T] and uy € iH.
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Thus, by [113, Chapter 6, Theorem 3.1] for every to < T and us € H™, there
exists a tg < tmax < T and a mapping ¥ ¢, (-, u): [to, tmax) — HT such that

0V 1,

8t (ta (ula UZ)) = Rul (tv ¢2,t0 (tv (ulv u?)))v for ¢ € [th tmax)a

and Vg ¢, (to, (u1,u2)) = ug. The function R, maps bounded sets of [0, 00) x HT
into bounded sets of H, thus by [113, Chapter 6, Proposition 1.1] it suffices
to show that ¢ — a(t,u) = 120(t,u) is bounded throughout its lifetime, to
conclude that t,.x = 7. By arguing as in the proof of Proposition 2.16 we see
that for every ¢t > 0 and (uy,ug) € iH x H* the sequence (zbék)(t,u))keN is a
non-increasing sequence in H* converging to o (t,u) > 0 for ¢ € [0, tmayx), hence

[ba(t, w)]| < S, w)l| < 5™ (¢, W),

where the right-hand side is bounded on the whole [0, T]. Thus we conclude that
tmax = T and 1a(-, u) is the unique solution to (3.24c). Then again by inserting
Yo (-, u) into (3.24a) and the continuity of F'; we conclude the existence of a unique
solution ®(-,u) of (3.24a) on [0, 7], and thus also of (®(-,u), ¥(-,u)), the unique
mild solution of (3.24) on the interval [0, T. O

3.3.2 The affine property of our joint stochastic covariance
model

Given the existence of a solution of the generalized mild Riccati equations (3.24),
we show in the following theorem that our joint stochastic covariance model
Z = (X,Y) in Definition 3.8 has indeed the affine property.

Theorem 3.14. Let Z = (Y, X) be the stochastic covariance model in Defini-
tion 3.8 and let Assumption B hold. Moreover, let u = (uy,us) € iH X H and
denote by (P(-,u), (¥1(-,u),2(-,u))) the mild solution of the generalized mild
Riccali equations (3.24), the existence of which is guaranteed by Proposition 3.183.
Then for allt > 0, it holds that

E |:e<Yt’u1>H7<Xt7u2> p— e*q>(t’u)+(y’¢1(EM)H*(%%(R””. (327)

In applications, such as option-pricing, we are usually interested in distributional
properties of the process (Y:):>o. Setting uz = 0 in equation (3.27) we obtain
a quasi-explicit formula for the characteristic function of Y; for ¢ > 0. Due to
its importance and easier reference we state it as a (trivial) corollary of Proposi-
tion 3.14.
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Corollary 3.15. Let the assumption of Theorem 3.14 hold. Then the charac-
teristic function of the process Y is exponential-affine in its initial value y € H
and the initial value x € HT of the instantaneous covariance process X, more
specifically, for allt > 0 and uy € iH we have:

B [em,ulm} — o ®(t,(u1,0) (w0 (£,(u2,00)) 11— (w.9p2 (¢, (u1,0))) (3.28)

In order to prove Theorem 3.14, we first consider the joint process (Y("),X )
obtained by replacing A in (3.16) by A™ = nA(nl — A)7!, ie. its Yosida
approzimation. The use of the approximation will allow us to exploit the semi-
martingale theory and to apply the It6 formula and standard techniques in order
to show that the approximating process (Y™, X) is affine. Then, we study the
affine property for the limiting process (see (3.30) below), when n goes to infinity.
Given the assumptions of Lemma 3.7, we know that inequality (3.17) holds.
Therefore from standard theory on infinite dimensional SDEs ([48, Proposition
6.4]) we know there exists a continuous adapted process Y (™) : [0,00) x Q@ — H
such that

t t
Y™ =y + / Ay ™ ds + / XV2aw@, t>o. (3.29)
0 0
Moreover, [48, Proposition 7.5] ensures that

i © | sup 1)< il | 0.
n—oo 0<t<T

See also [40, Theorem 5.1, Definition 2.6] where convergence rates are obtained
for Yosida approximations of SPDEs in the case that the linear part of the drift
is the generator of an analytic semigroup, e.g., a Laplacian.

Regarding the corresponding Riccati equations, we have the following result:

(3.30)

Proposition 3.16. Let (b, B,m,u) be as in Definition 2.3, let (A,dom(A)) be
the generator of a strongly continuous semigroup, let D € L(H) be a positive self-
adjoint operator, and let uw € iH x H*. Moreover, let (®(-,u), (¥1(-,u),¥a(-, u)))
be the mild solution of the generalized mild Riccati equation (3.24), and forn € N,
let () (-, u),( §n)(-,u),z/}£n)(-,u))) be the solution to (3.24) with A = A™.
Then

lim sup |®M™ (¢, u) — B(t,u)| =0

n=00 ¢c[0,T]

and

tim (sup 4" () — dn (bl + sup [0S (00) bt ) ) = 0.
N0 N\ ¢el0,T] te[0,T)
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Proof. The uniform convergence of w@(-, u) to ¢y (-, u) on [0,7] is a well-known
property of the Yosida approximation, see, e.g. [121, Proof of Theorem 1.3.1].

Once this is established, the uniform convergence of w2n)(~, u) to o (-, u) follows
from [113, Chapter 6, Theorem 3.4]. The uniform convergence of ®((-,u) to

®(-,u) follows from the uniform convergence of wgn)(-,u) to (-, u), i € {1,2}.
Hence the statement of the proposition is proved. O

With Proposition 3.16 and classical tools from stochastic calculus we can now
prove Theorem 3.14:

Proof of Theorem 3.14. Let T > 0 and u = (uj,uz) € iH x H* be arbitrary.
Moreover, let (™ (-, u), ¥ (-, u)), n € N, be the solution to (3.24a)-(3.24c)
with A = A (the n'* Yosida approximation). Note that as A" is bounded,

ts Ut u) = (o (t,u), Yalt, u))

is differentiable. We then define the function fﬁ") (t,y,2): [0, T) x Hx HT — C
as follows

FO (4, y, z) = e~ Tty (T-tw) u (@™ (T-tw)

Observe that f{") € C;’Z’l([O,T] x H x H*) and it holds

0 ¢tn)
afu (t,y,l’)
8(1)(n) o (n) o (n)
= ( ot (T —t, u) - <y7 zglt (T -1, u)>H + <$7 %(T - t7u>>)f1(¢n)<t7 y,x)
= (PO = b)) = (. (AP (T = )
+ {a, ROS™(T = ), 08" (T = ) ) £ (). (3.31)

As before, we define K: H x H — R as
K(u,v) = e — 1 4+ (x(u),v)
and K: H x H — R for K(u,v) = e~ {**) — 1+ (u,v). Moreover, we set
¥ (ds,d€) = ¥ (ds, d€) — v(X,, de) ds.

Note that the joint process (Yt(n),Xt)tzo is a semimartingale on H x HT and
£ e clY((0,T) x H x H*) for all n € N.
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Thus, by an application of It6’s formula to (fﬁ") (t, Yt(n)

v, Xy)

, X1))o<i<T We obtain:

t
— fén)(o,Yo,Xo) +/O %f&n)(37}g(n),Xs,)ds
t

—/ (5, Y., X, ) (b + B(X, ), 0§ (T — 5,u)) ds

/ Iy ”) (s, Y )(A(")Y(”) w(" (T —s,u))pgds
+3 / £ (5, Y, X WXAPQXP (T — s,u) @ 9" (T — s,u)) ds

// F (s, Y™ X, VK (6,05 (T — s,u) (X, d€) ds

HA\{0}

+/o (5, Y. X, )@ (T — 5,u), X2 W)
4 / / (5, Y, X, VR (68 (T — s,u)) i (ds, de)
HH\{0}

/f”)sY S (T = 5,u), d ) (3.32)

From (3.31), we infer

¥ X,) = / F50 (5, Y, X o YT — 5,0), X2 aW @

t
+/o / £ (s, Y, X VK (605 (T — s,u)) i (ds, d€)
HH\{0}

N / t £ (s, Y X ) @S = 5,u), dJy) . (3.33)

0

We hence conclude that the process fi") (t,Yt(n),Xt), t € [0,7T] is a local mar-
tingale. Furthermore, since it is bounded on [0,7], it is a martingale and it
holds

e(Yq{n)7u1>H_<XT,uQ>:| ) |:e_q>(n)(T,u)-‘r(YO(n)7,¢,§n)(T7u)>H—(Xo,w;")(T,u)>j|
— o~ P (M) y ™ (Tow) = (2™ (Tyw)

Now, taking limits for n — oo, evoking (3.30) and Proposition 3.16 and since
T > 0 was arbitrary, we conclude the proof. O
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3.4 Examples of affine stochastic covariance
models in infinite-dimensions

In this section we discuss several examples that are included in our class of
joint stochastic covariance models with affine pure-jump instantaneous covariance
processes. In all the examples we assume that the first component Y is modeled
in the abstract setting of Definition 3.8, that means we do not specify @ or A any
further, however we stress here that the HIMM modeling framework as described
in Chapter 1 is our main example. For a more detailed introduction to stochastic
covariance models in the HIMM framework see Section 4.3 below. In the current
section our focus is on the correct specifications of the parameter set (b, B, m, u)
and initial value Xy = 2 € H™ such that the conditions in Definition 2.3 hold
and the associated process (X¢);>o satisfies Assumption A as well as the joint
process (Y, X)) satisfies Assumption B.

In Section 3.4.1 we show that Ornstein-Uhlenbeck processes driven by Lévy sub-
ordinators on H* are included in our model class for the instantaneous covariance
process X, which is implied by the parameter choice p = 0. Consequently, in
Section 3.4.1 we conclude that our class of stochastic covariance models extends
the infinite-dimensional lift of the BNS stochastic volatility model introduced in
the work [21].

In the subsequent examples we focus on instantaneous covariance processes ad-
mitting for state-dependent jump intensities. In contrast to the Lévy driven case,
these examples have the advantage to model the volatility clustering phenomenon.
This was, for example, illustrated in [104] in a finite-dimensional setting where
the state space is the cone of symmetric positive semi-definite matrices. In this
latter paper, it was shown in a numerical example that for this type of models,
the volatilities and jump intensities are time-varying leading to a clustering of
jump events in phases of high jump intensities.

In Section 3.4.2 we construct a variance process X which takes values in {x +
Az: X > 0} for some fixed z € H'. This is somewhat of a toy model: although the
instantaneous covariance process is infinite-dimensional, its randomness is one-
dimensional. In Section 3.4.3 we consider a truly infinite-dimensional stochastic
variance process X. However, to ensure that Assumption B is satisfied, we assume
that both @ and Xy, t > 0, are diagonalizable with respect to the same fixed
ONB. We close this section with Section 3.4.4 in which we show the benefits of
the model discussed in Remark 3.10, which does not require Assumption B and
thus allows for a more general instantaneous covariance processes.

Note that the examples of affine stochastic covariance models presented in this
section are either Lévy driven or have jumps of finite-activity. Indeed, the ex-
amples are such that Lemma 3.4 guarantees Assumption A. A more general
example, going beyond these restrictions, is given in Section 6.4 below.
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3.4.1 An operator-valued BNS stochastic covariance model

In [21] the authors introduced an operator-valued BNS stochastic covariance
model, that is an extension of the finite-dimensional model introduced in [10]
(which explains the nomenclature operator-valued BNS SV model). In their
model, it is assumed that the instantaneous covariance process X is driven by
a Lévy process (L;);>0. In order to ensure that X is positive, it is assumed
that ¢t ~ L; is almost surely increasing with respect to H¥, ie. that L is
an H7T-subordinator. This holds if and only if for any fixed ¢ > 0, we have
P(L; € HT) = 1, (see also [122, Proposition 9]). Roughly speaking, the model
considered in [21] amounts to taking p = 0 in our setting (i.e, to considering
a stochastic covariance model Z = (Y, X) in Definition 3.8 with parameters
(b, B,m,0,Q, A)). Indeed, in Subsection 3.4.1 below we demonstrate that the
model introduced in [21] is fully contained in our setting.

First, however, we show in the following proposition that for this stochastic co-
variance model the characteristic function of Yy, ¢ € [0, 7], can be made explicit
up to the Laplace exponent of the driving Lévy subordinator.

Proposition 3.17. Let (b, B,m,0) be as in Definition 2.3 and let X be the
associated affine process with Xo = x € H*. Moreover, let Q € L1(H) be positive
and self-adjoint such that Assumption B holds and A: dom(A) C H — H be the
generator of the strongly continuous semigroup (S(t))i>0. Then for everyy € H,
the mild solution Y of (3.16) exists and for all vy € H and t > 0 it holds that

E [eim’””f’} = exp (i(y, S (t)v1)u)

t s
X exp </ oL (é/ e(S*T)B* (D1/2s*(7_),vl)®2 dT) dS)
0 0
t
X exp <—§<$7/ "B (D25 (t — 7)vy ) ®? dT>) , (3.34)
0

where @1, H — C denotes the Laplace exponent of the Lévy process L with char-
acteristics (b,0,m) and is given by

or(u) = (b,u) — / (e_<f’“> -1+ (X(ﬁ),u» m(d¢), uweHT. (3.35)
HT\{0}

Proof. The admissible parameter set (b, B,m,0) corresponds to the solution X
of a linear stochastic differential equation driven by a Lévy process (L;):>o with
characteristics (b,0,m). It is easy to see that X has cadlag paths and hence
Assumption A is satisfied. Thus we are in the situation of Corollary 3.15 and
conclude that the affine transform formula (3.28) holds for the mild solution
(®(-,v), (¥1(-,v),1a(-,v))) of the generalized Riccati equations associated with
(b, B,m,0) and initial value v = (vy,0) for v; € H.
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Hence, it is left to show that the solutions have the explicit form as indicated by
formula (3.34). Indeed, observe that the unique mild solution to equation (3.24b)
is given by 11 (¢, (v1,0)) = iS*(¢)v1. Then inserting ¢ (-, (v1,0)) into (3.24¢) and
recalling that p = 0 yields

ous
Os

By the variation of constant formula and recalling that ¥9(0, (v1,0)) = 0, we
conclude that the unique solution (-, (v1,0)) is given by

(s, (v1,0)) = B*(¢a(s, (v1,0))) + %Dl/ZS*(t)vl ® DY2S*(t)v; .

t
Pa(t, (v1,0)) = 2 / et=9B" (DV25*(s)v, @ DY25*(s)v1) ds
0

t
=1 / e™B” (Dl/QS*(t — 7Yy ® DY28*(t — T)vy) dr.
0

Lastly, by inserting ¢2(+, (v1,0)) into (3.24a) and since F is a continuous function,
integrating (3.24a) with respect to ¢ gives

Bt (0.0)) = [ (b0 (1.0))
_/ (e=(Eva(s@r0) _ 1 4 (1(€), tha(s, (v1,0)))) m(dg)> ds
HH\{0}

_ /0 o1 (s (s, (v1,0)) ds.

Now, by inserting those formulas of ®(t, (v1,0)), ¥1(¢, (v1,0)) and a(t, (v1,0))
into (3.28) we obtain the desired formula. O

Comparison with the operator-valued BNS model

In [21] the following infinite dimensional volatility model is considered for ¢ > 0:

(3.36)

dy; = AY;di+ X2 aw?,
dX, = B(X,)dt+dL,,

where (Lt)t>0 is an Lo(H)-valued Lévy process satisfying P(L; € H*) = 1 for
every t > 0. Moreover, it is assumed that B: Lo(H) — Lo(H) is of the form
B(v) = cvc* or B(v) = cv +vc* for some ¢ € L(H). Finally, A: dom(A) C H —
H is assumed to be an unbounded operator generating a strongly continuous
semigroup and (W;);>¢ is assumed to be an H-valued Brownian motion which
(at least, in the part of [21] involving the affine property of (Y, X)) is assumed
to be independent of (L;);>o and with a covariance operator @ that satisfies
Assumption B5.
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In this section we show that the joint volatility model (3.36) is a special case of
our model in the case that p = 0, more specifically, that [21, Proposition 3.2]
is a special case of Proposition 3.17 above. To this end, we first remark that if
v € Lo(H), C € L1(L2(H)), and n: B(L2(H)) — [0,00] are the characteristics
of L, then C|y = 0 thanks to [21, Proposition 2.10]. Moreover, in view of
Lemma 3.20, we have that v € H, C = 0, and supp(n) C H (this answers
an open question in [21]: see the discussion prior to Proposition 2.11 in that
article). Finally, it is easily verified that B(H) C H in both cases described
above, so although the ‘ambient’ space for X is £2(H) in [21], one can, without
loss of generality, take H as ambient space for X.

Next, note that the process X in (3.36) has cadlag paths by construction (see
also Lemma 3.4), so Assumption A is satisfied. It remains to verify that the
conditions in Definition 2.3 are met. Note that Definition 2.3 iii) is immedi-
ately satisfied as ¢ = 0. To verify that the two choices for B described above
satisfy Definition 2.3 iv), we recall from [21, Lemma 2.2] that in these cases one
has e!®(H*) C H* for all t > 0, which, by [106, Theorem 1], implies that B is
quasi-monotone. Finally, Definition 2.3 ii) and Definition 2.3 i) hold due to the
following result from [122]:

Theorem 3.18. Let (L;);>0 be an H-valued Lévy process with characteristic
triplet (y,C,n). Then the following two statements are equivalent:

i) for allt >0 we have P(L, € HT) =1;

ii) C =0, supp(n) € H* and there exists an I, € H such that & — |[(x(), h)]
is n-integrable and fH+\{0}<X(£)’ hyn(d€) = (I,,, h) for all h € H, and such

that v — I, € HT.

Proof. First, note that H' is regular (see, e.g., [92, Theorem 1]), i.e., any se-
quence (Ay)nen in H satisfying Ay <g+ Ay <gy+ ... <g+ A for some A € H is
convergent in H. The cone is also normal: its dual H* is generating for H. Thus
Ht is a regular normal proper cone in the terminology of [122]. Now, note that
the implication “i)=-ii)” follows from [122, Theorem 18], and reverse implication
follows from [122, Theorem 10]. O

3.4.2 An essentially one-dimensional variance process

In this section we present a simple example of a pure-jump affine process (X;)¢>o
on H* with state-dependent jump intensity. Starting from its initial value X, =
x € M1 this process moves along a single vector z € H* \ {0} and is thus
essentially one-dimensional. For this case we specify an admissible parameter
set (b, B,m, ) such that the associated affine process X has cadlag paths and
is driven by a pure-jump process (jt)tZO with jumps of size £ € (0,00) in the
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single direction z € H* with ||z|| = 1 and such that the jump-intensity depends
on the current state of the process X. For the sake of simplicity, we let the
constant parameters b and m be zero. Moreover, we shall fix the dependency
structure by means of a fixed vector g € H* \ {0}. We then take a measure
n: B((0,00)) — [0, 00) such that [;~ A=?7(d)) < co and define the vector valued
measure p: B(HT\ {0}) = H* by

w(A) = gn({r e R*: Xz € A}).

From the assumption that [~ A7?1(d\) < oo it follows that for every z € HT
the measure M (z,d¢) on B(H* \ {0}) defined by

(z, p(dg))

Mz, d8) = e

is finite and thus also

1
/ (x(€), uy S AE)) [ AN e g.0) < oo v e
HT\{0}

1€112 0
We now must find a linear operator B: H — H such that
X x, u(d
- [ @l s (3.37)
1\ {0} 1€l

whenever (z,u) = 0 for x,u € HT. The simplest example is obtained by taking

_ (u, pu(dg))
Blu) = /w\{o}X(Q [E3/E— <

From this it can be seen that B and p indeed satisfy condition (3.37) and conclude
that the parameter set (0, B,0, ) is an admissible parameter set according to
Definition 2.3. Thus the existence of an associated affine process X on H™T is
guaranteed by Theorem 3.3. Since fH+\{0}||§||_2<x,,u(d§)> < oo forall z € HT,
it follows from Lemma 3.4 that Assumption A is satisfied as well. It remains to
ensure that Assumption B is satisfied. For this purpose it suffices to assume that
x and z commute with Q). Indeed, note that for u € {x + Az: A € [0,00)} we have
B(u) € {Az: A €[0,00)}. Thus from the semimartingale representation (3.12),
we see that
Xie{z+Az: Ae€[0,00)}, Vt>0,

which implies that X; commutes with @ for all ¢ > 0 and therefore Assumption B
is satisfied.
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3.4.3 Stochastic covariance models on fixed orthonormal
bases with state-dependent jumps

In this example we specify an admissible parameter set (b, B, m, i) giving more
general affine dynamics of the associated variance process X on H'. In the
previous Section 3.4.2 we imposed additional commutativity assumptions on the
initial value Xq = x € H™, the jump direction z and the covariance operator Q.
In this example we allow for a more general jump behavior, while maintaining
Assumption B. To do so, we pick up the discussion preceding Remark 3.10
and note here that Assumption B is satisfied, whenever ) and X; commute for
all t > 0. Recall that @ and (X¢);>o commute if and only if they are jointly
diagonalizable. This motivates the consideration of a variance process X that is
diagonalizable with respect to a fixed ONB.

More concretely, let (e, )nen be an ONB of eigenvectors of the operator ). We
model X such that X; (¢ > 0) is diagonalizable with respect to the ONB (e, )nen,
ie.

Xe=>» Ni(t)en®@en, >0,
ieN

for the sequence of eigenvalues (\;(t));en of X; in £ . Concerning the modeling
of the dynamics of (X;):>0, this essentially means that we model the dynamics
of the sequence of eigenvalues (\;(t));en in ¢4 only.

We now come to a specification of the parameters (b, B,m, ) such that the
conditions in Definition 2.3 are satisfied and moreover such that X; is indeed
diagonalizable with respect to (e, )nen for all t > 0. Let m: B(H\{0}) — [0, 00)
be such that for A € B(H* \ {0}) we have

m(A) = Z mn({\ € (0,00): Aen, @ e,) € A}), (3.38)

neN
for a sequence (my,)nen of finite measures on B((0,00)) such that
> mn((0,00)) < o0 and Z/ A2, (d)) < co. (3.39)
neN neNv!
Then let b € HT be diagonalizable with respect to (e, )nen and set

B _ 1
b:=b+ /w\{o} (Em(dg) = b+ Z/O Amp (AN )e, @ e,

neN

We see that b and m satisfy their respective conditions in Definition 2.3.
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Now, let (gn)nen € HT and let (i, )nen be a sequence of finite measures on
B((0,00)) such that

1
Zgnun((O,oo)) €H' and Z/ A2 1 (AN (g, ) < 00, Va € HT,
0

neN neN
(3.40)

and define p(d¢): B(H™ \ {0}) — H* by

p(A) =" gnpn({A € (0,00): Aen ® €n) € A}). (3.41)
neN

Moreover, let G € H be diagonalizable with respect to (e,)nen, note that this
implies that for any € H™T that is diagonalizable with respect to (e, )nen, We
have that Gx 4+ G* is diagonalizable with respect to (e,)nen as well. We thus
define the linear operator B: H — H by

B(u) = Gu + uG* + / (u(d§), u)

VAGS)L W e . (3.42)
2\ {0} €112

Now, one can check that B and p indeed satisfy their respective conditions in
Definition 2.3. Due to the first condition on m in (3.39) and the second on
in (3.40), it follows from Lemma 3.4 that Assumption A is satisfied.

Again from the semimartingale representation (3.12) we conclude that for allt > 0
the operator X; is diagonalizable with respect to (e, )nen and thus Assumption B
is satisfied as well.

3.4.4 A general infinite-dimensional affine stochastic
covariance model with state-dependent jumps

In this example we show that modeling under the alternative formulation of the
model (Y, X) provided by Remark 3.10 gives considerably more freedom in the
model parameter specification. We write b = b + fH+ﬂ{\|£\|>l} ¢m(d€) and for

every u € H we set B(u) = B(u) + Srrngers1y & %. We then see that for

the stochastic volatility model (Y, X) given by the SDE

0 AY; pY2x}? o] . [W 0
pr— A~ A = >
d(Yy, X;) M dt + [B(Xt)] dt+[ 0 0 d|’)| +d ik t>0,

with (Yo, Xo) = (y,2) € H x Ht and W = (W});>0 a cylindrical Brownian mo-
tion, the Assumption B can be dropped. Therefore, every admissible parameter
set (b, B,m, ut), such that the associated affine process X satisfies Assumption .4
is a valid parameter choice.
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To emphasize the gained flexibility, we compare it with the example in Sec-
tion 3.4.3. For simplicity, we let (e,)nen be some ONB of H and specify m and
w as in (3.38) and (3.41), respectively, with respect to this ONB. This means
that the noise in the instantaneous covariance process X again occurs on the
diagonal only. However, @) need not be diagonalizable with respect to (e, )en
and instead of taking b to be diagonalizable with respect to the ONB (e,,)en and
B of the particular form (3.42), we allow for a general drift b € # such that
b— f?—l+\{0} x(&)m(dg) > 0. Moreover, let C' be a bounded linear operator on H
and define B € L(H) by

B(u) = Cu+uC* +T'(u),
for some I € L(H) with T'(H*) C H' and such that

_ oy 42, 1dE))
R BNCGATES 7 e

We can again check, that (b, B,m, ) satisfies the conditions of Definition 2.3
and the associated affine process X Assumption A. Then, according to (3.12)
the instantaneous covariance process X has the representation

t
X, = Xo +/ (b +CX, + X:C" +T(Xy) +/ Ev(Xs, df)) ds
0 HEN{l€I>1}

+ J;, t>0, (3.43)

where v(z,d¢) is as in (3.11) and J is a purely discontinuous square integrable
martingale with a compensator v*. The dynamics (3.43) has a similar structure
as the affine dynamics of covariance processes in finite dimensions presented in
[42, equation 1.2] in the pure-jump case. Indeed, both models have an affine drift
and are driven by a pure-jump process whose compensator is an affine function
of X. As mentioned above, this model will also demonstrate clustering behavior.

3.5 Auxiliary results

Lemma 3.19. Let (H,||]|,(-,-)) be a separable real Hilbert space, let K C H be
a cone such that H = K — K and let pq, po: B(H) — R be measures such that

supp(p1),supp(pz) € K and

[ e i) = [ oo (),
H

H

forally e K. Then p1 = pa.
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Proof. We assume that H is infinite-dimensional, the proof for finite dimensional
H is analogous. For n € N let R} := [0,00)" C R™. We proof the assertion in
two steps:

Step 1: reduction to the cone R}, n € N. Let (e,)nen be an orthonormal basis
for H. For all n € N let ¢, e;; € K be such that e, = ¢ — e, and define

D, ={n_{z € H: (z,ef)e B ,(z,e; )€ B; }: B/ ,B; e BR)V1<i<n}.

Note that B(H) = 0(UpenDy), so by Dynkin’s lemma it suffices to prove that
pilp, = pz2|p, for all n € N. For n € 2N let puy ,pon: B(R*™) — R be the
measures defined by

pin(BY x By x...x B xB) = p(Ni_{x € H: (e ,x) € B, (e; ,z) € B; }),

i € {1 2} Bf B;, .. Bj{,B e B(R). Note that supp(u;,) C Rj, and
Jran €™ (z.y dul fRQT @) duy () for all y € R . Thus it suffices
to prove the lemma for the case that H = R™ and K = [0,00)™, for all n € N.
Step 2: the case H=R"™ and K =R}, n € N. Fix n € N and consider the set

A=lin{z e @Y.y c R} C C(R).

By the Stone-Weierstrass theorem the set { f |[ rR)»: | € A} is dense in the space
C([-R,R)") for all R > 0. Thus we can mimic the proof of e.g. [79, Theorem
E.1.14] to obtain that gy = pe. O

Lemma 3.20. Let (H,({-,-)) be a Hilbert space, let U C H be a closed linear
subspace and let Py: H — U be the orthogonal projection of H onto U. Moreover,
let (Ly)i>0 be a H-valued Lévy process satisfying P(Ly € U) =1 and let v € H,
C € Ly(H) and n: B(H \ {0}) — [0,00] be its characteristics. In addition, let
vs € U, Cs € L1(U) and ns: B(U \ {0}) — [0,00] be the characteristics of L
when interpreted as a (U, (-,-))-valued process. Then v = v, C = CsPy, and
n(A) = ns(ANU) for all A € B(H \ {0}). In particular, Ch = 0 whenever
h € Ut and supp(n) C U.

Proof. Define 7: B(H \ {0}) — [0,00] by 7(A) = ns(ANTU), A € B(H\ {0}).
Then for all h € H and t > 0 we have, using that L; € U a.s.:

E(ei(LmM) — E(eﬂLmPUh))
= exp (t (¢(ys, Puh) — (CsPyh, Pyh)))

x exp ((¢ / (e EPM — 14 i€, Puh)Ljej<y) ms(d€)))
U\{0}

— exp (t(i('ys, hY — (CyPyh, h) +/
H\{0}

The result now follows from the uniqueness of the characteristic triplet. O

(e &M —1 4 i, h>1{\|£u<1})77(d5)))'
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3.6 Concluding remarks

In this chapter we introduced an infinite-dimensional affine stochastic covariance
model, where the instantaneous covariance process X is modeled by an affine
pure-jump process with possibly state-dependent jump intensities; its existence
has been established in the previous Chapter 2 under the admissibility conditions
Definition 2.3 posed on the parameters (b, B,m,u). The proposed stochastic
covariance model extends the operator-valued BNS model that was introduced
in [21], where X is driven by a suitably chosen Lévy process (see Section 3.4.1).
Moreover, in Section 3.4, we provided several other concrete examples of affine
stochastic covariance models on Hilbert spaces.

e On the cdidlag paths assumption

In the derivation of the affine transform formula, we make use of Hilbert valued
semimartingale calculus, for this reason we assumed that X has cadlag paths (see
Assumption A) and proved the existence of cadlag paths under rather restrictive
conditions (see Lemma 3.4). We actually relax the conditions in Chapter 6, where
we consider finite-dimensional approximations of the instantaneous covariance
processes in the Skorohod space.

e On the ‘commutativity’-type assumption

After we introduced our joint model, we proved that it is affine (see Theo-
rem 3.14). To this end, we need an additional ‘commutativity’-type assump-
tion, see Assumption B. This assumption is avoided by considering a slightly
different model, see Remark 3.10 and Section 3.4.4. However, we either need As-
sumption B or the additional operator D'/? modulating the cylindrical Brownian
noise. Another way to avoid Assumption B would be to construct an instanta-
neous covariance process X that takes values in the space of self-adjoint trace
class operators. Indeed, in this case we can assume that the process W driving
Y is a cylindrical Brownian motion (i.e., @ is the identity). However, as already
discussed in Section 2.5, taking the trace class operators as a state space is not
trivial as this is a non-reflexive Banach space. This direction of research can be
pursued in a forthcoming work.

85






CHAPTER 4

OPTION-PRICING IN INFINITE-DIMENSIONAL AFFINE
STOCHASTIC COVARIANCE MODELS

Abstract of the chapter In this chapter we are concerned with the pricing of
options in infinite-dimensional affine stochastic covariance models. More specifi-
cally, we consider a geometric affine stochastic covariance model for forward curve
dynamics in, e.g. commodity markets, formulated in the HIMM framework and
we derive quasi-explicit formulas for plain vanilla call options written on forward
contracts. In this model the logartihmic forward curve dynamics are given by
an affine stochastic covariance model as introduced in Chapter 3. Due to the
affine structure of this model, it is tempting to use Fourier techniques for deriv-
ing option price formulas. Indeed, this approach is inspired by finite-dimensional
affine models and allows us to derive formulas for option prices in terms of the
solutions of associated generalized Riccati equations. Using these Fourier tech-
niques require the computation of real- and complex exponential moments and,
moreover, complex extensions of the affine transform formula. Extending the
affine transform formula in this infinite-dimensional setting is the main objective
of the first part of this chapter. In the second part we provide the quasi-explicit
option-pricing formulas and discuss examples.

This chapter is part of the working paper:
Cox, S., HE, J., KARBACH, S., AND KHEDHER, A.:
Option-Pricing in Infinite-Dimensional Affine Stochastic Volatility Models.
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4.1 INTRODUCTION

4.1 Introduction

The affine class is widely used in finance due to its tractability entailed by the
affine-transform formula. In particular, the virtues of affine stochastic covari-
ance models are the quasi-explicit form of their Fourier-Laplace transform, which
makes option-pricing by means of Fourier-inversion methods effective [33, 53, 52].
In this chapter we show that this paradigm continues to hold in infinite dimen-
sions. Indeed, we use standard Fourier techniques to derive quasi-explicit formu-
las for plain vanilla put- and call options written on commodity forwards modeled
in a geometric affine stochastic covariance model in the HJMM framework. The
geometric forward curve model (see Section 4.3 for the precise definition) is based
on an affine stochastic covariance model (Y, X) given by Definition 3.8.

For the Fourier-method approach to work, it is necessary to ensure the existence
of real- and complex exponential moments of (Y, X), and moreover to extend the
affine-transform formula (3.27), respectively (3.28), to real and complex inputs,
i.e. extensions such that input variables u; € H and u; € H ®r iH are permit-
ted. This is our main concern in Section 4.2. Once we established the extended
versions of the affine transform formula (Proposition 4.2 and 4.5), we present
formulas for European call- and put-options on forwards in terms of the solutions
to some associated extended generalized Riccati equations (see Proposition 4.7).

4.1.1 Notation and preliminaries

Throughout this chapter we use the same notations as before and fix a separable,
infinite-dimensional and real Hilbert space (H, (-,-) ). Moreover, we denote the
complexification of a Hilbert space (V, (-,-)y') by VC, i.e.

Ve =VariV={z+iy: z,y eV}

VC = V @piV is the complex Hilbert space equipped with the (complex-valued)
inner-product by (z+iy, u+iv)yec == (x,u)y + {y,v)v +{y, u)y —i{z, v)y, for all
z,y,u,v € V, i.e. here we slightly change the convention for the inner-product
compared to Chapter 3. Recall that for z = x + iy € VC, we say that x = R(2)
and y = Z(z) are the real and imaginary parts of z. Moreover, z = R(z) —iZ(z)
denotes the complex conjugate of z. For the space of bounded linear operators
from H to H, as usual denoted by L(H), we let £1(H) C L(H) denote subspace
of trace class operators. Recall that £1(H) is a Banach space with the norm
AL = (A" A) en, en) i,

n=1

where (e, )nen is an orthonormal basis for H and where the norm is independent
of the choice of (e, )nen-
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4.1.2 Setting

In this chapter we are working in the setting of Chapter 3. In particular, we
let (b, B, m, 1) be an admissible parameter set as in Definition 2.3 and denote by
X = (Xi)¢>0 the associated affine process on positive self-adjoint Hilbert-Schmidt
operators, the existence of which is guaranteed by Theorem 2.8. Recall from
Proposition 3.5 that whenever (X;);>o admits a version with cadlag paths, this
version is a square-integrable semimartingale that admits representation (4.1b)
below. Throughout this chapter we assume that (X;);>¢ has cadlag paths.

In Section 4.2 we study the existence of real- and complex-exponential moments
for affine stochastic covariance models (Y, X) given by(4.1) below. In particular,
we do this under the following finite-variation assumption on the constant and
linear jump measures:

Assumption C. The jump measures m and p satisfy

/ [€]l m(dg) < oo, / €™z, p(d€)) < 00, VaeHT.
HEN{€)1<1} HEN{[I€l1<1}

Moreover, we assume that p(d€) takes values in £1(H)NHT.

In case that = 0, i.e. the Lévy case we can drop Assumption C for the constant
jump measure m. The general case, i.e. without assuming Assumption C, is
left-open for the moment and will be treated in a future work.

Now, let us fix y, YT € H,z € HT, and let D € L3(H) be self-adjoint and positive.
As before, we assume that (A, dom(A)) is the generator of a strongly continuous
semigroup (S(t))¢>o on H. Following Definition 3.8 and Remark 3.10, we consider
the process (Y, X,Q, F,F,P) given by the (stochastically) weak solution to the
following stochastic differential equation with parameters (b, B, m,v, D, T, A) and
initial value (Yp, Xo) = (y,x):

ay, = (AYt + Dl/QXtD1/2T> dt + DYV2xV2 aw,,  t>0, (4.1a)

ax, = (b+ B(X,) +/

fu(Xt,df)) dt+dJ,, t>0, (4.1b)
HEN{]I€l>1}

where J = (jt)tzo is a purely discontinuous square-integrable martingale, W
is a cylindrical Brownian motion, independent of J, and v(z,d¢) = m(d¢) +
16172 (x, u(d€)). The existence of a (stochastically) weak solution of the stochas-
tic differential equation (4.1) on H x H™ follows by analogous arguments as in
Proposition 3.6 and Lemma 3.7. Notice that in this chapter, in view of the ap-
plication in Section 4.3, we added the linear part G(X;) = DY/2X,;D'/?Y in the
drift of Y, which is a slight extension of the model specification in Definition 3.8.
However, adding the linear drift-term G does not change well-posedness or the
affine-property, as the proofs of Lemma 3.7 and Theorem 3.14 show.
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4.2 Exponential moments of affine stochastic
covariance models

Our main objective in this chapter is the pricing of options written on forwards
modeled with log-dynamics of type (4.1). For this purpose we use Fourier trans-
form techniques that allow us to write option prices in terms of solutions to
associated generalized Riccati equations. However, this approach requires the
computation of real- and complex exponential moments of the model (Y, X).
This is the purpose of the present section, where we are concerned with real ex-
ponential moments in Section 4.2.1 and subsequently in Section 4.2.2 with the
case of complex exponential moments.

4.2.1 Real exponential moments

For # € H™, an admissible parameter set (b, B, m, 1) satisfying Assumption C,
and kernel v(z,d¢) we define the set

U = {ue’;'-[: e (&) v(z,df) < oo, VI€H+}-

HEN{lEl>1}

We note that U is a convex subset in H and since HT C U, it is non-empty.
Moreover, we assume that v(z, d€) is such that I/ is an open subset of H. We then
consider F': Y — R and Ry: H xU — H, the extensions of F' and R from (2.6a)
and (3.23) on U (with additional drift term G*(h) = —D'2h ® D'/?Y added to
function R), defined for (h,u) € H x U by

F(u) = (b,u) — /7-L+\{0} (e_<f’“> — 1)m(dg), (4.2)

Re(h,w) = B*(u) — 1(D'/2h)®? _/ (emtem _ 1)H(d0)
HH\{0} €]l
— DY?h @ DY/, (4.3)

where we set b= b — fHJr\{O} x(&) m(d€) and for all v € HT

o) o Blo) (v, 1(d9))

Note that b and B are well defined due to the finite-variation Assumption C.
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For T > 0 and u = (uy,us) € HxU we consider the following extended generalized
(mild) Riccati equations:

% = F(ga(t,u)), 0<t<T, P(0,u)=0, (44a)
t
@i (t,u) = ur + A" (/ q1(s,u) dS) ;o 0<t<T, q(0,u)=u;, (4.4b)
0
94 (t,
% = RT(Q1(tvU)7 qQ(tvu))v 0<t < T, qQ(O,u) = Us. (44(?)

For v = (u1,u2) € HxU and T > 0, we say that (P(-,u),q1(-,u),q2(-,u)),
a mapping from [0,7] to R x H x H, is a mild solution to (4.4) whenever
P(-,u) € CH[0,T],R), q1(-,u) € C([0,T], H) and q2(-,u) € C1([0,T],U) satisfy
the equations (4.4a)-(4.4c).

In the following proposition we show the existence of a unique solution of the
extended Riccati equations (4.4) up to its maximal lifetime.

Proposition 4.1. Let (b, B,m, u) be an admissible parameter set such that As-
sumption C is satisfied. Let (A,dom(A)) be the generator of a strongly continuous
semigroup (S(t))i>o0 on H, let D € L(H) be a positive self-adjoint operator, and
let T € H. Then for every u = (u1,u2) € H XU there exist a real number Ty, > 0
and a unique solution (P(-,u),q1(-,u),q2(-,u)) of (4.4) on the interval [0,T,,).

Proof. Standard semigroup theory ensures that for any u; € H and T > 0 the
unique mild solution of (4.4b) is given by ¢ (t,u) = S*(t)u; for ¢t € [0,T]. We
define RY (t,-): U — H, by

R (t,u) = B*(u) — (D25 (t)ur) ®* = DY/25* (t)u, ® DY/

_ —(eu) _ ) AdE)
/H+\{o} (e ) €112

By plugging ¢ (¢, ) into (4.4c) we thus obtain the equation

{%qtz(t, u) = RY (¢, g2(t, u)) ,

q2(0,u) = us . (45)

Observe that the function R¥' (¢, -) is locally Lipschitz continuous on U for every
t > 0and u; € H. Since U is assumed to be open, it follows from standard ODE
results (see, e.g. [113, Chapter 6, Proposition 1.2]) that for every us € U there
exist a Ty, > 0 and a unique solution ga(-,u) of (4.5) on [0,T,,) with

Ty, = liminf {t > 0: ||g2(¢,u)|| > n or ¢(t,u) € OU}.
n—oo

Finally, by inserting g2 (-, u) into (4.4a) and observing that F' is continuous on U,
the statement follows. O
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In order to compute exponential moments for the process (Y, X), we first con-
sider the joint process (Y (™, X ) obtained by replacing the unbounded operator
A in (4.1a) by its Yosida approximation A™ = nA(nl — A)~!, as we did in
Section 3.3.2. We therefore consider the process Y (™ : [0,00) x Q@ — H given by
the solution to (see [48, Proposition 6.4] for the existence of the solution to Y (™)

t t
VARES y+/ (AMy™ 4+ pY/2x DU/2) ds+/ DV2X2aw, . t>o0.
0 0
(4.6)

Using this approximation of Y allows us to exploit the semimartingale theory.
In particular, we can apply It0’s formula and standard techniques in order to
compute exponential moments for (Y("),X ). We suppose that the results are
maintained when taking the limit n to infinity, since by [48, Proposition 7.5] it
holds that

lim E| sup [V —v3|%| =0. (4.7)
n— oo OStST
Indeed, we have the following:

Proposition 4.2. Let (b, B,m, u) be an admissible parameter set satisfying As-
sumption C, let (Y,X) be the stochastic covariance model in (4.1), let u =
(u1,u2) € H x U, and let (P(-,u),q(:),u),q2(-,u)) be the mild solution to the
Riccati equations (4.4) up to time T, the existence of which is guaranteed by
Proposition 4.1. Then we have

E |:e(YT7U1>H_<XT7u2> < 00. (48)

Moreover, for every t < T, it holds

E [e<YT7ﬂ1>H*<XT7U2> ‘ft} _ efP(Tft,u)Jr(}/t1q1(T*t,ﬂ))H*(XtaQQ(T*t,u)>. (49)

Proof. Let (P™(-,u),¢{™ (-,u), ¢S (-, u)) be the solution of (4.4) with A = A™
(the n-th Yosida approximation). We define the function g&n) (t,y,x): [0,T] x
H x Ht — R as follows

g{ (@) = exp (—PU(T = tyw) + (y,0f" (T = t,w)y — (2,8 (T = t,0))) -

Similarly to the proof of Theorem 3.14, we can apply It6’s formula to the process
g, ;"™ X,) to deduce that it is in fact a local martingale.
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Then, by observing that gqsn)(t,Yt(n),Xt) is strictly positive for all ¢ € [0, T], we
infer it must be a supermartingale and we thus conclude that

B [0 =) | — g [g(T, v, Xr)]

< gM(0,y,2) <00, (y.x)€HxH.

From this it follows that (gan)(t, Yt(n), Xt))tejo,r) is actually a proper martingale
and hence for every t € [0,T] we see that

B [e<YT<">,u1>H7<XT,uz> | ;t} — o P Tt + (¥ g (T—tw) (X1, oS (T—tw)) |

Following similar arguments as in the proof of Proposition 3.16, we deduce that

lim sup |P™(t,u) — P(t,u)| =0

n—oo tE[O,T]
and
&2 ( sup_ ") (1)~ an (6l + sup [l (1)~ q2<t,u>ll> -
n—=00 \ te[0,T) t€[0,T)
Hence taking limits for n — oo and invoking (4.7) yields the statement. O

4.2.2 Complex exponential moments

In this section, and as a next step, we extend the exponential moments for affine
stochastic covariance models from the real set H X U to a set of complex vectors.
More precisely, let HE denote the complexification of H and define the following
complez strip in HE:

SU) ={ueH": Ru) eU}.

Note that for every u € S(U) and = € H* we have

/ |e_<5’“>%C lv(z,d€) = / e_<5’%(“))u(ac,d§) < 00.
HEN{lgl>1} HEN{Ig]>1}

Moreover, it follows from [132, Theorem 25.17] that the functions u — F(u)
and u — Ry(h,u) (h € H) in (4.2) and (4.3) can be analytically extended to
the complex strip S(U) C HC. We therefore consider F' and Ry throughout
the remainder of this section as functions from S(U) to C, respectively, from
H® x SU) to HE.
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Next, we consider the following complex generalized (mild) Riccati equations:

OP(t, u)

S = Flua(t,u), 0<t<T, ¢(0,u)=0, (4.10a)
t

P1(t,u) = uy + A*/ P1(s,u)ds, 0<t<T, ¢1(0,u)=uy, (4.10b)
0

WD) _ peta(tu)valtw),  0<EST, (0w =0. (4100

Let T > 0 and u = (uy,0) for some u; € H®. Analogously to the extended gen-
eralized Riccati equations (4.4), we say that the map (¢(-,u), ¥ (-, u), (-, u))
is a solution to (4.10) if ¢(-,u) € C*([0,T],C),v1(,u) € C([0,T], H®) and
o (-, u) € CH([0,T), S(U)) satisfy equations (4.10a)-(4.10c).

Before proving the existence and uniqueness of a solution to (4.10), we give the
following lemma that follows along the lines of [95, Lemma 5.12] under Assump-
tion C.

Lemma 4.3. Let Ry be as in (4.3) and let Assumption C be satisfied. Then there
exists a locally Lipschitz continuous function g on H such that for all h € H®
and u € S(U) we have

R((@, By (hyu))) < g(R(w))(1+ [|ul*) (1 + [[2]]%), (4.11)
Proof. We first split R({@, Ry (u, h))) into three parts as follows:
R((@, Ry (h,u))) =L + I+ I5, (4.12)
where

I = R((@, B*(u))) + R((@, D?h © DY?h)) + R((mw, D/*h @ DY/?Y)),

Iy = —R e ) M) ,
’ (/H+m{o<|s|<1} (e 2 €112 ’u>)

I. = —R —(w)ye _q @7* )
° (/?-t+ﬂ{|£|>1} (e ) €11 u>)

For the first term on the right-hand side of (4.12), it holds

Iy < 1B o llull® + 1D 1| cean Wl lull + 1Dl ey RN el
< gr(1+ [lul )@+ [[A]%),

where g1 := || B*(| () + | Dl c(ay + || Dl (|| Tl For the second and third term,
i.e. Iy and I3, respectively. We can argue along the lines of [95, Lemma 5.12]. [

94



4.2 EXPONENTIAL MOMENTS OF AFFINE STOCHASTIC COVARIANCE MODELS

In the following proposition we assert the existence of a unique solution of equa-
tions (4.10) on the interval [0, T]. Here again we follow the lines of [95] and show
that the arguments can be extended to our infinite-dimensional setting.

Proposition 4.4. Let (b, B,m, ) be an admissible parameter set satisfying As-
sumption C, let (A, dom(A)) be the generator of a strongly continuous semigroup,
let D € L(H) be a positive self-adjoint operator, and let T € H. Assume that
the extended generalized Riccati equations (4.4) have a unique solution on [0,T],
for (u1,us) € H xU. Then for every u = (u1,0), uy € HC, there exist a unique
solution (P(-,u), ¥1(-,u),¥2(-,u)) to (4.10) on the interval [0, T).

Proof. Let u = (uj,us) € H® x S(U) and T > 0. By standard semigroup
theory, we see that the unique mild solution to (4.10c) on [0,7] is given by
Y1(t,u) = S*(t)uy € HE. For every t € [0,T] we consider the extension of the
map R, from the proof of Proposition 4.1, to a function RY (,-): S(U) — HE.
Then by plugging (¢, u) into (4.4c), we obtain the equation

Yl — RU(1,4ho(t,u))
'17[}2(0,7.1/) :O

The map R4 (¢, ) is locally Lipschitz continuous on S(U/), which again by stan-
dard arguments implies the existence of a unique solution (-, u) on some interval
[0,Ty,) with values in S(O) C HE. We want to show that the lifetime T}, of
Ya(-,u1,0) is always greater or equal than the lifetime T of go(-, ®(u1),0). First
observe that —(DY25* ()3 (u))®? <y+ 0 and

Rie—(Euwye _q (d§> ” —(ER(w) _ 1 M(df)_
/w\{o} (e I < /W\{o}(e e

This together with the fact that ¢2(0, ®(u1),0) = R(12(0,u1,0)) = 0 imply for
all t <T ATy,

O0a(t T 00 g0 1,51, (), 0)

= R .0) g (1, (e, ,0)
ot

Note that RY%(t,-) is quasi-monotone with respect to H™*, for u € H (see [144,
Section 6]) for the notion of quasi-monotonicity). Then by Volkmann’s compari-
son result [144, Satz 2] and (4.14), we have

(4.13)

o — REMD (8, R(Wa(t, us, 0))) - (4.14)

q2(t, R(u1),0) <g+ R(Y2(t,u1,0)), forallt <T ATy,. (4.15)
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We now prove that this implies that T' < T),,. First, note that whenever u € U
and v € H are such that u <y+ v, then v € U, hence R(¢2(t, u1,0)) does not
approach the boundary of U before ¢o(¢,u1,0) does. Next we show that also the
function ¢ — ||R(w2(t,u))|| does not explode before t — ||q2(t, u)]-

Indeed, it follows along the lines of [95, Lemma 5.12] together with (4.15) that

IR(RY (2(t, u))) |l
>, 1 w w
< Bl R (t, w))[ + §M2 **!||Dl| £ llua | + M || D]l £y a1 L

€] (dg) || ell 2 TR (4pa (2, ) |

/ o (€ (t.R(w))) £(E)
HHA{|lElI>1)) €11

where the constants M > 1 and w € R are such that [|S*(t)|z(z) < M e*".
Hence by an application of Gronwall’s inequality we conclude that ||R(¢2 (¢, w))]|
is bounded as long as ||g2(¢, u)|| is bounded. Now, by Lemma 4.3, we have

R((@, By (hyw))) < g(R(w))(1+ [|ul*) (1 + [[2]*),

where ¢ is a locally Lipschitz continuous function on H and thus

|
HEN{o<|[¢lI<1}

e gl > 1)1+ ;o (416)

%”w2(tvu)”2 = 2§R(<¢2(t7u)7RT(¢1(t7u)7¢2(t’u)>>)
< g(R(Wa(t, 1) (1 + ([t w)[|*) (1 + ([ (t,w)|?) .

Again by an application of Gronwall’s inequality and since we already proved that
R(12(-,u1,0)) does not explode before ga(-, R(u1),0) we conclude that Ty, > T,
which proves the assertion. O

From Proposition 4.4 and following similar derivations as in [95, Theorem 2.26
and Section 5.3], we deduce the following result on the existence of complex
moments and the legitimacy of the affine transform formula (4.9) on complex
vectors uy € HC.

Proposition 4.5. Let (b, B,m, i) be an admissible parameter set satisfying As-
sumption C, let (Y, X) be the stochastic covariance model in (4.1), and assume
that the equations (4.4) have a unique solution on [0,T] for u = (u1,us) € HxXU.
Then for every t € [0,T], and uy € H®, we have E [|e*1:¥1)u¢|] < oo, and

E [e<u1,YT>Hc | ]_-t} — o O(T—tu1,0)+ (Y1 (T—tu1,0),Y5) re = (w2 (T—t,u1,0), Xe) yc

where (¢(-,u1,0), 11 (-, u1,0),¥2(-,u1,0)) is the unique solution of (4.10) on the
interval [0, T, the existence of which is guaranteed by Proposition 4.4.
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4.3 Pricing options written on forwards

In the following we recall some preliminaries on commodity forward curve mod-
eling in the Heath-Jarrow-Morton-Musiela framework as described in [18]. More-
over, we connect our stochastic covariance model (Y, X) to this setting and study
the pricing of options written on forwards, the logarithmic dynamics of which are
modeled by (Y, X) on a suitable Hilbert space H.

Suppose w: RT — [1,00) is a non-decreasing measurable function such that
w(0) =1 and [;°w™!(z) dz < co. Let H,, be the space of absolutely continuous
functions f: R™ — R such that

2. 2 Oowx "(2))? dz < oo
|mmfﬂm+l (@) (@)? d < oo,

where f’ denotes the weak derivative of f. The space H,, is a separable Hilbert
space when endowed with the inner product

mmw:f@mm+lmmmf@wuwm

The space H,, is proposed in [60] as a class of Hilbert spaces that match the
economic reasoning about the forward rate curve in fixed income markets (see
also [18], where H,, is considered as the state space of forward curves in com-
modity markets). An example for a weight function w: RT — [1,00) satisfying
the assumptions above, is given by w(x) = e, for 8 > 0, in which case we write
(Hﬁv <'a >ﬁ) = (Heﬁv <'a '>e3)'

It is well known that the left-shift semigroup is a strongly continuous semigroup
on H, with infinitesimal generator A being the operator of differentiation (in
space). Moreover, the point evaluation map d,(u) = u, is a continuous linear
functional on H,, for all z > 0. It can be expressed as (see [60, Lemma 5.3.1])

0z = {, Uz )w (4.17)

where for z € RT, u, : RT 5 R, y— 1+ fomy wl(z) dz.

Let F(t, T) be the forward price at time ¢t > 0 of a contract delivering an asset
(commodity) at time T > t. The forward curve ft in the Musiela parametrization
is given in terms of time-to-maturity, i.e. fi(z) := F(t,t + z), for > 0. Fix a
weight function w and assume that the underlying process (Y;);>¢ is modeled by

dY, = (AY; + C) dt + DV2X}/? aw,, Y, =y € H,, (4.18)

where A = % denotes the derivative operator, C' is an integrable adapted process
taking values in H,,, D € Lo(H,,) is self-adjoint and positive, W is a cylindrical
Brownian motion, independent of the affine process X on H* given by (4.1a).
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Let T > 0 be a fixed time horizon and (Y, €, (F)o<i<r,F,P) be the solution to
(4.18) where we assume P to be the physical measure. We model the arbitrage-free
under the HIMM framework as

fi(z) == exp (6w(Yt)) = exp ((lﬁ,u$>w) , t>0,2>0, (4.19)

where u, is as described in (4.17) and Y is as in (4.18). Assume € is an H,,-valued
adapted process such that

T T
exp ( | w5 [ ||ss|3vds>] -1, (4.20)

where E is the expectation under P. Then, by Girsanov’s theorem with respect
to cylindrical Brownian motion (see e.g., [47, Theorem 13]) we know that the
process

E

t
Wt:Wt—/gsds
0

is a cylindrical Brownian motion under the measure Q given by

aQ t L
dP - o 5 dWs)w = 5 Swd ’ <t<T.
), =ow (- [ eoawn—; [eltas) o

The dynamics of Y under the new measure Q are given by
dY, = (AY; + C, — D'V2x}2¢,) dt + D'V2X)}2 dW,, 0<t<T, (4.21)

and we denote the expectation with respect to Q by Eg. In the following lemma
we state a drift condition under which ¢ — F(t,7), 0 < ¢t < 7 < T is a Q-
martingale measure for t < T'. The proof follows the same lines as in [22, Propo-
sition 6.8 and Lemma 6.3].

Lemma 4.6. Let & be an H,,-valued adapted process satisfying (4.20) and let A,
C, D, and Y be as described after equation (4.18). Let S be the shift semigroup
associated with A. Moreover, assume

1
C, — DV2X}/%¢, = —QDI/ZXtDl/QS*(T —tuy, 0<t<T (4.22)

Thent— F(t,7), 0 <t <7 <T is a local Q-martingale.

From now on we assume that (4.22) holds. That is we consider dynamics under
Q of type (4.1a) with

1
T=7"= =55 Wy, 920, (4.23)
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Notice that the process Y and the associated extended Riccati equations (4.10)
in this case will depend on the time to delivery, denoted by ¢ and it follows as
in [22, Lemma 6.3] that the function ¥ — —3D'/2X, D1/29* (9)ug (V) is contained
in the space H,. Sometimes, we shall indicate the dependence on ¥ by writing
Y7 and (¢”, 97, ¥3).

In the sequel we consider options at time ¢ written on forwards given by

F(To,T1) = fr,(T1 = To) = exp (0, -, Y3, 7 7°),  To<Ti <T. (4.24)

Options on forwards occur for example in classical commodity markets like oil,
metals or agriculture (see [15] for a good overview). In the following proposition
we derive semi-explicit expressions for a plain-vanilla call option (assuming zero
interest-rate) written on forwards in terms of the Fourier transform of the pay-off
function and the solutions of the complex generalized Riccati equations (4.10).

Proposition 4.7. LetT >0 and 0 < Ty < Ty <T. Setd =T, — Ty and assume
that YV is given by (4.1a) with Y = —%S*(ﬂ)uo. Moreover, let the forward price
F be as in (4.24), set u = (v +i\)uy with v > 1,\ € R and for every u € HE let
(7 (-,u,0),Y (-, u,0), %Y (-, u,0)) be the unique solution of (4.10) on the interval
[0,T]. Then the price of a call option at time t > 0 with exercise time Ty and
strike K > 0, written on the forward F is given by

Eo[(F(To,Th) — K)* | 7]

_ 1 \) e—dﬁ(To—tm,0>+<wf<To—t,u1,om>Hg—<w§<To—t7u1,0>7Xt>Hc d\,
27 R
(4.25)
where the function g: R — C is given by
K—(y—1+i)\)
g(\) = (4.26)

(v+iN)(v—1+iN) "

Proof. Standard Fourier techniques for option pricing (see e.g., [53] or [61, The-
orem 10.6]), yield

1 v+id)uy, 7’? C
Bol(P(To.Ti) — K)I1F] = 5= [ aEg[e ™ s 7] ax.

Then using Proposition 4.5 yields (4.25). O

Consider a put option with strike K > 0 and exercise time Ty, i.e., the payoff
is given by (K — F(Ty,T1))". Similarly to the case of a call option, we obtain
the expression in the right hand side of (4.25) for the price of a put option with
u= (v+i\)uy, for v <0,X € R.
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In the following two examples we can make the option-pricing formula in (4.25)
more explicit, since for constant instantaneous covariance, but also for Lévy
driven ones, the associated generalized Riccati equations are explicitly solvable.

Example 4.8 (Constant volatility). In this example we derive the option-price
formula in case of constant instantaneous covariance, i.e. the case that we want
to disrupt with our stochastic instantaneous covariance processes. Assume that
under the measure Q, the process Y is modeled by

Y, = (AY; + D20 DV?S*()ug) dt + D'/ dW;,

Yo=2¢€ H,, t>0, (4.27)
where 0 € L3(H,,) is self-adjoint and positive, A and D are as described after
equation (4.18), S is the shift semigroup associated with A, and W is a cylindrical

Brownian motion under Q. The adjoint S* of the left shift semigroup on H,,
satisfies

TNt xzVt 11
1 h(s—t)w(s—1)
S*(t)h(x) = h(0) 4+ h(0) / ——ds+ /
o w(s) ¢ w(s)
Computing the characteristic function of ¥ and using similar derivations as in

the proof of Proposition 4.7 yield the following result.

Lemma 4.9. Let Ty < Th, set 9 = Ty — Ty, assume that Y is as in (4.27), let
F(Ty,Ty) = exp (519Y7‘%), and let w = (v + iXN)uy, forv > 1, X € R. It holds

1 —¢? (To— O (Ty— c
Bol(F(To, Ty) ~ K | Fi) = o [ gy Mo mendiug gy
R

ds.

27
where g is as in (4.26) and (¢°(-,u,0),v?(-,u,0)) is the solution of
26 = —5(DY2e DY 5" (9), 4 (t, w))
+%<D1/20D1/2T/”9 (tv u)a ’I/Jﬁ(t, u)>H£ ) ¢U(Oa u) =0,
0 (4 .
St = APt w), P (0,u) = u.

Example 4.10 (The operator-valued Barndorff-Nielsen, Shepard model BNS).
We assume that under the measure Q, the process (Y, X) is modeled by

avy = (AYt n Dl/QXtDl/QS*(ﬁ)uo) dt+ DV2x? aw,, Yl =yeH,
dX, = (CY, + Y,C*)dt +dL,, Xo=zeH .

Where we assume that A, D and W are as described after equation (4.18),
C € L(H) and L is an H'-subordinator, i.e., t — L; is almost surely increasing
with respect to the cone H™ and has the characteristic triplet (b,0,m). From
Proposition 4.7 we conclude the following lemma.
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Lemma 4.11. Let 9 =T; — Ty, To < Ty, let Y7 be as in (4.27), let F(Ty, T)) =
exp (519Y7190), and let u = (v +iXNuy, forv > 1, A € R. It holds

Eo[(F(To, T1) — K)™ | Fi]

:2i (/\)e—qs'o(To—t,u,0)+<wf<To—t,u,0),Y;0>H5+<w§<To—t,u,o>,Xt>,{c X,
T JR

where g is as in (4.26) and (¢°(-,u,0),¥?(-,u,0),%Y (-, u,0)) is a solution of

8(1579 9 [
o B =L@ (), 0<t<T, ¢”(0,u)=0, (4.282)
t
VY (t,u) = u+ A*/ PV (s,u)ds, 0<t<T, ¢?0,u)=u, (4.28b)
0
9
a@iﬁ(t’u) = RT(w?(tvu)a wg(t7u))v 0<t<T, l/fg(O,U) = 0. (428C)

with Ry (h,u) = B*(u) — $(DY?h)®% — DV2h @ DY2Y? and ¢ (u) = (b,u) —
fH+\{o} (e=&w — 1) m(dg).

4.4 Concluding remarks

In this chapter we studied option-pricing in infinite-dimensional affine stochas-
tic covariance models. As a particular example we considered a geometric affine
model for forward curve dynamics formulated in the HIMM framework and de-
rived quasi-explicit formulas for plain vanilla call options on forwards in terms of
the solutions to a class of extended generalized Riccati equations. The derivations
in this chapter demonstrated that the virtues of the affine class for option-pricing
based on Fourier methods is maintained in this infinite-dimensional setting.

e On the numerical analysis

This chapter is part of a working paper in which we also conduct numerical ex-
periments for option-pricing in affine stochastic covariance models. In particular,
the numerical feasibility of the pricing formulas (4.25) and the respective complex
generalized Riccati equations (4.10) will be analyzed for a number of examples,
including such affine models that admit for state-dependent jump intensity in the
instantaneous covariance process, i.e. consider also examples that go beyond the
discussed cases in Examples 4.8 and 4.10.
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CHAPTER D

STATIONARY COVARIANCE REGIME FOR
INFINITE-DIMENSIONAL AFFINE STOCHASTIC
COVARIANCE MODELS

Abstract of the chapter In this chapter we study the long-time behavior
of affine processes on positive self-adjoint Hilbert-Schmidt operators. More pre-
cisely, for subcritical affine processes we prove the existence of a unique invariant
distribution and construct the corresponding stationary affine process. Moreover,
we derive explicit rates of the convergence of the underlying transition kernels to
the limit distribution in the Wasserstein distance of order p € [1,2] and provide
explicit formulas for the first two moments of the limit distribution. We apply
our results to the study of infinite-dimensional affine stochastic covariance mod-
els and introduce the so-called stationary covariance regime. In the stationary
covariance regime we use a stationary affine process to model the instantaneous
covariance process in an infinite-dimensional affine stochastic covariance model.
In this context we investigate the behavior of the implied forward volatility smile
for large forward dates in the geometric affine stochastic covariance model for
forward curve dynamics as introduced in Chapter 4.

This chapter is based on the preprint [67]:

FRIESEN, M., AND KARBACH, S.

Stationary Covariance Regime for Affine Stochastic Covariance Models in Hilbert
Spaces, 2022, DOI: arXiv.2203.14750.
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5.1 Introduction

In this chapter we are concerned with the long-time behavior of affine processes
on positive Hilbert-Schmidt operators. The long-time behavior of instantaneous
covariance processes play an important role in the calibration of stochastic co-
variance models, see [1, 105]. Moreover, inspired by the finite-dimensional case
in [94], the existence of stationary affine processes on H* allows us to intro-
duce infinite-dimensional affine stochastic covariance models in the stationary
covariance regime. As an application, we study the forward volatility smile of
forward-start options for large forward-start dates and relate this to the pricing of
a European call option on forwards modeled in the stationary covariance regime.
In the following we give a more detailed introduction to the theoretic and applied
aspects of studying the long-time behavior of affine processes.

On the long-time behavior of affine processes The long-time behavior of
affine processes on the finite dimensional state spaces (R;)? x R™ and S} for
integers d,n € N, is now mostly well-understood. More precisely, based on the
representation by strong solutions of stochastic differential equations, ergodic-
ity was studied in [66] for different Wasserstein distances. By using regularity
of transition densities with respect to the Lebesgue measure combined with the
Meyn-and-Tweedie stability theory the ergodicity in total variation distances has
been studied in [6, 63, 85, 84, 115, 65]. Finally, coupling techniques for affine
processes are studied in [145, 110]. Unfortunately, these methods implicitly use
the dimension of the state-space and hence do not allow for an immediate ex-
tension to infinite-dimensional settings. Indeed, for general affine processes on
HT there does not exist, so far, a pathwise construction. The absence of an
infinite-dimensional Lebesgue measure prevents us to effectively use the Meyn-
and-Tweedie stability theory (in terms of estimates on the density). Although
there exist some extensions of the coupling techniques to infinite dimensional
state-spaces (see [109] for measure-valued branching processes), these methods
seem to be closely related to the measure-valued structure of the process and
hence not suitable for our Hilbert space framework.

The most promising method to study the long-time behavior for affine processes
in infinite-dimensional settings is therefore based on the convergence of Fourier-
Laplace transforms. The latter one requires, in view of the affine-transform for-
mula (1.3), to study the long-time behavior of the solutions to the generalized
Riccati equations ¢ and 1. For finite-dimensional state spaces, these ideas have
been developed in [70, 94, 96, 86, 126, 64]. In these works, the existence of an
invariant distribution (as well as weak convergence of transition probabilities) is
obtained from Lévy’s continuity theorem.
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Unfortunately, analogs of Lévy’s continuity theorem on Hilbert spaces of infinite
dimensions require an additional tightness condition on the transition probabili-
ties (to obtain the existence of a limit distribution and hence invariant measure).
For Ornstein-Uhlenbeck processes on Hilbert spaces, this problem can be avoided
by taking advantage of their infinite divisibility, see [36]. We treat the class of
OU processes on positive Hilbert-Schmidt operators in Example 5.8 below. Apart
from this, the long-time behavior of affine processes in infinite-dimensions has
not been investigated in a systematic way. This chapter provides a first gen-
eral treatment of long-time behavior for affine processes on infinite-dimensional
Hilbert spaces as state space.

Our methodology for the proof of our main result builds on the ideas taken
from [64], where the long-time behavior of affine processes on S was studied.
Namely, we show that for subcritical affine processes the limits lim;_, o, (¢, u)
and limy_,o 9(t,u) exist for every u € HT and hence the Fourier-Laplace trans-
form of the process (see (1.3)) converges when t — co. To overcome the difficulty
related to the absence of a full analogue of LevVy’s continuity theorem, we uti-
lize the generalized Feller semigroup approach for the process (see Section 2.4.1).
More precisely, we provide uniform bounds on the operator norm of the transition
semigroup which allows us to prove that lim;_, ., P, f =: £(f) has a limit for a suffi-
ciently large class of functions f. By showing that the limit ¢ is a continuous linear
functional, we can apply a variant of Riesz representation theorem for generalized
Feller semigroups to show that ¢ has representation £(f) = [, f(y)w(dy). The
measure 7 is the desired unique invariant probability measure. As a byproduct
we also obtain weak convergence of transition probabilities in the weak topology
on H*. In the second step we strengthen this convergence by proving estimates
on the Wasserstein distance of order p € [1,2] of the transition probabilities to
the invariant measure. In contrast to the finite-dimensional results in [66, 64],
our new bounds are dimension-free and explicit. As a consequence, we conclude
that the transition probabilities converge weakly to the invariant measure in the
norm topology on H™. Finally, we show that the invariant measure has finite
second moments and compute them explicitly.

The Stationary covariance regime Our main motivation for studying the
long-time behavior of affine processes on positive self-adjoint Hilbert-Schmidt
operators comes from infinite-dimensional stochastic covariance modeling. Moti-
vated by the univariate case in [94] we introduce an affine stochastic covariance
model (Y, X)) of the form in Definition 3.8 under the stationary covariance regime.
This is done by replacing a subcritical affine instantaneous covariance process X
by its stationary version, i.e. the unique stationary affine process associated with
the same admissible parameter set as X. The existence of this stationary process
is guaranteed by Corollary 5.5 below.
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In Proposition 5.10 we show that the affine stochastic covariance model in the
stationary covariance regime again satisfies an affine transform formula, which
makes it a tractable model for, e.g. pricing options written on forwards as demon-
strated in Section 4.3. As an example, we derive the characteristic function of
the operator valued Barndorff-Nielsen-Shepard model from [21] in the station-
ary covariance regime. This complements the literature on operator-valued BNS
type models by their long-time behavior, which was already studied in finite
dimensions in [10, 126].

In Section 5.4.2 we consider the geometric affine stochastic covariance model
for commodity forward curve dynamics from Section 4.3 and study the pric-
ing of forward-start options in this model. More precisely, we are concerned
with the implied forward volatility smile in geometric affine models and show
in Proposition 5.12, that the smile converges to the implied spot volatility of
a BEuropean call option written on a forward contract with dynamics given in
the stationary covariance regime. This extends a result in [94, Proposition 5.2]
for forward-start options in (univariate) affine stochastic volatility models to an
infinite-dimensional setting.

5.1.1 Layout of the chapter

We begin with Section 5.2 where we recall some preliminaries and introduce our
setting. In Section 5.3 we present our main results on the existence of a unique
invariant measure and the ergodicity in Wasserstein distance. Afterwards, in Sec-
tion 5.4, we discuss applications of our results in the context of affine stochastic
covariance models in Hilbert spaces. The proofs are contained in Section 5.5,
which is subdivided into several subsections: We consider the long-time behav-
ior of the solutions of the generalized Riccati equations in Section 5.5.1, prove
the existence of a unique invariant measure in Section 5.5.2, derive the explicit
convergence rates in Section 5.5.3, show existence of stationary affine processes
in Section 5.5.4 and prove the moment formulas of the invariant measure in Sec-
tion 5.5.5. In Section 5.6 we show a version of Kolmogorov’s extension theorem.

5.2 Setting and preliminaries

The effective drifts b and B We assume that (b, B,m, 1) is an admissible
parameter set according to Definition 2.3 and we define the constant and linear
effective drift terms b and B(u), for all u € H*, as follows:

b=b d¢), B(u) = B* Lyt
+/H+m{|s|>1}£m( o Bl ) +/H+m{|s|>1}<’S ) 1€112
(5.1)
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5.2 SETTING AND PRELIMINARIES

Note that b € H and B € L£(H) are well-defined, since by part (a) of Defini-
tion 2.3 i) we have

/ Il m(de) < / €12 m(de) < oo,
HEO{]I€]>1} HEN{]|&]>1}

i.e. the integral fH+ﬂ{\|§\|>1} &m(d€) is well-defined in the Bochner sense. Simi-

larly, it can be see that the map u +— f?{+m{\|§\|>1}<§’ u)% is a bounded linear

operator on H. Indeed, for v € H such that v = vt — v~ for vT,v™ € HT we
write [(u(d€),v)| = (u(d€),vT)+ (u(d€),v™) and see that [(u(d€),v)| is a positive
measure for all v € H. We thus have:

u M v U -1 "
</7-i+m{|5|>1}<£7 ) 1€]12 ) >§ | |(/H+n{|§|>1}”€” [(u(d€), >|)
< ull[((HT N {lIEN > 13),0)],

taking the supremum over all v € H with |jv]| = 1 on both sides proves the
boundedness of the map. Note that ||u(H* N {||¢]| > 1})|| < oo, since by Defini-
tion 2.3 iii) for every A € B(HT\{0}) we have u(A) € H* and hence ||u(A)| < oo.

A reminder on the generalized Feller property The results in the previ-
ous Chapters 3 and 4, for the most part, built on the semimartingale property
of cadlag affine processes on HT. In this chapter we are working in the spirit of
Chapter 2 again and rely more on the Markovian structure of the affine class (in
particular its generalized Feller property). For this reason we briefly recall some
important aspects and introduce the setting: Let (b, B,m, ) be an admissible
parameter set and denote by X the unique associated affine process from Theo-
rem 2.8. Moreover, for x € H* we denote by (p:(z,))i>0 the transition kernels
of X and note that for all t > 0 and u,z € H ™" the affine transform formula (1.3)
can be written as

/ e 6 py(a,dg) = e ot m i), (5:2)
H+

for (¢(-,u), (-, u)) the unique solution to the generalized Riccati equations (2.8).
In Chapter 2, we considered the transition semigroup (P;):>o of X given by

Pf(z) = /H (@, )

for bounded measurable functions f: Ht — R. Note that (P;);>0 is also well-
defined on B,(H™) and satisfies for each f € B,(H™) the growth-bound

|Pef ()] < £l /w p()pe(w,dy) < ||fll,(1+ K)e'p(z),  x€H". (5.3)
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This means that (P;);>0 leaves B,(H ™) invariant, see also Section 2.4. As before
we denote by H} the space HT equipped with the weak topology, and let Cj,(H.})
be the space of all bounded and weakly continuous functions f: H* — R. Fi-
nally let B,(H™) be the closure of Cy(H) in B,(H™T). It follows from Chapter 2,
that (P;);>0 is positive, leaves B,(H}) invariant and satisfies tgr& P f(x) = f(x)

for all f € B,(H{) and x € Hj. From (5.3) we then obtain
Which reminds us, that (Pt)tzo is a generalized Feller semigroup on B,(H})).

Remark 5.1. Given the transition kernels (p;(z, -))¢>0, the process (X;);>o with
initial value Xo = = € HT can be constructed by a version of Kolmogorov’s
extension theorem in [45, Theorem 2.11]. Indeed, for every z € H™ one can
show the existence of a unique measure P, on Q2 := (7—[+)R+, equipped with the
o-algebra generated by the canonical projections X;: Q — H, given by X;(w) =
w(t) for w € Q, are measurable. For x € HT the probability measure P, is the
distribution of X with P, (X, = «) = 1. We denote the expectation with respect
to P, by E, []. In Section 5.6 below, we prove a version of the extension theorem
that copes with initial distributions beyond delta-distributions.

In the following proposition, we give explicit formulas for the first two moments
of the affine process (X;)¢>0 with admissible parameter set (b, B, m, u). We need
those explicit versions for Theorem 5.3 and Proposition 5.6 below. We obtain the
formulas simply by inserting (2.29)-(2.32) into the formulas (2.102) and (2.103).

Proposition 5.2. Let (X;);>0 be the affine process associated with the admissible
parameter set (b, B,m,u). Then for all v,w € H*Y the following formulas hold
true:

~

E, [(X;,0)] = /O (B, e*Bu) ds + (z, eBv) (5.4)

and

Ex[<xt,v><xt,w>]=(/t<6 “Bo) ds + (, Bv>)(/0t<6 w)ds + (z,¢Fw))
/ | teetule et mdg) ds
H+\{0}
+/0 /0 l;,e(s“)B[rt+\{off,e“3v><f,e“3w> 'I|L|(§dli)>duds

t
(t—s)B sB s ()
+/o <x7e /7-1+\{0}<§7e w) (&, e*Cv) EE > ds.
(5.5)
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5.3 Stationary affine processes and ergodicity in
Wasserstein distance

Let V. := (V,7) be a topological vector space and denote by M(V,) the set of
all probability measures defined on the Borel-c-algebra B(V;). Recall that for
the vector space H equipped with its weak topology 7, we write Hy = (H, )
and note that the positive cone H{ is also closed in the weak topology and
moreover, the Borel-o-algebras of the strong and weak topology coincide, i.e.
B(H') = B(H{). We say that a measure v € M(HI) is inner-reqular (with
respect to a topology 7), whenever

v(A) =sup{v(K): K C A, K is 7-compact} .

For a sequence (Vp)nen € M(HT) we write v, = v as n — oo for the weak
convergence of (v, )nen to v in the strong topology, i.e.

lim [ (&) va(dg) = /H SOV forall f € Cul)

n—oo HA+

For vy, vo € M(HT) we call a probability measure G, defined on the product
Borel-o-algebra B(H™') x B(H™'), a coupling of (v1,v2), whenever its marginal
distributions are given by v; and vy, respectively. We denote the set of all possible
couplings of (v1,v2) by C(v1,v2). For every p € [1,00) the Wasserstein distance
of order p between v; € M(H™) and vy € M(H™T) is defined as

1/p
Wy(v1,1v2) = (inf {/ |z —y||” G(dz,dy): G € C(Vl,VQ)}) .
HxHT

For an introduction to Wasserstein distances we refer to [143, Section 6].

Now, let (b, B,m,u) be an admissible parameter set and denote by o(B) the
spectrum of the operator B in (5.1). We introduce the following crucial assump-
tion:

Assumption D. The spectral bound s(B) == sup{%()\): A€ U(B)} of B is

strictly negative, i.e. s(B) < 0.

We call an affine process (X;);>0 on H™ associated with an admissible parameter

set (b, B, m, u) satisfying Assumption D a subcritical affine process on HT. Recall
that B is bounded and generates the operator semigroup (e!? )i>0 given by the
By (tB)"

series representation e% =" o

the L(H)-norm.

, where the convergence is understood in
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5.3 STATIONARY AFFINE PROCESSES AND ERGODICITY IN WASSERSTEIN DISTANCE

It is well known that (eté )i>0 is a uniformly continuous semigroup, see [55,
Chapter I, Section 3], and hence it follows that the spectral bound s(B) coincides

with the growth bound of (eté)tzo, see [55, Corollary 4.2.4], i.e.
s(B) = inf {w eR: M, > 1 s.t. HetBH[;(H) < M, e"" vt > 0}.

Therefore, whenever Assumption D is satisfied, there exists a M > 1 and § > 0
such that

e ]l 2y < M e, (5.6)

A

in particular we could choose 6 = —s(B). In the following theorem we assert the
existence of a unique invariant measure m of (p:(x,-))t>0, the transition kernels
of a subcritical affine process on H*. Moreover, we derive explicit convergence
rates for py(x,-) — 7 as t — oo in Wasserstein distance of order p € [1,2].

Theorem 5.3. Let (b, B, m,u) be an admissible parameter set such that As-
sumption D is satisfied. Denote the associated subcritical affine process on HT
by (X¢)e>0 and its transition kernels by (pi(x,-))i>0. Then the following holds
true:

i) There exists a unique invariant measure w for (pi(z,-))>0 and the Laplace
transform of w is given by

/H+ e (W) n(dx) = exp (— /OOO F((s,u)) ds) . uweHt (5.7)

where F' and ¢ (s,u) are as in (2.6a) and (2.8b). Moreover, 7 is an inner-
regular measure on B(HY).

ii) Forp € [1,2],t>0 and x € H' we have
Wyt )m) < oo (Ll + ([ Il a@n)'™) 69
0o (el 24 ([ 1l man) ")
H+

(5.9)

where Cy = 2M and Cy = 212 M3/26 12| u(H+ \ {0})||V/2 for M > 1 and
0 >0 as in (5.6). In particular, we have pi(x,-) = 7 as t — oo.

Remark 5.4. i) Note that for a locally compact and second countable Haus-
dorff space, in particular for finite-dimensional normed spaces, every prob-
ability measure defined on the Borel-o-algebra is regular.
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ii) The last assertion in Theorem 5.3 i) states that the invariant measure 7 is
an inner-regular measure on B(Hy), i.e. inner-regular in the weak topology,
albeit H in the infinite-dimensional case is not locally compact. We see
that the inner-regularity is a non-trivial property of the invariant measure
and we actually use it in the proof of Corollary 5.5 below.

iii) For the case p = 1 we can compare the convergence rates obtained in Theo-
rem 5.3 ii) with the ones in [64, Theorem 2.9] for the state space S} (d € N)
i.e. H=R? in our case. We see that instead of the square-root of the di-
mension d € N as it appears in the convergence rate in [64, equation 2.12],
we have the additional term (5.9) which also converges exponentially fast as
t — oo, but with the exponential factor —§/2 instead of —d. However, the
convergence rates here do not depend on the dimension of the state-space,
in particular they hold true in infinite dimensions.

As a corollary from Theorem 5.3 i), which ensures the existence of an invariant
inner-regular measure 7 on B(H]), we assert the existence of a stationary process
with stationary measure w. The only assertion that is left to prove here is, that
we can start an affine process with transition kernels p;(z,-) at distribution =
instead of d,:

Corollary 5.5. There exists a process (X[ )i>0 on H' with transition kernels
(pe(z,-))e>0 such that the distribution of X[ equals w for all t > 0.

Note here that the p-th absolute moment of m shows up in the convergence rate in
(5.8), where we implicitly assumed that these terms are finite. That this is indeed
the case is part of the next proposition, where we also give explicit formulas for
the first two moments of the invariant measures .

Proposition 5.6. Under the same conditions as in Theorem 5.3 and by denoting
the unique invariant measure of (py(z,-))>0 by ™ we have [, ||y[|> 7(dy) < oo,

lim E, [X;] = a) = [ (b de)) ds, (5.
Jim B, (50 = [ ymtan = [ (+/H+m{|€|>1}5m< §) ds. (5.10)

and

lim E, [X; ® X;] = / y®@ym(dy)
t—o0 H+

_ > sB*7)\®2 > sB* £\ ®2
_/0 (e*B°D) ds+/0 /w\{o}(e €)% m(de) ds

o N uB* ®2 l; (s—u)é M(dé-) d d .
+/o /O/H+\{O}(e &) (et ) du ds
(5.11)
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Remark 5.7. It is well known that convergence in Wasserstein distance of order
p € [1,00) implies weak convergence and the convergence of the p-th absolute
moment, see [143, Theorem 6.9]. However, we note that the proof of (5.10), given
in Section 5.5.5, does not depend on the convergence in Wasserstein distance of
order p = 2 as established by Theorem 5.3 ii). Instead, we only use the generalized
Feller property of the transition semigroups (P;);>o together with Proposition 5.2.

Example 5.8 (Lévy driven Ornstein-Uhlenbeck processes). Let m be a Lévy
measure on B(H 1\ {0}) with finite second moment and b € H* such that Defini-
tion 2.3 ii) is satisfied. Let u = 0 and B € L(#H) be of the form B(u) = Gu+uG*
for some G € L(H), then Definition 2.3 iv) is satisfied, which can be seen from
the fact that for every u € H+ we have etBu = e!Cu et >4 0 for all t > 0.
Hence, [106, Theorem 1] implies that B satisfies Definition 2.3 iv). Thus, the tu-
ple (b,m, B,0) is an admissible parameter set according to Definition 2.3 and the
associated affine process (X;);>0 becomes an Ornstein-Uhlenbeck process driven
by a HT-valued Lévy process (Lt);>o with characteristics (b,0,m), i.e.

t
X, = olG o otG* +/ ot=5)G drL, e(tfs)G*, t>0,
0

see Lemma 3.4. Since 0(B) = 0(G) + o(G), see, e.g., [129], and hence s(B) <
s(@), we see that whenever the spectral bound s(G) of the operator G is negative,
the same holds for s(B) and hence Assumption D is satisfied. This provides an
explicit and simple sufficient criterion for the OU process (X;);>0 to be subcrit-
ical. By Theorem 5.3 there exists a unique invariant measure 7 such that

(oo}
[t o= [t
H+ 0

where ¢ : H — C denotes the Laplace exponent of the Lévy process L given by

o (u) = (bou) — / (€0 — 14 (x(6),w) m(de), uweH'. (5.12)
HT\{0}

Existence and uniqueness of invariant measures for Ornstein-Uhlenbeck processes
were studied in [36], where a similar result follows under the weaker log-moment
condition on the Lévy measure m. Following Proposition 5.6 the stronger second
moment assumption in our case allows us to deduce explicit formulas for the first
and second moments of 7. Indeed, setting = 0 and B(u) = Gu+ uG™* in (5.10)
and (5.11) gives

t—o0 0 HE\N{oFN{l€]I>1}

o0 o0
lim E, [Xt ® Xt] = / (engesG*)@)Z ds + / / (GSGf esG*)®2m(d§) ds.
t—o0 0 o JHH\{o}
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5.4 The stationary covariance regime

In this section we discuss applications of our results on the long-time behavior
of affine processes on positive Hilbert-Schmidt operators in the context of affine
stochastic covariance models. In Section 5.4.1 we introduce infinite-dimensional
affine stochastic covariance model in the stationary covariance regime and derive
a stationary version of the affine transform formula. In Section 5.4.2 we come
back to the geometric affine stochastic covariance model from Section 4.3 and
show that in this model the implied volatility of forward-start options written
on forwards can be related to the implied volatility of plain vanilla options on
forwards with dynamics modeled under the stationary covariance regime.

5.4.1 Affine models in the stationary covariance regime

Let (X¢)¢>0 be an affine process on X' with initial value Xy = x and associated
admissible parameter set (b, B, m, ) such that Assumptions A is satisfied. We
fixy,T € H,x € HT, and let D € L3(H) be self-adjoint and positive. As before,
we assume that (A, dom(A)) is the generator of a strongly continuous semigroup
(S(t))i>0 on H. Following Chapter 4, we consider the process (Y, X,Q, F,F,P),
the stochastically weak solution of (4.1), with parameters (b, B,m,v,D, T, A)
and initial value (Yp, Xo) = (x,y). For notational brevity we define G: H — H
as G(z) :== DY/22D'/2Y i.e. (Y;)i>0 is the unique (mild) solution to the following
stochastic differential equation on some Hilbert space (H, (-, )u):

t t
Y, = S(t)y+/ S(t — s)G(Xs) ds+/ S(t—s)DY2XY2 aw,, t>0, (5.13)
0 0

where (Wy);>0 is a cylindrical Brownian-motion, independent of (X;);>o. We
consider the joint process (Y, X;);>0 as a stochastic process on the filtered
probability space (2, F,F,Q,) = (2! x Q2 (F! @ F?),(F} @ F2)i>0,Q @ Py),
where (Q%, F2, (F2)i>0,P:) denotes the filtered probability space accommodat-
ing the affine process (X;)¢>0, see also Remark 5.1, and (Q, F1, (F})i>0,Q) is
another filtered probability space, that carries a cylindrical Brownian Motion
W:[0,00) x Q@ — H and the solution process (Y;);>0 such that Q(Yy = y) = 1,
see Section 3.2.2.

From now on, we write (Y;¥);>0 where the superscript y indicates the initial value
of the process (Y;);>0 (not to be confused with the notation Y in (4.24)). More-
over, we denote the expectation with respect to the product measure Q, by E, [/]
and denote by 7 the unique invariant measure 7 for (p;(z, -))i>0, the existence of
which is guaranteed by Theorem 5.3. Corollary 5.5 ensures the existence of the
unique stationary affine process(X7);>¢ associated with (b, B, m, 1) and, inspired
by [94, Section 3], we introduce the following terminology.
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Definition 5.9. If there exists a mild solution (Y;);>o of (5.13) for y = 0 and
with (X;);>0 replaced by the process (X[ );>0, then we call the joint process
(Yz, X7 )>0, defined on (Q, F,F,Q ® P,) an affine stochastic covariance model
on H in the stationary covariance regime. Moreover, we write Q, = Q ® P, and
denote the expectation with respect to Q. by E, [-].

Let (Y)Y, X1)1>0 be as in (5.13) and for simplicity set G to zero. It follows from
Theorem 3.14 that the stochastic covariance model (Y}, X;);> satisfies the affine
transform formula (3.27). In the following proposition we give an analogous affine
transform formula for this model in the stationary covariance regime:

Proposition 5.10. Assume that (Y, X;)1>0 is an affine stochastic covariance
model satisfying the assumptions above (with G = 0) and let (Yz, XJ)¢>0 be the
model in the stationary covariance regime. Then, for every T > 0 and u =
(u1,us) € iH X H* we have

E, e(yt,u1>—<XZr,UQ>:| e—q’(tuhuz)—fow F(42(s,0,42(t,u1,u2))) d57 te[0,7T], (5.14)

where (D(-,uy,u2),1(-, ur,uz), Pa(-, u1,uz)) s the unique solutions on [0,T] of
the following differential equations:

0P

2 (bu) = F(¥a(tu), ®(0,u) =0, (5.15a)
Y1(t,u) = ug — 14" (i/o P1(s,u) ds) , ¥1(0,u) =ug, (5.15b)
%(t,u) = R(¢1(t,u), ¥a(t, u)), ¥2(0,u) = uz,  (5.15¢)

where F' and R are as in (2.6a) and (3.23), and (A*, D(A*)) denotes the adjoint
operator of the generator (A, D(A)) of (S(t))t>0-

Proof. Let T > 0 and let (Y);ci0,r] be the mild solution to (5.13) on [0,7]]
satisfying the assumptions above. From Theorem 3.14 in Chapter 3 we recall
the following affine transform formula for the mixed Fourier-Laplace transform
of (Y, X;) for t € [0,T) and u = (uy,uz) € iH x H™:

E, [eWw*Xﬂ"ﬂ = e~ Plbume)=(maltunu)) g et (5.16)

where ®(-,u,u2) and o (-, us, uz) are the unique strong solutions to (5.15a) and
(5.15c¢), respectively, and 11 (-, u1, ug) is the unique mild solution of (5.15b). Note
that for every F2-measurable and bounded function f we have

) dPafin) = [

H+

( [ 1w AP, 2) ) w(d)

Q2
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From this and (5.16) we conclude
E. e(ﬁ,u1>7<xg,u2>} :/ (/ oVe(wi,wa),u1) (X7 (w2),uz) d@(w1)> dP, (w2)
Qo Q1

:/ E, [em’"1>H7<Xt’“2> 7(dx)

H+

= / e~ Pt ue)—(@altunua)) o (). (5.17)
H+

From Theorem 5.3 i) it then follows that

/ e~ (@ st 1) () = exp ( / P (6(s, et u, u)) ds> . (5.18)
H+ 0

where 9 (-, u) denotes the unique solution of (2.8b). From (5.15¢) and the defini-
tion of R in (3.23) we see that 12(t,0,uz) = 9(t,us) for every us € H*, hence
multiplying both sides of (5.18) by e~ ®(*u1.u2) together with (5.17) yields the
desired formula (5.14). O

Recall the operator-valued BNS stochastic covariance model in Section 3.4.1, i.e.
(Y, X) is given by (3.36) with B and (L;);>o being as in Example 5.8. The
operator-valued BNS model falls into the class (5.13) with G = 0 and we note
that for the H*-valued Ornstein-Uhlenbeck process (X;)¢>o we already proved
the existence of a unique invariant measure 7 of (X;)¢>o in Example 5.8. Hence,
we may consider the operator-valued BNS model in the stationary covariance
regime, denote it by (57,5, X7 )t>0 and obtain the following example and application
of Proposition 5.10:

Example 5.11. The operator-valued BNS model in the stochastic covariance
regime satisfies

- t 0
En [em’“1>”_<xt ’“ﬂ = exp (—/ oL (¢(s,u1,uz)) ds —/ or(e*? uy) ds) ;
0 0

for every (u1,us) € iH x HT, where ¢, is given by (5.12) and ¢(¢,u1, us2) is
explicitly given by

U(t,ur,uz) = e uy + %/ e=IBY(DY25* (7)uy)®2 dr.
0

Note that if G # 0, then (¢, u1,us) would admit an additional inhomogeneous
term of the form fot e=TB"G*(S*(T)u1) d7, where G* denotes the adjoint of G.
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5.4.2 Forward-start options on forwards

In this section we follow up on Section 4.3 and consider so called forward start
options written on commodity forwards. For this type of options we study the
long-time behavior of the implied forward volatility smile in the geometric affine
stochastic covariance model from Section 4.3 and prove an intimate connection
to the pricing of plain vanilla options on forwards modeled under the stationary
covariance regime in Proposition 5.12 below.

We define a forward-start option with forward-start date 7 > 0, forward maturity
T and strike K written on a forward with maturity date 7 + T', denoted by
F(-,7+1T), as an European option with pay-off at time 7+ T given by

F(T+T,T+T)_K i (5.19)
F(r,7+1) ’ ‘

see, e.g. [41, equation 11]. Forward-start options are contracts on the relative
(or absolute) price difference of a forward contract at two times, 7 and 7 + T,
in the future. In practice, it is used to price future volatility of the underlying
asset. Forward-start options are common in commodity forward markets and
more complex derivatives such as Cliquet options are building up on these see [41].
Forward-start options on stocks are discussed in, e.g. [81, 82, 101, 94].

Let 0 < T < T and as above, we denote by F (T, T ) the forward price at time T
with maturity date 7" of some underlying spot commodity. Let (Y,Y, X¢)¢>0 be an

affine stochastic covariance as in (5.13) on the Hilbert space Hg (see Section 4.3)
and let (S(t))i>0 be the left-shift semigroup on Hg. Moreover, we assume that

the drift G is given by G = —%Dl/sz1/2S*(-)uo. For0<T< T we set

F(T,T) = exp (6;_, YY) = exp (<Y}”TA7T, Uj_7)8), (5.20)

where we use the notations of Section 4.3. Note that by this choice for G the drift
condition (4.22) is satisfied and hence we model directly under the risk-neutral
measure Q, i.e. (F(T, T))O<T<T is a Q-martingale, see Lemma 4.6.

Next, we define the implied forward volatility smile of the model (5.20). We
denote the price of a forward-start option with pay-off (5.19) by Cea(7, T, T, K).
Next, as a reference model for the forward prices F(T, ’f’) we choose Black’s model
in [26] and denote the forward prices in this model by FB(T,T). We assume that
the following spot-forward relation holds:

FB(T,T) = spe” ™) 0<T<T, (5.21)

where r > 0 denotes the risk-free interest rate and (s;);>o denotes the spot price
process of the underlying commodity, which is given by a geometric Brownian
motion with volatility parameter o.

116



5.4 THE STATIONARY COVARIANCE REGIME

We denote by Cfl?NS(T, T, T, K, o) the price of a forward-start option with identical

pay-off function as in (5.19) in Black’s model and define the implied forward
volatility smile o(r,T,T,K) as the solution of CR (7, T,T,K,o(,T,T,K)) =
Ctwd (T, T,17, K ). In the following proposition we show that o(7,T, T.K ) exists
for all 7, K > 0 and study its long-time behavior as 7 — oo:

Proposition 5.12. Let 0 < T < T and 7 > 0. Denote by F(r +T,7 + T)
the forward price at time T + T with maturity date T + T given by (5.20) with
(vY, Xi)i>0 specified as above. We write (Y/t, X7 )t>0 for the model in the station-
ary covariance regime, defined in Definition 5.9, and set

F(T, T) = 0p_pexp (?T) = exp (<?$_T,UT_T>,3), 0<T<T.

Then for all T, K > 0 the implied forward volatility smile o(r, T, T, K) exists and
we have

A

lim o(r, 7,7, K) = 6(T,T, K), (5.22)
T—00
where &(T,T,K) denotes the implied volatility of a European call option with
pay-off function (F(T7 T) - K)+,
Proof. First, we show a specific relation between the price of a European call
option CB (T,T,K7 0), where 0 < T < T and K > 0, and the forward-start
call option CENS (T, T, T, K, 0) with forward start date 7 > 0 in Black’s model.

Namely, let Q denote the unique risk-neutral measure in Black’s model and recall
Cf]%vs (T, T K, 0), the price of a forward-start option at time zero with forward-

start date 7 written on the forward with maturity 7. Inserting (5.21) into the
pay-off function and by risk-neutral pricing we have

R r(T-T) +
Cf]%vs (7., 7,7, K, O') _ efr('rJrT)]EQ l(ST+TG - B eK) ] '
srer

It is known, see [94], that in the Black-Scholes model the forward-start call option

and the European call option satisfy

o7 (- )] =B [(or - 107].

We set K’ = K +7T and write OB (T, K, 5) := =" (7+7T) e " TEq [(ST — eK,)Jr} ,

whenever the underlying spot process (s¢)+>0 is given by the Black-Scholes model.

117



5.4 THE STATIONARY COVARIANCE REGIME

We then see that
Cf%vs (T7 Ta T, K7 U) - G_T(T+T) e"'TIEQ |:(ST+T _ eK)+:|
St
_ e—r(‘r+T) e—rTEQ [(ST _ eKl)+:|
= e "THDCP (T K’ o).

From this and the definition of the implied forward volatility smile o(7, T, T.K )
we have

CBs (T, K',o(r, T, T, K)) = e+ OB (T, 7,7, K,o(r, T, T, K))
— oD o (T, T, 7, K) . (5.23)

Next, we compute the right-hand side of (5.23). Recall that for every ¢ € R and
f € Hg we use the identification 6,(f) = (f, u) for the evaluation functional with
uy € Hg, see (4.17). Moreover, we denote the expectation with respect to the
pricing measure Q by Eg [[] (here we suppress the initial value 2 compared to Q,
above).

The payoff function of the forward-start option is given by (5.19) and by inserting
our model (5.20), we obtain

F(T—i—T,T—i—T)

= = ex Yy’T_T,uA — Yy’T,uA . 5.24
F(T,T+T) p(< T+T T—T>ﬂ < T T>/3) ( )

First, we note that left-shift S(T") satisfies <S(T)YTy7T’T, U )3 = (YTy’T,uT>5.
Second, writing GT~T(z) = —1DV2xDV2S*(T — Tug for © € H* we see that

(SOYFTT up_p)s = (S(T + 1)y up_p)p

+< /OTS(T+ T— s)GT_T(Xs) dSv“f—T>g

+ </0 S(T+7- S)Xsl/2 dW87“T—T>g>

Thus, the difference in the exponent on the right-hand side of (5.24) satisfies
T+t N
Voptg o= gy = ([ ST+ =6 T(X) sz ),
5
(5.25)

T+t B
+ </ S(T—|—7’—5)X§/2 de,uT_T>
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Now, we see that by the independent increments property and the Markov prop-
erty of (X;);>0 the sum of the integrals inside the inner products on the right-
hand side of (5.25) has the same distribution as Y} given X, i.e. the same as

YR = fOT S(T — 8)G(Xrys) ds + fOT S(T — S)X}__/fs dW,. We conclude that also

(e<Yf+Tv“T>T>/3*<YTy7UT‘>ﬁ _ eK>+ and Eg |:(e<YTQ’uTT>5 _ eK)+\ XT} ,

have the same distribution. Moreover, we note that T — (VP ur_r)a given X,
is a martingale as well, since the drift condition (4.22) still holds for X} replaced
by X;y.. Hence by risk-neutral pricing, we obtain

B N +
N F T T
T, T+

_ efr('rJrT)E@ (e(YTerTﬂiT*,T)B‘(YTyﬂLﬁB _ eK) +]

. +
_ e—’r‘(‘f‘"rT)E@ E@ |:<e(qu,uT_T>B _ eK) |X7—:|:| , (526)

and we therefore conclude that the left-hand side of (5.23) is given by
CBS (T, K',o(r, T, T, K)) —Eg [E@ [(e<Y?’“T—T>ﬂ —efyH] XTH :

Now, by taking the limit 7 — oo and since by definition F(T,T) = e<YT""T’7T>ﬁ7
we obtain

E

el

lim O (T, K, o(r,T,T, K)) [(eWTv“T’—Hﬂ _ eK)ﬂ

A

Eg [(F(T.1) - e¥)]. (5.27)

el

The term Eg [(F(T, T) - eK)ﬂ on the right-hand side of (5.27) is precisely the

price of an European call option remunerated by €7 and we have

lim CBS (T, K o(rT,T, K)) — B8 (T, K’ lim o(r,T,T, K)),
T—>00

T—r 00

from which we conclude (5.22), since equation (5.27) has a unique solution in
terms of the Black-Scholes implied volatility. O
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5.5 Proof: Stationarity and ergodicitiy

Throughout this section we assume that (b, B, m, 1) is an admissible parameter
set according to Definition 2.3. We denote by (X;):>0 the unique affine process
associated with (b, B, m, u) given by Theorem 2.8 and the associated family of
transition kernels by (p:(z,-))r>0. Moreover, we set Pyf = [, f(&) p:(-,d§) for
all measurable functions f such that the integral exists, see also the reminder in
Section 5.2.

5.5.1 Some properties of the generalized Riccati equations

In this section we consider the long-time behavior of the solutions ¢(-,u) and
(-, u) of the generalized Riccati equations in (2.8a)-(2.8b). We recall from
Section 2.3 that for every u € H* there exists a unique and global solution
(-, u) € CHRT,HT) to (2.8b). Given 9(-,u) we solve the first equation (2.8a)
by mere integration and obtain ¢(-,u) € C*(R*,RT) given by

B(tu) = /0 F(s,u)) ds.

This means that we can write the affine transform formula (5.2) as

/H+ o™ & py(z, d€) = exp (— /OtF(w(s,u)) ds — <x,¢(t,u)>>.

Moreover, we recall that the unique solution (-, u) to (2.8b) satisfies the flow
equation:

Yt + s,u) = P(t, (s, u)). (5.28)

In the next lemma we show that F' and R are continuous functions on H* and
grow at most quadratically, which is a slight adaption of Lemma 2.6:

Lemma 5.13. Let (b, B,m, ) be an admissible parameter set according to Def-
inition 2.3 and let F' and R be given by (2.6a) and (2.6b), respectively. Then F
and R are continuous on H* and for all u € HT we have

Pl ([ @)l + ), 629

and

IR@)II < (IBllzeo + 1pC N AODN) (lull + [lu]?) - (5-30)
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Proof. Note that for all £, u € H* we have

1
e —1 4 (x(€),u)| < SHEWPLer<ny + HE Wl Lger>1) (5.31)

1
< SIEllullLger<ny + Nl ger>1y,

from which (5.29), (5.30), and the continuity of F, R readily follows (by dominated
convergence). O

Assumption D implies that the semigroup (eté)tzo satisfies (5.6), that is (etB)tZO
is uniformly exponential stable. This has the following consequence on the solu-
tion (-, u) of the generalized Riccati equation (2.8b):

Lemma 5.14. Let (b, B,m, ) be an admissible parameter set according to Def-
inition 2.3 and for w € HT let ¥(-,u) be the unique solution to (2.8b). Then

[t wll < lelleaollull, vt > 0. (5.32)

If moreover Assumption D is satisfied, then limy_, o ¥(t,u) = 0.

Proof. First note that whenever (b, B,m, i) is an admissible parameter set ac-
cording to Definition 2.3, then so is (0, B,0, ). Therefore, the existence of an
affine Markov process (Y;);>0 associated to (0, B, 0, ) and initial value Yy = «
is guaranteed by Theorem 2.8. Note that the unique solution (-, u) to (2.8b) is
Ht-valued. Let u € H* and note that due to the convexity of the exponential
function and Jensen’s inequality we have

e El¥) < |, [em (Y0 | = exp(—((t, u), @),
Hence, we find that for all u,z € H+:
(W(t,u),z) <Eq [(u,Ys)] = (2,ePu) < |lz[Jul[le”P]| ) -
For fixed t > 0 and u € H* we choose x = v(t,u) € HT and obtain

ot w)l? < [ w) ullle | e

which proves the first statement. If Assumption D is satisfied, then from (5.32)
and (5.6) it follows that ||1(¢, u)|| < M e~%!||u|| and hence lim; o0 9 (¢, u) = 0. O
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5.5.2 Invariant measure for affine processes on H™"

For two measures vy,vs € M(H™') we denote the convolution of vy and vy by
V1 * Vo, In the following lemma we give an important convolution property of the
transition kernels p¢(x, -).

Lemma 5.15. Let (Y;);>0 be the unique affine process associated with the admis-
sible parameter set (0, B,0, ) and denote its transition kernels by (q:.(,-))i>o0-
Then for every t > 0 and x € HT we have

pt(xf) :pt(ov') *Qt($7')' (5‘33)

Proof. Since b =0 and m = 0 the function F in (2.8a) vanishes, see also (2.6a),
and thus ¢(t,u) = 0 for all ¢ > 0. Hence, for every ¢ > 0 the affine-transform
formula (5.2) for Y; takes the form

/ ei<u£> qt(l’, df) = exp ( - <¢(t7 U), I‘>), for u € HJr' (534)
H+

Now, let (X;)¢>0 denote the unique affine process associated with the admissible
parameter set (b, B,m, u) and denote its transition kernels by p(x,-). Let t > 0
arbitrary and u € H*, then

L On @ = [ ([ o n0.0) at i)

o) [ e g (0, dgy)
H+

— e*(b(t)u) e*(ﬂ’(%u)@)’

which completes the proof thanks to (5.2) and the fact that the functions z —
e~ {“?) characterize measures, see Lemma 3.19 in Chapter 3. O

In the next proposition we show that the Laplace transform of a subcritical affine
process converges pointwise as the time ¢ tends to infinity.

Proposition 5.16. Let (X;):> be an affine process associated with the admissible
parameter set (b, B,m, u) satisfying Assumption D. Then for allu € HT and for
all z € H' we have

t—o00

lim E, {e—<qut>] = exp <_ / Flp(s,u)) ds) € [0,00). (5.35)
0
Proof. Let u € HT and € H*, then by Lemma 5.14 and (5.6) we have

ot w), )| < [l wlllzll < Nl oo lellull < M e |la]l]ull
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Lemma 5.13 gives
[F((t ) < O (ot w)ll + ot w)]?) < CM e (Jull + [|u]?),  (5.36)
with C = ||b|| + f?—t+\{0}||€||2 m(d§). For every u € H* this implies

M2
(lfull + [ul?) < oo

| 1Pt

and hence the limit lim;_ oo ¢(¢, u) fo ) ds exists for every u € HT.
This, the continuity of the exponential functlon and the fact that by Lemma 5.14
(Y(t,u),z)y — 0 for all z,u € H as t — oo imply (5.35). O

The next lemma asserts uniform boundedness in time of the transition semigroup
(P;)¢>0 in the operator norm on B, ().

Lemma 5.17. Let (X;):> be an affine process associated with the admissible pa-
rameter set (b, B,m, u) satisfying Assumption D and denote its transition semi-
group by (Py)¢>0. Then we have

SUPlIFl s, aaty) < o0 (5.37)

Proof. Recall that p(z) = 1+ ||z||? and note that for every f € B,(H) we have
[f ()| < p(y)l|fll5, and hence

1Pl = s ol / F@)pe(a, dy)‘<f||5 i 1Pl i

which yields supyso |l Pill 25, () < sUPi>ollPepllg, 2ty Let (ei)ien be an or-
thonormal basis of # and recall that by Remark 2.27 we have Pip(z) = E, [p(X¢)]
for all ¢ > 0. Hence, by Parseval’s identity we conclude

0< Pp(a) =1+ B, [|Xil°] =14 Eq [(Xi,e:)?] .

i=1
Using (5.5) with v = w = ¢; for i € N we find

E, [<Xt76i>2] = (/t@ B e;) ds +< etéei>>2
/ | eetapmgds
HH\{0}
P (s—u)B ubB (d€)
+/o /0 b’e( " /w\{o}@’e e’ lllléHQ > du ds

e e
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We thus see that

© t % A P %
SR, (X e)?] < 2||/ e*B7h ds||2 + 2[|etB" 32 (5.389)
i=1 0

t
B €2 m(d¢) d .38b
[ e e s (5.35)
t s
Jr/o /0 /7-L+\{0}||e JRUL ||§||2> uds (5.38c)

t
SB* 2 (tfs)B /’L(df) d 5 38d
4 / /H IR e il EINCE D

In the following we show that every term on the right-hand side of (5.38a)-(5.38d)
converges as t — oo uniformly in 2, which then yields (5.37).

Note first that the adjoint semigroup (eté*)tzo generated by B*, the adjoint
of B, is also uniformly stable as ||e”§||£(;{) = ||etB*||c(9-L) for all t > 0. For
the first term on the right-hand side of (5.38a) we have f(f eSB*lA)H ds < ).
tB*)

The second term in (5.38a) vanishes as ¢ — oo, since (e'® );>o is uniformly
stable. Note that s + M?e=29s fH+\{0}|\§||2m(d§) is an integrable majorant

for the term in (5.38b) and thus the integral converges for ¢ — oo. For (5.38¢)

note that <3,e(3_“)3 $> > 0 for every s,u € RT, which follows from the

admissible parameter conditions, which imply that b € H*+ and (s~ (HT) C
HT, whenever s > u. Hence, we have

a uB* o277 (s—uyB H(dE) 3M? .
L e e R du s < S B 0D

Finally, note that fg e~ 205 e79(t=5) ds = 1(e7% — e2%) and hence the last term
in (5.38d) vanishes as t — oo, which can be seen from

t N N
L[ e et et-on 50Dy g
0 JH+\{0} €l

t
< M¥|u(HH\ {01z / 629 ¢=0=9) g

3
< MTIIM(H+ \ 0Dzl (e — ™). (5.39)

Thus, we proved that sup,ssup,es+ Ez [p(Xt)] < oo, which proves the state-
ment. O
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In the next proposition we show first that for every f € B,(H{) the transition
semigroup (P;);>o converges in B,(H{) as t — oo and subsequently use this to
define a continuous linear functional on B,(H) given by the limits.

Proposition 5.18. For all f € B,(H{) the limit limy_, o Pif exists in B,(H)
and w(f) == limy_,oo P f(x) defines a continuous linear functional on B,(H;).

Proof. By Proposition 5.16 we know that for every u € H+
lim (P, e—(u,~))(x) — e fo F(¢(s,u)) ds7 VoeHt.
t—o0

Define for u € H*, 7, = e~ fo F(s1) 459 $here 1 denotes the constant one

function. We claim that the sequence (P; e™("");>( converges in B,(H) to the
constant function m, € B,(H). Indeed, we have

’(ef Jy P ds—(tw).) _ = [ Fv(sw) )

|| P e (W) Tullp = sup

ceH* p(z)
< sup Utoo F((s,u) ds — w(t’“)v@’
TEMHT p(x)
h ]
= / F@(s,w)l ds + 196 w)l| sup 25

where we have used p(z) = 1+ ||z||>. The first term converges to zero due to
(5.36), while the second term tends to zero by Lemma 5.14.

Let D :=lin {e_<“"> Tu € ’H"’} and define 7 as the linear extension of m, onto D.
In particular, we have limy_,oo P, f = m(f) in B,(H;) for every f € D. In view
of Proposition 5.17 we have supt20||Pt||£(Bp(Hv+v)) < oo and hence

[m(f)] < igg\IPtHg(spmx))||f||spm;>»

ie. 7 is bounded on D. Since D is dense in B,(H{), see Lemma 2.28, this
means that there exists a unique extension of 7 to a continuous linear functional
on B,(H{), which we also denote by 7. We thus proved the existence of T €
L(B,(H{),R) and it is only left to show that P,f — m(f) as t — oo for all f €
B,(H{). The latter one is an immediate consequence of an £/3-argument using
SuPtZOHPt”z:(BP(HVt)) < oo and D = B,(H). Thus, we conclude the assertion.

O

In the following lemma we prove that the functional 7 is represented by a unique
probability measure on B(H™).
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Lemma 5.19. Let 7 denote the continuous linear functional in Proposition 5.18.
Then there exists a unique probability measure v on HT such that

w(f)= | SEMAE) for all f € B,(H) (5.40)

and v is inner-reqular on B(HT) when HT is equipped with the weak topology.

Proof. By an application of the Riesz representation theorem in [45, Theorem 2.4]
there exists a unique finite signed Radon measure v on B(H™') such that (5.40)
and

[ @ 1?) 109 = Il s, .2 (5.41)

hold. Here |v| denotes the total variation measure of v. Note that v is a Radon
measure with respect to the weak topology on # ™, which implies the statement on
the inner-regularity. It is left to prove that v is a probability measure. Note that
since lim;_, o, P;1(z) = 1 we have m(1) = 1 and hence v(H*) = 1. Moreover, as
P,f > 0 for all non-negative f € Cp(H1) and all ¢ > 0, we have lim;_, o, Pf () >
0 for all z € HT and hence [, f(§)v(d€) > 0 for all non-negative f € Cy(Hy,),
which implies that the measure v is also non-negative and hence it is a probability
measure on B(HT). O

In the following we identify the linear functional = with the measure v given by
Lemma 5.19 and write 7 instead of v. Finally we show that 7 is, indeed, the
unique invariant measure of (p;(z,-))i>0-

Proposition 5.20. Let (b, B,m,u) be an admissible parameter set such that
Assumption D is satisfied and denote the associated subcritical affine Markov
process on HT by (X¢)i>0 and its transition kernels by (pi(z,d€))i>0. Then
there exists a unique invariant measure © for (pi(z,-))i>0. Moreover, for every
x € HT we have

lim / F(€) pe(ar, d€) — / FE) (), Vf € Co(HD), (5.42)
H+ H+

t—o0
and the Laplace transform of m is given by (5.7).

Proof. In Proposition 5.18 and the subsequent arguments, we have already shown
the existence of the Borel measure 7 such that (5.42) holds. It is left to show
that 7 is the unique invariant measure. We have

/H+ e*(u{)(/?# pi(w,d€) m(de) :Aﬁ (/H+ &~ (z,dg) ) m(de)

_ bW / e (@0 (tD) ().
H+
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Note that by (5.28) we have ¥ (t+s,u) = ¥ (¢, ¥ (s,u)) and hence for every u € HT
we have

oo

o= (tu) / o=@Vt () = o= d(ta) o= i Fblsb(ta) ds
H+

o0(tu) o= fo F(t+su)) ds

_ o) o= [T F(su) ds

o Sy Fli(su)) ds

:/ e @ r(dz).
H+

This proves the invariance of w. Next, we prove that 7 is the unique invariant
measure. Suppose there exists a 7' € M(H™T) which is invariant for p;(z,d§),
then for every v € H' and ¢t > 0 we have:

/ e_<I’u> Wl(dl') = / e_<u,$> (/ pt(x, dg) 7T,(d$))
HE HH\{0} H+\{0}
_ / o9t~ (@) ().
HT\{0}

now by letting ¢ — co we find that

/7-t+\{0} e~ (w) 7’ (dz) = exp < /Ooo F(iﬁ(S,u))ds) .

The Laplace transform is measure determining for measures on B(H ™) and hence
= O

Remark 5.21. The convergence in (5.42) is weak convergence of p:(z,-) to  as
t — oo in the weak topology on H. Even though the Borel algebras of ‘H equipped
with the norm topology and weak topology coincide, the weak convergence is
different in general. We say that p;(z,-) — 7 as t — oo weakly in the weak
topology on Ht, whenever P, f(x) — [, , f(&) n(d€) for all f € Cy(H).
If the stronger assumption P;f(x) — [5,, f(§)7(d§) for all f € Cyp(H™) holds,
we speak of the usual weak convergence, i.e., pi(z,-) = m as t — oco. By [116,
Theorem 1 and 2] we know that weak convergence in the weak topology together
with
lim supp(z, Ann,) =0, foralle>0,

N—00 peN
where Ay, = {Z;’iN@c,ei)Q > 6} for N,n € N, implies p;(z,-) = 7 as t — 0.
Note that in our main Theorem 5.3 we assert weak convergence in the strong
topology, which will be shown below.
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5.5.3 Proof of Theorem 5.3

Proposition 5.20 ensures the existence of a unique invariant measure 7 of the
family (pi(z,-))t>0 with Laplace transform (5.7). We also proved weak conver-
gence of (pi(x,+))i>0 to ™ as t — oo in the weak topology. What is left to show is
the convergence rates in Wasserstein distance of order p for p € [1,2] as in (5.8).
Then convergence in Wasserstein distance of some order p € [1, 00) implies weak
convergence (in the strong topology) and convergence of the p-th absolute mo-
ment, see [143, Theorem 6.9]. This implies the last assertion of Theorem 5.3.
In the remainder we prove the convergence rates (5.8). We need the following
lemma on the convolution property of the Wasserstein distance on H™:

Lemma 5.22. Let Wy be the Wasserstein distance on H¥. Let u,v,p be Borel
probability measures on HY. Then Wa(p* p, pxv) < Wa(u, v).

Proof. Let G be any coupling of (u,r) and let G’ be any coupling of (p, p). For
each f,g:H — R we find that

/ (F(z) + 9(y)) (G * G)(d, dy)

HEXHT

- / / (f(z+ 2) + gly + ) G (dz, d=')G(de, dy)
HEXHT JHExHT

- / f( + 2)p(dz)u(de) + / oy + )p(d=)w(dy),
H+xHT

HEXHT

which shows that G’ x G is a coupling of (p * u, p * v). Hence,
Wap * i, p * v)?
<[ eyl G)dady)
HYXHT

— [ [ e - e P )G e )
HEXHTIHEXHT
- / / (l — ylI? + 2z — g,z — &) + ||z — #|2) G'(d=, d=')G(da, dy)
(H+ xH+)?

- / 2 — y[2G(d, dy) + / |z — 226" (dz, d),
HHXHT HXHT

where the last inequality follows from the fact that G’ has the same marginals so
that [3, . 4 (x—y,2—2)G'(dz,dz’) = 0. Letting now G’ be the specific coupling
determined by G'(A x B) = p({z€H'T : z€ ANB}) with A,B € B(H™"),
shows that [, . .. [|[z2—2'[|?G'(dz,d2") = 0. Since G was arbitrary, the assertion
is proved. O
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Let p € [1,2] and as before we denote by g¢:(x,d¢) the transition kernel of an
affine process associated with the admissible parameter set (0, B,0, u). Let ¢t > 0,
x € HT and G € C(,,7) i.e. G is a coupling with marginals §, and 7. Note that

pu(z, dy) = /H il dy) 8,(dz) = A pi(2, dy)1(2))G(d2, d2')

+xH+

and by the invariance of m we also have

m(dy) = /7-[+ (2, dy) m(d2’) = /7-L+><7-L+ pe(2',dy)1(2)G(dz,dz").

Thus, by the convexity property in [143, Theorem 4.8] and since W, < W» for
p € [1,2] we have

Wylonte)om) =W, ([ pleniutas), [ lonoymtan)

< (/wa Wa(pi (2, ), pe(y, )" G(dzvdy))l/p. (5.43)

By Lemma 5.15 we have pi(z,-) = qi(2,) * p+(0,-) for every ¢ > 0. Thus, for
H € C(qi(z,),q:(y, ) we obtain by Lemma 5.22 that

Wa (pe(2,),pe(y, )" = Wa(ge(z,+) % pe(0,-), qe(y,-) % pe(0, )"
< Wy (Qt('zv ')7 Qt(y, ))P

p/2
< ( / |fg|2H<daz,dg>)
HXHT

p/2
<(2f . Qa1 manan)
HEXHE

p/2

:(2/ ol 0z, 2) + 2 ||z7||2qt<y,dg>).
HHXHT HEXHT

(5.44)

Now, recall from (5.38a) that

t
~ ~ > * SA* s . d
/ 1712 g2 (=, d7) < 2/[e" 22 +// 0B €P (=, ett=o)B LUy g
HXHT 0 Ju+\(0} ||§H

while all the other terms vanish as b = 0 and m = 0.
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5.5 PROOF: STATIONARITY AND ERGODICITIY

By the same estimations as in (5.39) we conclude that

t
~ ~ B* sB* _s)B M d€
/ 1312 (2, d7) < 2]jetB" 2|2 + / / 0B €l (=, ett=o)8 1UE)y
o+ HF 0 JH\{0} €]l
M3
=5 |

< 2M2 e 20|22 + (HT\{0D) e =].

Inserting this back into (5.44) and using the sub-additivity of x +— 2P/ for
p € [1,2], we obtain
Wa (pe(z, ) pe(y, )" < (Cre™z])” + (Cae™/22]|/2)"
+(Cre™yl))" + (Coe™?|ly["/?)", (5.45)

for C; = 2M and Cy = 2Y/2M3/2571/2||u(H* \ {0})[|*/2. Now, plugging (5.45)
back into (5.43) and again by the sub-additivity of = + z'/P, we obtain the
desired (5.8).

5.5.4 Proof of Corollary 5.5

For every € H' let (pi(x,-))i>0 be the transition kernels associated to the
admissible parameter set (b, B,m,u) by Theorem 2.8. Moreover, let 7 be the
unique invariant distribution of (p:(z,-));>0 (which is independent of z € H™).
From Theorem 5.3 i) we know that 7 is inner-regular. Thus, from Proposition 5.23
below, we conclude the existence of a unique Markov process (X™);>o such that
for all f € B,(Hy) we have Ex [f(X,)] = [,,+ P.f(x) w(dz). Moreover, since 7 is
the invariant measure we have for each ¢t > 0

| pr@ran = [ ([ fene.o)wan = [ remae.

which implies that for all ¢ > 0 the random variable X" has distribution .

5.5.5 Proof of Proposition 5.6

Let us denote the space of all Hilbert-Schmidt operators on H by L£4(#) and note
that (e; ®e;); jen is an orthonormal basis of Lo(H). For every y € H the operator
y®Ry: H — H defined by y@y(z) = (z,y)y for every x € H* is a Hilbert-Schmidt
operator on H and we can write y @ y = Efjﬂ(y,ei)(y,ej)ei ® e;j. Note that
by (5.41) we have [, . p(&) 7(d€) = ||7r||£(Bp(Hvt),R) < oo and hence the absolute
second moment of 7 is finite, which implies

| el < [ Twonadn < [yl <o,
Ht H+ H+

and hence the integral fH+ y ® ym(dy) is well-defined in the Bochner sense.
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5.5 PROOF: STATIONARITY AND ERGODICITIY

Thus, it remains to compute the first two moments of the invariant distribution.
Note that for every w € H the linear functional (u,-): H — R satisfies the
following two properties:

i) for every R > 0 we have (u,-) € Cy(KZE) where the set
KE={zeH": |z|”+1< R},
is compact in H* equipped with the weak topology and
i) 1im g0 SUPyepen kg | (1, 2)|(1+ [[2]) 7 =0,

which by [51, Theorem 2.7] implies (u,-) € B,(H;;) for all w € H. By Propo-
sition 5.18 we have P,f — m(f) as t — oo for all f € B,(H{) and hence also
Pi(u,-) =[5, (u, &) m(d€) as t — co. Let (e;)ien be an orthonormal basis of H.
Then, by (5.4) for v = e; for i € N we have

t—o00

t X . o
lim Pt<€i7 > = lim (/ <8, eSBei) ds + <a?,etBei>) :/ <b7 eSBei> ds
t—o0 0 0

and since £ = >, (€, e;)e; it follows that

fin [ emo.ag) = Jim Z/ (€. ex)ecpi(a. )
Z (/ (b, eSBei> ds)ei
: 0

=1
o0 Dk A

:/ e*Bh ds,
0

oo ')

1tlg(r)lol (/Ot@), eSBei> ds)ei = i (/0 (b, eSBeZ) ds)ei,

=1 i=1

where we have used that

which is justified if imy e SUP;s0 Do n “f()t(esg*a ei)e; dsH = 0. The latter
one follows from

sup Z

9B b e;)e; ds

/ Z (e"B7D, )] ds
=1
and

oo O o [e%e] o N
/ S (BB e ds < / 1e*B )| ds < MBI~ < oc.
(1 0
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5.5 PROOF: STATIONARITY AND ERGODICITIY

Thus, recalling that b = b+ fHJrn{HEHN} Em(dg) yields (5.10).

Next, we prove the desired formula for the second moments of 7. For i,j € N
we set g“7 == (-,e;)(-,e;). From (5.5) and analogous arguments as we used in
Lemma 5.17 (to show that the integrals on the right-hand side of (5.46) below
exists and are finite), we find that

tlim Pghi(z) = (/w<3,6336i> ds) (/OO<B, eSBej> ds)
= 0 0
[ e e e miag) as

ey et [ e e ) aa
(5.46)

holds for all 4,7 € N. The second moment formula (5.11) then follows from this
and yQy = ij:l@, ei)(y,e;)e; ® ej, once we have shown that

lim P,g" (x) = / g (y) (dy), 1,7 € N. (5.47)
t—o0 H
Since the function g/ does not belong to B,(Hy ), we cannot obtain (5.47) di-
rectly from Proposition 5.18. However, since P;(-,e;)(-, e;)(z) < Pip(z) < oo for
all t > 0 and € H', we see that the function is in the larger space B,(HJ)
and we deduce the assertion by an additional approximation argument. Namely,
define g5/ :== g"J An for n € N. Then g5’ € B,(H}) and we find that

< |Pg™ (z) — Pigl? (z)]

Pg(@) = [ o))

+

Pid(@) = [ ol (@) ()

+| [ ai@na) - [ g nan).

Let € > 0. Take n € N large enough so that UHJr (959 (x) — g™ (x)) 7(da)| < e.
Next, note that

lim sup|Pyg" (z) — Pig,? (#)] < lim supE [|Xe[*1(yx, 2] =0,
n o0 t7

n—roo t>0

where the last identity follows from the characterization of convergence in the
Wasserstein distance (see [143, Section 6]). Hence we find n large enough such
that |P,g* (z) — Pigh7(x)| < e holds uniformly in ¢ > 0.
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5.6 A VERSION OF KOLMOGOROV’S EXTENSION THEOREM

Finally, for this fixed choice of n, we may choose in view of Proposition 5.18
t large enough so that ’Ptgi”j () = [+ 9" (2) W(dx)’ < . Combining all these
estimates proves (5.47), which completes the proof of Proposition 5.6.

5.6 A version of Kolmogorov’s extension
theorem for inner-regular distributions

In the proof of Corollary 5.5 we made use of the following adapted version of Kol-
mogorov’s extensions theorem (Theorem 2.26, which is taken from [45, Theorem
2.11]).

Proposition 5.23. Let (Y, p) be a weighted space and let (P)i>o be a generalized
Feller semigroup on B,(Y) with P,1 =1 fort > 0. Then for every v € M(Y)
which is inner-regular, there exists a probability space (2, F,P,), filtered by a
right-continuous filtration (Fy)i>0, and a Markov process (X;)i>o with values in
Y such that P, (Xo € A) = v(A) for every B(Y') and

Ep, /(X)) = /Y P w(d€), t>0, f€B,(Y).

Proof. In [45, Theorem 2.11] this version of the Kolmogorov extension theorem
is proven for v = §, and x € Y. In the proof of [45, Theorem 2.11] it is shown
that the transition kernels p;(z,-) for z € Y and ¢ > 0 given through the relation

Pf(z) = /Y F(6) po(e, ),

form a Kolmogorov consistent family according to [2, Section 15.6]. It is then
concluded from a Kolmogorov extension theorem given by [2, Theorem 15.23] that
there exists a probability measure Ps_ such that the assertions of the proposition
hold. We draw the same conclusion for any other probability measures v in M(Y")
satisfying

v(A) =sup{u(K): KCA: AeKand A€ BY)NK}, (5.48)

where K is a compact class in Y. Note that every weighted space Y is a Haus-
dorff topological space and hence the family K of all compact sets of Y forms
a compact class, see [2, Theorem 2.31]. We thus see that every inner-regular
probability measure v € M(Y") satisfies (5.48) and hence the assertion of the
proposition follows from this, Kolmogorov extension theorem [2, Theorem 15.23]
and analogous arguments as in [45, Theorem 2.11]. O
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5.7 CONCLUDING REMARKS

5.7 Concluding remarks

In this chapter we studied the long-time behavior of affine processes on H™.
In particular, we proved the existence and uniqueness of an invariant measure,
constructed the corresponding stationary affine process and provide explicit for-
mulas for the first and second moment of the invariant distribution. Moreover, we
proved ergodicity of the affine processes and established explicit and dimension-
free convergence rates for the convergence of the transition kernels to the invariant
measure in Wasserstein distance of order p € [1,2]. From a theoretical viewpoint,
this chapter provides the first systematic study of the long-time behavior of affine
processes in a Hilbert space setting, in particular for affine processes admitting
state-dependent jumps. We suppose that our techniques, e.g. the use of the gen-
eralized Feller framework, can be used effectively to study the long-time behavior
of affine processes in general Hilbert spaces.

From an application point of view, we use affine processes on H' to model
the instantaneous covariance process in infinite-dimensional stochastic covari-
ance models. We defined Hilbert valued affine stochastic covariance models in
the stationary covariance regime by using the stationary affine process to model
the instantaneous covariance. In this context we considered the geometric affine
stochastic covariance model for forward curve dynamics in commodity markets,
introduced in Chapter 4, and studied the long-time behavior of the implied for-
ward volatility smile for large forward-start dates which can be combined with
the option-pricing formulas for plain-vanilla options from Proposition 4.7.
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CHAPTER 6

FINITE-RANK APPROXIMATION OF AFFINE
STOCHASTIC COVARIANCE MODELS

Abstract of the chapter In this chapter we study finite-dimensional ap-
proximations of instantaneous covariance processes in infinite-dimensional affine
stochastic covariance models. More specifically, we construct sequences of finite-
rank operator-valued affine processes converging weakly to the class of affine
pure-jump processes on positive Hilbert-Schmidt operators introduced in Chap-
ter 2. In addition to that, we present explicit convergence rates for the Laplace
transforms in terms of a Galerkin approximation of the associated generalized
Riccati equations. The relevance of this chapter is at least twofold: First, it
provides an alternative proof for the existence of affine pure-jump processes on
positive Hilbert-Schmidt operators, this time by exploiting the connection to their
finite-dimensional versions. Second, it gives a numerically feasible approximation
scheme for this class of infinite-dimensional affine processes and quantifies the ap-
proximation error by establishing explicit error bounds for finite-rank approxima-
tions. As a byproduct of this approach, we prove the existence of cadlag versions
of affine pure-jump processes. Moreover, we apply our findings to stochastic
covariance modeling and study weakly convergent finite-rank approximation of
affine stochastic covariance models.

This chapter is based on the working paper:
KARBACH, S.
Finite-rank approximation of affine processes on Hilbert-Schmidt operators.
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6.1 Introduction

The leitmotif of the affine class is its good tractability entailed by the affine
transform formula (1.3), i.e. that computations of the Fourier-Laplace transform
reduce to mere evaluations of ¢ and v, provided that both functions are (approx-
imately) known. However, a priori it is not clear that this assumption is satisfied,
especially since in our case the associated generalized Riccati equations are, in
general, non-linear and infinite-dimensional.

This issue motivates us to analyze feasible numerical approximations of affine
processes on positive Hilbert-Schmidt operators and their associated generalized
Riccati equations. More specifically, we present a Galerkin type approximation
of the generalized Riccati equations (2.8) and construct an associated sequence of
finite-rank operator-valued affine processes that converge weakly to the infinite-
dimensional affine process associated with the generalized Riccati equations. In
addition, we provide explicit convergence rates of the corresponding Laplace
transforms and quantify the approximation error. As a convenient byproduct of
our method, we prove that the considered class of affine processes on H* always
admits versions with cadlag paths and in this respect qualify as the instanta-
neous covariance process in stochastic covariance models of the form discussed
in Chapter 3 (see also Section 6.5 below). Moreover, we want to emphasize that
our approximation method is also constructive and gives an alternative proof for
the existence of affine pure-jump processes on H™.

As noted before, we view affine processes on the cone H* as the natural infinite-
dimensional analog of affine processes on S;. In fact, our findings in this chapter
prove that affine processes on HT are actually the limits of properly chosen affine
SI—Valued affine processes studied in [42]. In the following paragraphs we describe
and structure the main contributions of this chapter:

Galerkin approximation of generalized Riccati equations In Proposi-
tion 6.1, we construct Galerkin type approximations of the functions ¢ and 1,
the unique solutions of the generalized Riccati equations (2.8) modulated by an
admissible parameter set (b, B, m, u). The Galerkin approximations are defined
on positive finite-rank operators and we prove their convergence to ¢ and ¢ uni-
formly on compact time intervals. Moreover, denoting the sequence of Galerkin
approximations by (¢4)aen and (1q)4en, we present explicit bounds, in terms of
(b, B,m, u) and the initial value u € HT of 9, for the approximation error

sup (|¢a(t, Pa(u)) — ¢(t, u)| + [lvha(t, Pa(u)) — bt w)l5),

t€[0,T)

where P, denotes the orthogonal projection onto H4, the space of operators on H
with rank at most d € N spanned by a set of basis vectors {e; j: 1 <i < j <d}.
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Finite-rank operator-valued affine processes For every rank d € N we
show in Proposition 6.2 the existence of an affine process on H;, the cone of
positive operators in Hg4, associated with the Galerkin approximations ¢4 and
1hq. More precisely, we prove the existence of a unique finite-variation Markov
process (X<, (P4),cq+) on HJ such that for all initial values X§ = Py(z) € H}
the following affine transform formula holds true:

Bz {e%xf,uw} = o~altua)=(Pa@)waltua)) ¢ >0, uy € HI

Existence and weak convergence In Theorem 6.4 we show that the se-
quence of finite-rank operator-valued affine processes (X?)qen from above is tight
on D(RT,H™), the Skorohod space of all cadlag paths from R™ into H*. More-
over, we prove that the processes (X%)gen solve the martingale problems for an
associated sequence of Kolmogorov-type operators. From this, convergence of the
operators and tightness, we derive the weak convergence of (X?)4en to a unique
cadlag Markov process X with values in HT satisfying the affine transform for-
mula (1.3). In addition to that, we present explicit convergence rates for the
associated Laplace transforms and give a class of examples for affine process on
H* with jumps of infinite-variation and describe their finite-rank approximations.

6.1.1 Layout of the chapter

This chapter is structured as follows: In Section 6.2 we introduce some additional
notation, in particular the notion of finite-rank projection schemes. Section 6.3 is
devoted to the presentation of our main results. More specifically, in Section 6.3.1
we introduce Galerkin approximations of the generalized Riccati equations and
provide the convergence rates. In Section 6.3.2 we state our results on the exis-
tence of finite-rank operator-valued affine processes associated with the Galerkin
approximations. In Section 6.3.3 we present our main result on the existence
and approximation of affine processes on positive Hilbert-Schmidt operators. To
illustrate our main findings, we give in Section 6.4 a concrete example of an affine
process on positive Hilbert-Schmidt operators of infinite-variation and specify its
finite-rank approximations. Applications of our results in the context of infinite-
dimensional stochastic covariance modeling are discussed in Section 6.5. All the
proofs are contained in the subsequent four chapters. More precisely, in Sec-
tion 6.6 we prove the existence and convergence of the Galerkin approximations.
In Section 6.7 we construct associated sequences of finite-rank operator-valued
affine processes. In Section 6.8 we prove weak convergence of the sequences of
finite-rank processes to a class of affine processes with values in the cone of pos-
itive Hilbert-Schmidt operators. In Section 6.9 we prove our results concerning
the finite-rank approximations of stochastic covariance models.
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6.2 Notation and preliminaries

Throughout this chapter we let (H, (-,-) ) be a real separable Hilbert space and
denote its norm by ||-|| . Moreover, let (V, (-,-)y) be a second separable Hilbert
space with norm ||-||y. For a subspace V' C H we say that V is continuously
embedded in H, if there exists a constant C' such that ||u|lg < C|lully for all
u € V. If in addition the embedding operator of V' into H is compact, then we
say that V' is compactly embedded into H and write V CC H.

Let (B, ||-||s) be a real separable Banach space. Then for any F' C B, we denote
by D(R™,F) the space of all cadlag path from RT into F equipped with the
Skorohod topology, see e.g. [83].

Finite-rank projection schemes in Hilbert-Schmidt operator space Let
(ei)ien be an orthonormal basis of H which can be chosen arbitrarily, but is fixed
throughout the section. For every d € N we denote by Hy the d-dimensional
subspace of H spanned by the first d basis vectors, i.e.

Hy=lin{e;:i=1,...,d}

We denote the orthogonal projection of H onto Hy, with respect to the inner
product (-,-)m, by P4. For every i € N we set e;; := e; ® ¢; and for all § # j
set €; ; = %(ei ®ej +e; @e;). Note that [le; ;|| = 1, e;; = e;; for every
i,j € N and it can be seen that the family {e;;}, ;. = {ei;:4,j € N;i < j}
is an orthonormal basis of H. For every d € N, we let H4 stand for the finite-
dimensional subspace of H spanned by the family {e; ;: 1 <i<j <d},ie.

Hd::lin{e7;7j: 1SZ§]§d}

We denote the orthogonal projection of H onto Hg4, with respect to the inner
product (-,-), by P4 and note that for every d € N and v € H we have Py(u) =
P4,uP4. Moreover, every operator in H, is self-adjoint and of rank at most d. We
write P (u) == v — Pg(u) and note that limj_,o0|Pfz| = 0 for all z € H. In
addition, it can be seen that Hg = {uPq: u € L(Hy), u = u*} and for the cone
of all positive self-adjoint operators in H4, denoted by Hj, we have

H ={uPy: uwe L(Ha), u=u", (uh,h)g >0Vh € Hy}.

Note further that 7—[;{ - HIH C Ht for all d € N. For more details on the
subspace of finite-rank operators in the ambient space of all Hilbert-Schmidt
operators see [128]. As in [75], we call a sequence (H4, Pg)aen defined as above
a projection scheme in H (with respect to the orthonormal basis {e; ;}, i y)-
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6.3 Finite-rank approximation of affine processes
on positive Hilbert-Schmidt operators

Let (H,(-,-)r) and (H,(-,-)) be as in Section 6.2 and let (H4,P4)qen be a pro-
jection scheme in H with respect to an orthonormal basis {e; ;}, <jeN of H. In
the following Sections 6.3.1, 6.3.2 and 6.3.3 we give comprehensive versions of
our main results concerning the finite-rank approximation of affine processes on
Hilbert-Schmidt operators.

6.3.1 Galerkin approximation of the generalized Riccati
equation

Recall the two functions F' and R from (2.6). Then for every d € N we define
Ry: HY — Ha and Fy: HT — R as Ry(uq) = Pa(R(uq)) and Fy(uq) = F(uq)
for uqg € H,. In particular, for every u € H* we have Fy(Py(u)) = F(Pq(u))
and Ry(Pg(u)) = P4(R(Pg4(u))). The next proposition asserts the convergence
of Galerkin type approximations (¢q4(-, Pa(u)), va(-, Pa(u))), with respect to the
projection scheme (Hq, Pg)den, to the unique solution (¢(-,u),w(-,u)) of (2.8).
Moreover, we provide explicit convergence rates that hold uniformly on compact
time intervals.

Proposition 6.1. Let (b, B,m, i) be an admissible parameter set as in Defini-
tion 2.8 and for every uw € H* denote by (¢(-,u),¥(-,u)) the unique solution
of (2.8). Then for everyd € N, T > 0 and u € HT there exists a unique solution

(¢a(-, Pa(w)), ¥a(-, Pa(u))) of
0¢a(t, Pa(u))

o = Fy (’l/)d(t, Pd(u))), b4 (0, Pd(u)) =0, (6.13)
Wt Pal0) _ (00, Bu(w). a(0.Pu) ~Pul), (610

such that ¢q(-,Pa(u)) € CLRT,RT), Ya(-,Pa(u)) € CLRT,H}) and to which
we refer as the d*"-Galerkin approximation of (¢(-,u), ¥ (-,u)). Moreover, there
exists a constant K > 0, independent of d € N, such that

Sup. (I6a(t, Pa(w)) — o(t, w)| + [¢a(t, Pa(w)) — ¥ (t,u)l]) < KCra,  (6.2)

t€[0,T]

where Cr 4 is given by

Cra= e (1P (P w)| + IPg (" u(HT\{ON)I)). (6.3)

In particular, for every u € HT the sequence (d)d(t, Pd(u)),wd(LPd(u)))deN con-
verges to (¢(t,u), v (t,w)) uniformly on compact sets in time.
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6.3.2 Finite-rank operator-valued affine processes

For every d € N we define the set D% := {e=%: v € HT} C C(H*,R) and the
operator G¢: D¢ — C(HT,R) as

ge e7<"u>(x) — (7 Fy(u) — (m,Rd(u») el ey (6.4)

where F; and R, are defined as in Section 6.3.1 above. The next proposition
asserts that the d*"-Galerkin approximation (¢4(-, Pa(u)), ¥a(-, Pa(u))) gives rise
to an affine Markov process X¢ with values in H that solves the martingale
problem for G¢ with X¢ = P4(z) on a suitable stochastic basis. The proof of this
proposition is based on [42], i.e. we essentially use the matrix-valued theory and
a subsequent transformation to finite-rank operator-valued processes to establish
the existence (see Section 6.7).

Proposition 6.2. Let the assumptions of Proposition 6.1 hold. Then for every
d € N the following holds true:

i) There exists a unique Markov process (X%, (P%),cp+) on HT, where P4
denotes the law of X9 given X& = Pgy(x), with paths in D(RT,H*) and
such that for every x € HT we have PL({X{ € HF: t > 0}) = 1 and the
following affine transform formula holds true:

Epa [e—<X;&Pd<u>>} — o9t Pa(w)=(Pa(@) Va(tPa(w)) >0 o € HT,

(6.5)
Jor (¢a(-,Pa(w)), ¥a(-, Pa(u))) the unique solution of (6.1).
ii) For every x € HT and every u € HT the process
t
(e—<Xf,Pd(u)> _ o~ (Pa(@).Pau)) _ / (G o= Pal)( x4 ds) . (6.6)
0 t>0

is a martingale with respect to the stochastic basis (Q,]?d,IF‘dJP’g), where
Q= DR, HT) and F? = (F)i>o denotes the augmentation of the natural
filtration (F&);>o of X< with respect to the measure P from part i).

Remark 6.3. In Proposition 6.22 and 6.23 below we give some additional prop-
erties of the processes (X%)4en, namely: We present a semimartingale represen-
tation of (X{);>0, give a more detailed description of the operator G¢ and show
that all the processes (X9)zeny must be of finite-variation.
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6.3.3 Existence and weak convergence

In the following we recall the setting of [139], namely: We let (H, (-, }y) be a
separable (infinite-dimensional) Hilbert space and assume that (V,(-,-)y) is a
second separable Hilbert space such that V' C H. We assume the following:

Assumption €. (V, (-,-)v) is densely and compactly embedded in (H, (-, ) ).
We denote by V* the Hilbert space dual of V' with respect to the inner-product

(, ) and by identifying H with its dual space H* we obtain the Gelfand triple:
V — H — V*. Moreover, we define the space V by

V= Lo(V*, H) N Lo(H, V), (6.7)

equip V with the inner-product (-,-)y = {(-,-) 2, v+, i) + (-, ") £,(m,v) and denote
the induced norm by ||-|ly. Note that V C Lo(H) and (V, (-, )y) is a Hilbert
space, which is itself densely and compactly embedded in (Lo2(H), (-, +)), see [139,
Proposition 2.1]. We define Vy C V to be the subspace of all self-adjoint operators
(with respect to (-,-)), i.e. Vo .=V NH.

We now proceed with our main result on the existence and approximation of
cadlag affine pure-jump processes on positive Hilbert-Schmidt operators.

Theorem 6.4. Let (b, B,m,u) be an admissible parameter set as in Defini-
tion 2.8 and let Assumption € be satisfied. Then the following holds true:

i) There exists a unique affine process (X, (Py)wen+) on HT, where P, denotes
the law of X given Xo = =, with paths in D(R™,H™) and such that for every
x € H' we have

Ep. [ef<xt,u>] — oW (Ebtw) >0 g e N (6.8)

for (¢(-,u), ¥ (-, w)) the unique solution of (2.8).

ii) Moreover, let (X)gen be the sequence of finite-rank operator-valued affine
processes from Proposition 6.2. Then (X%)gen converges weakly to X on
D(RT,H") equipped with the Skorohod topology, i.e. for all functions f €
C(D(R*,H*),R) we have

Epq [f(XY] = Ep, [f(X)], asd— oco.

If, in addition, we have ||u(H* \ {0})|ly < oo and B*(Vy) C Vo, then for
every T > 0 and u € HT with ||u|ly < 1 there exists a constant Cp > 0
such that for all d € N:

d
o |2z, [em 0] ~ gy {e—w,xnﬂ < CrllPll v (1 + [l2l)). (6.9)
te(o,
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Remark 6.5. i) A detailed version of the constant Cr in (6.9) is given in
Corollary 6.12 below. Note that if the conditions ||u(H ™\ {0})]|y < oo and
B*(Vy) C Vy do not hold, then there still exists a constant K, independent
of d € N, such that (6.9) holds with right-hand side KCr 4(1 + ||z||) where
Cr.q is as in (6.3).

ii) Also, note that the error bound Cr depends on the norm of u € H*.
Indeed, in the the proof of Proposition 6.1 and Theorem 6.4 ii) we make
this dependence precise, which makes the dependence of the convergence
rates on the initial values more explicit.

iii) Analogous to Theorem 6.2, we will show in Proposition 6.27 that X is the
(unique) solution to the martingale problem for the operator G given by
Ge W = (=F(u) — (-, R(u))) e~ % on the set D == {e~ "W :ue Wt}
To keep this section reasonably concise and focused on our main results,
we relegate this (and other) side results to the latter Sections 6.7 and 6.8.

In the following proposition we assert that the affine process (X, P;) from Theo-
rem 6.4 i) is a semimartingale and we specify its characteristic triplet, see Defini-
tion 3.1. This proposition is analogous to Proposition 3.5, but this time we can
drop Assumption A.

Proposition 6.6. For every x € H™ the process X from Theorem 6.4 i) is a
square-integrable semimartingale with respect to the stochastic basis (€2, F.,F, P,),
where F = (.7_-})@0 denotes the augmentation of the natural filtration (Fy)i>o of
X with respect to the measure P,. The characteristic triplet (A,C,vX) of X,
with respect to x, is given by:

A = /t (b+ B(X;))ds, t=>0, (6.10)
0
Cy =0, t>0, (6.11)
vX(dt, d€) = (m(d€) + M(X;,d€)) dt, (6.12)

and for every t > 0 the following representation holds true
t
Xt:z+/ (b—|—B(XS)—|—/ §1/(Xs,d§))) ds + Jy, (6.13)
0 HEO{IEN>1}
where v(z,d€) = m(d€) + M (x,d€) and (J;)e>o is a purely discontinuous square-

integrable martingale of the v(dt,d§)-compensated jumps of X .

Proof. Follows immediately from Proposition 3.5 and Proposition 6.27. O
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6.4 Example: An affine process with jumps of
infinite-variation

In this section we follow up on Section 3.4 and give another example of an affine
process on positive Hilbert-Schmidt operators by specifying a suitable admissible
parameter set (b, B, m, u). The novelty here is, that this example admits jumps
of infinite-variation (and still has cadlag paths). Similarly, to the instantaneous
covariance process that we constructed in the general affine stochastic covariance
model with state-dependent jumps example in Section 3.4.4, this process is driven
by a jump process supported on the diagonal elements (e, ,)nen. Indeed, we
specify the parameter set (b, B, m, u) as follows:

i) We set m(d¢) = [|€]|=2n(d€) for n: B(HT \ {0}) — [0, 00] given by

n(A) = m({A € (0,00): Nepn € A}), A€ BHT\{0}), (6.14)

neN

where (7,)nen is a sequence of finite measures on B((0,00)) such that for
all u € H we have

Z(/lelnn(dA))<u,en,n><oo and > 7,((0,00)) < 00, (6.15)

neN neN

ii) We let b € H* be arbitrary and let I,, € H be such that for all u € H we
have

1
(Iyu) =Y (/ A—lnn(dA))w,en,n),
neN 0
and define b == b + I,,,.
iii) We let (gn)nen € HT and define pu(d€): B(H' \ {0}) — HT by

p(A) =" gupin({X € (0,00): Aepn € A}), (6.16)
neN

where (in)nen is a sequence of finite-measures on B((0,00)) such that for
all z € H' and u € H we have

S (A (a0 tgn. o) <00 and Y gapn((0.50) € 1
neN 0 neN
(6.17)

Moreover, for every z € Ht we set M (z,d¢) = ||€]|~%(z, u(d€)).
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iv) Finally, let C be a bounded linear operator on H and let I' € L(H) be such
that for all u,z € H we have

@ = 3 ([ 3 00 ) 000

neN 0
Then, we define B € L(H) by B(u) = Cu+ uC* +I'(u).

Similarly to Section 3.4 it can be seen that the parameter set (b, B,m,pu) is
correctly set up to satisfy the conditions of Definition 2.3. Moreover, we introduce
the following finite-rank operator-valued approximations of the set (b, B, m, u):
For every d € Nand z € ’H(‘; set

i) mgy(A) = il mn({\ € (0,00): Ney,, € A}) for A € B(H] \ {0});
ii) ¢4 = ba + Zdjl (fol Aflnn(d)\))en_,n for by = Pd(E);
i) pa(A) = 5 Palgn)iin({ € (0,00): Aenn € A}) for A € BHE\ {0});

n=1

iv) Dy(z) = Cqx +2C3 +ZZ:1 (fol)\_lun(d)\))@n,x) (U, en.n) for Cq = PyC.

Proposition 6.22 below guarantees the existence of an affine process (X{);>o on
’H;r associated with (bg, By, ma, pq) admitting the following representation:

t t
X;?:Xg+/ (6d+cdxg+xgc;) ds+// ¢ X (dt,de), t>0,
0 o JHT
(6.18)

where pX d(dt,d{) denotes the random jump-measure of X¢ with compensator
v XAt dE) = (ma(d€) + [|€]72(XE, pa(d€))) dt.  Apparently, we see that the
process X ¢ given by (6.18) is the affine process asserted by Theorem 6.2. There-
fore, it follows from Theorem 6.4 and Proposition 6.6 that the sequence (X%)ey
converges weakly to an affine process X = (X;)¢>0 on H* with representation

t
X, = Xo +/ (13+ I,+CX,+X,C"+ F(Xs)) ds
0

t
dé) + M(X,,d¢)) ds+J;, t>0, (6.19
Lo, €00+ MK d9) ds s 120, (619

where M (x,d¢) is as in (2.3) and the process (J¢)¢>0 is a purely-discontinuous
square-integrable martingale.
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Note that in (6.18) the Hg-projections of the two drift terms I, and I' are killed
by the compensator of the jump-process (fot Jor §,uxd(dt,d§))t>0, as for every
d =

d € N the jumps are of finite-variation. In the limit case (6.19), however, I,
and " must occur in the drift (and jump-part) again as the driving jump-process
possibly converges to a process of infinite-variation. That this is indeed possible
is shown in the following paragraph:

Can the jumps be really of infinite-variation?

We now concretize the parameter specification to show that affine processes with
jumps of infinite-variation are contained in the class of processes given by Theo-
rem 6.4. For every n € N let g,, = g for some g € HT and define

d€ =9 Z 2 7971 \n )
nGN
First, we observe that
pHEN{0}) =g *&em (H*\{0}) = fg eHT.
neN

Next, we show that the measure M (z, d€) is of infinite variation. Indeed, we have

M ’d - n—le d
/0<|£|<1”€” (9 /0<|E|<1 HIE Z 2 (9101, (d6)
Z [n— 1enn|| n2 <;v g)

1
= <‘Tag> Z E = 00,

neN

which implies that also the measure v in (6.12) is of infinite variation and thus
also the associated affine process X. However, note that for every v € H* we
have

U x = n~le U ;i T
/ iy EM) = S0 o) (,9)

[ e a2 12

= () Y~ (wenn)

neN
1
< (z.9) (> ﬁ)m( Z(u,en,n>2)l/2 < o0,
neN neN

which proves that the admissibility condition in equation (2.4) is satisfied al-
though M (z,d¢) is of infinite variation.
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6.5 Finite-rank stochastic covariance models

In this section we study finite-rank approximation of affine stochastic covariance
models of the form in Definition 3.8 and Remark 3.10. More precisely, let X be
an affine process on HT associated with an admissible parameter set (b, B, m, p)
and let (Y3)¢>0 be given by

{dYt = AY, dt + DV2X)/? aw,, (6.20)

szya

where we assume that (A, dom(.A)) is the generator of a strongly continuous semi-
group (S(t))i>0 on H, D € H* and (W;):>o denotes a H-cylindrical Brownian
motion, which is independent of the process X.

It follows from Theorem 6.4 that every affine process X has a version with cadlag
paths and thus, by Lemma 3.7 and Theorem 3.14, we see that the stochastic co-
variance model (Y, X)) is well-defined and has the affine property. In particular, to
ensure the existence of cadlag versions we are not relying on Lemma 3.4 anymore,
which allows us to give a great variety of examples for instantaneous covariance
processes that go beyond such with Lévy noise or finite-activity jumps, as for
example the class of examples in Section 6.4.

Moreover, Theorem 6.4 ii) provides us with a convenient approximation scheme
for affine processes on positive Hilbert-Schmidt operators. In the context of
affine stochastic covariance models, this allows us to approximate the (infinite-
dimensional) instantaneous covariance process by finite-rank operator-valued pro-
cesses. In Section 6.5.1, we show that this approach yields tractable finite-rank
approximation of affine stochastic covariance models and we prove that the weak
convergence of the instantaneous covariance processes implies the weak conver-
gence of the finite-rank stochastic covariance models (Y4, X%) to (Y, X), see
Proposition 6.7 below. Moreover, we provide convergence rates for the associ-
ated characteristic functions which allow us to quantify the approximation error,
which is relevant for applications in, e.g., option-pricing, see Section 4.3.

6.5.1 Finite-rank approximation of affine stochastic
covariance models

Let (V,(-,-)v) and (H,{-,-)g) be two separable Hilbert spaces such that As-
sumption & is satisfied. Let (H, (-,-)) and (V, (-,-)y) be as in Section 6.3.3 and
let (Y, X) be an affine stochastic covariance model on H given by (6.20), with
X being an affine Markovian semimartingale on H* with admissible parameters
(b, B,m, ) and the model is defined on the probability basis (2, F,F,P) as in
Section 3.2.2. We prove the following assertions on finite-rank approximation of
infinite-dimensional stochastic covariance models.
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Proposition 6.7. Let (Y, X) be given by (6.20) with X as in Theorem 6.4.
Moreover, for every d € N let X¢ be as in Proposition 6.2 and denote by (Y¢, X?)
the stochastic covariance model with X replaced by X? such that X§ = Py(z).
In addition, assume that (A,dom(A)) generates a strongly continuous semigroup
on the space V and DY/? € Lo(H, V). Then the following holds true:

i) For everyy € H, x € H* the process (Y4, X?) with (Y¢, X§) = (y, Pa(x))
is well-defined and for every u = (u1,u2) € iH x H} we have

E |:e<ytd>u1>H_<X?’u2>j| - e—‘1>¢i(t7U)-i-<yﬂm(tﬂt))H—<Paz(ﬂﬂ)ﬂ/)z,d(t,U))7 t>0,
(6.21)

for (®a(-,w), (Y1(-,u),¥2.4(-,u))) the unique solution of (3.24) with F' and
R in (3.24a) and (3.24c) replaced by F' o Py and P4 o R o Py, respectively.

ii) The sequence (Y, X%)qen converges weakly to (Y, X) as the rank d € N
tends to infinity, i.e. for all functions f € C(D(RY, H x H'),R) we have

E[fY"XN] - E[f(Y,X)], asd— oc.

If, in addition, ||u(H* \ {0})|ly < oo and B*(Vy) € Vo, then for every
T >0 and @ € H such that |||y <1 there exists a constant Cr such that
for all d € N we have

sup [E [ ] — B[00 ]| < CrllP e (1 + 2l (6.22)
t€[0,T]

Remark 6.8. If, e.g., the ONB (e, )nen consists of eigenvectors of A, then we
could also approximate the process Y¢ by Hg-valued processes (f’d)deN solv-
ing (6.20) with A replaced by A% := P4 AP, and X by X?. In this case it can
be seen that an analog of Proposition 6.7 holds true with (Y4, X¢) replaced by
(Y, X?). However, in applications we usually have A = 8%’ see e.g. Section 4.3,

which does not admit an ONB of eigenvectors on, e.g., the space Hg.

6.5.2 Example: Finite-rank approximation of geometric
affine forward curve models

In this section we discuss finite-rank approximation of geometric affine stochastic

covariance models for forward curve dynamics, as introduced in Section 4.3.

Let H = L*(RT,e dz) ® R, for some v > 0, V = Hp as in Section 4.3 with

0 <~ < B and let V and H be as in Section 6.3.3 accordingly. It then follows

from [138, Theorem 6], that Hg cC L*(R™,e’® dz) & R whenever 0 < vy < f3,
which means that Assumption & is satisfied and we have V CC H.
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Assume moreover that (Y, X) is given by (4.1) on H = L?(R*, e dz) & R with
X a cadlag affine process on H T associated with (b, B, m, u) satisfying Assump-
tion C and where (y,z) € V x Ht, A= %, D e Ly(H,V), W is a H-cylindrical
Brownian motion and Y € H satisfies (4.23). Note that the first-derivative opera-
tor A generates a strongly continuous semigroup on Hg, hence for this parameter
choice the conditions of Proposition 6.7 are satisfied, up to the inclusion of the
additional drift term D'/2X;D'/2Y in (4.1a) compared to the dynamics (6.20).
This does not affect the weak convergence in Proposition 6.7 ii), but only the
exact form of (6.21) and the rates in (6.22), see Section 4.2.2.

We model the arbitrage-free forward price under the HJMM framework as in
equation (4.19) for Y as specified as above. Note that in contrast to the geometric
affine model in Section 4.3, the cylindrical Brownian motion W takes values in
the larger space L2(RT, e dr) ® R. However, note that by assumption D €
Lo(H, V), y € V and moreover (S(t));>0, the shift-semigroup generated by A,
is strongly continuous on V. From this, it follows that the logarithmic forward
curve dynamics Y assume values in the space V = Hp again. Note that the
weighted Lebesgue space L2(RT,e7* dz) @ R was also used as a state-space for
forward curve dynamics in, e.g., [130, 13].

It follows from Proposition 6.7 and Section 4.3 that the finite-rank stochastic co-
variance models (Y4, X %) ey converge weakly to the (infinite-rank) affine stochas-
tic covariance model (Y, X) as d — oo. Since the exponential and the evaluation
maps are both continuous functions on V', we conclude that also the forward
curve dynamics (f¢)4en, for every d € N given by

fi(x) = exp (0, (V) = exp (Vi uz)p), t>0,2>0, (6.23)
converge weakly. More precisely, we have the following result.

Corollary 6.9. Assume the setting above. Then the sequence of finite-rank for-
ward price curve dynamics (f%)gen given by (6.23) converges weakly to the for-
ward curve dynamics (fi)i>o i (4.19) for (Yi)i>o0 specified as above, i.e. for all
functions g € C(C(RT, Hg),R) we have E [g(f%)] = E[g(f)] as d — oo.

Remark 6.10. Since Hz cC L*(RT,e? dz) @ R we could, in principle, ap-
proximate the forward curve dynamics (f;)¢>0 as in [138] by a finite-dimensional
process (Ua(fi))i>o0 in the space L?(RT,e?* dz) ® R, where (Ug)aen, for d € N, is
defined as the finite-rank operator Ugv = Zzzl sk (v, h,@)vek for some (sg)ken C
RT, (h,id))kgd C dom(A*). However, this approach would lead to dynamics of
(ft)r>0 that are not exponential affine, since projections of affine processes are
in general not affine. Thus, (Ug(f))t>0, although living in a finite-dimensional
subspace, would loose its tractability. Instead, we propose to approximate the
forward curve dynamics (4.19) by geometric finite-rank affine stochastic covari-
ance models (f%)4en, which for every d € N, are affine and have finite-rank noise.
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6.6 Proof: Galerkin approximations of
generalized Riccati equations

This section is devoted to the proof of Proposition 6.1. If Assumption £ is sat-
isfied, then Corollary 6.12 below makes the convergence rate (6.3) more specific.
We begin this section with a short lemma on the local Lipschitz continuity of the
functions F', R, (Fy)aen and (Rg)den-

Lemma 6.11. Let M >0 and d € N. Then for every u,v € H} with |ju| V|jv| <
M we have

Fatu) = Faw)| < (] + 00 +1) [ JelPm(@g))Ju—el. (020
HT\{0}

1Ba(w) ~ Ba)] < (1Bl iy + (M + Dl D) fu— ol (6:25)

Moreover, for every u,v € H* with ||ul| V ||v|]| < M we can replace Fy by F and

Ry by R, respectively, and the inequalities (6.24) and (6.25) continue to hold with
the same local Lipschitz constants.

Proof. We prove the inequalities for F and R first. Let M > 0 and u,v € H*
such that ||ul| V ||v]| < M and note that for all £ € HT we have

o™ &) — e~ (g w —0)| < JEIP(lull V 1ol lu — vll,

and |e= (&%) — (&) | < |(€,u — v)|, see also Remark 2.13, it thus follows that

[F(u) = F(0)| < [(bu—v)|+ /H gy | e () u v m(de)

< ol — o+ ([ €112 m(de)) u — o]
Hn{o<|gll<1}

+ m(d uU—v
< (||b]| + (M + 1 Zm(d u— v, 6.26
= (” |+ ( )/+\{0}||§|| ( f))“ | ( )

which proves inequality (6.24) for Fy replaced with F. For every d € N it is
then obvious that also the function Fy is Lipschitz continuous on the set 'Hji' N
{u € H': |lu|| < M} with the same Lipschitz constant that F' in (6.26) admits.
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For the second inequality (6.25), again at first for R replacing Rg, we note that
by the monotonicity of the cone H* we have

wy (e H(dE
IR0) = RO < 18 oo ol + | [ e gt >| )
7—[+ﬂ{\|§\|>1} ||§||
+’/ o€ _ q=(€m) 4 1 gy
‘ 7-L+m{0<\|£||§1}| ||§||2 H
< (IBlley + (M + D[pHT\AODI]) [lu — . (6.27)

We see that inequality (6.27) also holds for every (Rg)gen with the same local
Lipschitz constant on H N {u € HT: ||lu]| < M} for all d € N, given by (6.27).
In particular, we find LlpSChltZ constants for Rq and Fy on {u € 1} : ||ul| < M}
that hold uniformly for all d € N. O

With this lemma at hand we can now prove Proposition 6.1.

Proof of Proposition 6.1. Let u € H*, T > 0 and d € N. We begin with show-
ing the existence and uniqueness of the solution of (6.1) on the interval [0,7].
From (2.4) it follows that for every x,v € H such that (z,v) = 0 we have

(Ra(v), ) = (Pa(R(v)),x) = (R(v),z) =0,

which implies that Ry is quasi-monotone increasing with respect to the cone ’H;,
see also Definition 2.10. This and the Lipschitz continuity of Rz on the sets
{veH]:|v]| <M}, for every M > 0, see Lemma 6.11, implies the existence
and uniqueness of a continuously differentiable function t4(-, P4(u)) on [0, T that
solves (6.1b), see also the proof of Proposition 2.16. The existence and uniqueness
of a continuously differentiable function ¢4(-, P4(u)) on [0,T] solving (6.1a) then
follows immediately from the continuity of F;; and mere integration of both sides
of (6.1a).

Next, we prove the inequality (6.2). For this let us fix M > 0 and note that by
Lemma 6.11 we find a Lipschitz constant of Ry and R on {v € H]: [[v]| < M}
which does not depend on d € N. It thus follows from (2.21) (see also the proof
of Proposition 2.16) that for all ¢ € [0,7] and all u € {u € HT: |Ju|| < M} we
have

(& )|V [¢at, Pa(u)ll < Mexp ((| B2y + 2ln(H T\ {0H)INT).

Let us set Hyy == M exp ((|| Bl zz) + 2[|(HT\ {0})])T) and note that for every
t €[0,7] and u € H' we have

[t u) — Ya(t, Pa(u)) || < [t u)=Pa(p(t, w) ||+ [Pa(e(t, u)) — va(t, Pa(u))].
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From (6.25) we observe that the second term, for all u € HT with |Jul] < M,
satisfies

IPa(w(t, 0) — thalt, Palu))]| < / IPaR((s,)) — Ra(tha(s, Pa(w)))]| ds
<) / (s, w) — a(s, Pa(w)] s, (6.28)

with LS\? = ||Bllzeny + (Har + 1)||u(HT \ {0})]|. Moreover, for all u,& € H we
set K, (€) == e {&® — 1+ (x(€),u) and recall that by the variation-of-constant
formula the solution (-, u) satisfies

t
_ o tB” (t—s)B* p(d€) d
P(t,u) =e u+/0 e (/7-L+\{0} Kys,u)(6) ||§||2) s, telo,T].

From this and writing ||¢(t,u) — Pa(v(t, )| = |P7 (¢(¢,u))| we obtain

t
Pl < PHEE 0+ [ [Rrem [ k@55 as
0 HH\{0} Hf”
<P Wl + tHy sup [P (u(H\(OD)], (629)

s€0,t]
where in the last line of (6.29) we used that

IIEII2

e (&)1 4 (3 (€), ¥ (s, u))| < 5[ (s, w) P Lgeg <oy +IENW (s, w) [ L1y

Supseqo,|[¥(s;u)|| < Har for all t € [0,7] and the monotonicity of the integral,
which implies that for every s € [0, ¢] we have

Lo(t-9)B" ),
K oy (6) T < B3PS 9 W3\ {0})].
s HE M
HT\{0}

Let us denote the right-hand side of (6.29) by K¢, then for every t € [0,T] we
see from (6.28) and (6.29) that

9 (t,w) — ba(t, Pa(w))|| < K + L7 / 9 (s,u) — als, Pa(w))|| ds.

This, the fact that K¢ is non-decreasing in ¢ and an application of Gronwall’s
inequality yields

[ (t,w) — a(t, Pa(u)|| < Kfexp(L§)t), ¢ e [0,T], (6.30)

and we note that supc(o 7 Kt,a = K4.
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Hence, taking the supremum over all ¢ € [0, T] on both sides of (6.30) yields

mp. ]||w<t, ) — Pa(t, Pa(u)|| < K& exp(L{)T).
te|o,

Similarly, for the error term in (6.2) involving ¢(-, ), we note that Fy(u) = F(u)
for all u € H and hence by using (6.24) we obtain

|6(t,u) — @a(t, Pa(u))| < /O |F(¢(s,u)) — Fa(tha(s, Pa(u)))| ds

< (Il + (o +1) / )12 m(ag)) /0 Ky ds

HE\{0}
< LE\Q/[)t sup K¢ exp(Lgvlj)s),
s€[0,t]

with LS&I) = ||b|| + (Ha + 1) fH"’\{O} |12 m(d€). Moreover, we conclude that the
left-hand side in (6.2) is bounded by eL5»14>T(1 +LS§I)T) K%. We note that LS\? and

Lg\? are independent of d € N and thus setting K = el T (1 +L§5[)T) (1+TH3,)
yields (6.2) with Cr 4 given by (6.3).

Let us prove that Cr 4 vanishes when d tends to infinity. Indeed, note first that
the map ¢ — e'B” is continuous and thus maps compact sets to compact sets. In
particular, for every v € H* we see that the set {e!F v: t € [0,T]} is compact in
‘H* and since for every d € N the operators Pfl- converge uniformly on compact
sets, we conclude that supte[O,T]HPj-(etB*v)H — 0 as d = oo. Applying this to
v=wuand v = pu(H" \ {0}) accordingly, implies that the left-hand side in (6.2)
converges to zero uniformly on compact sets in time as d tends to infinity. O

We end this section with a corollary of Proposition 6.1 providing more specific
convergence rates under Assumption £. This convergence rate appears again
in (6.9). Let V, H and V be as in Section 6.3.3, then the following corollary
holds true:

Corollary 6.12. Let the assumptions of Proposition 6.1 hold and assume in
addition that Assumption € is satisfied. If moreover ||[u(HT \ {0})|ly < oo and
B*(Vo) €Wy, then for all T > 0 we have

sup  (|a(t, Pa(u)) = o(t, w)|+|[va(t, Pa(w) =9 (t,u)ll) < CrlPFlzev.m),
t€[0,7], [Jullv <1

with Or = (¢ (14 LET)(1+ TH)) (7171200 (1+ [|u(1+\{0}) ) for Ho,
Lg) and Lg) being as in the proof of Proposition 6.1 with M = C.
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Proof. Let K and Cr 4 be as in Proposition 6.1 and note that SUP|y <1 KCrq <

C’T||Pj|\£(v’7{). Moreover, since B*(Vg) C Vo, we have etP™ (V) C V) for all
t > 0, which together with ||u(HT \ {0})||y < oo implies

P4 B w(H NN < P51l cv a0 N P1200 || w(H T\ {0} v

Similarly, for every u € H' with |lully, < 1 we see that

sup |Pg e ull < sup |[PTe® v < IPFllcvan sup €| a0
t€[0,T] te[0,7] te[0,7]

< HP<J1_||E(V7H) eTlBleco,

Note further that ||u|| < C|lu|ly < C and hence from the proof of Proposition 6.1
we see that for M = C we can take K = eL(cl)(l + L(CQ)T)(l + THc) where He
is such that ||[1ha(t,u)||| V |[¢(t,u)||| < He for all t € [0,T] and |[u] < C, LY =
1Bl 2y +2(He +1) | (M {0} and LE = [[b]| +2(Ho+1) fo14 (o €12 m ().

O

6.7 Affine finite-rank operator-valued processes

In this section we construct a sequence of finite-rank operator-valued affine pro-
cesses associated with (¢4(-, Pa(u)), (¥a(-, Pa(u)))den, the sequence of Galerkin
approximations given by Proposition 6.1. The existence of this sequence of pro-
cesses is asserted in Proposition 6.2. First, in Section 6.7.1 we project the given
admissible parameter set onto spaces of finite-rank operators and prove that for
every rank d € N, the projected sets can be identified with matriz-valued admis-
sible parameter sets as in [42, Definition 2.3]. In Section 6.7.2 we derive from this
the existence of an associated sequence of affine processes with values in positive
semi-definite matrices. Subsequently, in Section 6.7.3 we transform this sequence
back into the space of self-adjoint Hilbert-Schmidt operators and prove that this
transformed sequence satisfies the asserted properties in Proposition 6.2.

6.7.1 Finite-rank admissible parameters

Assume that we are in the setting of Section 6.3. In particular, let (b, B, m, u) be
an admissible parameter set as in Definition 2.3 and let (H4, Pg)den be a finite-
rank projection scheme in H (with respect to the orthonormal basis (e; ;)i<jen in
H). For any two measurable spaces (€1, B1) and (€3, B2) and measurable function
f:(&1,B1) = (&2, Bs), we denote the push-forward of a measure uy: & — [0, 00]
with respect to f by fepur, i.e. fipr(A) = p(f~(A)) for any A € By and note
that f.p1 is a proper measure on (E;, Bs).
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For every d € N, we define the sets Eq .= {{ € HT: 0 < [|[P4(9)] <1, ||€]| > 1}
and EY = {{ € HT: P4(£) # 0}. Then we introduce the following notion:

Definition 6.13. For every d € N we define the parameters (by, B, mq, pa) and
My as follows:

i) The measure mg: B(H} \ {0}) — [0,00] is defined as the push-forward of
m with respect to Py, i.e.

mq(d€) == (Pa.m)(d§).

ii) The vector by € Hq is given by
b= Pa(t) + [ Pu@)m(de). (6.31)
Eq

iii) The H}-valued measure uq: B(H} \ {0}) — HJ is defined as the Py-
projection of the push-forward of u with respect to Py, i.e.

pa(dg) == Pg(Pg.p)(d).

Moreover, we define the H-valued measure My on H \ {0} as follows:
For every A € B(H, \ {0}) we set

My(A) = / 14(Pul€)) - Pa(u(de)). (6.32)
HI\{0} €1l

iv) The linear operator By: Hq — Hg is defined by

Ba(u) = Py(B(u)) +/ Pa(¢) (u, M(dE)), u € Ha. (6.33)

Eq

Remark 6.14. Note that by the definition of My in (6.32) we have

[ Pute) vty = | ligﬁ? (0, Pa(u(de))), weHs  (634)
E4 Eq

and for all u € H4 we have

H/Ed ||§||2 Pd(u(dﬁ)»H S/H+m{|§|>1}||£|| (u, p(d€))
< ullllpHE 0 {]lE] > 1) < oc.
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This shows that the integral in (6.33) is well defined (in a Bochner sense) and
uniformly norm-bounded in d € N. Similarly, for all d € N the integral part
in (6.31) satisfies

/E P(€) m(de) < / Em(de) € H.

HEN{]IEN>1}

In the following two lemmas we give some observations that we will use in the
next section.

Lemma 6.15. Let M (z,d¢): B(H1\{0}) — [0, 0] be the kernel defined in (2.3)
and let pg and My be as in Definition 6.13 iii). Moreover, for every x € H we
define the measure My(x,d€): B(H, \ {0}) — [0,00] by

Malo, A)i= [ La(Pu€) o o Palu(de))), A € B (0D (639
HH\{0} €]l
Then for every A € B(H} \ {0}) and x € H] we have My(x, A) = (x, Mq(A))
and

(z, pa(A)) = /w\{o} 14 (Pa(€))|I€]1° M (x, dE). (6.36)

Proof. Recall that M(z,d¢) = ||€]|7%(z, p(d€)) is a measure on B(H* \ {0}).
Now let € H and A € B(H] \ {0}), then by definition we have (z, j1q(A)) =
(z, (Pg.«p)(A)) and we obtain by the variation-of-constant formula for pushfor-
ward measures that

(i, (Papt)(A)) = / 14(Pul€)) (. p(d€))

HT\{0}

_ / 1p,(Pa(9))|I]1% (@, M(dE)).
HH\{0}

Note that 14(P4(£)) vanishes on the set {£ € Ht: Py(&) = 0} since 14(Py4(§)) =
14(0) = 0 as 0 € A° for every A C H \ {0}, i.e. we technically integrate over
EY only and Py: (EY, B(EY)) — (M \ {0}, B(H; \ {0})) is measurable. O

In the next lemma we show that the function Fy and Ry from Section 6.3.1 can
be expressed in terms of the parameters by, Bg, mg and My from Definition 6.13.
This will help us to associate the Galerkin approximations to affine processes in
the subsequent section.
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Lemma 6.16. For every u € H, we can express Fy(u) and Rq(u) by means of
the parameters by, Bq, mgq and My as follows:

Fa) = )= [ (T 1 @) ma9), (67
Rafw) = D) = [ (70 1 (@) Matde). (637)

Proof. We only proof the identity (6.37b) as the proof of (6.37a) is similar. Let
u € H} and note that we have (£, u) = (Pq(&),u) for every £ € HT since Py is
an orthogonal projection with respect to (-,-). Setting M (d¢) = [|£]| 72 p(d€) we
see from the definition of Ry, Definition 6.13 iv) and (6.34) that

Pa(p(dg))
€11

= Baf) = [ (PO 1 (x(Pu(©) ) Pa(M(). (639
HH\{0}

Ra(w) = PuBla)) = [ (o7 PO 14 Pu(x() )

HT\{0}

Note that on the set {£ € HT: P4(¢) = 0} the integrand on the right-hand side
of (6.38) vanishes and hence we see that the integral coincides with

J,

From the definition of My in (6.32) and by the change-of-variables formula for
push-forward measures, we conclude that the integral in (6.39) is equal to

(PO — 1+ (x(Pa(€)),w)) Pa(M(dE)). (6.39)

0
d

[ (e -1 (a9, u) Mat),
H\{0}
which inserted back into (6.38) proves the identity (6.37b). O

6.7.2 Identification with matrix-valued affine processes

For every d € N we denote by (My, (-, )4) the space of all real d x d-matrices
equipped with the trace inner-product (x,y)q := Tr(yTz) for z,y € My, where
yT € My denotes the transpose of y. The norm ||-||4 induced by (-, -)q4 is called
the Frobenius norm, which is nothing else than the Hilbert-Schmidt norm in the
case of H = R;. As before, we denote the subspace of My consisting of all the
symmetric d X d-matrices by Sg. For d € N we denote by {v1,...,v4} the standard
basis of Ry and define the coordinate system ®,4: R; — Hy associated with the
basis {e1,...,eq} of Hy by

Dy(v;) =e;, fori=1,...,d. (6.40)
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The coordinate system ®,; identifies the d-dimensional subspace H; with Ry and
we can represent every linear operator A € L(Hy) as a d X d-matrix by using the
mapping iq: L(Hg) — Sy given by

ig(A) =0, o Ao dy, (6.41)
where under the usual matrix-identification we shall understand i4(A) as an el-
ement in My. Note that whenever A is self-adjoint, its matrix representation

1q(A) is self-adjoint as well, which can be seen by taking z,y € Ry and the brief
computation

(ta(A)z,y)pa = (Ao @a(x), Pa(y))u = (Pa(z), A 0 @a(y))n = (x,1a(A)y)ra.

Under the mapping 4 in (6.41) we identify Hq C L(Hy) with S and note that i4
is an isometry between Sy and Hg4, i.e. it identifies the Frobenius with the Hilbert-
Schmidt norm. Moreover, we observe that for the cone of all symmetric positive
semi-definite d X d-matrices S;, the positivity of H:l' is preserved under 74, i.e.
ia(H}) =S, . In the following definition we introduce yet another transformation
of the parameters by, By, mg, ptq and My from Definition 6.13. This time by
identifying the spaces Hq and Sy:

Definition 6.17. Let (b, B,m, ) be an admissible parameter set as in Defini-
tion 2.3 and for d € N let (bd, B4, ma, pa) and My be as in Definition 6.13. For
every d € N we define the parameters (bd, By, ma, fiq) and My as follows:

i) The matrix ba € S is defined as by = iqa(ba)-
ii) The linear operator Bd Sq — Sy is given by B d =1iq0Bgoij L

iii) The measure mq: B(S] \ {0}) — [0,00] is defined as the push-forward of
mg with respect to iq, i.e.

ma(d€) = (iqg+ma)(dE).

iv) The matrix-valued measure fiq: B(S} \ {0}) — S} is defined as the compo-
sition of 74 and the push-forward of g with respect to i4, i.e.

ﬂd(df) = id((id *,U/d)(dg))

Moreover, we define the ST-valued measure My(d¢) as follows: For every
A € B(ST\ {0}) we set

M) = [ 1a(ia(Pal©) rerzia (Palu(de))),
HH\{0} Il
and for every = € S} we write My(x,d€) = (x, Ma(dE)).
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Now, let x4: S¢ — Sq be defined as x4(§) = &1j¢),<1(§). In the next lemma
we show some crucial properties of the parameters (Ed, Bd, M, fiq) and Md that
allows us in a next step to identify a matrix-valued admissible parameter set with
these parameters.

Lemma 6.18. Let d € N and l~7d, By, 1hq and My defined as in Definition 6.17.
Then the following holds true:

) Jotgoy (1€l V 1€12)ma(d8) < 0.
i) Bd - fngr\{O} xda(§)ma(d§) € S}_

iii) For every A € B(S} \ {0}) we have My(A) € S} and
/ (xa(€), w)aMa(w,d€) < oo,
si\{o}

for all x,u € ST such that (x,u)q = 0.
d

w) For all x € S} we have fS;\{O}HgHQMd(x,df) < 00.

v) For all x,u € ST such that (z,u)q = 0 we have

Bafw)wa= [ (oo o M@e)a = 0. (642

Proof. First, note that for every E € B(S]} \ {0}) we have
ia+(Paxm)(E) = m(Py ' (ig" (E))) = m((ia 0 Pa) " (E)) = (ig 0 Pa) «m(E),

and mg4(d€) = (ig 0 Pg) «m(d§) by definition and the analogous statement holds
for the measure M. To show Lemma 6.18 i) we split up the integral as follows

/ (I€]la v [1€]2) a(de) = €]l a(de)

sF\{0} /{ses;: 0<[lélla<1}
+ I3 made).  (6.43)
{eesy: |glla>1}

In the following we treat the two integrals on the right-hand side of (6.43) sepa-
rately.
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By the change-of-variable formula for pushforward measures and since ig is an
isometry, i.e. [[€]] = [[ia(€)]la for & € H, we deduce the following for the first
integral in (6.43)

€]l ma(de) = jﬁ lia€)lama(de)

geMT: 0<lia(§)lla<1}

[{&Sj: o<|l€lla<1}

= mg(d
A&@meJM A(d€)

- / Pa(&)]m(dS)  (6.44)
{eeH+:

0<|[Pa(&)lI<1}

Lo (5500

=1 j=1

M\»—l

/’ (€,e05)| m(dE) < oo, (6.45)
HH\{0}

i=1 j=i

where the inequality in (6.45) follows from part (b) in Definition 2.3 i), which
yields

HEN{o<|lglI<1}

together with part (a) of Lemma 6.18 i) which yields

/ m&mwmos/ I€[12 m(de) < oo,
HEN{]I€]>1} HEN{]|&]>1}

for all 1 <4 < j < d. Similarly, for the second integral on the right-hand side
of (6.43) we see that

€117 772a(d )<A+\{O}|Pd(§)||2m(d€)

< 2m(d ,
_Aﬂmmwmo<m

which follows again from part (b) in Definition 2.3 i). Next, we prove the assertion
in Lemma 6.18 ii). Note first, that by definition we have

/{seS;: ll€lla>1}

ba = i4(ba) = ia(Pa(b)) +/ ia(Pa(§)) m(d§).

Eq
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Moreover, from Definition 2.3 ii) it follows that b € H* and since Py(HT) = HE
and zd(H ) = S+ we see that by € S+ Moreover, since

1e, = Iytngo<paco)li<iy = —Lutnfo<|el<i}

and

"
Mg

e 55

L= Pl w\{O}

Pa(x(£)) m(dg),

HT\{0}

x(§), i) m(df))ei,j

7

we conclude that
b~ / Xa(€)ma(d€) = ia(Pa(b — L)) >4+ 0,
sF\{0} !

where it follows from Definition 2.3 ii) that b — I,, € HT. We continue with
Lemma 6.18 iii) and show first that the measure My is a sigma-finite measure on
S; \ {0} such that for every A € B(S} \ {0}) we have My(A) € S}. For this,
note that by definition u(F) € HT for all E € B(H™' \ {0}). Hence, this applied
to the measurable set (iq o Pyq)~1(A) C H, gives My(A) € S}. Note that for
every z € S} the kernel My(z,d¢): B(S]\{0}) — [0, 00], for all A € B(S} \{0}),
satisfies

Mq(x, A) :/7-1+\{0} 14(ia(Pa(§))) 7z (@, ia(Pa(p(dE)))) as

H§||2

or equivalently My(z,d€) = iq(iqg.Mg(z,d€)). Moreover, let x,u € S¥ such that
(z,u)q = 0, then

[ tat®aitaeag) = [ (alia®ae),u) 2 LS
s7\{0} H+\{0} €]l

= / ((Pal©), iy (w) e (x)’PdQ(u(di)D
O €]

~1(, (ig"(x), p(d€))
S/H+\{()} ia () €112

_ (i (@) )
‘Aﬂ{o}’ g <o 040

Note that in the last 1nequahty (6.46) we used Definition 2.3 iii) and since i} ' (z),
iyt (u) € HF satisty (i7" (z),i;" (u)) = (2,u)q = 0.
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The property in (6.50) follows from

H+\{0} €112
< (ig' (@), u(HT\ {0})) < .

Finally, we show Lemma 6.18 v). For this let x,u € S} be such that (z,u)q = 0
and note that

[t s [ pag) e
sy\{0}

/ (xa(), w)a Ma(z, d) = / (i (w))M(ig (), ),
shn{o<|lgla<1} HN{0<||P4(E)|I<1}

as well as

(Ba(z),u)a = <B(i51(93)),251(U)>d+/ (Pa(€),ig " (u))a M(ig* (), d§).

Eq

Now again, by the identity 15, —1y+nfo<|Pa(¢)<1} = —L1u+n{o<|¢||<1} and since
(iz"(x),i;" (u)) = 0 we conclude the inequality (6.42) from

BO@) = [ 0) M @40 20

which holds true by Definition 2.3 iv) and proves the last assertion of Lemma 6.18.
O

In the following proposition we assert the existence of a unique affine process
on S;‘ associated with an matriz-valued admissible parameter set built from the
parameters by, By, Mg and My and paths in D(R™T, S:l').

Proposition 6.19. Let d € N and (Bd,Bd,mmﬂd) a@d J\~{d be as in Deﬁ@i-
tion 6.17. Then there exists a unique Markov process (X¢, UP)QJ)zESI)’ where P4

denotes the law of X given X§ = x € S, with paths in D(R*,ST) and such
that for every x € S;‘ we have

Epa {e—<X7§i»u)d} — e—éd(tvu)—(ﬂfﬂﬁd(tvu)m, t>0,ue SZIF’ (6.47)

for (&d(-, u),z/;d(-, w)) the unique solution of the following equations:

W = Fa(@a(t,u)), $a(0,u) =0, (6.48a)
W = Ra(a(t,u)), $a(0,u) = u, (6.48b)
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where the functions Fy: Sz{ — R and Ry: S; — Sq are given by

Fatw = Gaa= [ (1 ), 0)a) a9,

Ratw) = B = [ (€1t ), )a) Wale).

Moreover, for all z € S} we have }fpz({X}d €St t> O}) =1 and X% is a square-

integrable semimartingale on S:}' whose characteristic triplet (/id, ce, I/Xd), with
respect to x4, is given by

t oy -~
A= [ (at BalKD) ds G =0 0¥ (d,d6) = (a(de) + V(K. 49) .
0

Proof. Given the parameters by, By, mq and ]~\7[d we define the following adjusted
constant and linear drift parameters ¢; and Dg(u) for u € Sy as

G =ba— / Xa(€)na(de),  Da(u) = Bi(u) - / (), w)a Ma(de).
si\{o} siv{o}

It then follows from the properties in Lemma 6.18 ii) and (6.42) that é; €
Sy and (Dg(u),z)q > 0 for all u,z € S} with (u,z)q = 0. Together with
the other properties shown in Lemma 6.18 we conclude that the parameter set
(0,4, Dg, 0,0, 7hg, My) is an admissible parameter set for Sj—valued affine process
according to [114, Definition 3.1]. It thus follows from [42, Theorem 2.4] and [114,
Theorem 3.2] that there exists a unique affine process (X¢);>( with values in S}
such that for every t > 0 and u € S} the affine transform formula (6.47) holds
with (¢q(-,u),1q(-,u)) being the unique solution to the following equations:

R eandutta— [ (e O 1)), (0o
ot si\{o}
)~ Dty = [ (e €O 1) Niyae), (6a0b)
ot si\{o0}

with initial conditions 1)4(0,u) = u and ¢4(0,u) = 0. Inserting the definition of
¢q and Dy into (6.49) proves the equivalence with equations (6.48).

The existence of a cadlag version follows from [44] and we shall denote this version
again by ()N(d)tzo. Moreover, we denote the law of X% given that X¢ = z by P,
Note that the first, fourth and fifth component of (0, ¢4, Dy4,0,0, 7y, Md) are zero,
which correspond to a vanishing diffusion component as well as the absence of
constant and linear killing terms.
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By [42, Remark 2.5], this together with the moment assumption in Lemma 6.18 1)
and (6.50) implies that the S} -valued affine process (X%);>¢ satisfies

P,({X}eS): t>0})=1.

For every d € N and = € S} the law P is thus defined on B(D(R*,S})). Note
that since the diffusion part is zero, it follows from [114] that (X¢);>( must be
of finite-variation.

Moreover, it follows from [42, Theorem 2.6] that the process X, is a semimartin-

gale with characteristic given by C¢ = 0, »X"(dt, d¢) = (Ma(d€)+Mq(X{, d¢)) dt
and

A7 = té m Da(X¢ X<, M s
ACE /SI\{O}M@) A(d€) + Da(X) + /gj\{o}xd@xXS,Md(df») d
:/Ot (ba + Ba(X)) ds,

which proves the asserted form of the characteristic triplet (A4, C¢, vX"). Lastly,
we note that the process (X{);>o is of finite-variation, hence locally bounded

and by Lemma 6.18 we conclude that fot fS+\{O}H§||(21;)Xd(dt7d§) < oo for all
d

t > 0, which by [80, Proposition 2.29 b)] implies that X is a square-integrable

martingale, i.e. Epq [[|[X[2] < oo for all ¢ > 0. O

As a corollary from [114] we can sharpen the property in Lemma 6.18 iii).

Corollary 6.20. Let the assumption of Lemma 6.18 hold. Then for everyd € N
we have

Lo gl v 1613 ¥atag) < oc. (6.50)
siv{o}
Moreover, for every d € N and p as in Definition 2.3 iii) we have
d
JN G (6.51)
HH\{0} €]l

Proof. From Proposition 6.19 it follows that (0, ¢4, Dy,0,0, g, Md) is an admis-
sible parameter set as in [42, Definition 2.3]. Tt thus follows from [114, Theo-
rem 3.12] (which proves that the state-dependent jump measure Mg(z,d§) is of
finite-variation) implies that for all d € N the matrix-valued measure M satisfies
f{&SI: O<H€HdS1}H£||de(d£) < o0, which by the definition of My(d§) implies
that [reeqs. oye<ayPa(EINIEN21(dE) < oo, which proves (6.51) since d € N
was arbitrary. O
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Remark 6.21. i) Note that by (6.51) we conclude that the state-dependent
jump-measure M (z,d¢) = [|£]|72(z, u(d€)) is of finite-variation in every
direction e; ;, for i < j € N, and in every direction v € HT of finite-
rank. However, in contrast to the finite-dimensional case in S;‘, see [114],
this in general does not imply that M (x,d¢) is of finite-variation, i.e.
fH+\{0}”€”M($=d€) <oo (Vz € HT). Indeed, due to the infinite dimen-
sions of H there are “infinite many directions”, in each of which the jumps
evolve with finite-variation, but in sum, over all coordinates, the variation
could be infinite, see Section 6.4.

ii) The situation described in i) is a typical, although not necessary, infinite-
dimensional phenomenon. Indeed, let V' be an inﬁnite—dimensional Banach
space and Dy C V, then the question whether |’ D, (& Wy v(d€) < oo for
all u € V* (the Pettis integrability on Dy), implies fDo Hx )lv v(d€) (the
Bochner integrability on Dy), where V* denotes the Banach dual of V' with
dual pairing (-, -)y+, also depends on the state space V. In case of Hilbert-
Schmidt operators, Do = {£ € HT: 0 < ||€]| < 1} and v(d€) = v(z, d€) this
implication does not hold true. In contrast, in an analogous situation on
the space of trace-class operators the above implication does hold, see [122].

6.7.3 Proof: Existence of finite-rank operator-valued affine
processes

For every d € N, let (X% (P%) es+) be the S}-valued affine process given by

Proposition 6.19. More specifically, let X? be a version with paths in D(R™, S"')
realized on Q = D(R™, S+) (see [4 ]) and denote by P? the law of X%, defined
on B(D(R*,S})), given X0 =z € SJ. Moreover, let us denote by (F¢ )t>o the
natural ﬁltratlon of the process X¢. By 1dent1fy1ng the cones S+ and ’H+ under
the mapping zd , we define the process X% = (X{);>0 as

Xt =iy (X{) = ®go0Xodt, t>0

Note that the process (X{);>o has paths in D(R™, 7)) and the law of X4 is glven
by the push-forward measure (i;').P, for z € S}, where we understand that i '
acts pointwise on the functions in D(R*,S¥), i.e. i;'(D(R*,ST)) = D(R*, H})).
Moreover, we see that D(R*, 1) C D(R*,’H*) for all d € N, see [83, Remark
4.5]. For every € Ht we thus define the measure P4 on D(R*, H1) as

Po(A) = (ig )P p, ) (AN DR, HT)), A€ BDRY,HY)).

Note that P4(X{ = Py(z)) = PZd(Pd(L))(Xg = i4(Pq(z))) = 1 and the process

(X4, (P2),e%+) is again a Markov process realized on the space D(R*, H*) with
respect to its natural filtration F¢ = (Ff);>0, where we set F¢ = F2.
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Note that alternatively to the above construction we could also use [93, Proposi-
tion 4.7] to embed lower-dimensional affine processes into a larger ambient space,
but we prefer the direct approach here.

Moreover, for every x € H* and X? as above with X¢ = P,(z), we denote by
Nd the collection of all ]P’d null sets of F? and set F; == F, \/J\/d for every t > 0.
We define F¢ := (ft)t>0, i.e. F¥ is the usual augmented filtration of X¢ and note
that the process X is still a Markov with respect to F¢, see [56]. In addition to
that, we show in the following proposition that (X¢, (Pg)l.ey) satisfies an affine
transform formula associated with the Galerkin approximations in (6.1) and,
moreover, that the process X¢ is a semimartingale with respect to the stochastic
basis (€, F¢,F4, P?) as above, with Q = D(R*, H™T).

Proposition 6.22. Let (b, B,m, i) be an admissible parameter set and for d € N
let (bg, B4, ma, ta) and My be as in Definition 6.13. Then for every d € N the
process (X?, (Py)zcp+) defined as above is a Markov process on HT such that for
every x € HT we have

Epa [e%Xf,Pd(u))} — e—¢>d(t,Pd(u))—(Pd(z),wd(t,Pd(u)»’ t>0,ue Hd+’ (6.52)
for (¢a(-,Pa(w)), Ya(-, Pa(u))) the unique solution of (6.1). Moreover, for every
z € HT we have

PI{X} e HI: t>0}) =1, (6.53)

and (X{)i>o is a semimartingale with stochastic basis (Q, F¢, F4, P2) whose char-
acteristic triplet (A%, C, I/Xd), with respect to x, is given by:

t
Ad :/0 by + Bay(X3)ds; €4 =0; uXd(dt,df) = (ma(d€) + My(X{,d€)) dt

Proof. Let d € N, z € H™' and let (Xd)t>0 be the unique affine process on S
associated with the parameter set (0, cd,Dd,O 0, md,Md) and such that X0 =
ig(Pg4(z)). For u € H* we have

Epa I:e_<Pd(u)7Xtd):| = Bpu {e—<Pd(u),i;1()?f)>}

= Epa {ef@de(u),Xm}

iq(P (@)
— o~ %a(tia(Pa(u)))—(iaPa(z),Ya(tyia(Pa(u))))a
_ e—$d(t,id(Pd(“)))—<Pd(ﬂc)d,;ldd(t,id(l:’(u))».
This proves that the process XNtd satisfies the affine transform formula with func-
tions @a(t, ia(Pa(u))) and i (Ya(t,ia(Pa(w))). Therefore, in order to prove (6.5),
it is left to show that (¢q(-,Pa(u)),va(-,P4(u))), the unique solution of (6.1a)-
(6.1b) coincides with the function (ggd(~, ia(Pa(u))), iz (da(- ia(Pa(w))))).
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For this, let us again consider K: H x H — R given by K (u,v) == e~ (") — 1 +
(x(u),v) and for every u € H*, we set @y = iq(Pq(u)). Then we see that for
all t > 0 and u € HT the function i} (a(-,ia(Pa(u)))) satisfies the following
equation:

=iy " (Bj(Yalt, ftd)))—/ K (& ¥a(t,ia(Pa(w))))ig " (Mg(dg))
si\{o}

= B )= [ K (6 0l 1) Malde),

solved by ¢4(-,Pa(u)) we conclude that ¢q(-, Py(u)) = it (Ya(-ia(Pa(u)))).
Similarly, for ¢4(-, @q) we find

and i (1a(0,1q)) = g = i7" (iaPa(u)) = Pa(u). But, since (6.1b) is uniquely
)

Ld(att’ 50) _ By @ult 7))
= (ba, Pa(t, iq)) —/ K (&,alt, 1a)) ma(d€)
si\{o}
= (b Dt )~ [ K (6 Dt ) mat),
HI\{0}

and ¢4(0,14) = 0. Again by the uniqueness of the solution to (6.1a) we conclude
that ¢q(-,Pa(u)) = da(-,iq(Pg(u))), which finally proves (6.5). Moreover, the
property (6.53) follows from Proposition 6.19 and

The asserted form of the characteristic triplet and square-integrability follows
immediately from the analogous property in the matrix-valued case and an ap-
plication of the linear isometric transformation z;l. O

With Proposition 6.22 we have already shown the first part of Theorem 6.2. In
the next proposition we assert some additional properties of the process X¢. In
particular, we show that X ¢ solves the martingale problem for G¢, from which we
conclude that the second assertion of Theorem 6.2 holds true, and we extend the
operators (G%)4en from Fourier-basis elements to linear and quadratic functions
on HT.
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Proposition 6.23. For d € N and x € Hg, let X¢ denote the affine process on
H with X¢ = P4(x) as in Proposition 6.22. Then the process (J&)i>o, given by

B t
J i X y(z) / (ba + Balx?) - / € (ma(dg) + Mg(X?,d€) ) ds,
0 Hyn{lIgl>1}
(6.54)

is a square-integrable martingale on Hy. Moreover, we define for every f €
dom(G?) = lin {e’<'*“>, (- u), (u)?:iu e 7—[:{} the operator G¢ as

G*1(&) = (ba+ Ba@). /@) + [ (fla+ 9= (@)~ (). (2)) vl 09,
e (6.55)

where f'(x) denotes the first derivative of f at x € HT. Then for all f € dom(G?)
the process

(roxty = s@aten - | girx) as) . (6.56)

is a real-valued martingale.

Proof. Note first that we can extend the operator By to H by setting By(u) =
By(Pg4(u)) for u € HT and the measures mg and pg to B(H' \ {0}) by set-
ting mq(A4) = ma(A N (H \ {0})) for A € B(H* \ {0}) and analogously for
tq. We denote these extended parameters again by By, mg and pg and note
that (bg, Bg, md, j1q) satisfies the conditions in Definition 2.3. The representa-
tion (6.54) thus follows from Proposition 3.5. Moreover, we see that the operator
G? defined in (6.55) on dom(G?) coincides with the weak generator as in Def-
inition 3.2 and that the processes in (6.56) are real-valued martingales for all
f € dom(G?) thus follows from Proposition 3.6. Note, in particular, that G?
applied to e~ evaluated at x € Ht can be computed as

G" e~ (2) = (= (ba + Ba(x), Pa(u)
(TP 1 (@), Pau))) e ) ) P
H\{0}

= (~Fa(u) — (2, Ra(u))) e~ *Fa(),

and we see that G defined in (6.55) coincides with G¢ in (6.4), which explains
the notation. The second assertion of Theorem 6.2 follows since by construction
we consider X to be the canonical process of P, on Q = D(R*,H™), which by
the arguments above solves the martingale problem for G¢ on the stochastic basis
as in Theorem 6.2. O

167



6.8 PROOF: WEAK CONVERGENCE OF FINITE-RANK AFFINE PROCESSES

6.8 Proof: Weak convergence of positive
finite-rank operator-valued affine processes

Let (b, B,m,u) be an admissible parameter set and for every d € N let X¢
denote the associated affine finite-rank operator-valued process given by Propo-
sition 6.22. In this section we study the tightness and weak-convergence of the
sequence (X ) ey on the space D(RY, H*) equipped with the Skorohod topology.
More precisely, for every = € H* we consider the sequence (P%) ¢ of laws of X4,
given that X¢ = P,(x), defined on the Borel-o-algebra B(D(R*, H*)) and study
its weak convergence as d tends to infinity. For this, we shall first prove that
the sequence of laws (P%)ey is tight on B(D(R*,H*)), which we prove in Sec-
tion 6.8.1. Subsequently, in Section 6.8.2, we prove weak convergence of (P4) ey
to a unique probability measure P, on B(D(R*,HT)), the canonical process X
of which turns out to be the desired affine process on H* with Xy = z and we
prove the remaining assertions of Theorem 6.4.

6.8.1 Tightness

To prove the tightness of the sequence (P%) ey we use the Aldous criterion in [87,
Theorem 2.2.2], which we shall recall in the beginning of the proof of Proposi-
tion 6.25 below. We first need the following lemma:

Lemma 6.24. Let x € H*, T > 0 and for every d € N denote by (J&)i>o
the square-integrable martingale given by (6.54). Then there exists a constant
K1 >0 such that the following inequalities hold true:

Eps [ sup ||Xf||2] < Kp(1+|le]?), (6.57)
0<t<T

Eps [ sup ||Jf||2] < Kr(1+[a]?). (6.58)
0<t<T

Moreover, K1 can be chosen independently of d € N.

Proof. Let d € N and (bg, Bg, mq, pq) and My be as in Definition 6.13. Then
define by = ba + [+ (lel>1y §ma(d€) and the function Ba: HY — Mg by
d

A

By(u) == Bg(u) + /?-L+m{|§|>1} & (u, Mg(dg)), wu € Hg.

By Proposition 6.23 we have X{! = Py(z) + H{ + J{ for every t € [0,T], where
(JH)o<i<T denotes the square-integrable martingale in (6.54) on [0, 7.

168



6.8 PROOF: WEAK CONVERGENCE OF FINITE-RANK AFFINE PROCESSES

Moreover, we write (th)ogth for the finite-variation process given by
t
He = / (ba + Ba(Xd))ds, 0<t<T. (6.59)
0
Therefore, we obtain

Epy [ sup |Xf||2] < 3|[Pa(a)|*+ 3Ezs [ sup ||Hf||2]+3EPg [ sup ||Jf||2] .
0<t<T 0<t<T 0<t<T
(6.60)

Inserting (6.59) into the second term on the right-hand side of (6.60) yields
T
Bry | sup, 1P| < 27216al + 21 Baley [ Beg [1X41P] 0
0<t<T 0
. . T
<2 + 2By [ e (1K A5 (001
0

where the latter inequality for b :== b + fH+m{|\§|\>1} &m(d¢) and linear function

B(-) == B(-) + fHJrn{H&HN} & (-, M(d€)) holds by Remark 6.14. For the second
term in (6.60), we recall from [117, Theorem 20.6] that

Epa [ sup |Jtd||2} < 4Epa [(J7),], (6.62)
0<t<T

where we denote by ((J%),) ., the predictable quadratic covariation process

of the square-integrable martingale (J)o<i<7. Now, let (e; ;)i<jen be the same
orthonormal basis of H that we used throughout this section. For i < j € N
we set jt(i’j)’d = (J¢,e; ;) and denote by (<j(i’j)’d>t)
increasing process such that

((JEI1)2 _ ( )y

£>0 the unique real-valued

0<t<T?
is a martingale. Moreover, as in [117, Section 20|, we denote by (<jd>t)0<t<T

the unique predictable and increasing process such that (||J%||? — <jd>)0<t<T isa
d <t<

martingale. Note that <jd>t = i< <j(’7j)’d>t for every 0 < t < T and thus only

the form of the processes (<j(i’j)’d>t)0<t<T for 1 <1i < j <d is left to compute.

By an application of the Carré-du-champs formula, see e.g. [87, Lemma 3.1.3],
we see that

t
(JEODAY = / GHX e )% —2(X% e; )G X e; ;) ds, 0<t<T. (6.63)
0
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Note here that the operator G is as in (6.55) extended by linearity to the
set lin({(-,Pg(u)), (-,Pg(u))?: u € H}), as we did in Lemma 2.18 and Propo-
sition 2.38. We thus obtain

Gz, e; ;) = (ba+Ba(z),e: ;) +/ (€, €ij) (ma(d€)+(z, Ma(dE))),
HAN{]|€I>1}
(6.64)
Gz, e ;) :/ (€, ei ) (ma(dE)+(z, My(d€))) + 2(z, €; ;)G x, e ;).
HH\{0}
(6.65)

Inserting (6.64) and (6.65) into (6.63) yields

(JE), = / / (€ ei)” (ma(d€) + (X, Ma(d€))) ds, ¢ € [0,T).
0 JH+\{0}

Now, since we have

d

e j)? d = 2 d¢) < 2 m(de),
> ( [ ortmata) = [ etmaa < [ jelPmag
and moreover for every s € [0, t]
d
vei ) (XY, My(d = 2(x¢, My(d
S ([ g ot D) = [ 161t e

= [ PO o pautaen)
ooy Tl

< (XS, u(HT\A{0D),
we conclude that for every d € N and 0 <t < T the following inequality holds

(=3, [

i<j 0 +\{0}

€1 m(dg) + (X, u(A\ {0})) ) ds

From this it follows that
T

Epg [(J9);] <T /H o TP @) + 1 DI / Epg [[IX2]] ds)

T
m i d 4121 ds ).
= TA+\{0}”£” (d0) + lu(H \{0})”(/0 Epa [1+ [ X¢]1%] d )
(6.66)
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Hence, inserting (6.66) and (6.61) back into (6.60) gives
Ery | sup, IXEI?] < 6720617 + [Pa(o) P
0<t<T
w120( [ (el mide) + T\ {0))])
HH\{0}

T
- 6(1 Bl + 120\ {01)]) / Eps [|X4)7] ds

Therefore, setting K, 7 = 6T2||b||> + 12T(f?_ﬁ\{0}H§||2 m(d§) + Tu(H*\ {0}))

and Ky = 6(HB||£ +12u(H T\ {0})) (where we note that K17 and K, do not
depend on d € N) and by applying Gronwall’s inequality we find that

Epa [ sup Xtd||2:| < e (K p + [Pa(a)]?) o1+ [lz)1?),
0<t<T

for some f(l,T, independent of d € N, which proves inequality (6.57). In-
serting, this back into (6.66) yields (6.58) for a suitable K37 and choosing
Ko = max(K; 7, K2 1) proves the assertion. O

Recall the Hilbert space (V, (-,-)y) from (6.7) and let Assumption & be satisfied.
Then the embedding of (V,(-,-)y) into (L2(H), (-,-)) is compact as well, i.e.
V CC Lo(H), see [139, Proposition 2.1]. Moreover, we note that Hq C Vo NH for
all d € N, see [128]. In the next proposition we prove that the sequence (P4)cy
is tight on B(D(R*T,H™)).

Proposition 6.25. Let Assumption £ be satisfied. Then for every x € H™T
the sequence (P%)gen of laws of (X%)aen is a tight sequence of measures on

B(D(R*, H*)).

Proof. Let x € H'. As mentioned before, we use the tightness criterion from
Aldous, see [87, Theorem 2.2.2]. For the readers convenience we recall in the
following the two sufficient conditions implying the tightness of (P4)gen:

i) For every t > 0 the sequence of laws of (X{)4en form a tight sequence of
probability measures on B(H™), the Borel-o-algebra on HT.

ii) For every T > 0, ¢ > 0, > 0 there exists a § > 0 and Ny € N such that
for every sequence of stopping times (74)4eny with 74 < T for all d € N, we
have:

sup sup PL(XE - X4l > ) < (6.67)
d>No 0<0<§
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We begin with the first condition: Recall that for all d € N the processes X¢
satisfies P¢({X{ € HJ: t > 0}) = 1. In particular, for every fixed ¢ > 0 it holds
that P4(X{ € HI) = 1. Now, note that T C VoNH* for all d € N and since V
is compactly embedded in Lo(H) and H* is a closed subset of Lo(H ), we see that
also Vo N HT is compact in HT. Hence, we see that P4({XI e VonHT}) =1
for every d € N, which proves the tightness of the sequence of laws of (X{)gen.
Since t > 0 was arbitrary, we therefore conclude that condition i) is satisfied.
We continue with the second condition. For this let 7" > 0, € > 0, > 0 and
let (74)den be a sequence of stopping times such that 74 < T for all d € N. As
before in the proof of Lemma 6.24 we consider for every t > 0 the decomposition
X = Py(x) + H? + J& into the finite variation part (Hg);>o given by (6.59)
and the purely-discontinuous martingale part (J&);>o in (6.54). For the finite-
variation part we compute

Tq+0 R .
Epq [[|Hy, — Heyil®] < Epg [I/ (ba + Ba(X%) ds||2]
Td
< 0%y | sup (1 + 1Bl 12 1)
0<r<6

< (bl + 1Bl o Erso(L + [Pa(@)[*).  (6.68)

where in the last inequality we used (6.57) and that 7, < T by assumption.

Similarly, for the martingale part we first set Q.,, = fH+\{0}||§||2 m(d€) and find
By (12,0 = T4 1%] < 4Bps [(77), = (7]

/ 7 (Qur e o)) ds]

< 4Epa

d

<8z [ s (@ (X 01)]

0<7<6
<A40(Qu + [(H \{OD [ Eryo(1 + [[Pa(2)]?)).  (6.69)

By an application of Markov’s inequality we thus see that
P (X7, 10 = X711 > ) <PL(IHT, 16 — Hy, | + 177,10 — 7,11 > n)

< B V0 = HL )+ B (12,0 = TEIP]).
and therefore by inserting (6.68) and (6.69) we obtain

Ky
P (IX7, o = XL 1 >m) <0 n;(1+HPA$W%’ (6.70)

for a IA(T+9 which is independent of d € N and continuous in 6.
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Moreover, since ||Pg(z)|| < ||z|| for all d € N, we find a § > 0 small enough such
that

L+ [ll?) <e,

Kr.s
n

sup sup PA(|X2 ., — X2 > ) < 050

d>No 0<6<6
for arbitrary Ny € N. This proves the second condition above and it therefore

follows from the Aldous criterion that the sequence (P%9)4cy is a tight sequence
of probability measures on B(D(R™, H™)). O

6.8.2 'Weak convergence of the finite-rank operator-valued
affine processes

In this section we prove weak convergence of the sequence (P%)gey of laws of
(X% gen given X¢ = Pg4(z) to a unique affine process X with law P,. By
Proposition 6.25 we already know that (IP%)gey is tight, which by the Prokhorov
characterization of relative weak compactness, implies that every subsequence
of (P4)4en admits a weakly convergent subsequence. If we show that all those
convergent subsequences have the same limit P,, we can conclude that already
(P4) 4en converges weakly to P, see also [56, Chapter 3]. We are thus left with
proving uniqueness, which we approach via martingale problems, see [56, Chap-
ter 4]. Recall that for every d € N the process in (6.6) is a martingale on
(Q, F4,F? P,), in which case we say that X9, respectively its law P4, solves the
martingale problem for G¢ with initial condition X§ = P4(z). Next, we formulate
a martingale problem for the operator G defined on the set {e_<'7“> Tu € ’H*} as

G~ (@) = (F(w) + {x, R(w)) =), & € HF (6.71)

Definition 6.26. Let @ = D([0,T],H"), P be a probability measure on B(£2)
with canonical process (X;);>0. Let G be as in (6.71) defined on D and let
x € HT. We then call P a solution to the martingale problem for G with initial
condition P(Xy = z) = 1 if for every f € D the process

<f(Xt) — flz) - /Otgf(Xs)ds>t20, (6.72)

is a martingale on (2, F, (F;)i>0,P), where (F;);>0 denotes the natural filtration
Of (Xt)tzO-

That the martingale problem has at least one solution is the assertion of the
following proposition.

Proposition 6.27. Let x € HT. Then every weak limit P, of a convergent
subsequence of (P4) ey solves the martingale problem posed in Definition 6.26.
Moreover, the canonical process of P, on D(RT,H™) is continuous in probability.
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Proof. From the tightness of (P%)4en the existence of a weakly convergent subse-
quence follows from the Prokhorov theorem. Let P, be such a weak limit of some
subsequence (P47),cy. We know from Theorem 6.2, that for every d € N the
process X%, respectively its law P2, solves the martingale problem for G¢ with
X¢ = Py(x), in particular this holds for all (P%»),cn. Now, note that for every
u € H* we have

sup |e”(@PaW) _o=l@w)| < qup e @ (g 4 — Py(u))

zEHT zeMHT

< sup e @ ||z]||PF(w)| = 0, asd— oo,
zeHT

and we also find that

sup |G e™ P (2) —Gem O (@) = sup (|(z, Ra(Pa(u)) = R(u))]e™ ")
z€HF zeEHT

+ |Fa(Pa(u) — F(u))|
< sup o5 o | Ry Po) ~ RO

+|Fy(Pg(u)) — F(u)] = 0, asd— oo,

where the latter limit holds true as sup,cy+ e~ (®* ||z|| is bounded, F and R are
continuous on H*, see Lemma 6.11, and | P (u)|| = |Pa(u) —ul| — 0 as d — oo.
It thus follows from [56, Lemma 5.1] that the weak limit P, of (P%"),cn solves
the martingale problem in Definition 6.26. The continuity in probability of the
canonical process of P, is a consequence of Aldous criterion and follows from [87,

Theorem 3.3.1]. O

Next, we prove that the limit P, of every convergent subsequence of (P%)gey is
unique, which in turn proves Theorem 6.4 i) and we also prove the remaining
assertions of Theorem 6.4.

Proof of Theorem 6.4. For x € H*, denote by P, the limit of some subsequence
of (P%"),en and let X = (X;)¢>0 the canonical process of P, on 2 = D(RT, HT).
By Proposition 6.27 (X,P,) is a solution to the martingale problem posed in
Definition 6.26. Moreover, let T' > 0 arbitrary, v € H™ and define the func-
tions f,(t,2): [0,T] x H* — R* by fu(t,z) = e ¢T—tw)=@v(T=tw)  where
(¢(-,uw),9(-,u)) is the unique solution of (2.8) on [0,T]. We see that f, €
C’;’l([O,T] x HT) and it thus follows from [56, Theorem 4.7.1] that since X
solves the martingale problem for G, the process (X;,t);>¢ solves the associated
time-dependent martingale problem, i.e. the process

g 0
(fu(t7Xt) - fU(Ov:C) - A gfu(Sva) + %fu(Sst) dS)O (673)

<t<T

is a martingale for every u € H™T.
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Moreover, we see that

oty ) = (ST~ )+ (o, (T~ ) fult )
= (F(T ~ t,0) + (o ROT — b)) fult), (67)

which inserted into (6.73) nullifies the term Gf,(s,X;), compare with (6.71).
Hence, we see that the process (fy(t, X:) — fu(0,2))i<r must be a martingale.
This implies in particular, that Ep_[f. (¢, X+)] = fu(0,2) for all 0 < ¢ < T, i.e.
for t =T we obtain

Ep, [fu(T, X1)] = Ep, [e<xT,u>] _ oM@ (Tw) eyt

Since T' > 0 was arbitrary, this implies that the affine transform formula (6.8)
holds true. Note, that since this holds for every u € HT and the Laplace trans-
form is measure determining on H*, see Lemma 3.19, it follows that X; is unique
in law for every fixed ¢ > 0. But, since the process X is the solution to the
martingale problem in Definition 6.26, it follows from [56, Theorem 4.4.2 (a)]
that the pointwise uniqueness already implies the uniqueness in distribution (i.e.
uniqueness of the solution to the martingale problem on [0,7]). Again, since T
was arbitrary, this then proves Theorem 6.4 i).

Next we show Theorem 6.4 ii). Note that in the first part, we just proved that
the limit of convergent subsequences of (P%)4cy is given by P, and that the asso-
ciated process X satisfies the affine transform formula, i.e. the sequence (X%)4en
converges weakly to X on D(RT,HT). We can thus continue with the conver-
gence rate in (6.9). First, note that by standard estimates and (6.8), (6.5) we
obtain

[Be. [e=X0] — Bpy [~ X0 | < Jo(t,u) = du(t, Paw)]
+ et u) = Ya(t, Pau)),

and it thus follows from Corollary 6.12 that there exists a Cp independent of
d € N, such that

d
sup Ep, [e%“’xo] — Epa [€7<“’Xt>” < CrlPglleovan (1 + llz),
tE[O,T],HuH\;Sl

(6.75)
Note that if the conditions |[u(HT \ {0})|lvy < oo and B*(Vy) € Vo do not hold

then we see that the convergence rate in part i) of Remark 6.5 follows from
Proposition 6.1 instead of Corollary 6.12. O

175



6.9 PROOF: APPROXIMATION OF AFFINE STOCHASTIC COVARIANCE MODELS

6.9 Proof: Finite-rank approximation of affine
stochastic covariance models

We begin with the proof of Proposition 6.7 i). Let z € H* and denote by X the
square-integrable Markovian semimartingale associated with the admissible pa-
rameters (b, B, m, 11) given by Theorem 6.4. Moreover, let us denote the stochastic
basis on which X is defined by (Q!, F1,F!,P,) and let (22, F2, (F2)i>0,P?) be
another filtered probability space, which satisfies the usual conditions and carries
a cylindrical Brownian motion W: [0,00) x Q2 — H. We set

(Q,F,F,P) == (Q' x O (F' @ F?),(F! @ F)i>0,Pr @ P?),

denote the expectation with respect to P by E and consider X and W as processes
on the stochastic basis (Q, F,F,P). Now, it was already shown in Lemma 3.7
and Theorem 3.14 that the model (Y, X) is well-defined and satisfies the affine
transform formula (3.27). In addition, note that by assumption (A,dom(.A))
generates a strongly continuous semigroup on V and D'/? ¢ Lo(H, V), which
implies that for every initial value Yy = y € V the solution (¥};);>0 existsin V, i.e.
P({Y; € V: t>0}) = 1, see e.g. [48]. Now, let d € N and consider (Y4, X{);>¢
with X< as given by Proposition 6.2 where in particular X¢ = P4(z).

It follows from Proposition 6.23 that the process X¢ is a square-integrable affine
Markovian semimartingale on some stochastic basis (29, F¢ T, P?) and from the
representation (6.54) we see that the process (Y2, X{);>¢ satisfies

o [ = ([ B oo [7750 dJa[§] +a 3.
(6.76)

with (Y¢!, X¢) = (9, Pa(x)) € H x H, ba = ba + [y1 1¢51y §ma(d€) and

B(u) = Bq(P4(u)) +/ € (u, My(dg)), YueH.
Hyn{llEl>1}

Thus, the model is of the form in Definition 3.8 and Remark 3.10. There-

fore, Proposition 6.7 i) follows from immediately from Theorem 3.14. We continue

with Proposition 6.7 ii). Note that for every d € N the process Y¢ is the mild

solution of the first component in (6.76) given by

¢
v = S(t)y +/ S(t — s)DYAH(XH/2aw,, t >0,
0
where the stochastic integral with respect to the cylindrical Brownian motion is

well-defined, see Lemma 3.7. From Theorem 6.4 ii) we already know that X¢
converges weakly to X on D(RT,H™) as d tends to infinity.
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From this and [102, Theorem 4.2] we conclude the weak convergence of the
stochastic integrals, i.e.

t t
(/ S(t — s)DY2(X)1/2 dWs) 20 (/ S(t — s)DY?(X,)'/? dWs>
0 t20 0

which in turn implies that also the joint processes (Y4, X¢)4en converges weakly
to (Y, X) as d tends to infinity.

We now come to the convergence rate in (6.22). Let T > 0, & € H and u =
(i,0). Note that for every M > 0 we find a local Lipschitz constant of the
map u — R(h,u) on {u € HT: ||ul| < M} independent of h € H and d € N,
when we replace R by Py o R o Py, compare this with Lemma 6.11. Again by a
similar argument as in the proof of Proposition 6.1, we conclude that for every
M > 0 there exists a Hy; > 0, independent of d € N, such that |[¢o(t,u)| V
4b2.a(t,w)|| < Hpr for all t € [0,T] and all @ € H with |||z < M. Note, that
in contrast to the proof of Proposition 6.1 we assume t5(0,u) = 0, but have the
additional inhomogeneous-term —2%(D'/2y;(t,u) ® D¥/2¢(t,u)) where ¥y (-, u)
solves (3.24b), i.e. it is given by vy (t,u) = iS(t)@. This implies that the Hy,
depends on % and is in general different to the Hj; we used before.

So let T, M and Hj; as above. Then Inserting the affine-transform formu-
las (3.27) and (6.21) of (Y, X) and (Y9, X%), respectively, and using standard
estimations we obtain

sup |E |:ei<Yg7’a>H:| _E |:ei<Yt'i7ﬂ>Hj| < sup (|<I>(t, u) — ®g(t, u)|
t€[0,T] t€[0,T]

+ ezt u) = Yoa(t, W) (6.77)

The terms on the right-hand side of (6.77) can be estimated similarly to what we
saw in the proof of Proposition 6.1. Indeed, for u € HT and s > 0 we define the
function Rq(s, u) == Pa(R(Pg(¥2.4(s,u)))) — 3(D¢1(s,u))®? and we see that

)
>0

[Pa(a(t, u)) = ta.alt, u)|| < /0 [Pa (R (s,u),v2(s, ) — Ra(s,u)l| ds
S/O [R(¢2(s,u)) — R(Pa(¢2,a(s, u))) ds

t
< / (s, ) — (s, 0] ds,
0

where ﬂg\? denotes a Lipschitz constant of R on the set {u € H*: ||lu|| < Hy}
given by Lemma 6.11. Since us = 0, we see that an application of the variation-
of-constant formula yields

t . d 1 .
wQ(tau) = /0 (e(t*S)B sz(s,u) (g)‘[r'(é.”g) - 5 e(tis)B (Dl/ZdJl(S, U))®2> ds.
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Thus by inserting ¢ (¢, u) = iS(t)@ we see that
1P (a(t,u))| < Hipt sup [P e u(H*\ {0})l]

s€0,t]

1
+ =t sup |[P3 et 9B (DY25(s)a)®?. (6.78)
2 s€0,t]

Note that since @ € V and D'/2S(s)(V) C V for every s > 0 by assumption, we
have e*=*)B" (D28 (s)1)®? € V), for every s < t, and we therefore conclude that

SL[gpﬂHPi(e(t’S)B*D”QS(S)ﬂ)@z)H <Pl ez e1Pleo0 | DV lalff ME
s€|0,

where we used that [|[DY/2S(s)a||? < || DY2|||a|? M? e**™ for the type M; > 0
and growth bound w € R of the semigroup (S(t))tzo on V,ie. [[S({t)|cvy <
M; et for t > 0. Hence, we conclude as in the proof of Proposition 6.1 that for

[V(td with
Kt = (Hipt e VPleoo || u(1r \ {0}) ||y + e 1Pleco | DV2 || M )| P || oo 20

we can bound the left-hand side in (6.77) by C’T||Pj||ﬁ(v7;{)(l + ||z]|) with

Cr 1= BT (14 LG T) (/1100 max(A3, T u(H+\ {0} v, [ DV/2[[ M2 e7),

which proves the asserted convergence rate (6.22).

6.10 Concluding remarks

In addition to the discussed relevance in applications, we also want to highlight
some theoretical aspects of this work. In particular, we discuss how this chapter
contributes to the general understanding of affine processes in infinite-dimensions.

e On the connection of finite- and infinite-rank affine processes

In our existence proof for finite-rank operator-valued affine processes in Sec-
tion 6.7, we essentially used an existence result for matrix-valued affine processes
from [42], see also the proof of Proposition 6.19. The sequence (X¢)4en of finite-
rank operator-valued affine processes arises from an isomorphic transformation
of a corresponding sequence of matrix-valued affine processes (X 4 gen. Con-
sequently, we observe that (X%)scy shares many properties with their matrix-
valued versions, such as the existence of cadlag paths and that only jumps of
finite-variation are admissible. We then embedded the sequence (X d)deN into
the space of Hilbert-Schmidt operator-valued cadlag functions to study the limit
as the rank d — oo.
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We observed that the affine transform formula and the cadlag path property
is preserved in the limit, but we also saw that the limit does not have to be
of finite-variation anymore. We traced this behavior back to the difference of
Pettis and Bochner integrability of the truncation function x with respect to the
compensator of the affine jump-measures.

e On the diffusion component

The idea to prove the existence of affine processes on infinite-dimensional state-
spaces using finite-dimensional approximations is, to the best of my knowledge,
novel. Finite-dimensional approximations of affine diffusion in Hilbert spaces
were discussed in [147]. However, the approximation was not used for proving
the existence of affine diffusion’s and also no explicit convergence rates for the
Laplace transforms of the processes or its associated generalized Riccati equations
were established. Similarly to what we have done in Chapter 2, our approach in
this chapter does not admit for any diffusion components. Indeed, note that a
diffusion parameter oy in a matrix-valued admissible parameter set has to satisfy
ba gt (d — 1)ayg, see [42, Definition 2.3]. But, since we let d — oo, this can
not hold unless by — oo or ag — 0 as d — co. But since by — b, we must have
ag — 0, which means that any diffusion part vanishes in the limit case.

e On Galerkin approximations of Riccati equations

We also want to highlight our contribution to the theory of Galerkin approxi-
mation of operator-valued generalized Riccati equations. Note that even though
Galerkin approximations of Riccati equations on Hilbert-Schmidt operators are
well-studied in the literature, see, e.g. [128], as they naturally appear in stochastic
control and filtering theory, their study is often limited to equations with mono-
tone non-linear components such as the classic quadratic functions. In the present
chapter we study Galerkin type approximations of generalized operator-valued
Riccati equations with non-monotone non-linear components that are given by
integrals of Lévy-Khintchine type with respect to (vector-valued) measures. For
such equations we provided a thorough study of finite-rank approximation and
derived explicit convergence rates for the Galerkin approximation in terms of
admissible model parameters.
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INTRODUCTION TO PART 11

Introduction to Part II: Multivariate Stochastic
Covariance Models based on MCARMA Processes

Multivariate continuous-time autoregressive moving-average (MCARMA) pro-
cesses are the continuous-time versions of the classical discrete-time VARMA
models and have been studied thoroughly over the last two decades [112, 133, 30].
Similarly to their univariate analogs, the CARMA processes, MCARMA pro-
cesses can be interpreted as the solutions of a higher-order SDE of the form

DPX, + A DP X, + ...+ A, X, = CoDIT L, + C1 DL, + ... + C,DLy, (6.79)

where D = & (Ay)iz1,..p and (C})j=o... 4 for ¢,p € N are two families of lin-

ear operators and (L;)er denotes a multivariate Lévy process. Naturally, equa-
tion (6.79) asks for a rigorous definition as the paths of Lévy processes are in
general not differentiable. Heuristically, however, we can interpret (6.79) as the
continuous-time version of a (V)ARMA difference equation, and we therefore ex-
pect that similar key features governed by the autoregressive and moving-average
structure of the defining equation find their counterpart in the continuous-time
setting. The most notable feature of the (M)CARMA class is its flexible short
memory structure. In general, short memory refers to an exponentially fast de-
caying auto-covariance function. In fact, the MCARMA class exhibits much more
nuanced auto-covariance behavior in the short-time lags and allows, e.g., for non-
monotone or sub-exponentially decaying configurations (although no polynomial
or linear decaying ones, which processes with long memory do admit). The mem-
ory effect is observed in many time series in applications and explains the popu-
larity of modeling with (M)CARMA processes in subjects ranging from finance
over meteorology to natural science and engineering, see e.g. [88, 118, 140, 25].

In many applications, where (M)CARMA models are employed, a crucial model
feature is positivity, e.g. in modeling wind speed [25, 16], the velocity field in
turbulence [7] or, most notably, volatility in finance [9, 140, 27, 12]. It is therefore
of great importance to understand the capability of (M)CARMA processes to
model phenomena with positive states. In the univariate CARMA case positive
processes were studied in [142, 141, 29, 27, 20, 119]. In particular, the authors
in [142] give a set of necessary and/or sufficient parameter conditions for CARMA
processes of general order driven by a Lévy subordinator to be non-negative.

In this second part of the thesis our goal is to introduce a class of matrix-valued
MCARMA processes for which we can establish conditions that ensure that the
processes assume values in multivariate cones. The particularly interesting cases
of the closed positive orthant R(‘; and the cone of positive semi-definite matrices
S;“ are included in our analysis. In fact, due to their relevance in applications
these two main examples coin our terminology of positive multivariate CARMA.
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CARMA processes on multivariate cones

Chapter 7 provides the mathematical foundations for matrix-valued CARMA
processes with values in multivariate convex cones. First, we introduce the class
of matrix-valued MCARMA that extends classical Ry-valued MCARMA pro-
cesses to a more general multivariate framework. In particular, this novel class
includes MCARMA processes on Sy, the space of symmetric d X d-matrices. We
define matrix-valued MCARMA processes as the stationary solutions to specific
continuous-time linear state space models on matrix-spaces driven by a matrix-
valued Lévy process. More precisely, we show that a matrix-valued MCARMA
process (X¢)ter can be represented as

—+oo
X = / g(t—s)dLs, teR, (6.80)
— 00

where (L;);cr denotes the matrix-valued (two-sided) Lévy process and the kernel
t — g(t) takes values in the space of linear operators on matrices. This approach,
to define the MCARMA class, is similar to the classical case in [112] and, as a
matter of fact, we show that matrix-valued MCARMA processes can be viewed
as classical MCARMA under vectorization.

In the second part of Chapter 7 we are concerned with MCARMA processes
with values in convex cones. More precisely, we establish necessary and sufficient
parameter conditions for matrix-valued MCARMA processes to assume values
in a convex cone, whenever the driving Lévy process is increasing with respect
to that cone. From the representation (6.80) it can be seen, that this is the
case whenever ¢ — ¢(t) maps into a set of operators leaving the respective cone
invariant. We present particularly hands-on conditions for the kernel g in cases of
the cones R; and Sd+. Note here, that the vectorization of a positive semi-definite
matrix does in general not yield a non-ngeative vector, so that specific conditions
on the kernel g in the two cases S} and R} have to be studied case-by-case.

Stochastic covariance models based on positive semi-definite
MCARMA

In Chapter 8 we propose to model the instantaneous covariance process in mul-
tivariate stochastic covariance models by (higher-order) MCARMA processes
with values in the cone of positive semi-definite matrices. Indeed, this class ex-
tends the multivariate Barndorff-Nielsen-Shepard model (first-order MCARMA
based model) to higher-order MCARMA models, that admit a more nuanced
auto-covariance structure and have the potential to introduce certain short-
memory effects to the model class. We demonstrate the capability of higher-order
MCARMA based models by an exemplary analysis of stochastic covariance mod-
els based on positive semi-definite well-balanced Ornstein-Uhlenbeck processes.
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CHAPTER [

PoSITIVE MULTIVARIATE CONTINUOUS-TIME
AUTOREGRESSIVE MOVING-AVERAGE PROCESSES

Abstract of the chapter In this chapter, we study multivariate continuous-
time autoregressive moving-average (MCARMA) processes with values in cones.
More precisely, we introduce matrix-valued MCARMA processes defined as sta-
tionary solutions of specific continuous-time linear state-space models on matrix-
spaces driven by Lévy processes. Moreover, we establish necessary and sufficient
conditions for processes from this class to stay in a multivariate convex cone. We
derive specific hands-on conditions in the following two cases: First, for classical
MCARMA on Ry with values in the positive orthant le'. Second, for MCARMA
processes on real square matrices taking values in the cone of positive semi-
definite matrices. To illustrate our positivity criteria, we give several concrete
parameter specifications ensuring the positivity of the respective MCARMA pro-
cess. Positive semi-definite MCARMA processes are relevant for applications in
multivariate stochastic covariance modeling and have the potential to model a
variety of short memory features observed in realized (cross)-covariance processes.

This chapter is based on [17, Section 1, 2 and 3]:
BENTH, F., AND KARBACH, S.

Positive multivariate continuous-time autoregressive moving-average processes,
2022, DOI: arXiv.2206.08782.
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7.1 Introduction

The starting point of our analysis will be the formulation of linear continuous-
time state space models on the space of real n x m-matrices. It is well known
that Ry-valued MCARMA processes are characterized by certain configurations
of continuous-time state space models, see e.g. [112, 30, 133]. Linear continuous-
time state space models are essentially given by an Ornstein-Uhlenbeck (OU)
type process on the Cartesian product of the particular state space, in our case
the space of all n x m-matrices, and a linear output operator mapping the values
of the higher-dimensional Ornstein-Uhlenbeck type process into the state space
again. We show that for certain specifications of such models the vectorization of
stationary output processes are equivalent to MCARMA processes, as they were
introduced in [112]. In this sense, the matrix-valued state space models give rise
to the novel class of matrix-valued MCARMA processes. The details are given
in Section 7.2 below. Since in some applications one is interested in non-stable
systems, we explicitly include the class of non-stable state space models in our
analysis. Non-stable models often correspond to so called non-causal MCARMA
processes, i.e. MCARMA processes that are not adapted to the natural filtration.
A careful distinction between the stable and non-stable case is justified, since the
stability conditions may interact with the imposed positivity constraints.

Once we set up the class of matrix-valued MCARMA processes, we study their
positivity. In particular, we are interested in necessary and sufficient parameter
conditions such that a matrix-valued MCARMA process driven by a multivariate
cone-valued Lévy process takes values solely in this cone. As noted above, in the
univariate case the positivity of CARMA processes is well-studied and the rele-
vance for applications is widely recognized. In the multivariate setting, however,
positivity of MCARMA processes has not yet been studied in a systematical way.
Partial results exist in the recent work [119], where the authors derive conditions
ensuring the positivity of (univariate) CARMA processes. The authors made
the claim that some parts of their results could be extended to the multivariate
CARMA case, however, only little information about this extension are provided.
Our Theorem 7.24 below supports this claim to some extent.

Note that also in a discrete-time setting studying autoregressive matrix-valued
models is an active area of research, see e.g. [35]. Many articles on MCARMA
processes deal with their connection to the discrete-time setting, e.g. studying
high-frequency sampling for MCARMA in [59, 98] or parameter estimation of the
driving noise from discrete observations in [133]. Our findings on the equivalence
of the vectorized matrix-valued MCARMA and the classical MCARMA suggests
that analogous connections to the discrete-time setting continue to hold in the
matrix case and the good accessibility of this class is maintained accordingly.
Our main interest in studying positive semi-definite MCARMA processes comes
from stochastic covariance modeling which will be our main concern in Chapter 8.
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7.1.1 Layout of the chapter

This chapter is structured as follows: In Section 7.2 we introduce a class of
continuous-time state space models on matrices and show the equivalence with the
classical MCARMA class under vectorization. In Section 7.3 we study the cone
invariance of matrix- and vector-valued MCARMA processes, with a particular
focus on the closed positive orthant in R; and the cone of symmetric positive
semi-definite matrices. Lastly, in Section 7.5 we present an auxiliary result on a
submultiplicativity property of the Hadamard product.

7.1.2 Notation and preliminaries

By N we denote the set of all integers and we set Ng := NU {0}. For d € N,
we denote by R, the d-dimensional Euclidean space equipped with the standard
inner-product (-,-)g. The closed positive orthant in R; will be denoted by R;r
and the standard basis of Ry is denoted by {e1,ea,...,eq}.

Matrices Let n,m € N and let K denote either a field or a ring. Then we
denote by M, ,,(K) the set of all n x m matrices over K. If n = m we write
M, (K) and if K = R we simplify to M, ,,,. If m = 1 we have M,, ; = R,, and use
the latter notation. The p-times Cartesian product of M, ,,, will be denoted by
(M, )P, which is just equivalent to M, ., but we use the former notation as it is
more suggestive. In the case where K = R[] is the polynomial ring over R the set
M., (R[A]) denotes the space of all matrix polynomials with coefficients in M,,. We
refer to [71] for a comprehensive analysis of matrix polynomials. We denote the
transpose of a matrix A € M, ,,, by AT, which is an element in M, ,,, and write Sy
for the subspace in M, consisting of all symmetric n x n matrices, i.e. all A € M,
such that AT = A. As before, the set of all symmetric positive semi-definite n x n-
matrices will be denoted by S}, i.e. S ={A€S,: (Az,z), >0, Vz € R,}. If
necessary, we can express real n X m-matrices in a component-wise notation by
A = (aij)i1<i<n,i<j<m for a; ; € R. For all n,m € N we can identify M, ,,, with
Ry, through the vectorization operator vec: M,, ,, = R,,, which transforms
a matrix into a vector by stacking the columns below each other. Similarly,
we denote by vech: S, — R, (,11)/2 the operator that stacks only the lower
triangular part of a symmetric matrix below another. On M, ,, we consider
the inner-product (-, )pm given by (A, B)pm = (vec(A), vec(B))nm and denote
the induced norm by |||lnm. Let ni,na,mi1,me € N, then for A € M, ., and
B € M, m, we denote the Kronecker product of A and B by A®B € My,n; mom; -
We denote the Hadamard product of two matrices A, B € M, ,,, by A ® B and
let 1, = (15 5)1<i<n,1<j<m stand for the matrix in M, ,,, which is equal to one
in every component and 0,, ,,, denotes the n x m-zero matrix. If n = m we write
1, =1,4, 0, =0, , and denote the identity matrix by I,,.
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Linear operators on matrices We denote by £(M,,, m,, My, m,) the algebra
of all linear operators from M, p,, to My, ym,. If 1 =no =nand m; =ma =m
we write £(M,, ,,,) and if m = 1, it is well known that L(M,, 1) = L(R,) ~ M,
and we use the latter notation. If n,m € N are greater than one, we will denote
elements of £L(M,,,) by bold face letters, e.g. A € L(M,, ) versus A € M, ,,
and we reserve the calligraphic letters, e.g. A, for linear operators mapping from
or to (M, ,,)? for some integer p > 1. Since in the sequel we will always make
sure that there is no confusion regarding the matrix space that we are operating
in, we denote the identity operator in £(M,, ,,,) simply by I and will only index
I, when we speak of the identity in £((M,, ,)P), in which case we write I,. For
every A € L(M,, ) we denote its spectrum by o(A), which, as we work in finite-
dimensions, is just the set of eigenvalues of A. Moreover, we denote the spectral
bound of A by 7(A), i.e. 7(A) = max{R(\): A € o(A)}.

Matrix-valued Lévy processes Assume that (2, F,F,P) is a filtered prob-
ability space satisfying the usual conditions and let (L;);>0 be an R,,,,-valued
Lévy process defined on this probability basis, see [132] for a comprehensive anal-
ysis of multivariate Lévy processes. Since we can always identify M, ,,, with Ry,
the class of multivariate Lévy processes easily extends to matrix-valued Lévy
processes. We recall that the Lévy characteristic exponent at z € M, ,, is given
by

Yr(2) = i{yL, 2)nm — %(lea Z)nm + /M (ei@’z)nm -1 —i{x(&), Z>nm)VL(d§)v
- (7.1)

where v;, € M, ,,, denotes the drift of L, ()1 is the covariance operator of the
continuous part of the Lévy process, x(§) = {1y¢|,.,.<1(§) and vp: B(My m) —
R™ is the Lévy measure. We call a Lévy process (L;)¢>o integrable, if E [||L¢||nm] <
oo for all t > 0 and square-integrable whenever E [||L¢||2,,] < oo for all ¢ > 0. For
a square-integrable Lévy process L with characteristic exponent (7.1) the mean
of L is denoted by ur and we have up = (’yL + an.mﬂ{ﬁ: 1€l >1} §Z/L(d§)).
Moreover, we denote by Q € L(M,, ,,,) the covariance operator of L, which is
given by Q@ = Q1 + an E® v, (d€). For any Lévy process (L})so defined on
the positive real line R*, we can choose a second, independent and identically
distributed, Lévy process (L?);>¢ to define a two-sided Lévy process (L;)iecr by

Ly =1+ ()L — 1_ge\o} (L2,

where L;_ = lim, ~ L for all t > 0. Throughout this chapter we use the con-
ventional and intuitive notation of stochastic integration with respect to matrix-
valued integrators analogous to e.g. [10, 12].
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7.2 Matrix-valued linear state-space models

Throughout this section we fix m,n € N and let (Q, F,F,P) denote a filtered
probability space satisfying the usual conditions. Moreover, we assume that
(Q, F,F,P) is rich enough to carry a M, n,-valued two-sided Lévy process L =
(Lt)ter- We begin this section by introducing a very general class of linear
continuous-time state space models defined on real n X m-matrices:

Definition 7.1. Let p € N and let the tuple (A, B,C, L) consist of a state tran-
sition operator A € E((Mmm)p), an input operator B € E(Mmm, (Mn,m)p), an
output operator C € L((My, )P, My, ;) and a M, ,,-valued two-sided Lévy pro-
cess L = (L¢)ter. A continuous-time linear state space model on M, ,,, associated
with the parameter set (A, B,C, L), consists of a state-space equation given by

and an observation equation given by
X, =CZ;, teR. (7.3)

We call the (M, ., )P-valued process (Z;):cr the state process and the M, ,,,-valued
process (X¢)ier the output process of the continuous-time linear state space model
(associated with (A, B,C, L)).

Continuous-time linear state space models have been rigorously studied in the
deterministic and stochastic control literature over many decades, see e.g. [148,
4, 58]. We note that if m = 1 (that means for the state space R,, = M,, 1) our
definition of a linear continuous-time state space model coincides with the one
in [133, Definition 3.1].

We note that the state process (Z;):cr of a linear continuous-time state space
model is simply a Lévy driven Ornstein-Uhlenbeck type process on the space
(M, )P and a solution to (7.2) is given by the variation-of-constant formula:

¢
Zy ==z 4 / et=WABAL,, s<tecR. (7.4)
In general, a solution (Z;)ier to (7.2) is not unique. If for some s € R we are
given a Fs-measurable random variable Zs, then (Z;);>s, given by (7.4), is the
unique solution to (7.2) on [s, 00) adapted to the filtration (F;);>s. If the spectral
bound of the transition operator A is strictly negative, i.e. 7(.A) < 0, then it
follows from [131, 36] that there exists a unique stationary solution to (7.2) if and
only if E [log(||L1|lnm)] < co. In this case the unique stationary solution (Z;):cr
is adapted and given by

t
7, = / IABAL, t R, (7.5)

— 0o
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Remark 7.2 (Uniqueness, stationarity and adaptedness). Note that in case of
7(A) > 0, there could still, under certain conditions, exist a (unique) stationary
solution to (7.2) on R, see also Proposition 7.9 below. However, it might happen
that the stationary solution is not adapted to the natural filtration F, since Z;
possibly depends on the generated sigma-algebra o(Ls: s > t). A concrete exam-
ple of a stationary output process with 7(A) > 0 is given in Section 8.3. If from
a modeling perspective adaptedness to the natural filtration is required, then we
shall either assume 7(.A) < 0, for which the existence of a unique F-adapted
solution is known by the reasoning above. Or in case of 7(A) > 0, there may ex-
ist many solutions, but only one for every fixed Fs-measurable initial condition,
which also happens to be F-adapted, but possibly non-stationary.

In the sequel we often distinguish between the two cases in Remark 7.2 which
we call the stable (where 7(A) < 0) and non-stable (where 7(A) > 0) case (fol-
lowing the usual nomenclature, it is actually the exponentially stable and non-
exponentially stable case). We find it appropriate to give a precise definition to
prevent confusion:

Definition 7.3. We call a continuous-time state space model associated with
the parameter set (A, B,C, L) stable, whenever 7(A) < 0. If, moreover, L has
finite log-moments, i.e. E[log(||L1||n,m)] < oo, then whenever we refer to the
state process (Z;)tcr we mean the unique stationary solution given by (7.5). In
this case we call (Z;);cr the stable state process and (Xi)ier the stable output
process. In case of 7(A) > 0, we call the state space model non-stable and refer
to (Z¢)ter in (7.4) simply as a state process. If uniqueness is required, we may
fix an initial value Z; at s € R for some Fs-measurable measurable Z,.

Given a state process (Z;)icr we now shift our focus to the output process (Xi)ier
defined in (7.3). In the next proposition we summarize some well known and easy
to check properties of (X¢)ier-

Proposition 7.4. Let (A,B,C,L) be as in Definition 7.1 and let 1 be the
characteristic exponent of L given by (7.1). Then the process (X¢)ier in (7.3)
satisfies

t
X, =Celt=9)47, +/ Cel™WABAL,, s<teR, (7.6)
and for every x € M, ,, and s <t we have

t
E [ei<X"’”)m"'| ]-'S} = exp (i(C =) 7 ) —|—/ v (B* e(t_")A*C*m) du).
) (7.7)
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If L is integrable, then the conditional mean of Xy is finite and given by
t—s
E[X,| F] = Celt=9)4Z, +/ Ce"Bur du, s<teR. (7.8)
0

If moreover L has finite log-moments and (X¢)icr s a stable output process, then
it is stationary and given by

t
th/ Ce'"9ABdL,, teR, (7.9)

and if in addition L is integrable, then the mean of (X;)ier ts given by
E[X;] = -CA 'Buy, tcR. (7.10)

From (7.9) we see that the dynamics of a stable output process (X;)ier are
only governed by the parameters A,B and C and the Lévy process L. More
specifically, the dynamics depend solely on the action of the kernel function
g: RY — L(M,, ) given by g(t) := C e*B applied to the increments of (L;)ick.
In contrast, we see that in the non-stable case, the dynamics of (X;);>s also de-
pend on the initial value Z, for s < t through the term Ce*=*4Z . As we will
see, this has some consequences for the techniques available to study positivity
of output processes in Section 7.3.

7.2.1 The Controller canonical form

In this section we introduce a more particular form of linear continuous-time
state space models on M, ,, which in the discrete-time control literature is often
called the controller canonical form. This controller canonical form will prove
itself useful for two reasons: First, it will allow us to interpret the output pro-
cesses of certain continuous-time state space models as a linear transformation of
MCARMA processes as they were introduced in the seminal work [112]. Second,
this form is particularly convenient to study positivity in the next section.

Let p € N and denote by 0 the null operator in £(M,, ,,), i.e. 0 maps every
x € M, ,,, to the null matrix 0,, ,,,. Moreover, let Ay, As,..., A, € L(M,, ,,) and
define the state transition operator Ay,: (M, )P — (M, )P as

o I 0 ... 0
o o I :

Ay = ol (7.11)
o .. 0o I
A, A, A,
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For every x = (x1,...,2,)7 € (M, ,,)? we understand the operator A, as
p
.Ap(x) = (3;‘2, sy Tp, Z Ap_H_l(l‘i))T S (Mn,m)p.
i=1

Moreover, let ¢ € Ny such that ¢ < p and let Cy,Cy,...,Cp_1 € L(M,,,,) with
C; = 0 for every i € N such that ¢ > ¢+ 1 and i < p — 1. We then define the
output operator C,: (M, )P — M, , by

Cq = [00701,...701,,1], (712)
where C, is to be understood as follows: For x = (21,...,25)7T € (My,m)? we
have

q+1

Co(x) =D Ci_i(x).
i=1

Finally, we define the input operator E, € E(Mn’m, (Mn,m)p) by
B, =e,® 1, (7.13)

which for every x € M, ,,, is defined as E, () = (Onmys-- -, O0nm, )T € (M,,10)P.
With this specification of (A,, E,,Cq4, L) the state process (Z;)icr becomes

t
Zy=elt=) A 7 4 / =W E dL,, s<teR, (7.14)

S

and the output process

t
X; = Cpelt=9Anz, ¢ / Coet W E dL,, s<teR, (7.15)

S

and the analogous formulas (7.5) and (7.9) hold in the stable case. Note that the
transition matrix A, can be viewed as the companion block operator matrix of
the following operator polynomial P with coefficients in £(M,, ,):

P(\) =IN — AN AN 2 A, AeC. (7.16)

In the same spirit we introduce the operator polynomial Q which is associated
with the output operator C; and given by

Q(\) =Co+CiA+CaA?+...+ C,\?, XeC. (7.17)

Now, recall vec: M, ,,, = Ry, being the linear isometric isomorphism that maps
every matrix A € M, ,, to the vector of its columns by stacking the columns.
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If A e L(M,,,) we denote by AV® the matriz representation of A given by
Ave := vecoA o vec™!. Note that A € L(R,mm) ~ M,,,,, and by identification
we consider AV as a nm x nm-matrix. Moreover, we denote by K (nm) e M,
the commutation matrix, which is the unique matrix in M,,,,, such that for every
A € M, ,, we have K™ vec(A) = vec(AT). We denote the inverse of K (™™
by K~(™) which happens to be the transpose of K(™™) as well. When the
vec-operator is applied to an output process (X;):cg we obtain an R,,,-valued
process (vec(Xy))ier. By linearity, we see that the process (vec(X;)):er is again
an output process of some continuous-time linear state space model on R,,,,,. In
the following proposition we show more, namely that the controller canonical
form in (7.11)-(7.13) transforms, under the vec-transformation, into a controller
canonical-like form of an R,,,,,-valued state space model.

Proposition 7.5. Letp € N and g € Ny such that ¢ < p and (A,, Ep,Cq, L) be as
in (7.11)-(7.13) and L a two-sided Lévy process on M, ,,. Moreover, let the state
process (Zi)ier be given by (7.14) and the output process (Xi)ier be as in (7.15).
We set LVe°¢ := vec(L) and define the state transition matrix A;ec € Mpnm by

Op K~ Onm Onm
®nm @nm Kﬁ(n’m) :
Avee = - : ; (7.18)
: ‘ i Onm
Onm . . 0, K—(mm)
Avee - Avee, . . Ayee

where Ay = AYC o K=("™) € M, for every i = 1,...,p and AY°® denotes
the matriz representation of A;. Moreover, we define the output matrix C;° €
Mnm,pnm by

S5 Up1

Gy = (Cyee, Gy, 6y ), (7.19)

where C’}’ec =C}*o K=(wm) € M,,,,, for every j =0,...,p—1 and C7*¢ denotes
the matriz representation of C;. Lastly, we define the input matrix E;,’ec €
Mpnm,nm by

By =e, @ K~ (7.20)

Then (vec(Xt))ter s the output process of a Rym-valued continuous-time state
space model associated with (A}, C;¢, Eye, LV*°) and such that

dvec(Z]) = fl;’,ec vec(Z]) dt + E;’ec dLy¢, teR, (7.21)
vee(X;) = C)*vec(Z]), teR. (7.22)
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Proof. For every t € R write Z; = (Zt(l),Zt(Q)7 . .,Zt(p))T € (M, )P where for
every ¢ = 1,...,p we denote by Zt@ the i-th n x m-block matrix component

of Z;. Given the state process (Zi):cg and output process (Xi)ier we show
that (vec(X:))ter solves (7.22) with (vec(Z]))tcr being a solution to (7.21). By

definition we have X; = C;(Z;) = Zfill Ci_l(Zt(z)) and hence by linearity of the
vec-operation we see that

q+1 g+1
vee(Xy) = vee(Cy(Zy) = > vee(Cim1(27)) = > €Y% vee(Z,), teR.
i=1 1=1

(7.23)

As before, let K(®™™) be the commutation matrix such that K®™™) vec(F) =
vec(F'T) for every F' € (M, »,)?. Then Vec(Zt(l)) = K~(m) vec((Zt(l))T) and for
every 1 = 1,2,...,p we can write

vee((Z)T) = (€] & Lum) vee(Z]).
Hence, for every i =1,2,...,p and t € R we have
vee(Z1") = K= (€] @ Ly ) K7™ vee(Zy). (7.24)

We thus continue with the term vec(Z;) that appears on the right-hand side
of (7.24). Note that by linearity, inserting (7.14) into vec(Z;) yields

t
vee(Z;) = vec(e =94 Z,) —|—/ vec(e WA E dL,), s<teR. (7.25)

S

We know that ¢ +— e*4»vq is the unique solution to the linear equation %v(t) =

Apv(t) with v(0) = vo. Moreover, we see that 2 vec(v(t)) = AJe¢ vec(v(t)) with
vec(v(0)) = vec(vg) is uniquely solved by vec(v(t)) = e vec(vg). Hence, by
linearity, we conclude that (et4#)vee = ™" must hold for all ¢+ > 0. Therefore,
the right-hand side in (7.25) coincides with

t
=94 vec(Z,) +/ WA vee(E,dL,), s<tecR. (7.26)

Hence, by using the K ®™™)_commutation matrix again, we see that for all real
s < t we have

t
vec(Zy) = el AT K= Pnm) oo (ZT) 4 / WA =) voo (B, dLy,)T).
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Hence, by (7.24)
vee(Z7) = K= (e @ 1) (K(p”’m) =9 A" jr=(Prom) yoc(ZT)
t vec
+/ K (Prm) (=) AL = (pnm) yee (B, dLu)T)), s<teR.
‘ (7.27)

Now note that
K(Pn,m) etA;ecK—(pn,m) _ etK(p”””)AZSCK’(”"””) for all t > 0.

)

Next, we show that K ®nm) gvec K=nm) — fvec et F, = (F1, Fy,...,F,)T €
(M, 1, )P then

r
K prom) gyec g = (enm) yee(FT) = K™ vee ((Fy, Py, ..., Fp, Z Apiii(F))T)

zvec((FQT,FQT,..., P’ZAP“ J(F}) )

= (vec(FJ),...,vec(F]), Z VeC(Ap+17i<Fi>T>)T

= Agcc(vec(Fg)),

where in the last equation we used that K~ (™) vec(F[) = vec(F;) and

Zvec p+1—i(F3) ZAvffl K™ vee(F, ZA"j_Cl ; vec(Fy).

This and vec((E, dL,)T) = E;ec dvec(LT) inserted into (7.27) imply
Vec(Zf@) = K=" (] @ L) elt=9)A7 vec(Z7T)
t Avec A
+ K—(n,m) (62- ® Hnm)/ e(t—u).Ap ;ec dVGC(L;E%

which finally inserted back into (7.23) proves (7.21) and (7.22). O

Remark 7.6. i) Note that in order to obtain the correct autoregressive struc-
ture in (7.21), we have to take the transpose of the state process Z; for
t € R. That means we first stack the columns of the first block matrix
entry Zt(l) below each other, then below this real vector of length nm we
append the stacked columns of Zt(Q) and so on until we finally obtain the
vector vec(Z]) = (Vec(Zt(l)), vee(ZH), . .. ,vec(Zt(p)))T € Rppm.-
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ii) In case of M,,; = R,, the vec-operator is the identity and also vec(Z]) =
vec(Zt), i.e. in this case Proposition 7.5 is trivial. Note further that when-
ever the state process (Z;):ecr takes values in (Sy)P driven by a Levy pro-
cess L with values in Sg, then K@% = T2 and we see that AYe® = AYec,
Cyee = €y and By = Eye° for i = 1,...,p and j = 0,...,¢ and the
representations in (7.18)-(7.20) become considerably simpler. Moreover, in
this case we could replace vec by the vech operation.

iii) The controller canonical form for Rg4-valued MCARMA processes was al-
ready used in [30] for estimating the parameters of the driving Lévy process
(L¢)ter- Proposition 7.5 suggests that the results of [30] straightforwardly
extend to the matrix-valued case.

From the representation in (7.21) and (7.22) we can read off the following second
order moment structure for the process (X;):er, see also [10] or Proposition 5.2.

Proposition 7.7. Let p € N and q € Ny such that ¢ < p and assume that
(AZEC,E;ec,é;’eC,LveC) is as in (7.18)-(7.20) with L being square-integrable and
where we denote the covariance operator of (L}*)iecr by QV°. Then the absolute
second moment of the process (vec(Xy))ier, given by (7.22), exists and we have

Var [vec(X,)|Fs] = CY°S1C(Cye)T, s<teR, (7.28)
where
t Avec A A Avec\T
EZ;C — / eu.Ap E;)/ec Qvee (EZEC)T eu(.Ap ) du.
Moreover, for every h > 0 the auto-covariance of (vec(X:))ier satisfies

Cov [vee(Xypn), vee(X,)|F] = Crec M sy (Cre)T, s <t e R, h > 0.
(7.29)

If in addition (Xy)ier is stable and given by (7.9), then
Var [vec(X;)] = CyeeRLe(Cr*)T vt e R, (7.30)
where 3Y°¢ = fooo e“AZeCEA';’eC Qvee (E’;ec)T e“(AZec)T du and the auto-covariance is

Cov [vee(Xpin), vee(X,)] = Cy¢ "4 S (Cr)T, teR, h>0.  (7.31)

A concrete example for the auto-covariance (7.29) of an output process of a linear
state-space model can be found in (8.15) below.
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Proposition 7.5 tells us that the process (vec(X:)):er can be interpreted as the
output process of an R,,,,,-valued continuous-time state space model in a controller
canonical form entry-wise composited with the commutation matrix K (™) Tt
is well known that every R,,,,-valued MCARMA process possesses a state space
representation. Conversely, the result in [133, Theorem 3.3] describes precisely
those state space specifications such that the associated output process gives rise
to a (causal) MCARMA process. We introduce the following notion: We call the
function H: C — L(M,, ,,,) given by

H(\)=C\\,—-A)'B, )eC, (7.32)

the transfer function of the continuous-time linear state space model associated
with (A, B,C, L). The transfer function H associated with (Ay*®, Eyee, Cye, LV*°)
as in Proposition 7.5 satisfies the following;:

Lemma 7.8. Letp € N and q € Ny such that ¢ < p and let (A}’)ec, E;ec,é;ec, Lvee)
be as in Proposition 7.5. Then for every A € C we have

Coe (N, — AYC) TLEY = QN P(N) T, (7.33)
where Q, P € M,,,,,(R[\]) for A\ € C are given by
Q) = Gy + CYee K™\ 4 Cyoe (K™ 4 Cyee(Kmm™\)9, (7.34)

and
P(N) = (Kmm™\)P — Ayee(KmmInp=t — Agee(RmmINP=2 — | — 4yee,
(7.35)
Proof. Let A € C and F = (F1, F,...,Fp)T € L(Rpm, Rppim) with F; € M,

for all i = 1,...,p and such that F(z) = (le Fox,..., Fx)T for all z € Ry,
We solve the matrix equation (Alp,m, — AZEC)F = E;,’ec, where the left-hand side
equals

(AP, — K=(v™ Py AFy_y — K™ E, AF, — A¥°F — ... — A}*F,)".
Setting this equal to (O, . .., Opm, K~ »"™)T and solving for F yields
Fy= (KM= =9p - fori=1,...,p—1, (7.36)

and inserting this into the last equation we see that the term
)\F ZAZicl ; (}\p(K(n m) ZAveC )\K(n 7n))p z) ()\K(n m))l pF

must coincide with the matrix K—m),
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This, by definition of P()), is equivalent to F, = (AK(™™)P~1P(X\)~1. Hence,
by (7.36) we see that F; = (AK(™™)i=1P(\)~1 je.

F = (PON)LAKM™ PN L (AK™™)P=1p())~1)T,
From this and the definition of Q we conclude that
Cy(Alpnm — A) VBN = Cy°F = Q) P(N) ™!, AeC,
which proves (7.33). O

The following proposition is the key result for the definition of matrix-valued
MCARMA processes. We relegated the proof to Section 7.4.

Proposition 7.9. Let p € N and q € Ny such that ¢ < p and assume that
(A;ec,Egec,é;eC,Lvec) is as in Proposition 7.5. Moreover, let Q(\) and P(\) be
given by (7.34) and (7.35), respectively. Then there exist two matriz polynomials
Q, P € M, (R[\]) such that

Q) =CoM +C AT 4. +C,, MNEC, (7.37)
with C’j e M, for7=0,...,q and

PO\) =T, NP — AN — . — A, M\eC, (7.38)
with A; € My, fori=1,...,p satisfying

PO)TIQ(N) = Q)PN)Y forall X e C, (7.39)

and det(P(\)) = 0 if and only if det(P(\)) = 0. If moreover, the logarithmic
moment condition E [log(||L1||nm)] < 0o holds and

{/\ e C: det(P()) = o} CR\ {0} +iR, (7.40)
then equation (7.22) has a stationary solution, unique in law, given by

vec(X;) = / g(t —s) dLY*, teR, (7.41)

— 00

where g: R — M,,,,, @s given by

g(t) = S / h St P(i6)tQ(ig) d¢, teR. (7.42)

2 J_ o
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Following [112, Theorem 3.22], every Ry, -valued MCARMA process (Y:)ter with
moving-average polynomial matriz () € Mum(R[A]), autoregressive polynomial
matric P € My, (R[A]) and input Lévy process L on R, is given by

Vi or [ [ 9B Q6 dgdL., e R
T J—00J—oc0

where P satisfies {xec: det(P(\) = 0} C R\ {0} +iR and L is such that
E 1og(||i1||nm)] < oo. It thus follows from Proposition 7.9, that the unique

stationary process (vec(Xy));>o in (7.41) is an R,,,-valued MCARMA process
with moving-average polynomial matrix Q, autoregressive polynomial matrix P
and Lévy noise LV®°. Moreover, by [112, Remark 3.19] it can be interpreted
as the solution of the higher order stochastic differential equation (6.79) with
L replaced by LY°°. This justifies the following definition of a matrix-valued
multivariate continuous-time autoregressive moving-average process (by means
of transformed R,,,,,-valued MCARMA processes):

Definition 7.10. Let p € N and ¢ € Ny such that ¢ < p and (A,, E,,C,4, L) be
as in (7.11)-(7.13). If moreover E [log(||L1||n,m)] < oo and (7.40) is satisfied, then
we call the unique output process (Xi)iecr in (7.15) for which (vec(Xy))ier is
the stationary solution to (7.22), an M, ,,,-valued continuous-time autoregressive
moving-average (MCARMA) process of order (p,q). In the special case where
g=0and Cp =1, ie Cy =[L,0,...,0], we call (X;)ier an M, ,,-valued MCAR
process of order p instead. Moreover, if in the situation above we have 7(A,) < 0,
or equivalently {\ € C: det(P(\)) = 0} C (—00,0) + iR, then we say that
(Xt)ier is a causal MCAR(MA) process of order (p,q) (resp. p). Otherwise, if
T(Ap) > 0 we say that (X;)ier is non-causal.

Remark 7.11. i) By Definition 7.10 we see that every causal MCARMA pro-
cess with values in M, ,,, is the output process of a stable linear state space
model and non-causal MCARMA processes correspond to non-stable linear
state space models. Moreover, it can be seen from the representation (7.41)
(see also (7.60) in the proof of Proposition 7.9), that non-causal MCARMA
processes are not adapted to the natural filtration FF, since for ¢t € R, X;
depends on o(Ls: s > t).

ii) Note that the vectorized versions P and Q of the operator polynomials P
and Q in (7.16) and (7.17) can in general not be interpreted as the moving-
average and autoregressive polynomials of the MCARMA process. Instead,
the polynomials Q and P in (7.39) can be naturally interpreted as such,
i.e. by means of equation (6.79). If, however, P and Q commute, then

P()\) = P(\) and Q(\) = Q()) for all A € C.
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7.3 Positivity of MCARMA processes

In this section we study positivity of M,, ,,-valued MCARMA processes of order
(p,q), as they were defined in Definition 7.10 above. Recall that we use the
term positive as a synonym for cone valued as our main examples of multivariate
cones, ]Rj and Sj, are both termed positive. This section is divided into the
case of causal MCARMA in Section 7.3.2 and the non-causal MCARMA case
in Section 7.3.3. A careful distinction between the two cases is justified as the
positivity constraints may interact with the stability conditions. Our main results
are Theorem 7.16 and Theorem 7.24 below, which establish sufficient and/or
necessary conditions for the positivity of M, ,,,-valued (non-)causal MCARMA
processes.

7.3.1 Positive operators and cone valued Lévy processes

Before we study the positivity of M, ,,-valued MCARMA processes in the next
two sections, we recall some additional preliminaries concerning convex (algebra)
cones, (quasi)-positive operators and increasing Lévy processes. For n,m € N,
we consider the inner product space (M, m, (-, )n,m) and assume that M, ,, is
equipped with a convex cone C, i.e. €' C M, ,, is such that C+C C C, \C C C
for all A € R and C N (=C) = {0, }. Moreover, we write “ <o ” for the
partial-ordering on M, ,,, induced by C, i.e. for z,y € M, ,,,: © <¢ y if and only
ify—zed.

Positive and quasi-positive operators

We denote by 7(C) C L(M,, ,,,) the set of all linear operators leaving the cone C
invariant, i.e.

m(C)={A € LM, ) A(u) >¢ Ofor all u >¢ 0}.

We call elements in 7(C) positive operators on M, ,,. Note that the set 7(C) is
a convez algebra cone, that means it is a convex cone such that By, By € w(C)
implies B1By € w(C). We denote by “ < ” the partial ordering on L(M,, ,,,)
induced by 7(C). Moreover, we call an element A € L(M, ) quasi-positive
or quasi-monotone, if exp(At) = 0 for all ¢ > 0, where exp(At) denotes the
operator exponential of At. It is well known that A is quasi-positive if and only
if for all u,v € C with (u,v), ,» = 0 we have (Au,v)pm > 0, see e.g. [76] and
Definition 2.10. Note here that we already used this notion in Chapter 2 to ensure
that the linear drift of an affine process is inward pointing at the boundary.
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The following two cases are our main examples for convex cones in M, ,,:

a) For m = 1 and n = d we have (Rqg, (,)q) = Mg1,(,-)g,1). On Ry we
consider the positive orthant C' = R;, which is a convex cone and we
denote its induced partial ordering by “ <; ”. It is well known that the
cone W(R;) C My of Rj—preserving linear maps (matrices) is given by the
set of all positive matrices (more precisely non-negative matrices), i.e.

T(RY) = {(aij)1<ijca € Ma: aij >0Vi,j=1,...,d}.

It is also well-known that a matrix A = (a; j)1<i,j<d € Mg is quasi-positive
(sometimes called cross-positive) if and only if a; ; > 0 forall i, =1,...,d
such that i # j, i.e. all off-diagonal elements are non-negative and the
diagonal ones can be arbitrary, see e.g. [76].

b) In case of n = m = d for some d € N we consider the space of real d x d-
matrices My. On My we consider the convex cone of all symmetric and
positive-semi definite matrices C' = S} and denote the induced partial
ordering by SSI 7. As far as we know, there is no analogous characteriza-

tion of the set m(S]) known. Partial results were achieved in this direction,

see e.g. [135, 108] for some related results in the theory of linear preserver
problems.

Multivariate Lévy processes on cones

Let L = (L¢)ier denote a two-sided Lévy process on M, ,,, defined on some
filtered probability space (Q2, F,F,P) and let C' be a convex cone in M,, ,,,. We
define a positive Lévy process as follows:

Definition 7.12. We call a two-sided Lévy process (L;)ier on M, ., C-positive,
if it is C-valued or, equivalently, if L; — L, € C for all ¢,s € R such that s < ¢.

The characteristic exponent (7.1) of a C-positive Lévy process is given by

er(2) =1L, 2)nm + /C(e“f’z””” —1—i(x(€), 2)n,m)ve(dE), 2 € Mpm,

where the drift vy is positive, i.e. v € C and the Lévy measure vy is con-
centrated on C \ {0,,,,}, hence jumps, small or large, of the Lévy process are
positive. Moreover, note that compared to (7.1) the diffusion part vanishes, i.e. a
positive Lévy process is of pure-jump type. We refer to [8] for more information
on matrix-valued positive Lévy processes.
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7.3.2 Positive causal MCARMA processes

Throughout this section we fix n,m € N and let C' be a cone in M, ,,. Moreover,
we assume that L = (L;)er is a C-valued two-sided Lévy process defined on the
filtered probability space (2, F,F,P) such that E [log(||L1|lnm)] < co. We let
A,, E, and C,4 be as in (7.11)-(7.13) and assume that 7(A,) < 0. This of course
implies that the stable output process (X;):er, associated with (A,, E,,Cq, L), is
a causal M, ,,-valued MCARMA process given by

¢
X, = / Coet=ME dL,, teR. (7.43)
— 00
We begin with a small lemma on the connection between quasi-positive operators

and their spectral bound:

Lemma 7.13. Let V be a linear space and C C 'V a conver cone. Then for every
quasi-positive A € L(V) with 7(A) < 0 we have —A~! = 0.

Proof. Tt follows from the spectral mapping theorem that for every A € L(V)
with 7(A) < 0 we have 7(exp(A)) < 1. It thus follows that eA' — 0 as t — oo
and therefore we see that
-A! :/ eAs ds.
0

Hence, whenever A is quasi-positive, i.e. exp(As) = 0 for every s > 0, we have
fooo e®s ds = 0 and consequently —A-1>=0. O

From the representation (7.43) we see that X; € C for every ¢ € R, whenever
the Lévy process (Lt)ier is C-valued and g(s) = C, e*** E, € 7(C) holds true for
every s > 0. In the following lemma we prove a particular form of the Laplace
transform of the kernel function g. The main part of the proof, the computation
of the transfer function, is similar to the matrix representation case in Lemma 7.8.

Lemma 7.14. The Laplace transform ¢: R — L(M,, ) of the kernel g(s) =
Cq eSAPEp erists and is given by

PN = QWP() !, A0, (7.44)

Proof. Since 7(A,) < 0 we see that for A > 0 the resolvent R(\, A,) = (\I-A,)~*
is given by the Laplace transform of the matrix semigroup e*4», i.e.

oo
R\, Ap) :/ e M et ds.
0
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We thus compute

o) = /0 e Mg(s) ds =C, (/0 e M et ds) E, =C4R(\ Ap)E,. (7.45)

For A € C we compute the term R(X, Ap)E), as follows: Let
F, = [F,F,,...,F)]T € L(My, m, (Mym)P)
with F; € L(M,,,,) and such that F,, applied to z satisfies
F,(z) = (Fiz, Fyx, ..., Fyx)T.

Moreover, set A == [Ap,, A,_1,...,A; ] and consider (A\I — A,)F, = E,, which is
equivalent to

[AFy — Fy, \Fy — Fs, ..., AF,_1 — F,, AF, — AF,] = [0,...,1],.

Solving for F,, yields Fy = A" 'Fy, Fo = A"'F;,..., F,_; = A"'F), and thus for
everyi=1,...,p—1 we have F; = )\’(”’i)Fp. Moreover, the last equation reads
as

(WI—A,— A, i )— ...~ AN YNV =1,

and hence, by definition of P()\) we see that F, = A?"'P(\)~! and therefore
F; = \"1P(\)"!fori=1,...,p— 1. In vector notation this means

F,=[ToP\) Lo PN L. W o PO = (1LA,...,. X HePW) L

Thus inserting F,, = R(\, A,)E, back into (7.45) and by definition of Q in (7.17)
yields

C,Fp = CoPN) P+ AC PN+ .+ W IC, PNt = QPN
O

Next, we introduce the fundamental property of the Laplace transforms of the
kernel function s — g¢(s) that will ensure the positivity of the associated causal
MCARMA processes. The following definition is adapted from [3, Definition 5.4].

Definition 7.15. We call a function f: Rt — L(M,,,) completely monotone
with respect to w(C), if f is infinitely often differentiable and (—1)" ™ ()\) = 0
for all A > 0 and n € Nj.

The following proposition is our main result on the positivity of matrix-valued
causal MCARMA processes.
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Theorem 7.16. Let (X;)ier be a M, ,-valued causal MCARMA process of order
(p,q) given by (7.43). Moreover, let P(\) and Q(X) be the associated operator
polynomials in (7.16) and (7.17), respectively. Then the following holds true:

i) (X¢)ier is C-valued if and only if the map X — Q(N)P(AN)~! is completely
monotone with respect to w(C).

it) If A — Q(X) is completely monotone with respect to w(C') and P(X) can be
decomposed into linear factors as follows:

p

P(\) =J1- Ay, (7.46)

i=1

where for all i =1,...,p the operator A; e LMp,m) is quasi-positive and
7(A;) <0, then (X¢)ier is C-valued.

Proof. By Lemma 7.14 the Laplace transform ¢ of the kernel g(s) = C, eSAPEp
is given by the operator rational function A — Q(A)P(A)~!. By a vector valued
version of Bernstein’s theorem, see [3, Theorem 5.5], and Lemma 7.14 it follows
that s — g(s) is positive. Indeed, by Bernstein’s theorem we have g(s) € 7(C)
for all s > 0 if and only if its Laplace transform is completely monotone with
respect to m(C), but since its Laplace transform is given by A — Q(A)P(\)~1
Theorem 7.16 i) follows.

For the second statement Theorem 7.16 ii), we see that from Theorem 7.16 i)
it follows that the MCARMA process (X;);>o is C-valued if and only if A\ —
QNP (N)~ ! is completely monotone with respect to m(C). Note further that for
every i = 1,...,p the resolvent R(\, A, ;) exists for every A > 0 and is completely
monotone with respect to 7(C). Indeed, by assumption A, is quasi-positive and

7(A;) < 0. This implies that also —AI+ A, is quasi-positive and 7(—AI+A;) <

for every A > 0. Indeed, note that the operator —\I is always quasi-positive for
A > 0, since whenever (u,v),, ,,n, = 0 we have (—Au v)n m = —Mu,V)n.m = 0.
By an application of Lemma 7.13 it follows that (A\I — A;)~! = 0. Moreover, for
every n € N we have

1AL A = (AT A0, (7.47)
dan

where the right-hand side of (7.47) is again positive, since 7w(C) is an algebra
cone. It thus follows that for every i = 1,...,p the linear factor (A\I — A;)~?
in the decomposition (7.46) is completely monotone and by assumption Q is
completely monotone as well. Now the assertion follows since the product of
completely monotone functions is again completely monotone (use the general
Leibniz’s rule here) and hence Theorem 7.16 ii) follows from part i). O
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Remark 7.17. i) In the univariate case an analog of Theorem 7.16 i) was
shown in [142, Theorem 2]. Here we extend the result to the multivariate
setting. However, it is to be noted that the result can be extended even
beyond finite-dimensions. In fact, also for certain Hilbert-valued CARMA
processes as introduced in [23] a similar characterization can be shown.

ii) The factorization of operator polynomials into the form (7.46) is well stud-
ied in the literature, see, e.g. [127] and in particular for matrix polynomials
[71]. For instance, a sufficient criteria for P()) to admit a factorization of
the form (7.46) is that the transition operator A, is diagonalizable. If an
operator polynomial is factorizable, then the operators A, can be computed
by iterated operator division and the additional positivity conditions can
be checked thereafter.

The strength of Theorem 7.16 ii), however, lays in the fact that it provides us
with a simple method to construct positive stationary MCARMA processes by
choosing suitable operators A, fori=1,...,p. Thisis explained in the following
example by means of a second order MCARMA process:

Example 7.18. Let n = m = d for some d € N, p =2 and Q()\) = I. Moreover,
let Ay, A, e L(Mg) be quasi-positive with ’T(Al) 7(Ay) < 0. For example, we
could choose Az = Az + xAF for some matrix A; € My with T(A ) < 0 for
i = 1,2. Note that in this case for i = 1,2 we have o(A;) = o(4;) + o(4),
see [129} If we set Aq == A + Ay and Ay := A A, we see that

P(A\) = (ANI—A))(AL—Ay) = M1 - )A; — A,

Hence, following Theorem 7.16 ii) and since 7(A2) = 7(A3), this specification
gives rise to a C-positive causal MCAR process of order p = 2, whenever T(Ag) =
7(A1A2) < 0.

Note that the conditions in Theorem 7.16 ii) are in general not necessary for
causal MCARMA processes to be positive. Indeed, in some situations we can
check the conditions of Theorem 7.16 i) directly as illustrated by the following
example:

Example 7.19. Let p =2, Cy € n(C) and A € L(M,, ,,) be invertible and such
that —A? is quasi-positive. If we define

0 I
Ay = [—A2 O} , and Cp:=[Cy,0],

then 7(Az) = 7(—A?) < 0 and the associated operator polynomials are P()\) =
A2 + A? and Q()\) = Cp. We thus see that A — Q(A)P(M\)~! is completely
monotone, although no factorization of the form in (7.46) is available.
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In the following Proposition 7.20 we extend another sufficient positivity criteria,
known in the univariate case in [142, Theorem 1 e¢)], to R4-valued MCARMA
processes. In order to this, we adapt the proof of [5, Theorem 1] to 7(R;})-valued
rational functions. Unsurprisingly, this multivariate version is more involved and
requires some additional and rather technical assumptions.

Proposition 7.20. Let p € N and q € Ny such that ¢ < p and let (X¢)i>o0 be an
Ry-valued causal MCARMA given by (7.43) with parameters (A,, E,,Cq,L). Let
P()\) and Q(X) denote the matriz polynomials in (7.16) and (7.17), respectively,
and assume that {CAQ € My:i = O,...,q} and {1211 € My:i = 1,...,p} are two
commutative families of positive matrices such that

q P
QN =JJOI1-C) and PO\ =]](I-4)). (7.48)

i=0 i=1
Moreover, assume that for every A > 0 we have Q(\)P(\)~t = P(A\)~1Q(N), the
matriz logarithms log(P (X)) and log(Q(N)) exist in My and for everyi =0,...,q
there exist (W1 12 lhatl) ¢ W(R;r) such that for every n € N we have

(103 < 16T+ for all 5 =0, ..., q,

A q .. A q ..

C; < ZI(Z’JJFI) O] Aj+1 and ZZ(Z’JJrl) =1g4. (749)
j3=0 =0

Ifp > q+ 1, we assume in addition that 7(A;) <0 for alli=q+2,...,p. Then

(Xt)i>0 is an R -valued causal MCARMA process of order (p,q) with associated
moving average polynomial Q) and autoregressive polynomial P.

Proof. Following Theorem 7.16 i), it suffices to show that A — Q(A\)P(\)~?! is
completely monotone on R* with respect to the cone 7(R}}). By (7.48) we have

q p -1
QPN ! = (H(/\I - Cy)) (H()\I - /L-)) . YA>0.

=0 i=1

Since the multiplication of monotone functions is again completely monotone it
suffices to show the complete monotonicity of A — Q(\)P(A\)~! for

q
PO =]JJO1-4), rec,
i=1
since by Theorem 7.16 ii) we conclude that the maps (AT — A;)~?
monotone for alli=qg+2,...,p.

are completely
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Moreover, it suffices to prove that the map A — log (Q()\)ﬁ()\)—1> is completely
monotone, since for all A > 0 we have

QP! = exp (log(QNPN) ) =D (log(wifw‘ )

n=1

(7.50)

By assumption we know that the matrix logarithms of Q()) and ]Vf(/\)_1 exist
for every A > 0 and moreover the matrices Cy, ..., Cy, the matrices Ay, ..., Ag1
and the matrix rational function Q()\) and P(A\)~! mutually commute and hence

log (QI\)P(N) 1) =log (Q(N)) — log (P(N))

q+1

= Zlog (AL - Zlog (AL -
= / e Mgl z:(es‘zl’”rl — eSéi) ds. (7.51)
0 i=0

From (7.51) we see that is suffices to show that > 7_,(e*Ai+1 —e5Ci) = 0 holds
for all s > 0. For this note that the matrix exponential is monotone with respect
to W(Rj), i.e. for G1,G2 € My such that G; < G5 we have ¢! < ¢%2. This
can be seen from the definition of the matrix exponential and since monomials
are monotone with respect to m(R}). Note further that the matrices 15341
are in W(R;;), i.c. entry-wise non-negative, and the same holds true for C; for
i=1,...,¢g4+1and j =0,...,q. Thus by Lemma 7.28 we have (I(»7+1) @C’Z)” =
(163D & (C)™ for every n € N and hence fori =1,...,g+1and j =0,...,q
we see that

. (3+1) o A.)» 1(:5+1) An

l(l,J‘Fl)@Ai - (l @ 1) ( ) @ 7 (’L,]—‘rl

e =) S =e >4 ol
neN neN neN

(7.52)

This together with assumption (7.49) and the convexity of the matrix exponential
imply that for all s > 0 we have

q q . N
Zesa < Zes EZ=OZ(L’J+1)®AJ'+1
=0

=0

q
Zl i,j+1) ® GSAJ'+1
0 5=0

(Z 1(5+1) ) esAit1

MQ

I~
I

[
MQ

0

J

e Aj+1 .

I
.MQ

<
I
o
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Hence, from (7.51) it follows that log (Q()\)p()\)_l) is given by the Laplace trans-
form of the (R} )-valued kernel s — s~ 37 (es4i+1 — e5Ci), which by Bern-
stein’s theorem yields the complete monotonicity of log (Q(A)P(A)_l) and hence
following the reasoning above, we conclude by Theorem 7.16 i) that (X;)ier is
]le'—valued. That @ and P are the moving-average, respectively, autoregressive
polynomials of (X;)er then follows from the commutativity of Q(A\) and P(\)
and Remark 7.11. O

Remark 7.21. i) Following [78, Theorem 6.4.15 c)] the (real) logarithm of
the matrix P(\) exists if and only if P()\) is non-singular and has an even
number of Jordan blocks of each size for every negative eigenvalue.

ii) Note that the technical assumption of Proposition 7.20 is best understood
when departing from the condition

q q
S A= G (7.53)
=0 =0

Indeed, note that if (7.53) holds for all 1 < k,n < d, then we see that
Zg:o(AzH)k n >t (Ci)kn. Following the Hardy-Littlewood rearrange-
ment inequality and Hall’s marriage theorem, see also [5, Equation 3] and

referencgs therein, we see that foAr‘all i1=0,...,qand k,n=1,...,d there
exist (l,(;’rzﬂ))j:o’“_,q with 0 < l,(j”iﬂ) < 1 such that for every 1 < k,n <d
we have

k n < Zl(lﬂ""l) A

and Y7, l,(;”i) = 1. Hence, setting [(+7) = (l](;,;]l))lgk,ngda we see that
the conditions in Proposition 7.20 are met if we assume (7.53) together
with (l(i’j))" =< 109 for every i = 0,...,gand j = 1,...,q+ 1 any n €
N. Condition (7.53) is the analogous multivariate condition compared to
the univariate case in [142, Theorem 1 e)]. In our case, the additional
assumption (7.49) is needed in (7.52). Otherwise, the matrix exponential
is not convex with respect to the Hadamard product. Note further that it

follows from (7.51), that the stronger, but more accessible, condition
z:(es“i“rl — eSéi) =0 Vs>0

is sufficient and could replace the condition in (7.49).

208



7.3 PosiTivity oF MCARMA PROCESSES

7.3.3 Positive non-stable output processes

In this section we study positive non-stable output and non-causal MCARMA
processes. As before, we assume that C is a cone in M, ., for n,m € N and
let L = (L¢)ier be a C-valued two-sided Lévy process defined on the filtered
probability space (2, F,F,P) such that E[log(||L1|ln,m)] < oco. Moreover, we
let A,, E, and C, be as in (7.11)-(7.13) and assume throughout this section
that 7(A,) > 0. Analogous to the stable case in the previous section, we are
interested in sufficient and necessary conditions for the positivity of non-stable
output processes. Recall that every non-stable output process (X;):cr, associated
with (A,, E,,Cy, L), has the representation

t
X, =Cyelt=94 7, 4 / Coet"WAME dL,, s <t. (7.54)

If, in addition to the above, condition (7.40) is satisfied, then there exists a unique
stationary solution to (7.54) which is the associated non-causal MCARMA pro-
cess. However, in contrast to the causal case, a non-causal MCARMA process
does not admit representation (7.43). Indeed, following the proof of Proposi-
tion 7.9, we see that the stationary representation of (vec(Xy))ier in (7.41), and
hence also the one of (X;);cr, is considerably more complicated for studying pos-
itivity due to the kernel go in decomposition (7.63), which in the non-causal case
does not vanish. We therefore assess the positivity of non-stable output processes
(Xt)ter given by (7.54) as follows: We look for conditions on the model param-
eters Aq,..., A, and Cy,..., C, such that for every s < t the process (X;);>s is
C-valued whenever Z; € CP and (L;)ier is C-valued.

Remark 7.22. i) In the deterministic control literature a similar type of pos-
itivity is often referred to as internal positivity, see, e.g. [58]. We call a state
space model internal positive, if for every non-negative initial value Z; and
every C-valued input process (L;);er the output process (X;);>s assumes
only values in C.

ii) Again, we may assume that Z; is Fs-measurable, such that the process
(X¢)1>s is adapted to the natural filtration. In this case, however, (X¢)i>s
is not necessarily an MCARMA process anymore. Moreover, even if a
unique stationary solution (MCARMA process) exists, conditions such that
(X¢)1>s is positive for all positive initial values Z; € CP are in general
neither sufficient nor necessary for the positivity of the MCARMA process.
Indeed, the stationary distribution of (Z;):eg, if it exists, might not be
supported on C?, see Section 8.2.1 for an example.
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Let J C {1,...,p} and denote by C’? the wedge! in (M,,,,)? consisting of
the cone C' in the in the J-th Cartesian coordinates (and M,, ,, otherwise). In
particular for J = {1,...,p} we have C/? = CP and C{}? = O x M, ,,, x
-+ X M, . To ensure the positivity of the term C, e(t=5)4» 7 in (7.54) for every
Zs € CP, we see that for all t > s the operator C, e(t=*)4» must map C? into C.
Note that in the case of a MCAR process, i.e. where Cy = [I,0, ..., 0], one would
think that e**» has to map C? onto C{11}P only, as the output operator Cq only
projects down onto the first block matrix component anyway. However, we have
the following:

Lemma 7.23. Let (Ap, E,,Cq, L) be as above and let (X;)i>s be the associated
non-stable output process in (7.54). Then the following holds true:

i) IfC; € m(C) forallj =0,...,q and A, is quasi-positive with respect to CP,
then (Xy)i>s is C-valued for all initial values Z, € CP and every C-valued
Lévy process (Ly)ier.

i) If A, is quasi-positive with respect to C’P then J ={1,2,...,p}.

1) Conversely, if (Xi)i>s 15 C-valued for all initial values Zs € CP and every
C-valued Lévy process (Li)ier, then C; € w(C) for all j =0,...,q. If in
addition C = Cj_l(C) holds for all j = 0,...,q, then A, must be quasi-
positive with respect to CP.

Proof. We proof part i) first. Suppose A, is quasi-positive with respect to C?,
then by definition e*4»z € CP for every z € CP and t > 0. Hence, for Z, € C?
we have e(t=9)4» Z_ € CP and by definition of a C-positive Lévy process, we have
E,(Ls — Ly) € CP for all s > s'. This implies that fst =), dL, € OP for
all t > s. If moreover C; € n(C) for all j = 0,...,q then C,(el*=*)4r Z,) € C and
Cq (fst e(=9)4 £, dL,) € C, which according to (7.54) yields X; € C for all t > s.
Next, we show that the particular form of 4, implies that it can only be quasi-
positive on (M, ., )P with respect to the wedge C7? if J = {1,2,...,p}. Recall
that quasi-positivity of A, with respect to C/? can be equivalently characterized
by the property that ({(A,x,u)), > 0, whenever ((x,u)), = 0 with x,u € C’?
where we denote the inner-product on (M, .,)? by ((-,-)),. Therefore, let x,
u € C’? and note that

(A )y = (25, Y0 As) T

p—1 D

= (@jt1, Ujhn,m + Z<Ap+1—i(mi)vup>n,M~ (7.55)

1 i=1

<.
Il

IRecall that a wedge W

N

My, m is a convex cone without the property WN(—W) = {0p,m }-
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We set J¢:={1,2,...,p}\ J and suppose that J¢ is not empty. If p € J, let x,
u € C7P be such that u; = 0 for every j € J and (;, u;)n,m = 0 for i € J¢, then
clearly ((x,u)), =0, but from (7.55) we see that

<<‘Apxa u>>P = Z <xj+17uj>n7m7

jeJe

which can be negative since we only assumed that u; € M,, ,,, and z;;; can be
chosen arbitrary as long as (41, %;j11)n,m = 0 for j+1 € J° The case p € J°
then follows by a similar argument and we see that J° must be empty or otherwise
A, can not be quasi-positive with respect to C7?. This implies that we must
have J ={1,2,...,p}.

Lastly, for for the necessary direction in part iii). We suppose that X; € C for
all t > s, Z;, € CP and every C-valued Lévy process (L¢)ier. In particular, at
t = s we have

q+1
X, =CyZs =) Ci1(Z0)eC
i=1
for all Z, = (Zgl),Z§2), cee Zs(p)) € CP. Therefore, if we let z € C be arbitrary
and set zJ = e;®@zfor j=1,...,q, then zJ € CP and by assumption we must

have X; = C;j_1(2) € C for all j = 1,...,¢+ 1. Since z € C was arbitrary
we conclude that C;_; € 7(C) for all j =1,...,¢+ 1. Next, assume that even
C = Cj_l(C) holds for all j = 0,...,¢ and show that in this case .4, must be
quasi-positive with respect to the cone CP. For this let Z, € CP be fixed, but
arbitrary. Since the constant zero Lévy process is C-valued as well, it follows
by assumption that (X;)ier given by X; = Cq(e(t*S)APZS) is C-valued for all
s <t € R and every Z, € CP. Since by the first part C; € n(C) and by
assumption even C = Cj_l(C') for all j = 0,...,q, we see that for every s < ¢
there exist a J C {1,...,p} such that {1,...,q} C J and e*=5)4 Z € C/». But
since this holds for every s < t € R, we find in every neighborhood infinitely many
time points (¢;);en such that e(ts=*)4» Z_ € C7P holds for the same .J. From this
we conclude that already e*4»(C”7?) C C’P must hold for all + > 0 and some set
J C{1,...,p} (indeed, this follows first for all rational time points and extends to
irrationals by continuity of the exponential). This, however, by definition means
that A, is quasi-positive with respect to C7? and thus we conclude from part
ii) that already J = {1,2,...,p} holds, i.e. that A, must be quasi-positive with
respect to CP. O

The following theorem is our main result on the internal-positivity of non-stable
output processes on M, ,,. Under an extra condition on the stationary distribu-
tion of the non-stable output process, it also provides a sufficient condition for
the positivity of non-causal MCARMA processes.
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Theorem 7.24. Letp € N and ¢ € Ny with g <p. For s <t € R, let (X;);>5 be
the output process in (7.54), associated with (A,, E,,Cq, L) such that 7(Ay) > 0.
Then the following holds true:

i) If Ay € L(M,, ) is quasi-positive and A;,C; € w(C) fori=2,...,p and
Jj=0,...,q, then (Xy)i>s is C-valued for every initial value Zs € CP and
C-valued Lévy process (Lt)ter-

i) If C = C;l(C) forall j =0,...,q. Then (Xy)i>s is C-valued for every
indtial value Zs € CP and every C-valued Lévy process (Li)ier if and only
if Ax € L(M,, ) is quasi-positive and A; € w(C) fori=2,...,p.

i) If C; € w(C) forallj =0,...,q and there exists a stationary distribution of
(Z)ter supported on CP, then the associated non-causal MCARMA process
(Xt)ter s C-valued.

Proof. We begin with the proof of part i). By Lemma 7.23 i) it is enough to
show that A; € 7(C) and A, is quasi-positive with respect to C implies that A,
is quasi-positive with respect to C?. Indeed, let x = (z1,22,...,2,)T € CP and
u = (u,uz,...,up)T € CP such that ((x,u)) = 0 we show that ((A,x,u)) > 0.
As before we have

p—1 P
((Apx, 1)) = (i1, U5)nm + Z<Ap—i+1(xi)v Ui)n,m., (7.56)
j=1 i=1
and since z;11,u; € C for all j = 1,...,p — 1, we see that (zj11,u;)nm >

0 and hence the first sum in (7.56) is non-negative. Moreover, we see that
(Ap—iy1(zi),u;) > 0 for ¢ = 1,...,p — 1 by assumption that A;(C) C C for
i =2,...,p and thus the remaining term of the second sum is (Ai(xp), Up)n,m-
By assumption we have ((x,u)) = >¥_(2j,uj)n,m = 0, and in particular
(@ps Up)n,m = 0, which by the quasi-positivity of Ay implies (A1 (x}), Up)n,m > 0.
Hence, ((A,x,u)), > 0 whenever ((x,u)), = 0, which proves the quasi-positivity
of A, with respect to CP.

The second assertion is a consequence of Lemma 7.23 iii) and it is only left
to prove that the quasi-positivity of 4, with respect to C? implies that A; is
quasi-positive and A; € «(C) for i = 2,...,p. For this, suppose that A, is
quasi-positive with respect to C?, then for every x, u € C? with ((x,u)), = 0
we find that the term in (7.56) is non-negative. If we let u,,z1 € C be such that
(1, Up)n,m = 0 and if we set u = (0,...,0,u,)T and x = (21,0,...,0)7, then
we observe that ((x,u)), = 0 and (7.56) reduces to (A1(zp), Up)n,m > 0. Since
x1 and wu, satisfy (x1,up)n,m = 0 but are otherwise arbitrary, it follows that A4
is quasi-positive. Moreover, we see that A; € 7(C) for i = 2,...,p follows by
a similar argument. The third assertion follows immediately from part i) and
formula (7.54), since by assumption Z; is supported on CP for all t € R. O
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Remark 7.25. Note that the positivity condition in Theorem 7.24 i) only applies
in the non-stable case, i.e. for 7(A,) > 0. Indeed, suppose that A, is quasi-
positive with respect to C? and 7(A,) < 0, then by an application of Lemma 7.13
to Ay, and the cone CP implies that the inverse .A exists and must map positive
vectors into negatives, i.e. A 1(CP) C —CP. However, the inverse of A, is
explicitly known as

AJTA, 1 AJTA, 5 . ALY
I 0 . 0
—1 . .
A = 0 I . o (7.57)
: . . 0
0 0 I

and obviously never satisfies A, !(C?) € —CP. Conversely, note that if A; for
i =1,...,p satisfies the assumptions in Theorem 7.24 i), then A, can not satisfy
7(Ap) < 0. This is so since o(A,) = 0(A,) and by the Perron-Frobenius theo-
rem, see also [76, Proposition 1], we know that there exists at least one leading
eigenvalue of A, which is non-negative and hence 7(A,) > 0.

In the following two corollaries we concretize the positivity criteria in Theo-
rem 7.24 for the case of Ry-valued and Sg-valued non-stable output processes.

Corollary 7.26. Assume that m =1 and n = d for some d € N and let p € N,
q € Ny such that g < p. Moreover, let (Li)icr be an R;‘ -valued Lévy process and
for s <t € R we denote by (X;)1>s the non-stable output process associated with
(Ap, Ep,Cq, L) such that T(Ap) > 0 and (A;)i=1,...p and (Cj)j=o,...q satisfy the
following conditions:

i) For every i = 2,...,p we have A; = (a ,(;) )i<k,n<d Such that a(Z >0 for

all1 <k,n<d;
i) Ay = (ak L)1<k n<d 1s such that Ao (1) >0 forall1 <k,n<d with k # n;

itt) For every j =0,...,q we have Cj = (ngl)lgk,ngd such that c,(sz >0 for
alll1 <k,n<d.

Then (Xi)i>s 18 R -valued, whenever Zg € R;d.
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We can visualize the condition of Corollary 7.26 on A, € M4 as follows:

04 Iy 04 . 04
04 04 Iq
: . 04
@d e e @d ]Id
A, =

(p) () _(p—1) (p—1) (1) (1)
al,l...aLd aLl ...al,d al,l...aLd
(p) (p) (p—1) (p—1) (1) (1)
ad,l...ade adyl ...ad)d ad,l...adyd
————
a{?) >0, Vk,n al? V>0, Vk,n all) >0, Vk#n

We obtain an analogous result for Sj—valued non-stable output processes:

Corollary 7.27. Assume that m =n = d for some d € N and let p € N, g € Ny
such that ¢ < p. Fors <t € R we denote by (X;)>s the output process associated
with (A, Ep,Cq, L) such that 7(A,) > 0 and assume that (Lt)ier is an S, -valued
Lévy process. If (Ay)i=1,...p and (Cj)j=o,..q satisfy the following conditions:

i) For every i = 2,...,p there exists a; € My such that A;(x) = a;za} for
every T € Sq;

it) There exists an a1 € My such that Ai(x) = a1z + xzal for every x € Sy;

iii) For every j = 0,...,q there exists ¢; € Mg such that Cj(x) = cjxc; for
every T € Sy.

Then (X)i>o0 is S} -valued, whenever Zs € (ST)P. Moreover, the state-space
representation of (vec(X¢))i>o0 in (7.21)-(7.22) holds with operator A} given by

042 I42 042 ... 042
042 042 T2
Avec . .
P )

: . 042

042 ... R 7 T2

ap®@ap, ap_1®@ap—1 ... ... Li®a+a @]y
output operator Cy* given by C;° = [co @ co,c1 ®c1, ..., Cq D¢q,0q2, ..., 0g2] and

the input operator E°¢ given by EJ* = e, @ Lg2.
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Proof. This follows from Theorem 7.24 and the fact that maps of the form z —
aza* for a € My are in m(S}) and maps of the form z — ax + za* are quasi-
positive. Moreover, note that

AV (z) = (Ig ® a1 + a1 ® L) vee(z)

and AY*°(z) = a; ® a; vec(z) for ¢ = 2,...,p and the analogous assertions hold
for the operators C; for j =0,...,q. O

7.4 Proof: Existence of stationary solutions

The existence of Q,AP € M,,,,(R[\]) such that (7.39) holds with det(P(\)) = 0
if and only if det(P(\)) = 0 follows immediately from [89, Lemma 6.3-8] and
Lemma 7.8. From (7.33) it then follows that (P, Q) is a left-matrix fraction

description of the transfer function H(\) = CA;eC(AImm - A;ec)_lEZ‘)’ec, ie.
Coe (M, — AYC)TLEY = P(\)TPQ(N), VA e C. (7.58)
We define the two kernels g1, g2: R = L(Rym, Rymyp) by

. 1 At Avec)—1 fvi .
gi(t) = i), AN (Npnm — AF) ' EYdN, teRandi=1,2, (7.59)
where we integrate anti-clockwise over simple closed curves p; and p, in the open
left- and right-half plane of the complex field encircling the zeroes of the map
A= (AL — A;ec)*lEI‘)’eC. More specifically, let p; be the rectangle in the left-
half plane with width M and height 2R (with M and R large enough such that

all eigenvalues in the left-half plain are encircled) and such that the line segment
pir ={A € C: R(A\) =0 and |I(N)| < R},

forms an edge of p;. We then define the curve py as the reflection of p; over the
imaginary axis. Moreover, for i = 1,2 we denote by p; the curve p; without the
line segment on the imaginary axis.

The complex integrals in (7.59) are well defined, since by assumption (7.40) there
is no singularity of A = (ALpnm — A%) " EY® = (L, ALy, - - - s ALy ) TP(A) 7
on the imaginary axis. For every ¢ € R we set

7, = / "t —u)dL, — / " ot — u) L. (7.60)

— 00
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Next, we show that the integrals over the kernels g; and g, are well defined as
the limit of integrals

t T
lim qg1(t —w)dL, and lim g2(t — w)dL,.
T

T—oo | _ T—o00 t

Moreover, we show that (Z;):cr is the unique stationary solution of (7.21). First,
note that for ¢ = 1,2 the kernel g; satisfies the equation < g;(t) = Aj€gi(t), which
can be seen by similar arguments as in Lemma 7.8. Indeed, note that we have

1vec 1 Avec\—1 fvec frvec
AP gz(t) = % / eAt(/\]Ipnm - Ap ) 1Ap Ep d)\7
Pi
and the term (AL, —A;ec)_lfi;ecf?;’ec can be computed by solving the following
linear matrix equation

()\]Ipnm _ A;f)eC)—lF _ A;eCE;eC,

for F' == (F1, Fa, ..., Fp)T € L(Rym, Rppm) with F; € M, forall i =1,...,p.
Since AZECE;’GC = Onm, - - - O, K’(”’m),fl‘l’ec), we can argue similarly to the
proof of Lemma 7.8 and obtain

F = AL, ..., PFHE@™NPLATPA) ™ = (O, -+ - Op, K™)T.

Note that by integrating over the closed curves p; for i = 1,2, the integral over
the latter term vanishes and hence for all ¢ € R we obtain
d 1 .

90 = 57 [ O KO A R, TP A
Pi

= Avgi(t), i=12

Since the homogeneous linear equation %v(t) = fl;fecv(t) is uniquely solved by

e v, we see that g;(t) = "% g;(0) for i = 1,2 and ¢ € R. This has the
following consequences: First, it follows that there exist K > 0 and § > 0 such
that for all u < 0 we have [|g1 (—u)| £, 0, (M, 0 )P) < K eIl and for all u > 0 we
have Hgg(—u)||L(Mn_’m’(anm)p) < K e %l This together with E [log(|| L1 |lnm)] <
oo implies the existence of the integrals fjoo g1(t —u)dL, and j;oo g2(t —u)dL,,
respectively, as limits of integrals over the intervals (—=T,¢], resp. [¢t,T), for T —
00, see also [36]. Next, we show that (Z;)¢er is a solution of (7.21).
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Another consequence from the representation g;(t) = et Ay 9:(0) for i = 1,2 and
t € R is, that for every s < ¢t € R the following equality holds true:

olt—s) Apee Zs = o(t—s)Apee (/ g1(s —w)dL, — / go(s —u) dLu)

= etA;ec(/ g1(—u)dL, — / g2(—u) dLu). (7.61)
Now, by setting p = p1+p2, the spectral representation of the matrix exponential
et see e.g. [103, Theorem 17.5], yields

tA _ At -1
B = o /pe (Apnm — AS)TLEY e d), Vt€R,

and hence, for every t € R we have

¢ Avec A Avec ¢ t
/ a(t—uw) Ay Brecdr, — otAy (/ g1(—u) dLu—l—/ g2 (—u) dLu). (7.62)

By summing up (7.61) and (7.62) we obtain

ee t o]
ot ( [ scwar.- [ 92<—u>dLu) 7,
—00 t

which proves that (Z;)ier is a solution of (7.21). Moreover, it is easy to see that
(Zi)ter is also stationary and unique in law. Now, let us set Y; := C;*°(Z;) and
h(t) = g1(t)1[0,00)(t) — 92(t)1(—sc,0)(t) for all t € R, then

00 X %) 1 ) A R
y, = / Crech(t — u) dL, = / (5 / AT (Nl — ) YA dL,
p

which by (7.58) equals

Y, = /oo (%/ew—wﬁ—lu)@m d)\) dL,, teR, (7.63)
—0o0 P

and if

/°° (L/exwu)pﬂ(A)Q(A) ar) :/OO g(t—w)dL,, teR, (7.64)

o 271'1 —00

then by uniqueness we conclude that vec(X;) = Y; for ¢ € R and that the repre-
sentation (7.41) holds true. It is therefore left to prove that the identity in (7.64)
holds true for every ¢t € R.
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In order to prove this, we set K(z,t) == e **P(z)~'Q(z) and use the integration
paths from above, i.e. p; = p; £ p;r. We then compute the left hand-side in (7.64)
as follows:

h(t) = g1(t)1[0,00) (t) — 92(1) 1 (—o0,0)(?)
— i ([ KCDG10m0 - [ KD a1 o)

2ri ps

1

-~ ([ K 1 -
27 ( o (th) dz [0700)(t)

K(Z, t) dzl(_oo)o) (t))

p2

2mi

—iR
+</ K(et) dsTig(0) - [ K<z,t>dzl<_w,o><t>>

1
= — ( K(z,t) dz1p 00 (1) =
1

2mi

) K(z,t) dZ]-(foo.,O) (t))

R R
+2177</ K(i&t)dfl[o,oo)(t)-&-[ K(if,t)dﬂ(oom(t))

ff/ K(ig,t df—l——/Kztdzl[Ooo) /Kztdzl(ooo)())

P2

Now, by letting R — 0o, we see that for every ¢t € R the first term converges to
g(t) = 5= [0 K(i&,t) d¢ and it remains to show that the latter term converges
to zero. For thls we first consider the term f K(2,t)dz1 o0 (t) for t > 0 and
note that the integral over p; can be split mto three separate integrals: The first
is
iR-M R R ~ ~
[P = [ e e Mg - M) Qi€ - M),
iR—M -R

where the term e *M in the integral dictates the convergence to zero as M — co
for arbitrary R. The two other terms are given by

iR—M N M _ N
[P A=~ [ O PR - () IQR - O dC.
iR 0
and
—iM ~ ~ -M . .
/ MPN) TN AN = / THTOLP(—iR + )T Q(— iR + ¢) d¢,
—iR—M 0

where in both cases the integrals exists for arbitrary large M and since p > ¢
implies P(—iR + ¢)"'Q(—iR+¢) — 0 as R — oc.
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We see that both integrals converge to zero as R — oco. Similarly, for the integral
over po and all t < 0, we see that

iR+M ~ ~ R ~ ~

[T AN = [ e P (g M) Qi€ - M),
—iR+M -R

which, as before, converges to zero as M — oo for every R > 0 since ¢ < 0 and

the matrix exponential is the dominating term. For the remaining parts, we have

iR —M
/ MP(A)TIQ(N) dA = —/ IO PR - ()T Q(R - ¢) d¢,

R+M 0

and

—iR+M M

[P aA= - [ e O - iR) QU - iR AL,
—iR 0

and we see that for every M > 0 and ¢ < 0, since p > ¢ the integrals converge to

zero, whenever R — co. Thus the only remaining term of h(t) when expanding

the integration domain is g(t) = % ffooo K (i&, t) d€ which proves (7.64) and we

conclude the assertions of Proposition 7.9.

7.5 Auxiliary result

In this section we only prove a submultiplicativity property of the Hadamard
product of two non-negative matrices. This auxiliary results was used in the
proof of Proposition 7.20.

Lemma 7.28. Let d € N and A, B € My be non-negative matrices, i.e. A, B €
m(RY). Then for allm € N we have (A® B)" < A" ® B".

Proof. We write A = (a; j)1<i,j<d and B = (b; j)1<i j<a and prove the statement
by induction over n € N. For n = 1 the statement is trivial. In case of n = 2,
it follows from the non-negativity of (a; ;)1<; j<a and (b; j)1<i j<d that for every
1,7 € {1,...,d} we have

d d d
(A© B))ij =) aikbikaribey < (D ainaju)( Y birbik) = (A% © B))i;,
k=1 k=1

k=1

which proves the statement for n = 2. Now, suppose that (A ® B)® < A ® B"
for some n € N. We show that also (A ® B)"*! < A"*1 © B"*+! holds.

219



7.5 AUXILIARY RESULT

Indeed, we have (A® B)"*), ; = (A©@B)(A®B)"); ; < (A®B)A™® B"), ;,
where we note that (A®B)A"®B"); ; = 22:1 ;1 (A™)k, ;i k (B™)k,; and hence

d
(A0 B)"™™)i; <Y aik(A™)k i k(B )k,
k=1
d d
< (2 ain(dMes) (2 bia = (A" o B,
k=1
which yields the desired inequality (4 ® B)"Tt < A"+l © Bntl, O
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CHAPTER 8

STOCHASTIC COVARIANCE MODELS BASED ON
POSITIVE SEMI-DEFINITE MCARMA

Abstract of the chapter In this chapter we discuss the capability of positive
semi-definite MCARMA processes to model the instantaneous covariance pro-
cess in multivariate stochastic covariance models. This extends ideas known in
the univariate setting [27] to the multivariate setting, and we demonstrate the
potential of higher-order MCARMA based models to capture a great variety of
short-memory effects observed in realized variance and cross-covariance processes
in applications. We introduce the class of matrix-valued well-balanced Ornstein-
Uhlenbeck processes as a particular example of an matrix-valued MCARMA
process of order two and justify the relevance of higher-order MCARMA based
stochastic covariance models by an exemplary analysis of the second order mo-
ment structure of positive semi-definite well-balanced Ornstein-Uhlenbeck based
models.

This chapter is based on [17, Section 4]:

BENTH, F., AND KARBACH, S.

Positive multivariate continuous-time autoregressive moving-average processes,
2022, DOI: arXiv.2206.08782.
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8.1 INTRODUCTION

8.1 Introduction

In this chapter we are concerned with multivariate stochastic covariance models
based on positive semi-definite MCARMA processes as introduced and studied
in Chapter 7. More precisely, we consider a model consisting of a d-dimensional
(logarithmic)-price process together with an instantaneous covariance process
given by an MCARMA process with values in the cone of positive semi-definite
d x d-matrices. Classical choices for the instantaneous covariance process in mul-
tivariate stochastic covariance models are either pure-jump based models, such as
OU type models and superposition of these, so called supOU processes, see [10,
126], pure diffusion-based models such as the Wishart processes, see [31], or mix-
tures of both, e.g. affine jump-diffusion models, see [104, 42]. We propose to use
MCARMA processes on symmetric and positive semi-definite matrices to model
the instantaneous covariance process in multivariate stochastic volatility models.
For one thing, the popular multivariate extension of the Barndorff-Nielsen and
Shepard (BNS) stochastic volatility model in [126] is included in the much broader
class of positive semi-definite MCARMA based models. In addition, the nuanced
short memory structure of the MCARMA class has the potential to explain phe-
nomena like non-monotone or sub-exponentially decaying auto-correlation func-
tions that are often observed in realized (co)variance time-series of financial data.
We demonstrate the capability of MCARMA based stochastic volatility models by
means of positive semi-definite well-balanced Ornstein-Uhlenbeck processes. This
class stems from a particular configuration of MCARMA processes on positive
semi-definite matrices and we provide a detailed analysis of it in Section 8.3.

8.1.1 Layout of the chapter

This chapter is structured as follows: In Section 8.2 we begin with a brief intro-
duction to multivariate stochastic covariance models. The theory is in large parts
analogous to the thoroughly discussed infinite-dimensional case. In particular, we
recall some results on the second order moment structure of the return and co-
variance processes in Section 8.2. Subsequently, in Section 8.2.1, we recall the
multivariate Barndorff-Nielsen and Shepard (BNS) volatility model from [125]
as a particular example of an MCAR based stochastic covariance model of order
one. We motivate the use of higher-order MCARMA based stochastic covariance
models to capture certain short-memory effects observed in realized variance and
cross-covariance time-series. In Section 8.3, we demonstrate the gained flexibil-
ity in the second order structure when using higher-order MCARMA processes
through an exemplary analysis of positive semi-definite well-balanced Ornstein-
Uhlenbeck processes.
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8.2 Second order moment structure of stochastic
covariance models

Let d € N. We call an Ry x Sj—valued process (Y, Xy)i>0 a stochastic covariance
model on R4, whenever it consists of a instantaneous covariance process (X)i>o
on S} and a d-dimensional (logarithmic) asset price process (Y;)i>o given by a
stochastic differential equation of the form
{dYt:(a—&-Xtﬁ)dH—th/Qth, t>0, 61)

Yo =y € Ry,

where o € Ry is the drift, § € Ry the risk-premium, and (W;);>o denotes a
Rg-valued (standard) Brownian motion, see [12, 125]. The instantaneous covari-
ance process (Xy);>o is assumed to be integrable with respect to (W:)i>0 and

S;—valued such that for all £ > 0 the matrix square-root th /2 exists, and the
stochastic integral in (8.1) is well-defined. Our goal is to have a preferably flex-
ible class of instantaneous covariance process (X;);>o such that the stochastic
covariance model (Y, X;);>0 represents the stylized facts of financial data, while
being sufficiently tractable for, e.g. simulations, statistical inference or option
pricing. In contrast to the logarithmic price process (Y;);>0, the instantaneous
covariance process (X;)¢>o is not directly observable in markets. However, it
can be measured indirectly from the realized covariance of the (squared) return
process as follows: First, assume that (X;);>0 is square-integrable and stationary
and for any real positive number A we define the discrete-time process (Y,;2),en
by
nA

nA
YA = YnA—Y@H)A:/ (a+Xtﬁ)dt+/ X/2dw,, neN.
(n—1)A (n—1)A

The process (Y;2),en is the sequence of logarithmic returns over the intervals
[(n —1)A,nA] and it can be seen that for every n € N the random variable Y,»
given X2 is normal distributed. More precisely, for every n € N we have

nA

YAIXA ~ N(aA + X523, X5)  with X5 = / Xedt = XA = Xy
(n—1)A
where X, = fot Xids for t > 0, see also [9]. We define the auto-covariance

function acovy, := R*T — L£(My) of the process (X¢)¢>0 at t > 0 by acovy, (h) =
Cov[vec(X¢1p), vec(Xt)] where h > 0; Similarly, we define the auto-covariances
acovya and acovya(ya)r(h) for the processes YA(Y,A)T and (X2),en, respec-
tively, in which case we restrict to n,h € N.
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Following [125], we observe that the second order structure of the instantaneous
covariance process (X;);>0, respectively its discrete difference process (X2)nen,
is inherited by the second order structure of the squared logarithmic return pro-
cess (Y2(Y,2)T)en such that

acovyayayr(h) = acovya(h), forall h,n € N. (8.2)

Moreover, we recall from [125, Theorem 3.2] that for general square-integrable
stationary instantaneous covariance processes (Xt)tzo we have

acovxa(h) =1 (hA + A) = 2" (hA) + 77 (hA = A), Vh,neN, (83)

where 77 : RT — £(M}) is given by

t s
() = / / acovx, (u)duds, t>0. (8.4)
o Jo

As we noted before, a prominent feature observed in many realized (co)variance
time-series is the memory effect, which means that the observed auto-covariances
of the (squared) returns exhibits sub-exponential decay or even non-monotone
configurations, see, e.g. [27, 28] and the reference therein. To capture the mem-
ory effect in the short-time lags, we propose to model the instantaneous covariance
process (Xt):>o in (8.1) by S} -valued higher-order MCARMA processes as they
were introduced in Chapter 7. In the univariate case the idea to model the instan-
taneous variance process in stochastic volatility models by positive (higher-order)
CARMA processes goes back to [27]. To demonstrate the potential of MCARMA
based stochastic covariance models, we compare the two auto-covariances in (8.2)
and (8.3) in the following two cases: First, for the multivariate BNS model in
Section 8.2.1, which was studied in [125]. Secondly, for a stochastic covariance
model based on a positive semi-definite well-balanced OU processes which we
introduce in Section 8.3 below.

8.2.1 Ornstein-Uhlenbeck type processes on positive semi-
definite matrices

Stochastic covariance models based on positive semi-definite OU type processes
were studied extensively in [10, 126, 125] and we refer to it as the (multivariate)
BNS stochastic volatility model. The class of matrix-valued OU processes is
included in the class of matrix-valued MCARMA processes and form the class of
MCAR processes of order one, see Definition 7.10. We show that the positivity
criteria in Theorem 7.16 in case of a causal MCAR process of order one coincides
with the known (sufficient) criteria for positive semi-definite OU processes in [10].

224



8.2 SECOND ORDER STRUCTURE OF STOCHASTIC COVARIANCE MODELS

Let p =1, ¢ = 0 and set A = —A for some A € L(My) such that (7.40) is
satisfied and let C; = I. Moreover, let L be a two-sided Lévy process on My
and assume that E [log(||L1]]42)] < co. We denote the MCAR process associated
with the state space representation (Aj,I,I, L) by (X¢)icr. This process is an
Ornstein-Uhlenbeck type process on My and has the following representation:

t
X, =e t=9)Ag +/ e~ (=WAQL,, s<teR.

S

If we further assume that 7(—A) < 0, then X; = fioo e~ (t=9)A 4L is the unique
stationary OU process adapted to the natural filtration of (L;)icr. It follows
from Theorem 7.16 ii), that whenever (L¢)ier is S;r—increasing, a sufficient con-
dition for (X;)ier to be Sj—valued is the quasi-positivity of the operator —A
with respect to S;. By recalling the definition of quasi-positivity this means
e A (ST) C S for all t > 0 and we see that this criteria coincides with the usual
sufficient condition for OU processes to be symmetric and positive semi-definite,
see [10, Proposition 4.1].

In the following we recall some statistical properties of S;—Valued stationary OU
process that follow from Propositions 7.4 and 7.7 and [10, Proposition 4.7]: For
all t > 0 the mean of X; is given by

E[X]=A u,=A" (fyL + / gyL(dg)), (8.5)
Syn{liglla>1}
and the auto-covariance of (X;);>o at ¢t > 0 is given by
Cov [vec(Xy), vee(Xyyp)] = e "M D7IQvee,  h >0, (8.6)

where QV¢¢ = vecoQ ovec™! and D € L(My2) is given by
D(X) = A™X + X(AY)T  with A = vecoA ovec . (8.7)
Moreover, we have
t
/ X;dt = —A NX; — Xo— Ly), teR, (8.8)
0
and it follows from [125] that
r++(t) — ((AVBC)*Q(efA"eCt _ Hd2) + (Avec)flt)pfl Qvec’ t>0, (89)
which by (8.2) and (8.3) for every n € N yield

aCOVYnA(YnA)T(h> _ e—AveCA(h—l)(Avec)—Q (Hd2 _ e_AvecA>2,D—1 Qvec7 heN.
(8.10)
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8.3 Well-balanced Ornstein-Uhlenbeck processes
on positive semi-definite matrices

In this section we introduce matriz-valued well-balanced OU processes that ex-
tend the univariate well-balanced OU processes from [136] to Sg-valued processes.
The authors in [136] proposed positive well-balanced OU processes as a model
for the instantaneous variance process in stochastic volatility models. Here, we
extend this idea to the multivariate setting by studying S;r-valued well-balanced
OU processes and show that this class is well-suited to model the instantaneous
covariance process in multivariate stochastic covariance models. Moreover, we
show that stochastic covariance models based on well-balanced OU processes ex-
hibit auto-covariance functions of the squared logarithmic returns ¥;* that have
slower decay compared to the multivariate BNS model.

Let A € L(Sy) with 7(=A) < 0 and define Ay € £((My)?), E2 € L(My, (My)?)
and Cy € ﬁ((Md)Q,Md) by

Ag = LSQ (I)} , FEy:= {ﬂ and Cp:=[-2A,0]. (8.11)

Moreover, let (L;)ier be a square-integrable S:l'—increasing Lévy process with
expectation uy € S; and covariance operator Q € L(Sq). Let (X;)¢>0 denote the
output process of the state space model associated with (As, Fa, Cy, L) and initial
value Zy, where Zj is a random element in (S;)? (not necessarily Fo-measurable).
The output process (X;);>0 is given by

t
X, =Coet2 7y + / Coe'= 4y dL,, t>0, (8.12)
0

and we note that since o(Ay) = o(A?) C RY \ {0} + iR the process (Xt)i>0
is non-stable, but (7.40) is satisfied and thus following Proposition 7.9, there
exist a unique stationary solution to (8.12). Following our terminology from
Definition 7.10, this stationary process is a non-causal MCARMA processes of
order (2,0) and in the following proposition we define positive semi-definite well-
balanced OU processes as the unique stationary and positive semi-definite solution
to (8.12). Moreover, we specify the stationary distribution and present sufficient
positivity conditions for (X;);>o.

Proposition 8.1. Let (As, Es,Co, L) be as above and in addition assume that
—A is quasi-positive. Let (X;);>0 be as in (8.12) with Zy = (Zél)7 Zé2)) given by
Z(gl) = —A"Ym +m)/2 and Z(gQ) = (m — m2)/2 where

0 o)
m o= / eAdL,  and o= / e A dL,.
0

— 00
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Then (Xy)i>o s stationary, Sj{ -valued and can be represented as
t o)
X, = / e (t=9AqL, + / e"CTOAGL,, t>0. (8.13)
—0o0 t

Moreover, for all t > 0 we have
E[X:] = 2A "y, (8.14)
and the auto-covariance of (X¢)i>0 at t > 0 is given by
Cov [vec(X¢yn), vec(Xy)] = e*hAveC(ehT) ~I)D Qv
+2e M DIgyee p >, (8.15)
where D € L(Sq) is given by D(X) = AX — X(AY)T, D is as in (8.7) and

Avee = vecoA ovec . We call the process (X¢)i>o in (8.13) a positive semi-
definite well-balanced OU process.

Proof. From the particular anti-diagonal form of Ay we see that for every k € N
the following holds true:

P R e el

which gives

ds o= (B SN ()Y [ cosh(tA)  sinh(tA)A~!
olA —Z (2k)! ;0 (2k+1)! [Sinh(tA)A cosh(tA) }’

t>0

— )

k=0

where cosh(tA) = Y 77 0 2k' - and sinh(tA) == Y77, (2k+1),1. Note further,
that sinh(A), cosh(A) and A all commute mutually. Hence by (8.12) we obtain

cosh(tA)Z{" + sinh(tA)A~1Z{?
Xe=[-2A,0]| 1) @)
sinh(tA)AZ;"’ + cosh(tA)Z,

- fena (R R a)

t
= —2A cosh(tA)Zél) - ZSinh(A)Zé2) - 2/ sinh((t — s)A)dLs
0

= Az —AetAZ ¢ xY - X, (8.16)

where in the last line (8.16) we used that cosh(tA) = i(exp(tA) + exp(—tA))
and sinh(tA) = 1 (exp(tA) —exp(—tA)), set X(l) = _tAZ(gQ) —|—fg e~ =)AqL,,
for t > 0, as well as X\» = et47{? + f (t=s)AdL,.
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Now, recall m; = ffoo e*AdL, and Ty = [;° e "4 dL, respectively, and inserting

the initial state Z(gl) = —A"11(m +m) and Zéz) = 1(m —m2) into (8.16) yields

t t
X, =By + / e (=)AqL, + e Ay — / elt=9)Aqr,.
0 0

t 0 t
_ /OO e(t_s)A dLs +/ e—(t—s)A dLS +/ e—(t—s)A dLS _ / e(t—s)A dLS
0 0 —o0 0

t [e%e]
:/ e‘A(t_s)dLs—i—/ e~ A= qL,, (8.17)

—o0 t

which proves representation (8.13). We set Xt(l) = ffoo e~ Al=5) L, and Xt(z) =
j;oo e~ A6t qL,. By assumption —A is quasi-positive and hence it follows from

Section 8.2.1 that both Xt(l) and X’t@) are positive semi-definite for all ¢ > 0.
Thus, we proved that (X;);>¢ is stationary, positive semi-definite and possesses
the representation (8.13). We continue with the computation of the expectation
and auto-covariance. It is easy to see that for all ¢ > 0 we have

E {Xﬁ”} —E [XF)} — A Yy,
which implies (8.14). It is left to prove that the auto-covariance of (X;);>¢ at
t > 0 satisfies (8.15). For this, we recall that for all ¢, h > 0 we have
Cov [vec(Xyyp), vec(Xy)] = E [vec(Xyyp) vee(Xy)T] — E [vec(Xyyp)] E [vec(Xy)T],
where according to (8.14) and linearity of the expectation we see that
E [vec(Xi4n)] = 2(AY)'E [vec(L,)],

and E [vec(X;)T] = 2 [vec(L1)]T ((A¥*¢)T)~1. Thus by (8.13), we are left with
the terms

E [vec(f(t(?h)vec(f(t(j))T , 14,5 =1,2. (8.18)

Note that for « = j = 1 this term is the auto-covariance of the stationary OU
type process ()N(t(l))tzo adjusted by the following outer-square of the expectation:

E [vee(X ()| E [vec(R{V)T] = (4°) 7B [vec(L1)] E [vec(L1)T] (A7) )T,

Note that following (8.6), the auto-covariance of the process (vec(Xt(l)))tzo is
given by

Cov [vec()zﬁ)h),vec()?fl))} = e hA™plgvee >0,
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Similarly, for i = j = 2 a straightforward computation shows that the auto-
covariance of (Xt(2))t20 is the same as the auto-covariance of (Xt(l))tzo. For
i =2 and j = 1, we see that by the definition of a two-sided Lévy process we
have

Cov [Vec(Xt(Jr)h) VGC(X(l))} 0.

Hence, we are left with the last term in (8.18), that is ¢ = 1 and j = 2. Note first
that for every h > 0 we have

t+h o)
vec(f(t(i)h) VeC(X(Q)) / e~ (tHHh—u)A™ dvec(Lu)/dvec(LS)Te_(S_t)(Avec)T.
oo t

By using the independent increments property of (L;);cg and by a change of
variable, we see that

E Vec(f(t(j_)h) vec(X,

é\:

/e_(h WA™E [dvec(Ly,) d vec(Lg)T] e AT
0

_ pvec vec o AVES\T
—e A h/esA Qe s(AYeC) ds
0

+ (AY)"1E [vec(Ly )] E [vec(L1)T] ((A¥)T)) "

h
e—hAVec esﬁ vec g
-t [ etea
+ (A¥)7'E [vec(L1)] E [vec(L1)T] ((A¥*)~1)T.

The integral in the last line can be computed as
b . N
/ esDQvec ds = D—l(eh’D o I) Qvec'
0

Hence, by collecting all the terms in (8.18) and since D, D and exp(A) mutually
commute, we obtain (8.15). O

Remark 8.2. Proposition 8.1 shows that the positivity criteria for non-stable
state space models from Theorem 7.24 is indeed not necessary. As noted before,
this happens, as for stationary processes (such as the well-balanced OU) it would
suffice to ensure the positivity only for its stationary states and not, as in The-
orem 7.24, for all positive initial values Zy. Moreover, note that the stationary
distribution does not have to be supported on the positive cone (Sj)p for the
output process (X¢)i>0 to be positive.

229



8.3 POSITIVE SEMI-DEFINITE WELL-BALANCED ORNSTEIN-UHLENBECK PROCESSES

8.3.1 Second order structure of positive semi-definite well-
balanced OU based stochastic covariance models

In this section we study the second order structure of stochastic covariance mod-
els with instantaneous covariance process given by a positive semi-definite well-
balanced OU process. In particular, we compare the obtained auto-covariance of
the squared (logarithmic)-return process with the corresponding auto-covariance
in (8.10) in the multivariate BNS model. In the next lemma we compute the
function r™* from (8.9) for the positive semi-definite well-balanced OU process:

Lemma 8.3. Let A € L(My) such that —A is quasi-positive and 7(—A) < 0 and
denote by (X;)i>0 the associated positive semi-definite well-balanced OU process
as in Proposition 8.1. For every t > 0 we have:

() = ((AveC)—2 e (G —T) — Dyt + Dg) D1Qvee + 2r S (1), (8.19)

whererd (1) is asin (8.9), G € L(Mgz) is defined by G(x) == (A¥°°)2z((AYec)T)~2

and D; € L(Mgz) fori = 1,2 is given by D;(z) :== (A*°) "'z — x((A"eC)T)ﬂ.

Proof. Let T > 0, then by definition of »™ in (8.4) we have to compute

t s
rtH(t) = / / acovx, (u)duds, t>0,
0 Jo

for acovy,. (u) = Cov [Xp4y, X7] given by (8.15). By (8.6) we see that for every
u > 0, the auto-covariance function acovx, (u) is the sum of two times the auto-

covariance function of the classical OU process and e*hAvec(emj - I)ﬁlevec.
Thus we obtain

t s . R
rtr(t) = / / e uA™ (e"P —I)D' Q™ duds + 2rh i (t)
o Jo

t
_ / _plgvee ((AveC)T> -1 ( e s(AT)T _ ]Idz)
0
+ (AVGC)*l ( efsAvec — ]Id2)lb71 Qvec dS + 2,’”3?]_ (t)
_ 25—1QVGC((AVQC)T)_Q(e_t(AveC)T_ ]Lp) _ (Avec)—2(e—tAvec_ Hd2),15_1 Qvec
FDTIQU (A7) (A7) D@ 1 2 (1)
— (A7) 27 (G P —T) — Dyt + Do) D1 Q¥ + 2757 (1).
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8.3.2 Heuristics on the second order structure of positive
semi-definite well-balanced OU based models

In the following we give some heuristics on the flexibility of the second order
structure of positive semi-definite well-balanced OU processes in comparison with
the classical OU type processes. From Lemma 8.3 and (8.3) we see that the auto-
covariance function of the squared (logarithmic)-returns (8.2) in the positive semi-
definite well-balanced OU based stochastic covariance model for h € N has the
following form:

aCOVYnA(Y*nA)T (h) _ e_AvecA(h—l)(Avec)—Z(g eA(h—l)ﬁ_]:) (]Id2 —e_AvecA)2]5_1QV6C

P efAVECA(h*U (AveC)72 (Hd2 . e,AvecA)2D71 Qvee, (8.20)

where n € N and A > 0. Note that the term in the second line of (8.20) is
simply two times the auto-covariance of the multivariate BNS model (compare
with (8.10)). Thus, the interesting term is the first one in (8.20). Indeed, assume
for simplicity that AYe¢ is symmetric. Then note that for every A(h —1) > 0 we
obtain the following expansion of the non-linear term in the first line of (8.20):

(A) (G AP D = Ah 1) + SD(A( — 1) + O((A(h — 1))?).

From this, we observe the following small-time asymptotic of the auto-covariance
function acovya(yar (h):

aCOVYnA(YnA)T (h) ~ A(h—l) efA"ecA(hfl) Qvee 1 O((A(h—l))Q efAvecA(hfl)chc)’

for small A(h — 1). In comparison with the auto-covariance function of the
squared (logarithmic)-returns in the multivariate BNS model, the positive semi-
definite well-balanced OU based model allows for a slower decay and even for
non-monotone configurations in the short-time lags indicated by the term A(h—1)
in front of e=4"“A("=1) which is missing in the small-time asymptotic in the BNS
model. Note that the attainable auto-covariance functions are also beyond the
ones obtained from superposition of positive semi-definite OU processes, see [11].
Hence, this example demonstrate that the class of higher-order MCARMA based
stochastic covariance models is indeed a flexible model class providing multiple
modeling options to capture short-memory effects in observed financial and non-
financial data. This class is also tractable, as their characteristic functions is
known in a closed form, see Proposition 7.4.

231






APPENDIX

A.1 Integration with respect to a vector valued
measure

In this section we summarize some results on vector-valued measures and integra-

tion with respect to such. The theory goes back to the work of Bartle, Dunford,

and Schwartz (see, e.g., [14]) and Lewis ([107]). A good overview can be found

in [120, Chapter 2]. As we work in the Hilbert-space setting (in particular, as

Hilbert spaces are reflexive), the theory simplifies considerably.

Throughout this section let (S, F) be a measurable space, let (H,{(-,-)g) be a
real Hilbert space, and let p: 7 — H be an H-valued measure.

Definition A.4. We say that f: S — R is p-integrable if the following two
conditions are satisfied:

i) f is (u, h)-integrable for all h € H (ie., f: S — R is measurable and
Js If1d[{u, h)| < oo for all h € H), and

ii) for all A € F there exists an hy € H such that for all h € H we have
<hAah>H = fA fd<:u7h>

In this case we denote ha by [ 4 J dp. In addition, we define
LS, 1) = {f: S — R: fis p-integrable}. (A.1)

Example A.5. If f is a F-simple function, then f € £(S, ).
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The following characterisation is useful (see also [107, p.163]):

Lemma A.6. We have that f € LY(S, i) if and only if f is (u, h)-integrable for
all h € H.

Proof. Let (fn)nen be a sequence of simple functions such that f, — f p-a.s.
and |f,| < |f| for all n € N. Let A € F. Note that the mapping T: H — R,
T(h) = [, fd(u,h) is linear and that

T(h) = lim [ f,d(u,h) = lim </ Fo dp, B g,
n—oo A

n—oo A

for all h € H by the dominated convergence theorem. It follows from this and the
uniform boundedness principle that sup,, ey || [4 fn dplla < oo, whence T' € H*.
The Riesz representation theorem thus ensures that there exists an ha € H such
that (ha,hyy = T(h) for all h € H. O

Corollary A.7. If f € LY(S,u) and g: S — R is measurable and satisfies |g| < f
p-a.s., then g € LY(S, ). In particular, L1(S, u) contains all bounded measurable
R-valued functions on S.

By [107, Corollary 1.4] we have, for any (E,,),en in F converging to E € F, that
Jim p(Ey) = p(E). (A2)

Moreover, the dominated convergence theorem remains valid for H-valued mea-
sures:

Theorem A.8 (Theorem 2.1.7 in [120]). Let g € L'(S,u), let f: S — R be
pu-measurable and let (f,,)nen be a sequence of u-measurable functions on S sat-
isfying |fn(s)] < g(s) for all s € S, n € N, and lim,,_,o0 fn(s) = f(s) for all
s€S. Then f, f, € L*(S, ), n €N, and

nlirgo“/sfndu—[gfdu"H:o. (A.3)

Finally, let K C H be a self-dual cone and assume that p: F — K is a K-valued
measure. In this case we have 0 <y p(F) <k p(F) for all E,F € F satisfying
E C F, and thus also (by monotonicity of K)

I(E)la < [|n(F)|m- (A4)

Moreover, as K is self-dual, (i, h) is a positive measure for all h € K, whence
(again by self-duality) we have

feLl(S,u),f20¢/Sfdu€K. (A.5)
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A.2 A COMPARISON THEOREM

In particular, if f € L*(S, ) is positive, and E € F, then

fdp < esssup f(s)u(E). (A.6)
E serR

This combined with the monotonicity of K implies that for every every f €
LY(S, 1) and every E € F we have (by considering f* and f~ separately) that

A.2 A comparison theorem

[ cmH < esssup | £ () [[1(E)] 1 (A7)
E H seFE

A more general version of the following comparison theorem can be found, e.g.,
as [50, Theorem 5.4].

Theorem A.9. Let (H,(-,-)) be a Hilbert space, K C H a cone, let T > 0, and
let F: [0,T) x H— H. Assume that F(t,-) is quasi-monotone with respect to K
for allt € [0,T), and that there exists a constant L € [0,00) such that

||F(t?x)_F(t7y)||HSL”x_y”Ha tE[O,T],J),yEH (AS)
Let f,g € CY([0,T],H) satisfy f(0) <x ¢(0) and moreover assume that for all

t € 10,T] we have f'(t)—F(t, f(t)) <k ¢'(t) = F(t,g9(t)). Then f(t) <k g(t) € K
for allt €10,T).
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SUMMARY
Stochastic covariance models in Hilbert spaces
with jumps

In this thesis we provide the mathematical foundations for two novel classes of
operator-valued stochastic processes with jumps that can be used as models for
the instantaneous covariance process in stochastic covariance models in finite-
and infinite-dimensional Hilbert spaces. The natural state-space for such pro-
cesses is the cone of positive self-adjoint Hilbert-Schmidt operators, which is the
natural infinite-dimensional version of the cone of positive semi-definite and sym-
metric matrices. The first class that we study, is the class of affine processes on
(infinite-dimensional) positive Hilbert-Schmidt operators. The second is the class
of positive semi-definite matrix-valued MCARMA processes.

Operator-valued affine processes In the first part of the thesis we introduce
and study the class of affine processes on positive Hilbert-Schmidt operators,
which can be viewed as the natural infinite-dimensional version of the class of
affine processes on positive semi-definite matrices in [42]. In particular, we prove
the existence of a broad class of positive operator-valued affine pure-jump pro-
cesses admitting jumps of possibly infinite-variation governed by a jump-intensity
measure that depends affine linearly on the state of the process. For proving the
existence of this class, we use the theory of generalized Feller processes, which
requires a thorough analysis of the associated generalized Riccati equations and
the regularity of their solutions.

We propose to model the instantaneous covariance process in infinite-dimensional
stochastic covariance models by an affine process on positive Hilbert-Schmidt
operators and we prove that the so defined stochastic covariance model inherits
the tractable affine structure of its instantaneous covariance process.
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SUMMARY

In this context, we present several examples that extend the operator-valued
Barndorf-Nielsen-Shepard (BNS) type models towards a class of models admit-
ting state-dependent jumps.

In a more specific setting, we introduce a geometric affine stochastic covariance
model with jumps for forward curve dynamics in, e.g., commodity markets for-
mulated in the Heath-Jarrow-Morton-Musiela framework and demonstrate that
the virtues of affine stochastic covariance models for option-pricing via Fourier-
inversion methods are maintained in this infinite-dimensional setting. In partic-
ular, we derive quasi-explicit formulas for plain vanilla call options written on
forwards in terms of the solutions of the generalized Riccati equations.

In addition, we study the long-time behavior of affine processes on positive
Hilbert-Schmidt operators and derive explicit rates for the convergence of the
transition kernels of a subcritical affine process to its unique invariant measure
in Wasserstein distance of order p € [1,2]. Moreover, we analyze the long-time
behavior of the forward volatility smile in the aforementioned geometric affine
stochastic covariance model and establish an intimate connection to the implied
volatility of plain vanilla options on forwards modeled in the stationary covariance
regime.

In addition to that, we study finite-rank approximation of affine stochastic co-
variance models and establish weakly convergent finite-rank approximations of
affine processes on positive Hilbert-Schmidt operators and their generalized Ric-
cati equations. This approach provides an alternative existence proof for affine
processes on positive Hilbert-Schmidt operators by exploiting the connection to
their matrix-valued versions and an associated Galerkin approximation of the
generalized Riccati equations.

Matrix-valued MCARMA processes The second class we introduce and
study in this thesis, is the class of matrix-valued MCARMA processes. MCARMA
processes can be viewed as solutions to a certain class of higher-order multivariate
stochastic differential equations (SDEs) and are known for their flexible covari-
ance structure. We define the class of matrix-valued MCARMA processes as the
stationary solutions of certain continuous-time linear state-space models on ma-
trices associated to the higher-order SDEs. Moreover, we prove the equivalence of
the matrix-valued versions to the classical MCARMA class under vectorization.
Once we established this class, we are concerned with finding sufficient and nec-
essary parameter conditions ensuring that an MCARMA process is cone-valued,
e.g. in case of the cones R;{ and S;.
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Moreover, we study the potential of positive semi-definite MCARMA processes
to model the instantaneous covariance process in multivariate stochastic co-
variance models. This extends the popular multivariate BNS model (a first
order MCARMA model) towards more nuanced models based on higher-order
MCARMA processes. The appeal of models based on higher-order positive semi-
definite MCARMA processes lays in their flexible second order moment structure,
which has the potential to model a variety of short-memory features observed in
realized (cross)-covariance processes. We justify this hypothesis by an exemplary
analysis of positive well-balanced Ornstein-Uhlenbeck based models.
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SAMENVATTING
Stochastische covariantiemodellen
in Hilbertruimte met sprongen

In dit proefschrift analyseren we twee nieuwe modellen waarmee de ogenblikkelijke
covariantieproces in stochastische covariantiemodellen kan worden beschreven.
De natuurlijke toestandsruimte voor zulke modellen is de conus van positief zelf-
geadjungeerde operatoren op een (eindig- of oneindigdimensionale) Hilbertru-
imte. Het ene model betreft oneindigdimensionale stochastische processen die in
de klasse van affiene processen vallen. Het andere model betreft eindigdimen-
sionale (matrixwaardige) stochastische processen die in de klasse van MCARMA
processen vallen.

Operatorwaardige affiene processen Affiene processen zijn stochastische
processen waarvan de charateristieke functie wordt bepaald door de oplossing van
een gewone differentiaalvergelijking. Dientengevolge is het relatief eenvoudig om
de verwachtingswaarde van (een functie van) een affien proces te bepalen, hetgeen
de populariteit van deze processen verklaart. In dit proefschrift worden affiene
processen met waardes in de conus van positieve, zelf-geadjungeerde operatoren
op een Hilbertruimte geanalyseerd: elk van de onderstaande paragrafen vat één
van de hoofdstukken van dit proefschrift samen.

In 2011 hebben onderzoekers een volledige karakterisering van de affiene pro-
cessen met waardes in de conus van positief semi-definiete matrices gegeven [42].
Een volledige karakterisering van alle affiene processen met waardes in de conus
van positieve, zelf-geadjungeerde operatoren is nog niet bekend.
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Wel hebben wij een ‘toelaatbare parameterruimte’ bepaald waarbinnen zulke
operatorwaardige affiene processen bestaan. Deze toelaatbare parameterruimte
staat onder andere toestandsafhankelijke sprongen toe — om specifieker te zijn:
de sprongintensiteitsmaat heeft mogelijk oneindige variatie en mag affien lineair
afhangen van de toestand van het proces. Voor het bewijzen van het bestaan
van deze processen maken wij gebruik van de theorie over gegeneraliseerde Feller
processen, die een grondige analyse van de geassocieerde gegeneraliseerde Riccati
vergelijkingen en de regelmatigheid van de oplossingen vergt.

De operatorwaardige affiene processen gebruiken wij vervolgens om de ogenblikke-
lijke covariantie te modellen in een oneindigdimensionaal stochastisch covari-
antiemodel. Vervolgens tonen we aan dat het gehele model de affiene structuur
erft van zijn affiene ogenblikkelijke covariantieproces. Wij beschouwen enkele con-
crete voorbeelden, in het bijzonder tonen we aan dat ons model een generalisatie
is van het in de literatuur bekende operatorwaardige Barndorff-Nielsen-Shepard
(BNS) model.

Een andere concrete toepassing betreft het modelleren van de dynamica van
termijncurves in, bijvoorbeeld, grondstofmarkten. Via het zogenaamde Heath-
Jarrow-Morton-Musiela raamwerk kan de dynamica van termijncurves worden
geinterpreteerd als een oneindigdimensionaal covariantiemodel. We tonen aan dat
onze affiene stochastische covariantie modellen toelaten om efficiént optiekoersen
te bepalen via Fourier-inversie methoden. In het bijzonder hebben wij plain
vanilla call options on forwards expliciet opgeschreven in termen van de oplossing
van de gegeneraliseerde Riccati vergelijkingen.

We bestuderen tevens het asymptotische gedrag van de door ons ingevoerde op-
eratorwaardige affiene processen. In het bijzonder geven we voorwaarden voor
en snelheid van convergentie van de verdeling van een subkritisch affien proces
naar zijn unieke invariante maat in de Wasserstein-distance van orde p € [1, 2] af.
Bovendien vonden wij een interessant verband tussen het asymptotische gedrag
van de volatiliteits-smile voor forwards gemodelleerd in het geometrische affiene
stochastische covariantiemodel en de impliciete volatiliteit van plain vanilla opties
op forwards gemodelleerd onder het stationaire covariantieregime.

Omdat de voornaamste motivatie voor het bestuderen van affiene processen ligt
in de berekenbaarheid van afgeleide verwachtingswaardes, is het ook noodzake-
lijk om aan te tonen dat onze oneindigdimensionale modellen op een zinnige
manier door eindigdimensionale processen kunnen worden benaderd. Concreet
hebben we laten zien dat bepaalde eindigdimensionale benaderingen (probabilis-
tisch) zwak convergeren naar het oneindigdimensional model, waarbij we ook
een convergentiesnelheid konden bepalen. Dit leverde tevens een alternatief (en
krachtiger) bewijs voor het bestaan van dergelijke oneindigdimensionale affiene
processen.
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Matrixwaardige MCARMA modellen Het tweede stochastische covari-
antiemodel dat in dit proefschrift wordt geintroduceerd is gebaseerd op ma-
trixwaardige MCARMA processen. Grofweg beschrijven MCARMA processen
oplossingen voor multidimensionale hogere-orde lineaire stochastische differenti-
aalvergelijkingen (SDV); ze zijn geliefd vanwege hun flexibele covariantie struc-
tuur. Wij definiéren de klasse van matrixwaardige MCARMA processen in ter-
men van stationaire oplossingen van bepaalde continue-tijd, lineaire toestand-
sruimte modellen op matrices geassocieerd met de hogere-orde SDV. Boven-
dien bewijzen wij dat onze matrixwaardige MCARMA processen via vectorisatie
equivalent zijn aan de klassicke MCARMA modellen.

Opdat we onze matrixwaardige MCARMA modellen kunnen gebruiken voor het
opstellen van een stochastisch covariantiemodel, bepalen wij noodzakelijk en vol-
doende voorwaarden op de parameters opdat het MCARMA process waardes aan-
neemt in bijvoorbeeld de positieve orthant R;r of de positieve semi-definiete ma-
trices S;L. We laten zien dat een stochastisch covariantiemodel dat gebruik maakt
van onze matrixwaardige MCARMA processen een generalisatie oplevert van het
populaire multidimensionale BNS model. Heuristisch gezien staat ons model het
toe om een grote(re) verscheidenheid van short-memory kenmerken te modelleren.
Zulke kenmerken worden waargenomen in gerealiseerde (cross)-covariantie pro-
cessen. Deze heuristiek onderbouwen wij aan de hand van een voorbeeld met
positieve semi-definiete evenwichtige Ornstein-Uhlenbeck gebaseerde modellen.
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