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1 Introduction

Defining colloids in the traditional way is a
bit like defining puppies as young dogs;
though technically accurate, it doesn’t quite
capture their appeal.

Vinothan N. Manoharan

Colloidal matter: Packing, geometry, and
entropy [1]
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1 Introduction

1.1 Emergence

A common definition of a molecule is the following[2]:

The smallest particle of a substance that
retains all the properties of the substance and
is composed of one or more atoms.

However, the physical properties of a material are almost always different from
the physical properties of a single molecule - if we can even speak of physical
properties in this context. The difference in properties between a material and
its constituent molecules is an example of what we call emergence: an entity has
properties different from (the sum of) its parts, the properties emerge only when
parts interact in a larger collection. In this case: an assembly of molecules, like a
crystal, shows behaviour that a single molecule does not directly hint at.

Emergence is not just an abstract idea, we can recognize the principle in action
in our daily lives. Chess is a simple game which can be explained to an 8-year-old,
yet its simple rules lead to a complex strategic game that has remained interesting
for the past 1500 years. The intricate patterns formed by wind on a sand-dune are
hard to predict if one only knows about sand and wind. Life in particular is full
of emergent properties. The archetypical example of emergence is consciousness:
it still puzzles us how electrochemical potentials along cell membranes can lead
to sentience. There are many more examples of emergence in biology, and in the
context of this thesis, proteins make for an excellent example.

Proteins have many biological functions, ranging from ‘simple’ catalytic activity
(Figure 1.1a) to sophisticated tasks like causing muscles contractions or assembling
large superstructures, like viruses (Figure 1.1b). Each protein has a unique com-
plex structure: a protein is a long chain molecule that twists and folds in very
specific ways, see for example Figure 1.1c. The chemical groups these folds expose
are responsible for the behaviour of the protein; it may attract other proteins to
form specific assemblies, such as in Figure 1.1b, or it may stabilize certain reaction
intermediates, catalysing reactions (Figure 1.1a). When we zoom in, however, we
see that all proteins are chemically very similar: a protein chain always consists
of just twenty different building blocks (amino acids) combined and repeated in
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Figure 1.1 : Emergence. Proteins have a wide range of biological functions ranging from
catalytic activity (a) to the assembly of complex structures, like viruses (b) [4]. Individual
proteins are big chain-like molecule that twists and folds in specific ways to achieve a
specific biological function (c). A protein is actually build up from a linear chain of
amino acids (b), which interact with each other (shown as dotted lines), leading to the
complicated protein structure.

different ways, Figure 1.1d. The order of these amino acids determines the folding
of the protein, and in turn its properties. Even with a near-complete understand-
ing of these building blocks, predicting the function of a protein based on its
amino-acid sequence is extremely challenging. The complex interplay between
building blocks is very hard to predict; a small change could make no difference,
but could also have extremely far-reaching effects: for example, changing a single
glutamic acid to a valine in the protein hemoglobin causes it to assemble in the
wrong way, leading to sickle-cell disease [3].

Science is often reductionist, meaning that we try to explain a system by under-
standing its components. The well-known ‘theory of everything’ is the exponent
of this view: intuitively, if we understand all the exact fundamental laws govern-
ing the smallest particles, we should understand everything that consist of them;
everything. Unfortunately, in real life such a reductionist view will reveal almost
nothing about the behaviour of everyday objects; in practice it is simply not very
likely that we can ever use the theory to understand life and its chemical intri-
cacies, let alone mundane phenomena such as bird flocking. The emergence of
unexpected phenomena from well-understood building blocks is responsible for
this disconnect, and its study is therefore necessary if we want to understand the
world around us.
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Figure 1.2 : Self-organizing systems are all around us. (a) Ice crystals forming on a window.
(b) A flock of birds does not have a clear leader, but acts like a single entity. (c) Bub-
bles are formed as a result of relatively simple molecular interactions. (d) Cooling lava
sometimes develops into hexagonal basalt columns as a result of crack propagation [5].
(e) Microtubule, the ‘skeleton’ of a cell, grow where they are needed, and break down
where they are not [6]. (f) Graphene, carbon atoms ordered hexagonally [7].

1.2 Organization

A typical emergent process is self-organization, the formation of patterns and
structure, without an external template or guiding force, see Figure 1.2. This
universal tendency to self-organize is encountered in all domains of science, from
astronomy - where stars cluster into galaxies - to ecology - where individuals form
ecosystems. It is therefore of fundamental interest to understand what common
principles underlie these phenomena. Furthermore, self-organization has the
tendency to manifest in similar ways across seemingly unrelated systems: the
shape of basalt columns in Figure 1.2d for example is extremely common in nature
- hexagons are found in materials ranging from soap bubbles (Figure 1.2c) to
graphene (Figure 1.2f).

A useful distinction can be made between self-organization, in which a system
organizes under an energy input, and self-assembly, in which a system organizes in
equilibrium: bird flocking (Figure 1.2b) is self-organization, while the formation
of ice crystals (Figure 1.2a) is self-assembly. In this thesis, we deal with self-assembly.
Self-assembly always has three basic ingredients: (i) building blocks, (ii) an inter-
action between those blocks, and (iii) a source of movement which can bring the
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1.3 Colloidal Particles
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Figure 1.3 : Colloids. Mud (a), ink (b), my digital labjournal (c), and sunscreen (d),
are just a few places where we find colloidal particles in our everyday lives. In the lab,
colloids are typically stored dispersed in a solution which looks a boring milky white
(e). Using fluorescence microscopy, we can distinguish individual particles floating in
the suspension (f). SEM microscopy reveals the true nature of the colloidal particle: a
homogenous polymer blob (g). Colloidal particles can assemble into colloidal crystals
(h), colloidal gels (i) [8], and many other structures.

blocks together and makes them organize. In a self-assembled system, the interac-
tion between building blocks is always local, meaning that there is no awareness of
the larger structure; a building block is simply following its local interactions. The
three ingredients can easily be identified in our examples: the protein in Figure 1.1c
(i) consist of amino acids, which (ii) interact via inter- and intramolecular forces
and (iii) move around via Brownian motion, the random jiggling of molecules.

1.3 Colloidal Particles
An intuitive, simple system for studying self-assembly and emergent properties
are colloidal particles. Colloidal particles are small particles with a size between
roughly 1 nm and 1 µm, suspended in a solvent, moving by Brownian motion*.

*This is a rather narrow, and arguably incorrect definition of a colloid, for a comprehensive
discussion about what is and what is not a colloid, see for instance the field-defining works of
Lyklema [9].
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1 Introduction

Examples of colloids in our day-to-day live include foodstuff (whipped cream,
mayonnaise), soap, some gems (pearls, opals), and ink (including e-ink displays)
among many other things (see Figure 1.3a-d).

Using colloidal particles as building blocks in self-assembly is compelling, be-
cause they are simple and easy to control: colloidal particles are typically spherical
uniform blobs (see Figure 1.3e-g), without complex internal workings as opposed
to molecules. On top of that, colloids can interact with each other via a myriad
of different driving forces over which we can exert good control. Finally, colloids
are small enough that thermal motion provides movement ‘for free’ due to the
constant random wiggling of molecules.

Even the simplest colloidal particles can self-assemble into a fascinating range
of structures. Depending on the system conditions, particles can assemble into
highly ordered structures, like hexagonal crystals (Figure 1.3h), or into disordered
assemblies like gels and glasses (Figure 1.3i). By making precise changes to the
building blocks and their interactions, like adjusting attractive strength or size
dispersity, we can influence the assembly of colloids. Furthermore, colloids are
relatively straightforward to investigate experimentally due to their simple prepara-
tion and easy-to-vary properties like charge. On top of that, their size is convenient:
colloidal particles are large enough to be visible under a regular optical microscope,
and assemblies can easily be characterized by light scattering experiments.

Interestingly, many of the phases colloidal particles assemble into are reminis-
cent of atomic states of matter (gas, liquid, solid crystals, etc.) [9]. This may not be
so surprising when we consider that the 3 components of self-assembly are actually
quite similar in atomic and colloidal phases. Atoms, for all their complexity, often
behave as simple uniform spheres, just like simple colloidal particles. Interactions
between atoms and colloidal particles have different origins, but are of similar
relative range and strength, and both atoms and colloids jiggle around due to
thermal motion. This has earned colloidal particles the name of big atoms [10]. Al-
though atoms are of course very different from colloidal particles, their collective
properties are surprisingly similar. This is not a recent realization; the similar-
ity in behaviour of atoms and colloids led to the experimental conformation of
molecules in the first place in 1909 [11].

8



1.3 Colloidal Particles

a b c

Figure 1.4 : The assembly of non-spherical colloids is not always intuitive. (a) Cubic
colloids assembling into cubic crystals [12]. (b) Colloidal rods tend to align when they
assemble, in this case forming a smectic phase [13]. (c) Dumbbell-shaped particles as-
semble into one-dimensional zigzagging chains [14].

1.3.1 Anisotropy

Although colloidal assembly of spherical particles is already intriguing, one can-
not help but wonder: what happens in more complex systems? What kind of
structures can be created if we deviate from uniform spheres? Apart from sim-
ple human curiosity, these questions have scientific relevance as well: modified
building blocks can lead to new emergent material properties. Understanding the
interplay between building block and the material they assemble into has intrigu-
ing prospects: one of the paradigms of soft matter is that the microstructure of a
material controls its macroscopic properties. With absolute control over material
microstructure, we could engineer interesting material properties that are hard
to obtain in conventional bulk materials. Examples of such traits range from me-
chanical properties, such as a negative Poisson’s ratio [15] and other properties
sought after in the field of metamaterials [16], to opto-electronic properties, like a
photonic band-gap [17].

What do we mean by more complexity? The most obvious change one can make
to a particle is to go beyond a simple spherical shape: the behaviour of a perfectly
symmetrical spherical particle is generally well understood, so studying the effect
of different shapes is a natural step to take [18, 19]. For instance, cubic colloids
(maybe unsurprisingly) tend to assemble into cubic crystals, as shown in Figure
1.4a, but can also assemble into a range of slightly shifted lattices, depending on the
assembly conditions [12, 20]. Rod-like colloids display a rich phase behaviour not
seen in spherical particles. Aside from the usual liquid and crystalline phases, liquid
crystal phases such as the nematic phase, in which particles have no positional
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Figure 1.5 : Large colloidal superstructures. (a) The famous kagome lattice, a repeated
star-like geometry formed by dipatch particles, where every patch is in contact with
two other particles [22]. (b) A diamond lattice formed by tetrahedral particles, as pre-
dicted by numerical simulations [23]. (c) An experimentally realized diamond lattice,
assembled from tetrahedral particles with strongly bulging patches [24]. (d) A model
prediction of clathrates, buckyball-like structures formed by tetrahedral particles [25].
(e) A model prediction of the honeycomb lattice formed by trivalent particles confined
to a monolayer [26]. (f) Dipatch particles assembled into square packing and open brick-
wall structures [27]. (g) Worm-like structures composed of janus particles can form a
gel-like morphology [28] (h) A prediction for an equilibrium gel network composed of
dipatch (in green) and tetrapatch (in red) particles [29].

order but are all rotated in the same direction [21], and the smectic phase, in which
rods form aligned layers (shown in Figure 1.4b) [13], are observed. These phases
are highly relevant to technological applications, and are found in liquid-crystal
displays (LCDs). More exotic particle shapes, like the magnetic dumbbells in
Figure 1.4c, can assemble into complex structures which are not always easy to
intuitively predict. At low density, the particles assemble into one-dimensional
chains, which start interlocking if the density is increased, leading to a lattice
consisting of ordered chains [14].

Another, more controlled way of introducing complexity to a colloidal system is
to make use of inhomogeneous particles; instead of a single component, a particle
is composed of two or more different materials. The most basic example of this
is the so-called Janus particle, named after the two-faced Roman god of duality.
Two halves of the particle consist of a different material, which react differently to
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1.3 Colloidal Particles

the environment and/or other particles, see Figure 1.6a, where half the particle is
orange, and the other half is grey. With the improvement of synthetic methods
in the past decade, even more sophisticated particles can be engineered, so-called
patchy particles. Patchy particles have a surface with well-defined patches of a
different material, see Figure 1.6b. The patches are typically designed to attract
each other, and their placement is chosen such that a particle has limited valency
and directional bonding, meaning that we control exactly where particles will
attach and assemble. Essentially, patchy particles are microscopic lego-bricks: by
controlling how two particles fit together, we aim to control the superstructure
they assemble into, and thus engineer material properties.

1.3.2 Patchy Particle Assembly
Simulations and experiments of patchy particles have yielded a huge variety of
interesting self-assembled structures and phases. Colloidal assemblies typically fall
into one of two categories: periodic superstructures or finite assemblies. In this
section I will highlight the importance of each category, and give a short overview
of published work on these structures.

Periodic Superstructures

Large colloidal superstructures consist of many particles, typically, but not neces-
sarily, with a certain repeating motif or long-range order. Non-patchy colloidal par-
ticles have been assembled into large superstructures for decades, initially mainly
as a model system for atomic phases [9, 30, 31]. As the field matured, assemblies
came to be regarded as more than just a model system: they are self-assembling
materials with their own interesting mechanical [32, 33], electronic [34–36] and
optical [37] emergent properties.

When the idea first developed to use patchy particles to further explore the
engineering of colloidal materials, their preparation in the lab was not experimen-
tally feasible [38, 39]. However, patchy particles are relatively easy to model in

silico, so experimental limitations did not stop theorists from producing many
models and simulations for a range of patchy particle models. Early examples of
such predictions include the diamond lattice [39] and empty liquids [40]. It took
years before improvements in synthetic production of patchy particles lead to the
first example of an assembled patchy particle periodic superstructure: the kagome
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1 Introduction

lattice. The kagome lattice, shown in Figure 1.5a, consists of dipatch particles,
where each patch binds two other patches, leading to the formation of a star-like
pattern [22]. Although this structure is not of any particular practical use, it
did demonstrate that patchy particles can be used for experimental assembly of
large non-trivial superstructures; it was the first step on the path to controlled
microscopic engineering of large superstructures using patchy particles.

Despite this success in generating a patchy-particle superstructure over a decade
ago, other experimental examples remain rare; the reliable assembly into large
superstructures remains very challenging. An illustrative example is the diamond
lattice, formed by tetrahedral particles ordered into repeating 6-membered rings,
see Figure 1.5b&c. Colloidal diamond is one of the earlier predictions for a possible
phase built from tetrahedral particles* [39]. The lattice is of particular interest
because it has a photonic band gap, which allows precise manipulation of light [41,
42]. Unfortunately, reaching this state experimentally remained impossible for
a long time, mainly due to two problems: spherical tetrapatch particles have no
intrinsic preference for staggered or eclipsed bonding conformation [24], and the
formation of 5-membered rings is kinetically preferred and stabilized [25]. These
5-membered rings can then form energetically stable buckyball-like clathrates, see
Figure 1.5d. Recently, these challenges have finally been overcome experimentally,
15 years after its theoretical description, by combining a geometrically controlled
bonding valency with a specific shape, as shown in Figure 1.5c [24].

The field remains in a state where experimental results are highly sought af-
ter. Simulation results are often hard to confirm experimentally because they
underestimate or ignore the importance of kinetic pathways toward predicted
structures, or use particle designs that are experimentally not feasible. Although
this is a known issue, and significant effort is expanded to take it into account, it
remains challenging to translate results from simulations to experiment [25, 43,
44]. Despite these difficulties, simulations and the few experimental examples that
currently exist in literature give us a glimpse of the microscopic architecture that
surely will become more prevalent in the future of designing smart materials.

Two more examples of highly ordered periodic superstructures shall be briefly
addressed here to highlight the rich morphological variation patchy particle struc-
tures can display. Figure 1.5e shows a honeycomb lattice, formed by trivalent

*Although one could make the argument that this is not so much a prediction as looking at
the crystallization of carbon atoms.
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Figure 1.6 : Small colloidal assemblies. (a) Janus particles and (b) tetrahedral patchy parti-
cles are both examples of anisotropic colloids, where the orange and black are different
materials. (c) A colloidal molecule, formed by a central tetrahedral particle with 4 smaller
particles attached. The cluster mimics a molecule like CH4 [50]. (d) A planar colloidal
molecule consisting of a central trivalent particle and three smaller outer particles. In
this case, particles are assembled through the use of dimples in the central particle [51].
(e) A ‘polymer’ chain of divalent colloidal particles [52]. (f) A chain of colloids [53].

particles confined to a plane, similar to how graphene is formed by trivalent car-
bon atoms. Colloidal graphene is expected to display some interesting properties
which graphene also exhibits: a photonic and phononic bandgap [15, 45–47], and
topologically protected states. Another example is shown in Figure 1.5f, where
dipatch particles form two structurally distinct square phases. By changing the
patch-to-bulk size ratio, the system can be tuned to assemble into a wide variety
of different periodic structures [27]. This rich variation in structural morphol-
ogy from simple di- and trivalent particles highlights once more the potential for
complex microscopic architecture resulting from assembly of patchy particles.

Not all large superstructures are ordered or crystalline; some are fundamen-
tally unordered, even in equilibrium. For instance, simple janus particles can be
assembled into highly structured worms, Figure 1.5g. These worms themselves
however, do not have a clear order with regard to each other, and assemble into a
gel-like structure. An even more exciting example is the hub-and-spoke network
we obtain by mixing di- and tetravalent particles. Simulations show the formation
of central hubs of tetravalent particles connecting chains of divalent particles; a
snapshot of such a network is shown in Figure 1.5h. A network formed by patchy
particles is predicted to be a so-called equilibrium gel [48, 49], a state which is of
fundamental interest to our understanding of gelling, a ubiquitous process in the
natural world.

13



1 Introduction

Finite Assemblies

Besides the more traditional large superstructures, there has been an increased
interest in smaller finite-sized assemblies of colloids in the past decade. Colloidal
clusters of isotropic particles are interesting because their limited size makes the
self-assembly easier to study and understand quantitatively [54, 55]. Furthermore,
these clusters can display exotic optical properties [56, 57].

Small clusters of patchy particles are well studied compared to large superstruc-
tures, because smaller assemblies are simply easier to control and understand. As
we discussed, the assembly of patchy particles is not a trivial matter, so achieving
directed self-assembly in small cluster is reason enough to celebrate [58–60]. That
is not to say that these clusters are not useful: as isotropic particles can serve as a
model for atoms, small colloidal assemblies can serve as a model for a molecule,
and the study of so-called colloidal molecules has become a fashionable use of these
clusters [61]. In a colloidal molecule, colloids act as big atoms, mimicking the
bonding arrangements of their atomic counterparts, see Figure 1.6c&d for exam-
ples. Because colloids can be directly observed, their behaviour is much easier to
study than those of atoms. For instance, studies into the reaction kinetics of col-
loidal molecules show interesting similarities with ‘regular’ atomic reactions [50].
Colloidal polymers, consisting of identical repeating particles (examples shown
in Figure 1.6e&f), are another clear example. The growth and dynamics of such
chains is surprisingly similar to that of atomic polymers [51, 62].

Finally, a strong motivation for the study of finite-sized particle assemblies is
that these clusters are often the basic motifs of any larger superstructures that
these particles could assemble into [63]. Much like molecules are studied because
they are the smallest unit of the materials around us, it is appealing to study
small colloidal assemblies as the building block for larger superstructures. An
example is the structure shown in Figure 1.5f: the dipatch particles form colloidal
polymers with specific geometries that are also found in the larger assembled
superstructure [27].

1.4 Thesis Outlook
This thesis aims to experimentally address the self-assembly of patchy colloids.
Although I treat a few specific cases of colloidal assembly here, this work should be
seen in the larger context of understanding and controlling microscopic assembly.

14



1.4 Thesis Outlook

Chapter 2 deals with the experimental methods and core concepts that are used
in this thesis. I briefly discuss the properties and synthesis of the colloidal particles
used in this thesis. I then quickly give a practical guide to the critical Casimir force,
the driving force for colloidal assembly. Finally, I describe how we proceed from
sample preparation to experiments and conclusions, and which techniques and
analysis steps this involves.

In Chapter 3, we dive into the physics of small patchy particle assemblies in
seriousness, looking at a small colloidal ring made up of five tetrahedral patchy
particles. I discuss how these colloidal cyclopentane rings can undergo the same
chemical transformations as their atomic counterparts. Transitions between chair
and twist conformations in colloidal cyclopentane are observed directly, and we
elucidate the interplay of bond bending strain and entropy in the molecular tran-
sition states and ring-opening reactions.

Chapter 4 explores colloidal graphene, the analogue of atomic graphene assem-
bled using pseudo-trivalent patchy particles confined to a plane. Direct obser-
vation of the formation and healing of common defects, like grain boundaries
and vacancies, grants us insight into what may occur during the growth process
of atomic graphene, normally hidden due to the extreme conditions in which it
takes place. These direct observations reveal that the origins of the most common
defects lie in the early stages of graphene assembly, where pentagons are kinetically
favoured over the equilibrium hexagons of the honeycomb lattice, subsequently
stabilized during further growth.

In Chapter 5, we dive deeper into the system of pseudo-trivalent patchy par-
ticles confined to a plane and map the full phase diagram of the system. Apart
from the colloidal graphene described in Chapter 4, we observe regions in the
phase diagram where a triangular lattice and amorphous network are formed. We
investigate these unexpected condensed phases, revealing their shared structural
motifs. Combining results from model and experiment, we elucidate the energet-
ics of the three condensed phases and construct the phase diagram of the system.
This chapter illustrates the rich phase behaviour a relatively simple patchy particle
system can display.

Finally, Chapter 6 treats an unordered patchy particle superstructure: networks
constructed from a mixture of di- and pseudo-trivalent patchy particles. This net-
work is a so-called equilibrium gel, and has some very counterintuitive properties:
while the properties of a ‘regular’ colloidal gel strongly depend on the conditions
of its formation, the history of an equilibrium network does not influence its even-
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tual properties. On top of that, we can use a corrected Flory-Stockmayer theory
to accurately describe and predict the behaviour of the system as a function of the
normalized number of bonds.
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2 Concepts andMethods

When you got right down to it, humans were
still just curious monkeys. They still had to
poke everything they found with a stick to
see what it did.

James S.A. Correy

Leviathan Wakes

In published articles, the details of experimental work tend to be swept under
the rug somewhat, not because they are unimportant or trivial, but because
experiments are, after all, a means to an end. Nonetheless, the experimental
process has its own challenges, distinct from the physics we generally try to
understand through them, and therefore deserves a closer look. There is a
reason the results presented in this thesis are new, and it is not due to freely
available low-hanging fruit in the field, nor the lack of imagination from col-
leagues: it is because the results are very challenging to obtain experimentally.
In this chapter, I will try to convey what practical methods I have developed
and applied in the past few years, with the sincere hope that it may help any
successor(s).
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2.1 Colloids
In this thesis, I explore the assembly of diverse structures assembled from simple
di-, pseudo-tri-, and tetravalent patchy particles. Recent breakthroughs in particle
synthesis have provided strategies to fabricate anisotropic particles, micrometer-
size building blocks, which has been a challenge for a long time.

Regular isotropic colloids are often produced using dispersion polymeriza-
tion [64]. Briefly, in this technique a polymerization reaction takes place in which
the polymers are immiscible with the solvent, so that the produced polymers form
small precipitates which can grow into colloids. One can vary the exact param-
eters (solvent, temperature, etc.), but the acting mechanism, the precipitation,
will never yield anisotropic particles. Other methods of generating conventional
colloids, like emulsion polymerization [65], or the reduction of salts [66], suffer
from the same fundamental problem: the nucleation and growth mechanism
of these reactions tend to result in spherical particles. Therefore, a fundamen-
tally different synthesis route is needed. In the past decade or so, synthesis routes
to increasingly complex patchy particles have become more commonplace. Of
specific interest in this thesis is the particle synthesis developed in the group of
Sacanna [67]. This method, which will be described in detail below, allows for the
production of linear dipatch and tetrahedral tetrapatch particles with high speci-
ficity and monodispersity. The strategy is to cluster isotropic colloids, which will
later form the patches of the particle. Not only the Sacanna-particles described in
this thesis are based on this principle, but many successful patchy particle synthesis
routes make use of a variation of this principle [58, 68–71], although different
approaches are also viable [72–76].

2.1.1 Colloidal Synthesis
The patchy particles used in this thesis are synthesized via colloidal fusion [67]
with a modified recipe. Negatively charged polystyrene particles are synthesized
by seeded emulsion polymerization using potassium persulfate (> 99.0%, Sigma-
Aldrich) as initiator. After repeated seeded emulsion polymerization, negatively
charged PS particles are resuspended into 12.5mMNaCl solution. Silicone emul-
sion droplets are made by hydrolysis and condensation of 3-(trimethoxysilyl)
propyl methacrylate (TPM, 98%, Sigma-Aldrich) catalysed by ammonium hydrox-
ide (28 wt.%, Sigma-Aldrich). The droplets are later fluorescently labelled with
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3-aminopropyl trimethoxysilane coupled rhodamine-B isothiocyanate. Pluronic
F108 triblock copolymer (average Mn 14 600, Sigma-Aldrich) is added into the
silicone emulsion to a final concentration of 0.05 wt.% to further stabilize the
droplets. The F108-TPM emulsion is gently washed by two cycles of centrifuga-
tion/resuspension to remove free F108 polymer in emulsion, and later resuspended
into 12.5mMNaCl solution. Tetrahedral colloidal clusters are made by mixing
the prepared negatively charged PS particles and F108-TPM droplets at a number
ratio around 100:1. To screen the negative charge on both particle surfaces and
thus allow for polymer bridging between the two, 12.5mM NaCl is necessary.
These clusters are then separated from excess PS singlets by centrifugation in a
glycerol/water mixture (approximately 22wt.% glycerol). The purified clusters are
resuspended into aqueous solution containing 0.05wt.% F108 copolymer and 0.5
wt.% dodecyl-trimethylammonium bromide (DTAB, ≥ 98%, Sigma-Aldrich),
to prevent aggregation, and to facilitate core-extrusion during colloidal fusion,
respectively. Pure tetrahydrofuran is then added to the cluster suspension to reach
a final concentration of 30%VTHF/Vcluster. The fusion is allowed to proceed for 3
minutes before being quenched by deionized water. The resulting patchy particles
with liquid patches are then resuspended into deionized water, followed by its
polymerization in a 80 ◦C oven for 2 hours. After polymerization, patchy parti-
cles typically undergo three centrifugation/resuspension cycles and are transferred
back into deionized water for further experiments.

The diameter ratio TPM:PS determines whether a dipatch or tetrapatch particle
is obtained - a ratio of 1:3 yields dipatch particles, a ratio of 1:2 yields tetrapatch
particles. We have received several batches of di- and tetrapatch particles from the
Sacanna group, synthesized by Zhe Gong, each with their own diameter, patch
size, and degree of extrusion. The properties of these particles are determined
using a variety of techniques (see below), and given in Table 2.1. Each chapter of
this thesis makes use of one or more of these particle batches.

2.1.2 Characterization

Each particle batch is characterized carefully to determine the particle size, patch
diameter, and other relevant particle properties. We use three different techniques
to characterize particles: scanning electron microscopy (SEM), atomic force mi-
croscopy (AFM), and optical microscopy.
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Table 2.1 : Particle stocks. Most important properties of patchy particle stocks used in
this thesis. The patch diameter and patch radius are determined using scanning electron
microscopy (SEM), the inter-particle distance is the distance between particles in an
assembled structure and is determined using optical microscopy. Values are given with
their standard deviations.

Label Type Particle diameter Patch radius Inter-particle distance
(µm) (µm) (µm)

A Tetrapatch 3.7± 0.2 0.54± 0.05 3.80± 0.11
B Dipatch 3.2± 0.1 0.58± 0.05
C Tetrapatch 1.8± 0.07 0.51± 0.05 2.00± 0.05

For the SEM measurements, we dilute a particle stock in water, and dry the
suspension on a silica surface. Figure 2.1b shows a typical SEM image of tetrapatch
particles. From SEM, we can determine the particle diameter and the patch radius
given in Table 2.1.

AFM can be used for a more accurate estimation of the patch topology. AFM
samples are prepared by drying a particle dispersion on a glass microscopy slide.
Particles which have a patch oriented upwards are selected for AFM scans. A
resulting scan with a clearly visible patch is shown in Figure 2.1d. By taking a cut
through the patch, we obtain the line scan as shown in Figure 2.1e, which yields
the particle and patch radius by simple fitting of the respective curvatures, as well
as the patch height and patch radius of curvature.

Finally, effective particle dimensions can be determined directly from optical
microscopy images of assembled particles. In an assembled structure, the inter-
particle distances of bonded patchy particles should correspond to the effective
particle sizes, consisting of the particle diameter, patch height and interaction
range. To illustrate this, I perform the analysis for particles of batch A (Table
2.1). Very good consistency is observed between this measure and AFM/SEM
measurements: the distribution of particle-particle distances of assembled particles
of batch A is shown in Figure 2.1f. The mean distance between particle centres
is 3.8 µm reflecting the SEM-determined particle size (particle diameter σ =
3.7 µm) plus twice the AFM-determined patch height (2 × 48 nm = 96 nm),
plus the (short) critical Casimir interaction range, while the standard deviation
of σ = 0.11 µm reflects the estimated particle size variation (100 nm) and twice
the variation of the patch height (2 × 5 nm = 10 nm). Although this method
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Figure 2.1 : Characterization of patchy particles. (a) Schematic of tetrapatch particle. (b)
Scanning electron microscopy image of a tetrahedral patchy particle (batch A in Table
2.1). The patches are given a false colour. The scalebar indicates 5 µm. (c) Confocal
image of a tetrahedral patchy particle (batch C in Table 2.1). The scalebar indicates 2 µm.
(d) Atomic force microscopy image of a tetrapatch particle (batch A in Table 2.1). (e)
2D cuttrough of the AFM image along the blue line in (d). The blue line shows the
bulk, the black line the patch. The dashed red line is the projected particle diameter σ.
Patch diameter, patch height, and patch radius of curvature can be determined from this
image. (f) Distribution of inter-particle distances in a structure assembled of particles
from batch A in Table 2.1 (in blue). A normal distribution is fitted to the data (red line),
resulting in an average inter-particle distance of 3.80 µm with a standard deviation of
0.11 µm.

is rather indirect, it is arguably preferable to AFM or SEM because it measures
the relevant parameters in situ. Parameters can be directly related to experiments,
while in the case of SEM and AFM measurements, it is not always obvious how
the determined parameters correspond to the particles dispersed in solution.

2.2 Self-assembly: The Critical Casimir Force

2.2.1 Assembling Particles
Now that we have discussed the building blocks to assemble, let us discuss the force
bringing and keeping assemblies together. Over the years, different methods for
colloidal assembly have been developed. At the time of writing, the popular ways
of enticing assembly in the lab are DNA-linkers [77], depletion attraction [78],
or the use of an external force, like a magnetic or electronic field [79]. However,
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in our lab, we are specialized in the less common critical Casimir force (CCF) for
colloidal assembly [80]. The critical Casimir force is a specific, tunable interaction
that arises in binary solvents close to their critical temperature. It results from the
confinement of solvent fluctuations between two immersed surfaces, and can be
precisely tuned by varying temperature and absorption preference of the confining
surfaces.

Casimir versus the Rest

What does the critical Casimir force offer us that other, more conventional forces
for assembly lack? Firstly, the critical Casimir effect is universal: if a binary solvent
with an accessible critical point is chosen, interaction between particles will always
occur, meaning particles do not need to be made of a specific material to work (like
when using magnetic particles). A specific surface is also not necessary; no surface
treatment needs to be performed for particles to become attractive (like when using
DNA linkers). Secondly, the critical Casimir force can easily be tuned in strength
by varying the temperature, giving excellent control over the interaction strength
between particles. Finally, by controlling the ratio of the solvents in the binary
solvent, the critical Casimir force can be made selective for a specific boundary
condition set by surface chemistry. This final point is of critical importance for
patch-patch assembly: we can make patches attract only other patches and ignore
the bulk, simply by making sure the patch and the bulk have a different affinity
for the solvent components.

As a drawback of using the critical Casimir force, we are usually strongly tied to
the solvent composition; even small changes can severely influence the behaviour
of the system. From a practical perspective, there are experimental designs in which
changing the density and refractive index of the solvent is useful or even necessary,
specifically when a density match or index match of the solvent to the particles
is required. A more application-based problem is the toxicity of the required
solvents: the binary solvents typically used to induce critical Casimir forces are all
somewhat toxic (they are typically pyridine-derivatives, see below), which excludes
practical applications in a larger or commercial setting that requires direct human
interaction, like biomedical applications.
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2.2.2 Critical Casimir: Coercing Criticality

In this thesis, we use critical Casimir interactions to assemble patchy colloidal par-
ticles. An exhaustive theoretical treatment of the critical Casimir effect is available
in literature [81, 82], and only a brief introduction into the basic concepts will be
provided here, which should give the reader a solid background to navigate the
remainder of this thesis.

The critical Casimir force (CCF) arises in a so called ‘binary solvent’, a solvent
consisting of two components. A binary solvent will demix into two separate
phases when the demixing line is crossed, see the schematic in Figure 2.2a. The
critical point on this phase diagram, which is situated at a critical temperature
Tc and a critical composition Cc, plays a crucial role in the critical Casimir force.
When the system approaches the critical point from the one-phase region, phase
separation does not take place, but there will be increasing composition fluctua-
tions: locally one of the solvent components has a higher concentration than the
other. The correlation length of these fluctuations, ξ, diverges as we approach

the critical point with ξ = ξ0

(
Tc−T
Tc

)−ν

, where ξ0 is a system-specific parameter
set by molecular pair potentials, and ν is the universal Ising exponent* [81, 84,
85]. Two surfaces close to each other can confine these composition fluctuations,
causing an effective attractive force between them: the critical Casimir force [84].
The exact interaction between surfaces is set by experimental parameters which are
fixed for a particular system: the solvent and the geometry and wetting properties
of the confining objects. Because the correlation length of the critical fluctua-
tions ξ grows as T approaches Tc, the attractive strength of the CCF grows as well.
The latter is only set by Tc − T = ∆T , the distance of the current temperature
to the critical temperature, see Figure 2.2d.

In this thesis, we typically work at slightly off-critical solvent compositions.
Say we approach the coexistence temperature Tcx at a concentration C2, left of
Cc in Figure 2.2a. At this composition, we are still close to Cc, so composition
fluctuations increase as we approach the critical temperature. The fluctuations
will predominantly consist of the component which is in shortage in the bulk, e.g.,
at concentrationC2 we have a ‘shortage’ of lutidine in the bulk, so any fluctuations

*To be more precise, ν ≈ 0.63 is the universal critical exponent of the three-dimensional
Ising universality class for binary mixtures, and is part of the reason for the universality of the
critical Casimir effect [83].
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Figure 2.2 : The critical Casimir effect. (a) The phase diagram of a water-lutidine binary
mixture. At temperatures below the critical temperature Tc, there is only one phase,
above Tc the solvent phase separates into a water-rich and a lutidine-rich phase (dark
blue region). Close toTc, there are composition fluctuations. On the left side ofCc, fluc-
tuations are lutidine-rich, and this cause hydrophobic surfaces to attract (green region).
On the right side of Cc, fluctuations are water rich, and this cause hydrophilic surfaces
to attract (red region). (b) Particle behaviour at different spots in the phase diagram.
At spot 1, the critical Casimir force cannot overcome electrostatic repulsion: particles
remain dispersed. At spot 2, in the green region, hydrophobic (green) particles attract,
while hydrophilic (red) particles remain dispersed. At spot 3, visa versa: hydrophobic
particles remain dispersed, while hydrophilic particles assemble. Finally, at spot 4, in the
2-phase region, phase separation occurs and the critical Casimir force is no longer rele-
vant. (c) Assembly of patchy particles with hydrophobic patches and a hydrophilic bulk,
in the green region of the phase diagram of panel (a). (d) The inter-particle attraction
potential, composed of electrostatic repulsion and critical Casimir attraction, increases
as a function of ∆T , the distance to Tc.

are lutidine-rich. This is crucial, because if a surface has a preference for one of
the species in the binary mixture, they are sensitive to the composition of the
fluctuations. In Figure 2.2a, left of Cc there are lutidine-rich fluctuations, which
induces attraction between hydrophobic surfaces, while right ofCc there are water-
rich fluctuations, which induces attraction between hydrophilic surfaces.

Selective particle assembly could thus proceed as follows: consider a mixture
of hydrophilic and hydrophobic particles, both with a small electrostatic charge
for stabilization and a solvent composition C2, to the left of Cc, along which
we slowly increase temperature, lowering ∆T , and approaching Tc. Initially, at
large ∆T , there are only very small composition fluctuations, which cause only
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minor attraction between particles, not enough to overcome their stabilizing re-
pulsive electrostatic interactions (Figure 2.2b1). As ∆T decreases, the attractive
strength between particles grows, and we reach a point where the hydrophobic
particles start aggregating, Ta (Figure 2.2b2). Hydrophilic particles do not attract
in this situation, and remain suspended. On the other hand, if we had chosen a
lutidine fraction right of Cc, such as C3, hydrophilic particles would assemble,
and hydrophobic particles would not (Figure 2.2b3). In both cases, the attractive
strength increases until finally, we cross Tcx and the binary solvent phase separates,
rendering the critical Casimir force irrelevant (Figure 2.2b4).

Patchy Particle Assembly

Patchy particles combine the properties of the hydrophilic and hydrophobic par-
ticles described above. The particles employed here consist of a hydrophilic bulk
and hydrophobic patches. This means that by selecting the solvent composition,
we determine which part of the particle becomes attractive upon approaching Tc.
Typically, we want the patches to be attractive, which means that we choose a com-
position left of Cc in Figure 2.2a, for instance C2. When we approach Tc at this
composition, the hydrophobic patches become attractive, while the hydrophilic
bulk experiences only negligible attraction. This should lead to patch-to-patch
assembly, indicated in Figure 2.2c. The behaviour can be easily inverted by taking
a composition on the other side of Cc, making the bulk attractive and leaving
patches neutral.

2.2.3 Critical Casimir in Real Life
As discussed above, this thesis will focus on the practical aspect of the critical
Casimir effect rather than its theoretical underpinning. Therefore, the next few
paragraphs will discuss practical problems, pitfalls and procedures involved in
making the critical Casimir force work in real life.

Embracing Relativity

The equipment typically used for temperature control (see section 2.3.2) has ex-
cellent relative accuracy: deviation around a set temperature can be kept within
a 0.02 ◦C range. However, the absolute temperature will not be accurate at this
very fine scale: not only is careful calibration necessary to achieve this precision,
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but reported and actual temperatures will vary day-to-day due to environmental
conditions, like seasonal variation in room temperature and the thermal contact
of a sample with its heating elements. Since the strength of the CCF is very sen-
sitive to small changes in ∆T (see for example Figure 4.10a), we cannot make
use of the fluctuating absolute temperature, but must instead rely on an internal
temperature calibration: the coexistence temperature Tcx. Tcx is easily found in
experiments (it is the temperature at which phase separation takes place), and tem-
peratures can be defined relative this point. Conveniently, since the coexistence
line of the phase diagram is flat close to the critical concentration (see Figure 2.2a),
Tcx ≈ Tc in most experiments, meaning that Tcx − T ≈ Tc − T = ∆T ; the
distance toTcx is directly related to the strength of the critical Casimir forces. This
assumption does not hold very close to Tcx, but this is rarely the case in practice.

UsingTcx as internal temperature control also solves another problem: variation
between samples and measurements. Even when working extremely carefully,
small differences in binary composition, salt concentrations, etc. will exist between
individual samples and stocks. All these hard-to-quantify parameters, as well as
environmental effects, are reflected in Tcx, which can vary up to a few tenths of
a degree between samples. However, the behaviour relative to Tcx will hardly
change, conveniently catching most of these minute variations.

TheWater-Lutidine System

In this thesis, we make use of a binary solvent of 2,6-lutidine (commonly referred
to as lutidine) and water. As mentioned, the critical Casimir effect is universal
and arises in any binary solvent, however the water-lutidine system has some sig-
nificant practical advantages. Crucially, the system has a lower critical solution
temperature (LCST) just above room temperature at a very convenient tempera-
ture of approximately 34 ◦C [86]. In a binary system with an LCST at or below
room temperature, the sample would need to be cooled when not performing
experiments, which is very inconvenient. A system with an upper critical solution
temperature (UCST), like most binary solvents, is also not ideal: if the UCST is
below room temperature, it requires accurate cooling below room temperature,
which is more challenging than heating, and if the UCST is above room temper-
ature, the sample would need to be heated when not performing experiments
- also not ideal. On top of that, the lutidine-water mixture is well studied, and
its phase diagram and critical behaviour, like viscosity and refractive index, have
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been well known for decades [86–92]. Finally, lutidine is a bit less toxic and easier
to work with then some of its commonly used alternatives, like 3-picoline and
(heavy) water [93–95]. However, several other binary solvents with suitable prop-
erties are available over which the water-lutidine system does not offer significant
benefits. Examples include 2-butoxyethanol and water [96, 97], and 1-propoxy-2-
propanol and water [98]. Even solvents with micelles can and have been used to
induce critical Casimir forces, although micelles will typically also cause depletion
interactions as a side effect, making them less convenient [99, 100].

Salts

Apart from lutidine, water and particles, a typical sample also contains salt. Salt
screens the charges on the particles so that the critical Casimir force can overcome
the electrostatic repulsion. Besides suppressing electrostatic interactions, salts can
also influence the critical Casimir force: preliminary tests with a few common salts
(MgSO4,KCl, andCaCl2) reveal that magnesium sulfate enhances the attraction
contrast between the particle patches and matrix [101]. This is important, because
selective patch-to-patch assembly of patchy particles can only take place when
there is sufficient contrast between patch and bulk. Ideally, the particle bulk
behaves as a hard-sphere particle, while the patches are attractive.

Though only partially understood, ions have been shown to effectively shift the
adsorption preference of colloidal particles in binary mixtures, thereby strongly
changing their critical Casimir interaction [102–104]. The underlying reason
may be in the special interactions between water and ions, the so-called specific ion

effects. These effects are ubiquitous, especially in biochemistry, where it was first
remarked upon over a century ago [105]. Despite the knowledge of the existence of
specific ion effects, its origin is poorly understood, and only empirical descriptions
exist, like the famous Hoffmeister series [106, 107]. The origin seems to lie in the
different solvation energies surrounding certain ions [108], causing a range of
secondary effects: different surface tension and different protein solubility among
others.

Another salt-induced effect that could play a role in our particle systems is the
solvent preference for individual ions. Some salts are antagonistic: they consist of
a hydrophobic and a hydrophilic ion. It is known that the preference of these ions
for either component of the binary solvent can influence the phase diagram of
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water-lutidine significantly [109]. In the ‘simple’ magnesium sulfate salt we use,
this effect is likely small, but it could play a role.

It is not clear that either specific ion effects or antagonistic salts are at play in
increasing patch-to-bulk attraction contrast, but it does illustrate that there is more
to salt ions than just their charge, especially in a system close to the critical point
of demixing, where such effects may be amplified. Careful screening and selection
of the salt in a system is required to optimize the patch-to-patch attraction.

Optimizing the Critical Casimir Force

To investigate the properties of particle bulk and patches separately, and find the
optimal conditions for the patchy particle assembly, we first focus on the assembly
behaviour of the two particle components of the patchy particle, polystyrene (PS)
and 3-(trimethoxysilyl) propyl methacrylate (TPM). We use the precursor PS
spheres of the colloidal fusion synthesis of particle batch A (Table 2.1), and TPM
droplets polymerized under the same conditions as the patches. This results in
solid TPM particles of diameter σ = 1 µm that have the same surface properties
as patches in the final composite patchy particle.

We vary the composition and salt concentration of the binary solvent to deter-
mine the optimal selective TPM-TPM (and thus patch-to-patch) attraction. For
this purpose, TPM and PS particles are dispersed in binary mixtures of varying lu-
tidine concentration for microscopic characterization. Samples are imaged while
the temperature is slowly increased towards Tc using a temperature-controlled
stage (see section 2.3.2). An oil-immersion objective with 63x magnification is
used for bright-field imaging. By increasing the temperature slowly we identify the
aggregation temperature Ta, at which clear cluster formation occurs (as shown in
Figure 2.3a) and the coexistence temperature Tcx, at which bubbles form. From
this, we construct aggregation lines with respect to the solvent phase-separation
line as a function of lutidine concentration as shown in Figure 2.3b.

The aggregation lines in Figure 2.3b show that without MgSO4, PS particles
(blue line) and TPM particles (red line) aggregate stronger for lutidine concen-
trations right of the critical composition, meaning that they both show the same
water-philic affinity and thus no selective patch-to-patch attraction. However, by
adding 0.5 mM of magnesium sulfate, the aggregation behaviour of TPM par-
ticles changes completely: a strong critical Casimir attraction is observed to the
left of the critical composition, green line in Figure 2.3b. This indicates that the
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Figure 2.3 : Enhancing the contrast for critical Casimir patch-to-patch binding. (a) Bright
field images showing aggregation contrast of PS particles (big dots) and TPM particles
(small dots). The former make the bulk, the latter the patch of the composite patchy
particle. Clockwise, starting top left, conditions are: clut = 28%vol, [MgSO4] =0mM;
clut = 32%vol, [MgSO4] = 0mM; clut = 25%vol, [MgSO4] = 0.5mM; and clut =
32%vol, [MgSO4] = 0.5mM. Scale bar is 3 µm. (b) Aggregation diagram showing
the shifted aggregation lines of TPM without salt (red diamonds), with [MgSO4] =
0.5mM (green circles), and PS without salt (blue squares). Black continuous line shows
theoretical coexistence temperature of the binary mixture close to the critical point.
Coloured stars and pentagons indicate corresponding measurement condition of (a).
Purple dotted line indicates a good lutidine concentration for patchy assembly clut =
0.25.

adsorption preference of TPM switches to lutidine-philic when adding MgSO4,
while the aggregation temperature of PS particles is little affected and remains
water-philic as can be seen from the snapshots that show cluster formation of PS
still happens on the right side of the critical temperature, Figure 2.3a (bottom
right). Using the aggregation curves, we pinpoint a sweet spot where only TPM
particles are expected to attract (small violet-shaded region in Figure 2.3b).

After determining the best solvent composition, all our experiments are per-
formed in the region where we obtain the strongest selective patch-to-patch at-
traction: we use an optimal lutidine concentration clut = 25%vol., with 1mM
MgSO4 that shows the largest range of TPM-TPM (and thus path-to-patch) at-
traction while PS is not attractive.
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2.3 From Sample to Data
The vast majority of the experiments performed in the context of this thesis relies
on optical microscopy to observe the assembly process and resulting structure -
specifically laser scanning confocal microscopy. All experiments are performed un-
der accurate temperature control, as to control the strength of the critical Casimir
force. Microscopy can yield rich and insightful information on a local level - one
can literally see what happens at the microscopic level, but the technique is less
suited for bulk behaviour and averages, because it only catches a relatively small
area of the sample at a time. Scattering techniques (SAXS, SANS, SLS, etc.) are
more suitable for bulk characterization, and are therefore also the more tradi-
tional techniques for probing colloidal length scales. However, microscopy is
the method of choice for the study of patchy particle assemblies. Not only do
patchy particles typically have interesting local behaviour, but, as highlighted in
section 1.3, patchy particle assemblies typically are very small, rendering scattering
experiments meaningless.

A widely-recognized problem with microscopy data analysis is the risk of (un-
conscious) bias. Therefore, it is of particular importance to go from images to
usable data in a reproducible and objective way. In this section, I will set out to
explain the process of preparing the sample, briefly describe the microscopy setup,
and finally describe the analysis of the microscopy data, specifically with regard to
(patchy) particle tracking.

2.3.1 Sample Preparation and Glass Silanization
The patchy particles are stored dispersed in water with a small amount of F108
copolymer as stabilizer (< 0.05%wt). To prepare a sample stock, particles are
transferred to the binary solvent by washing them at least 4 times in the desired
binary mixture. This mixture can be stored in small centrifugation tubes for a
few weeks. To prepare a sample for microscopy, a small amount of the sample is
injected into a glass capillary (Vitrotubes, Rectangle Boro Tubing0.20×2.00mm)
and sealed with teflon grease (Krytox GPL-205), see Figure 2.4.

In some cases, we use hydrophobic silanized glass capillaries. The hydrophobic
treatment for capillaries is a simple gas silanization reaction. The capillaries are
cleaned thoroughly using a piranha treatment, or alternatively using Hellmanex
III and plasma treatment. Capillaries are then placed in a vacuum desiccator
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together with approx. 1 ml of hexamethyldisilazane (HMDS) (≥ 99.0%, Sigma-
Aldrich). Pressure is lowered to below 200 mbar using a pump, and kept low for
at least 2 hours. The capillaries are then baked in an oven at 120 °C for circa 1 hour.
Microscopy samples can then be prepared as usual with these capillaries [110–112].

Samples that are properly sealed with teflon grease will remain stable for ap-
proximately 1 month. If the ends are properly sealed with an extra layer of glue
(Norland Optical Adhesive, nr. 81), samples can be stable without significant
change in function for over a year.

2.3.2 OpticalMicroscopy and its Temperature
Control

All samples are imaged on a Zeiss Axiovert 200M inverted optical microscope,
either in bright field, fluorescence (532 nm laser) or confocal (LSM 5 Live line-
scanning confocal microscope module with 532 nm laser) mode. The microscope
is equipped with a well-controlled temperature stage in combination with an
objective heating element, as fine temperature control is indispensable to make
use of the critical Casimir force. Relative temperature accuracy far below a tenth
of a degree, needed to have meaningful control over patch-to-patch attraction in
our system, is achieved using a home-built closed loop water system.

cba

Figure 2.4 : Sample preparation. After a particle dispersion with the right concentration
has been prepared, the dispersion is injected into capillaries to be able to observe the
sample under a microscope. To prepare a sample, (a) teflon grease is injected into one
end of a capillary. (b) The particle dispersion is then very carefully injected into the
capillary from the non-sealed opening using a 10 µL micropipette. (c) The open end
of the capillary is now also injected with teflon grease, closing off the mixture from the
environment. We now have a capillary ready for microscopy.
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Figure 2.5 : The microscope and its temperature control. An overview of the microscopy
setup is shown in (a). The waterbath controlling the temperature is labelled 1. The coil
heating the objective is labelled 2, and is highlighted in (b). The sample holder is labelled
3, and is highlighted in (c). In (d), the heating system is shown schematically, with the
water flow between elements indicated, adapted from [113].

The temperature control is based on water flowing through the components
of the microscope that are in contact with the sample, see Figure 2.5: the sample
stage on which the sample is mounted, and the objective, which can act as a heat
sink by proximity or direct contact (in case of an air or oil objective respectively).
Accurate control of the water temperature thus leads to accurate control over the
sample temperature. We use a Julabo D25 ME waterbath to pump temperature-
controlled water through the sample stage and objective. The sample stage consists
of a glass cell trough which water can flow. The transparent glass stage allows
bright-field microscopy to be performed with the illumination from the top, a
significant advantage over available commercial solutions. The objective is heated
by the temperature-controlled water flowing through a brass tube coiled around
it.

This setup allows for a relative temperature accuracy of about0.01 ◦Cwith min-
imal temperature gradients while performing microscopy. This is easily verified
by looking at the data gathered in this thesis, much of which would be impossible
without very accurate and stable temperature control.

2.3.3 Particle Tracking

To extract useful data from the microscopy images, we track all particles in the
field of view, meaning we determine their x, y, and possibly z coordinates. In
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fluorescence microscopy, fluorescent colloidal particles manifest as Gaussian peaks
in intensity. The most common way to locate these peaks is by using the algorithm
proposed by Crocker and Grier in the 90s [114]. Not only does the algorithm
find fluorescent features, it finds them with sub-pixel accuracy by fitting to a
Gaussian distribution instead of simply finding the centre [115]. This means that,
even though a pixel size is typically not much smaller than the feature of interest,
locations can be determined with an accuracy of up to 0.2% of the feature radius.

Recently, machine learning has started to become more common in scientific
image analysis. Especially complicated environments with a lot of background
and noise (e.g., biological samples) benefit from improvements in noise reduction
and detection optimization [116–119]. However, to my knowledge, machine
learning algorithms are currently not matured enough to outperform the classical
Crocker-and-Grier algorithm in relatively simple colloidal systems.

The specific software we use for particle tracking is Trackpy, a modern Python
implementation of the Crocker-and-Grier algorithm [120]. After loading an im-
age and optimizing parameters, it can accurately determine patch locations in two
or three dimensions. However, in this thesis, simply finding the bright spots in an
image is only the first step in determining particle locations. Patchy particles are
synthesized such that the patches are fluorescent (see section 2.1). A tetrameric
patchy particle will thus not have one bright spot, but four, each of which are at
a different x, y, and z-position. On top of that, if particles are bonded patch-to-
patch we observe just one fluorescent dot which represents two bonded patches,
belonging to different particles. To accurately track particle centre, orientation,
and bonding, different algorithms were designed and implemented, depending
on the details of the system and the information available.

Double Channel Tracking

In Chapter 3, we discuss the formation of clusters of five particles, each bonded
with two other particles. Accurate three-dimensional tracking of the particles is
achieved by overlaying bright field and confocal microscopy channels, shown in
Figure 2.6a. Figure 2.6b shows the full three-dimensional representation of the
ring. We determine the particle location and orientation in five steps:

1. Determine the two-dimensional centre of particles from the bright-field
channel.
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2. Determine the three-dimensional centre fluorescent patches from an entire
confocal image stack.

3. Using the estimated particle and patch centres from steps 1 and 2, determine
which patches (potentially) belong to the same particle.

4. Draw a tetrahedron for all possible combinations of 4 patches that could
belong to the same particle, as shown in Figures 2.6c& d.

5. Determine the angular tetrahedrality order parameter Sg [121] and the
distance order parameter Sd,

Sg =
4∑

i=1

4∑
j=1,j ̸=i

(
ri · rj +

1

3

)2

(2.1)

Sd =
4∑

i=1

(
di − d

)2
d
2 (2.2)

with i and j patch indices, r the unit vector pointing from the centre of the
4 patches to a patch, and d the length of r. If these order parameters are
below a threshold (typically Sg < 0.25, Sd < 0.20), the group of patches
forms a regular tetrahedron of the right size; we assume these are patches
that make up a particle, see Figure 2.6c. If the threshold is not reached, we
are observing a false positive, see Figure 2.6d.

We have thus determined 4 patches belonging to the same particle, the average
location of which is the particle centre. We can determine whether particles are
bonded by simply checking which particles share a patch.

Network-based Tracking

Unfortunately, the double channel approach is not always feasible because it re-
quires double channel microscopy: the switching between channels makes the
measurement slow. Therefore, in Chapters 4&5, we employ a slightly different
approach. In this situation, particles are all at the same height, with one patch
bound to the surface and the other three available for bonding. Although this par-
ticular conformation is not strictly necessary for this tracking approach to succeed,
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Ss > 0.25
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Figure 2.6 : Overview of tracking procedures developed in this thesis. (a) Representative
microscopy image of particles as taken in Chapter 3, where we use confocal images (in
red) superimposed onto bright-field microscope image. Note that because we project
a 3D image onto a 2D image, most particles seem to have only 3 patches per particles,
while they have 4. (b) 3D representation of situation shown in (a). (c) A group of 4
patches belonging to the same particle, forming a regular tetrahedron, which has an
Sg and Sd below the threshold value. (d) A group of 4 fluorescent features, forming
an irregular tetrahedron, which has an Sg and Sd above the threshold value. One or
more of the features is likely a false positive. (e) Representative z-projected confocal
microscopy image of particles as taken in Chapter 4. (f) Representation of situation
shown in (e). Particles have a black outline, patches are shown in orange. The central
patch is slightly out of focus, and will thus be less bright in (e). (g) The network formed
by connecting all patches within a particle radius of each other. Regular triangles, and
thus the groups of connected outer patches are shown in cyan.
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it does simplify tracking significantly. In Figure 2.6e, a typical microscopy image
is shown, with in Figure 2.6f a schematic representation of the situation. Each
particle has one central patch in the centre of the particle, and 3 patches at the
edge of the particle. To find particle positions, we perform the following actions:

1. Determine the location of each fluorescent patch.

2. Find all other patches within approximately one particle radius, by using a
kd-tree (implemented in SciPy) [122], and connect those into a network.

3. Find all triangles in the resulting network (Figure 2.6g).

4. For each triangle, we determine the mean edge length and the variation of
this value. We only select triangles where the mean edge length d is close
to the expected value based on radius r (d = 4√

3
r), and where the edge

length variation is small. This means we effectively select the blue triangles
in Figure 2.6g.

We are left with a triangle with 3 vertices corresponding to the outer patches.
In the centre of the triangle is the patch bound to the surface. Particle bonds are
easily determined by checking which patches are shared between particles.
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3 MimickingMolecules:
Pickering Particles and
Catalytic Colloidal
Conversion

Do not disturb my rings!

Archimedes of Syracuse

Last words (supposedly)

Colloids have a rich history of being used as big atoms mimicking real atoms
to study crystallization, gelation and the glass transition of condensed mat-
ter. Emulating the dynamics of molecules, however, has remained elusive.
Recent advances in colloid chemistry allow patchy particles to be synthesized
with accurate control over shape, functionality and coordination number.
In this chapter, I discuss how colloidal alkanes, specifically colloidal cyclopen-
tane, assembled from tetrameric patchy particles by critical Casimir forces
undergo the same chemical transformations as their atomic counterparts,
allowing their dynamics to be studied in real time. Transitions between chair
and twist conformations in colloidal cyclopentane are observed directly, and
we elucidate the interplay of bond bending strain and entropy in the molecu-
lar transition states and ring-opening reactions. These results open the door
to investigate complex molecular kinetics and molecular reactions in the
high-temperature classical limit, in which the colloidal analogue becomes a
good model.
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3.1 Introduction
Colloidal particles have been much used to study phase transitions such as crystal-
lization, gelation and the glass transition of condensed matter at experimentally
accessible length and time scales [1]. In this analogy, atoms are represented by
homogeneous colloidal spheres with tunable interactions between them. This
approach has been successful, and many of the lessons learnt are directly applicable
to fields such as photonics [123], opto-electronics [124], and bio-materials [125].

Compared to these crystalline systems, molecules typically have a much richer
structure: atoms are generally bonded directionally into molecules via valence.
For example, in aliphatic organic compounds in which a carbon atom has four
bonds, such as methane (CH4), the carbon atom is in an sp3 hybridized state,
binding ligands in a tetrahedral arrangement at approx. 109.5◦ bond angles. How-
ever, although many theoretical and simulation studies exist, achieving directional
bonding in colloidal systems is challenging, and reliable experimental systems are
scarce [25, 43, 126]. Recently developed patchy particles, decorated with patches
of specific surface chemistry, with well-defined symmetry, allow reproducing the
geometry of valence bonds [50, 59, 60, 67, 127, 128]. While these particles mimic
the rigid shape of small molecules, emulating molecular reactions and confor-
mational dynamics would require degrees of freedom similar to that of organic
molecules, through reversible, specific patch-patch interactions, tunable on the
scale of kBT , the thermal energy [128]. Such interactions would open the door
to colloidal molecular chemistry: molecules that consist of colloidal particles in-
stead of atoms, reacting at the nano and micrometer scale, directly observable by
microscopy. This in turn could unlock design paths for nanostructured materials
[129].

Specific, adjustable colloidal interactions arise in binary solvents close to their
critical point. This critical Casimir force results from the confinement of solvent
fluctuations between particle surfaces in a near-critical mixture, giving rise to an
effective interaction that is precisely tunable with temperature and the adsorp-
tion preferences of the confining surfaces, see section 2.2. For isotropic particles,
these interactions have provided insight into gas-liquid and liquid-solid phase
transitions [130, 131] as well as gelation [132]. Combined with patchy particles

exhibiting surface patches of specific solvent affinity, the interactions become di-
rected, and may allow the reversible assembly of more complex, molecule-like
structures, and their direct particle-scale observation.
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3.2 Results

In this chapter, we show that patchy particles bonded via critical Casimir forces
allow direct-space investigation of molecular dynamics, providing insight into
thermally activated molecular transition states. We bind dimer and tetramer par-
ticles into colloidal alkanes, resembling alkane molecules, such as colloidal (cy-
clo)butane, butyne, cyclopentane, and cyclohexane, and investigate their dynam-
ics directly in real space using confocal microscopy. We find that just as molecular
cyclopentane, colloidal cyclopentane exhibits envelope and twist conformations
that interconvert in time, and we follow the kinetic pathway in great detail. Fur-
thermore, we measure the free energy and corresponding bending energy directly
from the observed molecular trajectory; this allows us to elucidate the interplay
of bond strain and entropy in thermal and catalytic dissociation reactions of col-
loidal cyclopentane. These results open up directions for studying the dynamics of
molecules using precisely coordinated patchy particles, and for building complex
nano- and micrometer-scale materials [1].

3.2 Results

3.2.1 Colloid Fabrication

We use patchy particles described in section 2.1.1, particle batch A&B from Table
2.1. To quickly recap: patchy particles are polystyrene (PS) and 3-(trimethoxysi-
lyl)propyl methacrylate (TPM) spheres produced by colloidal fusion [67]. The
synthesis yields particles with precisely linearly and tetrahedrally coordinated,
fluorescently labelled TPM patches in a PS matrix (Figure 3.1a). The tetrapatch
particles have a diameter of σtetra = 3.7 µm, dipatch particles σdi = 3.2 µm
and both have a patch diameter 0.5 µm > dp > 0.4 µm; sufficiently small to
allow only a single other patch to bind. Di- and tetrapatch particles with number
ratio 1 : 3 are dispersed at a volume fraction of ϕ = 0.01 in a binary mixture of
lutidine and water close to its critical point. We also add 1mMMgSO4 to screen
the electrostatic repulsion and enhance the lutidine adsorption of the patches,
see section 2.2.3. Upon approaching the solvent demixing temperature Tcx =
33.8 ◦C, lutidine-rich fluctuations arise between the patches, binding them into a
covalent bond analogue by critical Casimir interactions as illustrated in Figure 3.1b.
To assemble colloidal molecules, we heat the sample to ∆T = 0.04K below Tcx,
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Butane

2-butyne

� ��

ba Cyclopentanee

d

c Cyclobutane

g Methyl-
cyclohexane

f

Lutidine concentration 
fluctuation

Figure 3.1 : Colloidal molecules assembled by critical Casimir forces. (a) Scanning elec-
tron microscope (SEM) image of tetramer patchy particle with patches coloured yellow.
Scale bar corresponds to 5 µm. (b) Schematic of the directed critical Casimir interac-
tion: lutidine fluctuations confined between hydrophobic patches cause patch-to-patch
attraction. (c-g) Examples of colloidal molecules: colloidal butane (c), 2-butyne (d), cy-
clopentane (e), cyclobutane (f) and methylcyclohexane (g), confocal superimposed onto
bright-field microscope images highlighting patches in red (left), schematic reconstruc-
tion (middle) and chemical representation (right). In (c), the characteristic tetrahedral
bond angle α = 109.5◦ is indicated. In (d), the linearly connecting dipatch particles
mimic sp hybridized carbon atoms, which in the colloidal analogue link both dipatch
and tetrapatch particles.
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resulting in a predicted binding energy of the patches of approximately 15kBT
(see section 3.4.4) [82, 133].

3.2.2 Colloidal Alkanes

After a few hours, we observe bonded structures exhibiting the coordination and
bond angles of carbon atoms in organic molecules, as shown in Figure 3.1c to g
(see section 3.4.5 for assembly details). A zigzag chain of four tetrapatch particles
exhibiting the carbon backbone structure of butane is shown in Figure 3.1d. A
colloidal analogue of 2-butyne, consisting of 2 central dipatch particles with 2
tetrapatch particles capping both ends, is shown in Figure 3.1e. Analogues of
cyclic alkanes, ubiquitous in carbon chemistry, are shown in Figure 3.1e-g. Rings
consisting of four, five, and six tetrapatch particles are observed, which we identify
as colloidal cyclobutane, cyclopentane and cyclohexane. We note that unlike their
atomic counterpart, these colloidal molecules have unsaturated patches, lacking
their ‘hydrogen atoms’, which may lead to some difference in their reactivity and
conformations.

We show size distributions of colloidal molecules in Figure 3.2. Clearly, smaller
structures are in the majority, but a significant population of larger structures
is present in the sample. The population decreases exponentially with size, as
predicted for patchy particle systems [134]. Cyclic molecules, however, show a
clear preference for a certain number of particles, reflecting their compatibility
with the tetrahedral bond angle. Colloidal cyclobutane (Figure 3.1f) is rarely
encountered in our samples. This is not surprising considering its highly strained
bond angles. In this configuration, two bonded neighbours make an angle of
90◦, far from the ideal angle of 109.5◦, causing high bond strain. For atomic
cyclobutane, this high bond strain is known to cause the enhanced reactivity of
cyclobutane compared to butane, making it much less stable than cyclopentane
and cyclohexane that exhibit bond angles much closer to 109.5◦. Indeed, we find
that colloidal cyclopentane (Figure 3.1e) is much more ubiquitous in the sample,
and by far the most observed colloidal ring structure. Its bonds are much closer to
the ideal 109.5◦ tetrahedral bond angle, compared to cyclobutane. Curiously, six-
membered rings - cyclohexanes - are much less frequently observed, even though
they have a lower bond angle strain, probably due to kinetic effects [25].
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Figure 3.2 : Size distribution of colloidal molecules. Probability of occurrence of colloidal
molecules as a function of their size. Blue dots (left axis) show all molecules, while yellow
squares (right axis) show cyclic molecules only. Clearly, larger molecules are increasingly
rare, while among the cyclic structures, 5-particle compounds such as cyclopentane are
most frequently observed.

3.2.3 Conformations of Colloidal Cyclopentane

We focus on the most frequently observed cyclic structure, colloidal cyclopen-
tane, and image its three-dimensional bonding arrangement using confocal mi-
croscopy. The three-dimensional reconstructions reveal three basic conformations
(Figure 3.3a): a planar conformation with all particles in the same plane, an ‘en-
velope’ conformation, with one particle sticking out, and a ‘twist’ conformation
with one particle sticking out above, and an adjacent particle sticking out below
the plane. Just as its colloidal counterpart, atomic cyclopentane also shows these
conformations; like most cyclic molecules, the internal angles of the ring are not
compatible with the 109.5◦ bonding angle of the tetrahedral symmetry. In planar
cyclopentane, the angles are only slightly lower, at 108°; nevertheless, due to ener-
getic considerations - the steric hindrance of hydrogen atoms and torsional strain
- atomic cyclopentane is virtually always puckered out of plane [135].

Conversely, colloidal cyclobutane shows virtually no puckering, as shown by
the significantly narrower bond angle distributions in Figure 3.3b. Cyclobutane
shows a much narrower bond angle distribution, in particular lacking the tail
towards larger angles as observed for cyclopentane, which is a signature of its
puckering configurations (see section 3.4.6 for a comparison of bond angle dis-
tributions of different colloidal molecules). Hence, while there is a driving force
for out of plane movement of cyclopentane, and thus a relatively wide angular
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Figure 3.3 : Conformations and pseudorotation of colloidal cyclopentane. (a) Three-
dimensional reconstructions of typical conformations of colloidal cyclopentane: planar

conformation (top), twist (or half-chair) conformation (left), and envelope (or bend)
conformation (right). (b) The distribution of inter-particle angles in cyclobutane (blue
dots) and cyclopentane (yellow squares). The solid lines are a guide to the eye. (c) Repre-
sentation of cyclopentane conformations in polar q-ϕ space. At each 0.05 · 2π interval,
a 2D representation of the ring is shown. The three paths (grey circles, orange triangles
and blue squares) show typical puckering routes of a thermally activated ring through
q-ϕ space. The four labelled subsequent points along the grey circle path correspond to
the snapshots in panel (d). (d) Time series of three-dimensional configurations show-
ing pseudorotation of colloidal cyclopentane. Snapshots are ∆t = 12s apart, while
the typical relaxation time of a conformation is 24s, see section 3.4.7. Symbols + and -
indicate particles above and below the average plane, respectively, and arrows indicate
particle movement towards the next time step. (e) Correlation function of out-of-plane
displacements C(∆j) = ⟨zj · zj+∆j⟩/

〈
z2j

〉
in a perspective view, illustrating average

puckered configuration of the ring.

distribution, cyclobutane bonds are stiffer, forcing the highly strained ring into a
narrowly confined configuration (video available online [231]).
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3.2.4 Pseudorotation

For each particle in cyclopentane, there are two envelope and two twist conforma-
tions, as shown in Figure 3.3c. In molecular cyclopentane, these conformations are
thought to interconvert continuously. This process is known as pseudo-rotation,
and has been suggested as early as the 40s, but so far has only been confirmed
by indirect spectroscopic evidence [136–139]. Likewise, we find that in colloidal
cyclopentane, envelope and twist conformations interconvert continuously. To
follow the pseudorotation directly in real space, we rapidly acquire image stacks
every twelve seconds, roughly 2 times faster than the typical relaxation time of
a configuration, see section 3.4.7. Three-dimensional reconstructions reveal the
pseudorotation of colloidal cyclopentane in Figure 3.3d and online videos[231,
232]. From frame 1 to 2, a particle (left) flips from below to above the plane, while
its in-plane neighbour moves down out of plane. From frame 3 to 4 a characteristic
change from envelope to a neighbouring twist conformation occurs, correspond-
ing to the upward motion of the (central) in-plane particle. Remarkably, during
these transition states, the ring always remains highly puckered. To show this, we
correlate the vertical displacements, zi, of nearest and second-nearest neighbour
particles and find that they are strongly anticorrelated, as shown in Figure 3.3e:
the upward movement of a particle typically results in the downward movement
of the neighbouring particle, followed by an upward movement of the next near-
est neighbour. These correlations highlight the strongly correlated nature of the
pseudorotation of colloidal cyclopentane, and suggest that interesting collective
behaviour is to be expected in larger colloidal molecules.

To analyse the pseudorotation in detail, we determine the puckering amplitude
q and phase ϕ from the out-of-plane displacements zi of the particles. Together,
q and ϕ form a polar phase space describing all possible puckering conformations.
Given an average plane through the ring, q is a measure of the resulting amplitude
of the out-of-plane displacements, while ϕ tells us in what conformation the ring
is, as indicated schematically in Figure 3.3c [140] (see section 3.4.3 for formal
definition of q and ϕ). A polar plot of the pseudorotation trajectory in (q, ϕ)
space is shown in Figure 3.3c (see online videos for animations [233, 234]). The
coordinated up and down motion leads to pronounced changes in the puckering
phase (phase change from frame 1 to 2 to 3 to 4). For example, the large phase
change from 2 to 3 corresponds to a change from twist to a next-nearest envelope
conformation, while that from 3 to 4 corresponds to a transition from twist to en-
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Figure 3.4 : Distributions of puckering configurations. (a) Normalized frequency of
the reduced puckering phase angle, ϕr from envelope (ϕr = 0) to twist conformation
(ϕr = 0.05 · 2πrad). The flat distribution reveals no preference for a particular confor-
mation. (b) Frequency f(qN ) of the normalized puckering amplitude qN : experimental
data (yellow dots), Monte Carlo simulations of freely joint particles (blue squares), and
particles interacting with an effective critical Casimir potential (red pentagons), and ex-
pected values for atomic cyclopentane as given in [138], assuming the largest reasonable
envelope-to-twist energy barrier (solid black line). Frequency is normalized to result
in identical initial slopes. (c) and (d) show probability density maps of total bending
energy as a function of ϕr and qN, respectively, for the simulated patchy particle rings.
The logarithmic colour map indicates the normalized frequency of observation from
below 0.01 (blue) to 1.0 (yellow). Red circles indicate the average bending energy as
determined from the measured distribution of qN.

velope, as shown by comparison of the trace in Figure 3.3c with the corresponding
2D representations.

To explore the full statistics, we follow more rings, and determine distributions
of the reduced puckering phase ϕr and amplitude q as shown in Figure 3.4a&b.
The reduced puckering phase indicates how far a particular configuration is be-
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tween an envelope (ϕr = 0) and a twist (ϕr = 0.05) conformation. The flat distri-
bution of ϕr indicates that, just like in atomic cyclopentane, there is no preference
for either envelope or twist conformation, nor any conformation in between. This
is different for the puckering amplitude q (Figure 3.4b): Planar conformations
with q ≈ 0 are almost never observed, while mildly puckered configurations with
q ≈ 0.06 are most prevalent. As shown by simulations in section 3.4.4, the peak
position depends on the presence of gravity: without gravity, the maximum of the
probability density is shifted towards larger values (qN ≈ 0.15) compared to the
experimental measurement, meaning that the colloidal cyclopentane ring is more
puckered in a system without gravity, as expected. Nevertheless, the presence of
a finite puckering amplitude is surprising from an energetic point of view, as the
flat ring (q = 0) has both the lowest bending and gravitational energy.

However, the entropy of this state is also the lowest: there is only one way to
place the particles into a flat ring; even a small amount of puckering will unlock
many configurational microstates, thus increasing the entropy.

To estimate the entropic contribution, we consider a ring of five freely joint
particles moving up and down independently. The corresponding probability
distribution P (q) increases linearly with q (Figure 3.4b), reflecting the increas-
ing number of configurations. The experimental distribution initially follows
this trend, but then peaks and diminishes. We associate this decrease with the
increasing bending energy cost U(q) suppressing high-puckering amplitude con-
figurations.

Together, entropic and bending energy contributions give rise to the free energy
F (q) = U(q) − TS(q), where S(q) = kBT lnP (q) is the entropy associated
with the ring configurations. In thermal equilibrium, puckering amplitudes follow
a Boltzmann distribution f(q) ∝ exp(−F (q)/kBT ). We invert this relation to
determine the average bending energy from the measured distribution f(q) using

U(q) = kBT ln
P (q)

f(q)
+ U0, (3.1)

where U0 is an arbitrary reference energy, see section 3.4.8. The resultant U(q)
indeed reveals an increasing bending energy with puckering amplitude, as shown
in Figure 3.4d (red circles).

These trends are confirmed in Monte Carlo (MC) simulations of five tetrapatch
particles interacting with effective critical Casimir potentials as detailed in section
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3.4.4. Their puckering distributions are in excellent agreement with the experi-
mental data, as shown in Figure 3.4. Furthermore, we compute the total bending
energy U directly from the strained bonds for each observed configuration; the
resulting probability contour plot shows good agreement with the experimental
data (Figure 3.4d).

Interestingly, atomic cyclopentane shows a distribution peaked at much higher
values of q. Contrary to colloidal cyclopentane, the molecule experiences addi-
tional H-H steric repulsions as well as torsional strain, leading to a stronger degree
of puckering. Nevertheless, the subsequent decline indicates occurrence of addi-
tional bending energy, similar to the colloidal analogue.

3.2.5 Ring Breaking and Catalytic Reactions
We fully exploit the direct observation of colloidal cyclopentane by studying ring-
-opening reactions. Rings occasionally break up as shown in Figure 3.5a and
online video [235]; this breakup is the thermal ring-opening reaction of colloidal
cyclopentane to pentane (formally a pentane bi-radical). Interestingly, we find
that just before breaking, rings always exhibit a high puckering amplitude, as
shown in Figure 3.5b. Moreover, the bond breaking occurs at a particle strongly
involved in the puckering, as shown by comparing the puckering phase just before
bond breaking with the breaking point in Figure 3.5b. Because a high puckering
amplitude corresponds to high bond strain, a large energy gain is made by break-
ing the bond. These results highlight the importance of bond-bending strain
in the thermal dissociation of colloidal cyclopentane. Furthermore, the high q
values just before breaking suggest that the reactivity of cyclopentane is highest
for extreme puckering amplitudes, in the far high-q tail of the distribution in
Figure 3.4b. We speculate that a similar mechanism may apply to atomic cyclopen-
tane. Indeed, thermal ring-breaking reactions typically occur in cyclopentane and
methyl-cyclopentane [141], which unlike higher-symmetry cyclic compounds like
cyclohexane exhibit significant bond strain.

For atomic cyclopentane, a catalyst can greatly accelerate the ring opening re-
action by offering attractive binding sites. For example, noble metal surfaces
and mesoporous materials can achieve some selectivity in the ring opening re-
action [142–145], but the mechanism is complex and poorly understood. To
investigate such catalytic reactions in colloidal cyclopentane, we assemble rings
in the bulk and sediment them onto a hydrophobic surface to which the particle
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Figure 3.5 : Colloidal cyclopentane ring-opening reaction. (a, b) Thermal ring-opening
of free colloidal cyclopentane. (a) Three-dimensional reconstruction of a dissociating
ring just before (left) and just after breaking the bond between the blue particles (right).
(b) Top: Examples of ring configurations just before breaking (circles) and correspond-
ing breaking points (radial lines) in q-ϕ space. Bottom: Breaking points in schematic
representation, with colours indicating braking position. Colour coding matches the
q-ϕ coordinates above. (c, d) Catalytic ring-opening of colloidal cyclopentane on an at-
tractive (hydrophobic) surface. (c) Three-dimensional reconstruction of the ring shown
before (left) and after breaking the bond between the purple particles (right). The bright
patches are attached to the surface. (d) Time sequence of the surface diffusion and even-
tual breaking of the bond between the purple particles of the surface-bound ring.
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patches bind. We find that this greatly speeds up the ring dissociation: a few min-
utes after surface adsorption, a ring breaks and opens, as shown in Fig 3.5c&d.
Upon adsorption, 3 to 4 particle patches bind to the substrate (highlighted in
Figure 3.5c), confining the ring to the surface, and effectively freezing it in a single
envelope conformation. At the same time, the ring can still move laterally and
diffuse along the substrate, before it opens (Figure 3.5d). The binding-induced
angular strain, together with the entropically unfavourable locking of configu-
rations, causes the ring to break easily. The hydrophobically treated substrate
serving as a catalyst thus allows direct observation of the interplay of conforma-
tions, bond geometry and surface interaction in the catalytic dissociation process.
This makes our colloidal model very suitable for the study of geometric effects of
catalysts, in absence of any electronic or support effects, using designed colloidal
crystal surfaces or templates with defined symmetry, lattice constant and domain
size. Fast confocal microscopy imaging can then give detailed insight into energies
along the reaction coordinate, identifying the transition states in these catalytic
processes.

3.3 Discussion
The direct observation of pseudorotation and catalytic reactions of colloidal cy-
clopentane offers insight into transition states in a molecular dissociation reaction.
As the thermal energy kBT is of the same order as the bond energy, the colloidal
molecule corresponds to its high-temperature molecular counterpart. The ratio
of 15 for the bond energy to kBT in our experiments would correspond to a tem-
perature of ∼ 640K for atomic cyclopentane, as can be estimated from its C-C
bond energy of ∼ 80 kJ/mol. In this limit, the quantum mechanical energy spec-
trum of the low-frequency modes of the molecule becomes quasi-continuous, and
classical behaviour is expected to emerge, suggesting that the colloidal analogue
becomes a good model.

Our results highlight the importance of bond strain in the dissociation pro-
cess, and suggest specific catalyst design that takes advantage of the puckering
amplitude in the ring breaking process. These results pave the way to the investi-
gation of molecular kinetics by detailed direct observation of colloidal analogues,
elucidating transition states, kinetic pathways and correlations in molecular reac-
tions [146]. The exquisite temperature control afforded by the critical Casimir
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interaction creates opportunities for molecular and supramolecular colloidal de-
sign following equilibrium and non-equilibrium routes, and the investigation of
dynamic assembly pathways. The demonstrated accurate binding control opens
up pathways to colloidal molecular chemistry, in which bond-stretch and -bend
potential-energy functions can be tuned by the experimentalist, and all the re-
actions, not only ring opening but also synthesis, homogeneous catalysis, and
polymerization can be followed in real time using a conventional microscope to
observe the reacting colloidal atoms.
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3.4 Appendix

3.4.1 Sample Preparation andHistory
Particles are left to sediment to the bottom of the sample at room temperature
before measurements. We choose a particle concentration such that the surface
coverage is between ϕ = 0.10 and ϕ = 0.15 after sedimentation. We then start
increasing temperature to switch on the critical Casimir attraction and assemble
the structures.

In an experiment, we heat the sample to 0.04 ◦C below the phase separation
temperature of the lutidine-water mixture, inducing critical Casimir attraction
between patches. The structures then grow by two-dimensional diffusion in the
plane. No mixing is necessary. After several hours of equilibration, we investigate
the structures using a 63x oil-immersion objective. Further details on sample
preparation can be found in section 2.3.

Catalytic Conversion

For the catalytic experiments, the samples are prepared in capillaries which have
been made hydrophobic using the gas silanization reaction described in section
2.3.1. In the catalytic experiments, we use patchy particle batch C in Table 2.1
because those particles sediment slower and have a larger attractive temperature
range between Ta and Tcx of approximately 0.20 ◦C. Particles are left to sediment
on one side of the capillaries. Then, we raise the temperature to ∆T = 0.10 ◦C
and flip the sample over so the particles are in free fall. In this free fall, the particles
assemble into (among other things) cyclopentane. When the ring is almost at the
bottom of the sample, we lower the temperature to ∆T = 0.17 ◦C, and observe
the adsorption of the ring to the surface and its subsequent breakup using a 100x
oil-immersion objective.

3.4.2 ConfocalMicroscopy and Particle Tracking
We image the assembled structures using confocal microscope image stacks, al-
ternating with bright field images. To follow a colloidal molecule in time, we
acquire around 100 image stacks and bright field images during a time interval
of 12 minutes. The particles and patch positions are then determined using the
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algorithms described in section 2.3.3. This yields an accurate 3D position vector
Rj of each particle j of a ring.

Finally, we use an algorithm which eliminates all rings which have unrealistically
high or low angles between particles to further eliminate any data with particles
placed on the wrong positions, which is confirmed by manual inspection of the
video

3.4.3 Pseudorotation in Polar Coordinates

We use the method by Cremer and Pople [140] to find the ring puckering coor-
dinates for each particle configuration. This is done by expressing the positions
Rj of the particles in a new coordinate system. In this new coordinate system, the
average plane through all particles forms the xy-plane, and the z-displacement zj
is the distance of a particle from this plane.

This new coordinate system must satisfy

5∑
j=1

Rj = 0 (origin set to centre of mass) (3.2)

meaning that the origin of the system is at the centre of mass of the five particles.
We further enforce

5∑
j=1

zj = 0 (mean plane through origin) (3.3)

which means all z-displacement zj in the new coordinate systems average out to
zero: the mean plane must be the average of the particles. We choose the unit vector
l going through any of the five particles as a convenient x-axis. Unfortunately,
Eq. 3.2 and 3.3 do not yet yield a unique average plane through the five particles:
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multiple planes can be drawn that will all satisfy the above conditions. Therefore,
we further impose the conditions

5∑
j=1

zj cos[2π(j − 1)/N ] = 0 (3.4)

5∑
j=1

zj sin[2π(j − 1)/N ] = 0 (3.5)

which will fix the plane uniquely. In the case of a regular planar polygon, Eq. 3.4
and 3.5 correspond to the condition that a small displacement zj will not lead to
angular momentum. The same conditions may be used more generally for bigger
displacements, and any bond lengths or angles. Also, this condition will yield
the same plane irrespective of which particle is chosen as j = 1. Combining all
these conditions, we can now determine the orientation of the mean plane for the
position vectors Rj :

R′ =
5∑

j=1

Rj sin(2π(j − 1)/N) (3.6)

R′′ =
5∑

j=1

Rj cos(2π(j − 1)/N) (3.7)

then the unit vector

n = R′ ×R′′/|R′ ×R′′| (3.8)

is perpendicular toR′ andR′′. Thus, we can usen to define the new z-axis. Finally,
the y-axis, defined by unit vector m, can now be found by simply taking the
crossproduct of l and n. By linearly displacing coordinates to this new coordinate
system, we can determine the ring’s puckering coordinates.
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a b

Figure 3.6 : Pair potential and switching function. (a) Pair potential of a hydrophobic
isotropic particle with a radius of0.5 µm, immersed in a water/lutidine (75%vol/25%vol)
solution with 1.0mMMgSO4 is illustrated at various wetting scaling parameters w (in
colour) with the fitted functions (grey dotted line). (b) The switching functions S′ (Eq.
3.13) of a particle with Θp = 17.0◦.

The ring puckering amplitude q and phase ϕ for a ring of 5 particles are defined
as

q cosϕ =
√

2/5
∑

zj cos 4πj/5 (3.9)

q sinϕ =
√

2/5
∑

zj sin 4πj/5 (3.10)

We can simply calculate the puckering coordinates from the transformed coordi-
nates for every snapshot.

3.4.4 Simulations

The structural distribution of colloidal cyclopentane is sampled with the compu-
tational model described in Ref. [133] which is based on critical Casimir poten-
tials [82] benchmarked onto experimentally measured chain length distributions
and the bending rigidities of a dipatch particle system at various temperatures.

Here the computational model for tetrapatch particles interacting via critical
Casimir interactions is presented at an off-critical binary mixture and the simula-
tions of the conformational distribution of colloidal cyclopentane is discussed.
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The Potential of the Tetrapatch Particle

The potential of the patchy particle system (Eq. 3.11) has two contributions:
the pair potential Vpair (Eq. 3.12) acting between the colloidal particles and a
gravitational potential Vgravity. The total interaction is a summation over the pair
potentials and the gravity over N particles.

V =
N∑
i,j

Vpair(i, j) +
N∑
i

Vgravity(zi) (3.11)

Vpair(i, j) =

{
∞, D = r − σ ≤ 0

Vrep(Dij) + VC(Dij)S
′(Θi)S

′(Θj), D > 0
(3.12)

The pair potential is composed out of an isotropic repulsion Vrep plus a critical
Casimir attraction VC only effective at the patches via a switching function S’ of
both particles i and j. The repulsion and attraction are only a function of the
radial surface-surface distance Dij between two particles with diameter σ and
centre-to-centre distance r, while the switching function S ′ is dependent on the
patch orientation with respect to the inter-particle vector.

In experiment, the tetrapatch particles and dipatch particles are synthesized
from the same materials and assembled into various architectures in the same
solvent: a water/lutidine (75/25%vol) binary liquid with 1.0 mM MgSO4. Only
the physical dimensions of the dipatch and tetrapatch particles differ. Thus, one
expects that the potential of the tetrapatch particles uses the benchmarked param-
eters of the dipatch system, i.e. surface charge Υ = −0.10 e nm−2 and scaling
wetting parameter w = 0.47, which are material properties.

However, significant bonding of the tetrapatch particles is only observed at
temperatures of dT = Tcx − T ≤ 0.04 where Tcx is the phase separation tem-
perature. This indicates that upon increasing the temperature and approaching
dT = 0.04 in experiment, the potential gets stronger and the critical temperature
Tc has not been crossed yet. This is in contrast to the theoretically predicted criti-
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cal temperature at dT = 0.08*. The addition of salt to the solvent may affect the
phase separation curve which leads to a shift of Tcx.

With the non-universal scaling constantB = 0.765 and wetting scaling param-
eter w = 0.47, patches of tetrapatch particles do not show significant binding
at dT = 0.04 [147]. Therefore, w is increased to ensure spontaneous formation
of bonds. From an interaction strength with w ≥ 0.55, there are colloidal cy-
clopentanes observed in an MC simulation at 15%area coverage including gravity.
Figure 3.6a shows the pair potentials and their fit at various scaling wetting param-
eters w of a hydrophobic isotropic colloidal particle with Υ = −0.10 e nm−2,
Rp = 0.5 µm, and dT = 0.04K immersed in the binary liquid.

The angular dependence of the interaction strength is captured by the switching
function S which is a smoothly decaying function from 1 to 0 as shown in Figure
3.6b. As the patch geometry of the tetrapatch is similar to the particles from Ref
[148], we use the switching function

S ′(Θi) =

{
1
2

[
1− cos

(
π(cosΘi−cosΘp)

1−cosΘp

)]
cosΘi ≥ cosΘp

0 cosΘi < cosΘp

(3.13)

whereΘp is the patch arc-angle and cosΘi = rij ·pi/|rij ·pi| is the angle between
the patch vector pi and the interparticle vector rij .

The gravitational potential is a function of the mass difference between the
colloidal particle and the solvent. Tetrapatch particles are synthesized from four
equal spheres of polystyrene (PS) surrounding one sphere of TPM with an ideal
ratio rTPM:rPS = (

√
8 − 2)/2 which translates into a fractional volume ϕPS =

1− ϕTPM ≈ 0.9825.

*The location of Tcx with respect to Tc calculated via Tcx−Tc

Tcx
=

(
|cc−c|

B

)1/β

where Tc =

33.86 ◦C is the critical temperature, cc = 0.287 the critical (lutidine mass) fraction, B = 0.765
a non-universal scaling constant of the water lutidine solution without salt measured in Ref. [147],
and β = 0.3265 a universal scaling constant.
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Monte Carlo sampling of the Colloidal Cyclopentane
Conformations

The computational system is composed of N=5 particles in a cyclopentane confor-
mation. We sample the conformational distribution of the colloidal cyclopentane
by performing 60 000 cycles of 500 000 single particle Monte Carlo steps. Bond
breakage, if the critical Casimir interaction EC = 0, is not allowed as we are only
interested in the conformational distribution of cyclopentane. Additionally, to
mimic the experimental measurement accuracy, we add a Gaussian noise with zero
mean and standard deviation of 0.1 µm = 0.03σ in the direction perpendicular
to the wall.

The Conformational Distribution of the Colloidal
Cyclopentane

Figure 3.7 shows the probability density of colloidal cyclopentane with the poten-
tial with w = 0.55 as function of puckering phase ϕ and amplitude qN of system
with and without gravity and the Gaussian noise. As observed in experiment, there
is no preference for the envelope or twist conformation in any of the simulations.
Thus, the puckering phase is not affected by the gravitational force acting on the
colloidal particles and the measurement inaccuracy in the z-direction.

The puckering amplitude does depend on the presence of gravity and the mea-
surement inaccuracy in the z-direction. Without gravity the maximum of the
probability density qN,max is shifted toward larger qN values of approx. 0.15 com-
pared to the experimental measurement. This means that the colloidal cyclopen-
tane is more bend in a system without gravity. With gravity the colloidal cyclopen-
tane is flattened and the maximum of the probability density is close to experiment
qN = 0.06. The effect of the Gaussian noise is making the colloidal cyclopen-
tane appear more bend than it actually does. This effect is mainly observed in the
system without gravity. An increase of density at qN values larger that qN,max is
observed which shift the complete curve.

3.4.5 Patchy Particle Assembly
We typically leave the particles to assemble at constant temperature for several
hours. In Figure 3.8, we show the typical process of assembly in a sample with a
mix of di- and tetra-patch particles, here at ∆T = 0.05℃ and number density
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a b

Figure 3.7 : Puckering amplitude and phase in experiments and simulations. Probability
distributions of puckering amplitude qN (a) and phase ϕ (b) in simulation and experi-
ment. The simulations are conducted with and without adding Gaussian noise with a
standard deviation of 0.03σ in the z-direction and gravity. The colour coding is equal
in both graphs.

ρ = 0.015 µm−2. A bright-field microscope image of the assembled structures
after 2 hours of assembly is shown in Figure 3.8a. A zoo of colloidal molecules is
observed, from butanes and propanes to longer, polymer-like chains.

In Figure 3.8b we show a few snapshots revealing the assembly of colloidal
methyl-cyclopentane. This process begins with butane and propane, which react
to form hexane. This longer chain is now in a conformation in which it can easily
form methyl-cyclopentane by reacting its first atom with the fifth atom in the
chain. The molecule can also change to a conformation that reacts to cyclohexane
by flipping atom 6 from the eclipsed to the staggered position. However, due
to the quasi-2D nature of our system there is an energy penalty associated with
this conformational change, making the formation of methyl-cyclopentane more
likely.

Figure 3.8c and d show the growth of the mean cluster size and cluster size
distributions. Initially, at the start of the measurement (∆T = 0.26℃), there is
no clustering. As soon as we increase the temperature to ∆T = 0.05℃, particles
start assembling, and clusters start to grow. Figure 3.8c shows the growing average
cluster size as a function of time. After 2 hours, when the measurement is stopped,
an equilibrium cluster size has not been reached yet. The cluster mass distribution
at different times is shown in Figure 3.8d. After 2 minutes several structures have
already formed. As time continues, the slope of the distribution becomes less
steep, indicating large structures start forming, although singlets are still the major
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b

c d

a

Figure 3.8 : Patchy Particle Assembly. We show a typical assembly experiment, where
we set the temperature of the sample to ∆T = 0.05℃. (a) Bright-field microscope
image of tetra- and dipatch particles after two hours of assembly. The dimensions of the
image are 97 µm× 83 µm. (b) Four bright-field microscope images showing the typical
assembly of a colloidal (methyl-)cyclopentane molecule. In this particular case, we start
with butane and ethane, which react to form hexane. The molecule then reacts with
itself to form methyl-cyclobutane. (c) Growth of the average cluster mass with time. (d)
Cluster mass distributions of the sample after 2, 10, 30, 60, and 110 minutes. The inset
shows the first three data points plotted in a double-linear representation.
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Figure 3.9 : Bond stiffness of linear and cyclic colloidal molecules. Distributions of the 2D-
projected angles between the particles in different colloidal molecules: propane (navy),
butane (turquoise), and cyclic compounds cyclobutane (orange) and cyclopentane (red).
Note that the x-axis shows the deviation from the mean angle, θdeviation = θ − ⟨θ⟩.
The insets show which angles we used to build the angle distributions shown here. The
black solid line shows a Hookean fit of the angles with a spring constant of kbend =
3.4kBT rad

−2.

component. This behaviour is qualitatively in line with what we expect for a
growing network according to Wertheim theory [134], and will be discussed in
depth in Chapter 6. Also, it appears that at later times, structures with certain
number n of particles are clearly preferred, such as n = 5, 7, and 10. We note that
here, however, cyclic and linear structures are both counted; for a distinction of
cyclic structures alone, see Figure 3.2.

3.4.6 Conformations of Different Colloidal
Molecules

Apart from cyclopentane, which is treated quite thoroughly in the main text,
we observe many other structures. To better understand the puckering of cyclic
molecules, we investigated the bond angle distributions of a range of structures,
from linear to cyclic compounds, as shown in Figure 3.9. We imaged propane, bu-
tane, cyclobutane and cyclopentane using bright-field microscopy in the same sam-
ple at constant temperature (∆T = 0.05℃), and measured their 2D-projected
bond angles. From repeated fast imaging, we then determined bond angle distri-
butions for all structures, as shown in the figure. We note that this projected 2D
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Figure 3.10 : Timescale of dynamics. Autocorrelation function of the inter-particle angles
of the 2D projection of colloidal cyclopentane as a function of time in half-logarithmic
representation (see Equation 3.14). Two characteristic timescales are observed: a fast
one, of around 4.7 seconds, and a slower timescale of around 24 seconds.

angle differs from the 3D angles explored in the main text, but does allow us to
obtain significant statistics to compare the different linear and cyclic structures in
terms of their bond stiffness.

Interestingly, propane and butane, both linear structures, one with three, one
with four particles, show very similar angle distributions. Both species are free to
move around their preferred angle: there is no steric hindrance or confinement
effect from being in a ring. In fact, by treating the particle bond as a simple spring,
we can determine a spring constant from the probability distributions in Figure
3.9. The unconstrained spring constant of propane and cyclobutane is kbend =
3.4kBT/rad

−2, shown as the solid black line. In contrast, the cyclic molecules
(cyclobutane and cyclopentane) show much narrower angle distributions, which
we associate with the constraint of the cyclic structure. The resulting ‘spring
constant’ of the cyclic structures is thus much stiffer than the one of the free bond
angles of the linear structures.

3.4.7 Timescales
To probe the typical timescale of the ring transitioning between conformations,
we acquired bright-field images of rings at a frame rate of 2 s−1. In each frame,
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we track the particles in a horizontal plane and determine the angles θ between
the projected particle positions. We take these time-dependent angles to calculate
the time autocorrelation:

g2(∆t) =
⟨θi(t)× θi(t+∆t)⟩i,t

⟨θi(t)2⟩i,t
, (3.14)

where we average over all five angles and the observation time interval ∆t = 0.5
seconds. We plot a typical example of the autocorrelation of the angles over time
in Figure 3.10. Generally, we find there is a fast component, τ1, of around 9
seconds, and a slower component, τ2, of around 25 seconds. We associate τ1 with
the diffusion of the particles, as this is approximately the expected timescale for
a 3.7 µm particle to diffuse its own radius. Furthermore, we associate τ2 with
the configurational changes, i.e. pseudo-rotation of the ring, which is further
confirmed by the anticorrelated motion of neighbouring particles, indicating the
characteristic change between conformations while keeping the overall puckered
state (see Figure 3.3e).

3.4.8 The Bending Energy of Cyclopentane

In this chapter, we have combined our experimental observations of the puckering
ring with simulations for the entropic component to extract the pure bending
energy of the ring as a function of qN. To do this, we start with the free energy as
a function of puckering amplitude q, given by

F (q) = U(q)− TS(q) (3.15)

where U is the Boltzmann averaged energy caused by bending, T the temperature,
and S the entropy. Assuming this free energy to exhibit a Boltzmann distribu-
tion in thermal equilibrium, the probability of observing a configuration with
puckering amplitude q is given by

f(q) ∼ e−F/kBT = e−U/kBT · eTS/kBT . (3.16)
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Rewriting this gives:

ln(f(q)) =− U(q)/kBT + S(q)/kB + C

U(q)/kBT =− ln(f(q)) + S(q)/kB + C, (3.17)

with C a constant. The entropic contribution is given by the multiplicity Ω as
determined from the simulations of random independent displacements, so:

S(q) =kB · ln(Ω(q)) (3.18)
U(q)/kBT =ln(Ω(q))− ln(f(q)) + C (3.19)

=ln(Ω(q)/f(q)) + C

=ln(P0 · P (q)/f(q)) + C

=ln(P (q)/f(q)) + C ′, (3.20)

with Ω the number of microstates, and P (q) the entropic simulation observation
frequency.

67





4 Defects of colloidal
graphene

Such simple instincts as bees making a
beehive could be sufficient to overthrow my
whole theory.

Charles Darwin

Graphene has been under intense scientific interest because of its remark-
able optical, mechanical and electronic properties. Its honeycomb structure
makes it an archetypical two-dimensional material exhibiting a photonic and
phononic band gap with topologically protected states. However, produc-
ing large defect-free single-crystal graphene layers remains a great challenge,
crucially limiting its applications. Here we assemble colloidal graphene, the
analogue of atomic graphene using pseudo-trivalent patchy particles, allow-
ing particle-scale insight into graphene crystal growth and defect dynamics.
We directly observe the formation and healing of common defects, like grain
boundaries and vacancies. We identify a pentagonal defect motif that is ki-
netically favoured in the early stages of growth, and acts as seed for more
extended defects in the later stages. From the bond saturation and bond
angle distortions, we determine the conformational energy of the crystal,
and follow its evolution through the energy landscape upon defect rearrange-
ment and healing. These direct observations reveal that the origins of the
most common defects lie in the early stages of graphene assembly, where
pentagons are kinetically favoured over the equilibrium hexagons of the hon-
eycomb lattice, subsequently stabilized during further growth. Our results
open the door to the assembly of complex 2D colloidal materials and inves-
tigation of their dynamical, mechanical and optical properties.
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4.1 Introduction
Two-dimensional materials have attracted intense scientific interest, both from
an application and a fundamental point of view, offering applications from light-
weight materials to optoelectronic devices. These materials combine extraordinary
mechanical, optical and electronic properties compared to bulk materials [149–
151]. The most prominent representative, graphene, consists of a monolayer of car-
bon atoms bonded in a honeycomb lattice. The strong covalent bonds within the
honeycomb lattice make the material particularly strong while being light, while
the honeycomb structure gives rise to a photonic and phononic band gap [15, 45].
Structural defects are known to be central to all of graphene’s properties, enabling
among others band-gap tuning in graphene-based electronic devices. However,
while defects are introduced unavoidably during growth or added on purpose to
tune mechanical and electronic properties, a comprehensive understanding of
their formation is missing: because the sp2-hybridized carbon atoms can arrange
into a variety of polygons and structures, a coherent lattice exists even with de-
fects, and atomic rearrangements can take many paths. Despite recent advances
in direct visualization of graphene defects using electron microscopy [152–154],
defect kinetics and healing remain poorly understood, and defect-free graphene
highly challenging to produce.

Colloids have been used as a model system for crystallization for the better part
of a century. Although colloids are several orders of magnitude larger than atoms,
their phase behaviour and dynamics is governed by the same thermodynamics
principles. Phase behaviour of both atoms and colloids is largely governed by ther-
mal forces, which means we can use colloidal aggregation and crystallization as a
simple model for atomic crystallization. This approach has been very successful in
the past decades [31, 155, 156]. One advantage of colloidal systems is that defect
formation [157] and dynamics [158] can be studied directly in real time with single
particle resolution, which remains challenging in atomic systems, especially under
the harsh high-temperature atomic deposition used for graphene growth. The
recently-gained ability to synthesize anisotropic particles [67, 159–161], in partic-
ular colloidal particles with attractive patches that provide specific valency and
bond angles, has opened a design space for assembling more complex structures
such as molecule analogues [50, 51, 162].

Simulations and experiment have shown that these colloidal molecules can grow
into larger assemblies, yielding rich structures ranging from the kagome lattice to
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buckyball-like clusters [22, 25]. Experimentally realizing these structures however,
remains challenging, as they require fine control over specifically coordinated in-
teractions, or purposeful geometric design to block kinetically favoured nonequi-
librium routes, as recently shown for the realization of colloidal diamond [24,
44]. In contrast to tetrahedrally coordinated diamond, atomic graphene relies
on the trivalent coordination of carbon atoms due to their sp2-hybridized state.
Patchy particles with patches at 120◦ angles can mimic these covalent bonds; yet,
achieving such valency and controlling these directed bonds on the scale of kBT ,
the thermal energy, remains challenging, but would open up the assembly of struc-
turally complex 2D materials, and investigation of their structural and mechanical
properties.

Here, we assemble colloidal graphene, the colloidal analogue of a monolayer of
atomic graphene, and elucidate the kinetic pathways of crystallization and defect
formation of this 2D material. We form colloidal graphene using pseudo-trivalent
patchy particles adsorbed at a substrate, and directly follow the crystallization, de-
fect formation and healing with great temporal and spatial resolution. Fine control
of the patch-patch bond strength allows observation of near-equilibrium assem-
bly in close analogy to high-temperature deposition of atomic graphene. From
the number of saturated bonds and the bond strain, we determine the configura-
tional energy of the lattice and follow its evolution during lattice rearrangement
and healing. Our results reveal that the most prominent defect motif of colloidal
and atomic graphene, a pentagon, is kinetically favoured in the early stages of
graphene growth, and acts as seed for extended defects during subsequent growth.
These results hint at the importance of the early stages of assembly in generating
defect-free graphene.

4.2 Methods
In this chapter, we make use of tetrapatch particles consisting of a polystyrene (PS)
bulk and fluorescently labelled 3-(trimethoxysilyl)propyl methacrylate (TPM)
patches, synthesized through colloidal fusion as described in section 2.1.1, see
Figure 4.1a and b [67]. Specifically, we use particle batch C in Table 2.1, with a di-
ameter of σ = 2.0 µm and a patch diameter dp ∼ 0.2 µm; the latter is sufficiently
small to allow only single patches to bind with each other (see sections 4.5.3 &
4.5.4). To induce an effective patch-patch attraction of controllable magnitude,
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Figure 4.1 : Colloidal graphene flakes formed from trivalently coordinated particles. (a)
Scanning electron microscopy (SEM) image of patchy particle, with patch highlighted in
orange. (b) Confocal microscope image of patchy particle, highlighting the fluorescently
labelled patches (bright spots). The projected angle between the patches is α = 120◦.
Scale bars in (a) and (b) indicate 1µm. (c) Reconstruction of the surface-bound tetramer
patchy particles. One patch is attached to the surface, the remaining three patches
available for bonding, making them effectively trivalent. The bonds are tilted slightly
out of plane, hence deviating slightly from the ideal in-plane sp2-like bonding. (d)
Confocal microscope image of honeycomb lattice of the pseudo-trivalent particles at
∆T = 0.05 ◦C after 24h of equilibration. Blue and red symbols indicate pentagon and
heptagon defects. Scale bar indicates 10 µm. Inset: enlarged section with particle centres
highlighted in red, showing the honeycomb lattice built out of 6-membered rings. (e,
f) Confocal microscope images of the pseudo-trivalent particles at ∆T = 0.20 ◦C (e)
and ∆T = 0.15 ◦C (f). With increasing attractive strength, particles assemble into
small clusters preferentially containing pentagons (e), which grow into larger structures,
favouring hexagons (f). Scale bar indicates 10 µm. (g) Fraction of pentagons (blue line),
hexagons (black line), and heptagons (red line), and largest cluster size (yellow line) as a
function of time. Dashed lines delineate temperature changes. Hexagons grow at the
expense of the pentagons.
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we suspend the particles in a binary solvent close to its critical point. The confine-
ment of solvent fluctuations between the particle surfaces then causes attractive
critical Casimir interactions on the order of the thermal energy, kBT , tunable by
the temperature offset ∆T from the solvent critical point, Tc, see section 2.2.2.

We use a binary mixture of lutidine and water with lutidine volume fraction
cL = 0.25 close to the critical volume fraction cL,c = 0.27 [86], and solvent
demixing temperature Tcx = 33.95 ◦C, and add 1 mM of MgSO4 to screen the
particles’ electrostatic repulsion and enhance the lutidine adsorption of the hy-
drophobic patches (see section 2.2.3). The suspension is injected into a glass
capillary with hydrophobically treated walls to which the particles become ad-
sorbed via one of their patches at ∆T ≤ 0.6 ◦C. The resulting pseudo-trivalent
particles diffuse freely along the surface (see section 4.5.2), until at∆T ≤ 0.25 ◦C,
the free patches start attracting each other, as illustrated in Figure 4.1 (see section
4.5.6). To observe near-equilibrium assembly, we slowly approach Tc in steps of
0.05 ◦C starting from ∆T = 0.25 ◦C, leaving the sample to equilibrate for four
hours at each step. The resulting slowly increasing patch-patch attraction mimics
the slow cooling of atomic systems during high-temperature deposition processes,
and ensures a near-equilibrium route to crystallization. We follow the structure
and defect formation processes at the particle scale using rapid bright-field and
confocal microscope imaging to track both the particles’ centre of mass and fluo-
rescent patches to determine the bond angles with their neighbours (for tracking
details, see section 2.3.3).

4.3 Results andDiscussion
The final assembled structure shows large flakes of honeycomb lattice, as shown in
Figure 4.1d. In the lattice, each particle has 3 bonds, at 120◦ angle with respect to
each other, resulting in the repeating 6-membered hexagonal ring motif character-
istic of the honeycomb lattice of graphene, as clearly shown in the inset. Indeed,
the observation of the honeycomb lattice at our colloidal particle densities is in
agreement with simulations of surface-confined trivalent particles predicting the
honeycomb lattice for intermediate particle densities [26]. Besides the hexago-
nal honeycomb motif, however, we notice the presence of 5- and 7-membered
rings, pentagons and heptagons, often sitting at the boundaries of the honeycomb
flakes. The crystal flakes and defects remind of those of atomic graphene grown
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4 Defects of colloidal graphene

by chemical or physical vapour deposition. Furthermore, by analogy with atomic
deposition, we observe the formation of an amorphous layer when we quench the
trivalent particles to high interaction strength (see section 4.5.5), in line with the
amorphous structures observed in low-temperature vapour deposition [163].

To obtain further insight into colloidal graphene growth, we follow the initial
stages of assembly at low interaction strength, corresponding to high tempera-
tures in atomic deposition. Surprisingly, many 5-membered rings form initially, as
shown in Figure 4.1e, where small, open pentagon clusters are prevalent (blue
dots). As the interaction strength increases, particle clusters grow, and more
hexagon motifs, accompanied by heptagon motifs are observed (Figure 4.1f, grey
and red dots, respectively). The dynamic evolution of the different motifs is clearly
shown in Figure 4.1g, where we plot the fraction of pentagons, hexagons, and
heptagons, together with the largest cluster size as a function of time. Initially,
pentagons are the clear majority, while with increasing attraction, as larger clus-
ters form, the number of hexagons grows at the expense of pentagons until they
become the majority and we observe the fully grown flakes in Figure 4.1d.

4.3.1 Defects: Grain Boundaries and Vacancies
We show examples of the most prominent defect types, grain boundaries and
vacancies, in Figure 4.2. The grain boundary consists of a line of alternating
pentagons and heptagons bounding crystalline regions with different orientation
above and below, indicated by the green dotted line in Figure 4.2a. The ‘scar’ of
pentagons and heptagons causes a distinct shift in the orientation of the crystal:
the honeycomb grains are rotated by approximately 17◦. These grain bound-
aries are very commonly observed in colloidal graphene: the combination of 5-
and 7-membered motifs makes them geometrically most compatible with the
honeycomb lattice, as shown schematically in Figure 4.2b. In the ideal lattice,
all bond angles are 120◦. In contrast, pentagons exhibit internal angles of 108◦,
incompatible with the honeycomb lattice, making adjacent 6-membered rings
unfavourable. Instead, the system typically forms the more favourable combi-
nation of alternating pentagons and heptagons, cancelling most of the angular
mismatch, see Figure 4.2b. Hence, the presence of a pentagon facilitates neigh-
bouring heptagons, which in turn promote neighbouring pentagons, stabilizing
the grain boundary. Indeed, similar grain boundaries of alternating pentagons
and heptagons are found in atomic graphene [165, 166]. Although the details
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Figure 4.2 : Defects in colloidal graphene. (a) Confocal microscope image of a typical grain
boundary consisting of pentagons and heptagons. Green dotted boundary separates
grains rotated by θ ∼ 17◦ with respect to each other (left lower inset), which matches
observations in atomic graphene [164]. (b) Schematic indicating the compatibility of
5-, 6- and 7-membered rings. Two 6-membered rings and a 5-membered ring leave a
12◦ angular mismatch, while a combination of one 5-, one 6-, and one 7-membered
ring leaves a mismatch of only 3.4◦. (c) Confocal microscope image of a divacancy
in colloidal graphene. The missing patchy particles are illustrated in grey with orange
patches. (d) Confocal microscope image of a polyvacancy. The boundary of the vacancy
is indicated with a green line, and the dangling bonds with an orange line segment. In all
panels, 6-membered rings are indicated with grey hexagons, 5-membered rings with blue
pentagons, and 7-membered rings with red heptagons. The orientation of 6-membered
rings is indicated with a black arrow. All images are taken at ∆T = 0.05 ◦C. Scale bars
in (a), (c) and (d) indicate 5 µm.
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4 Defects of colloidal graphene

of the inter-atomic attractions are different from those of the colloidal particles,
the same geometric argument underlying the typical pentagonal and heptagonal
motifs applies.

Vacancies indicate defects, where one or more particles are missing in the hon-
eycomb lattice. An example of a divacancy, where two particles are missing, is
shown in Figure 4.2c, while a bigger poly-vacancy is shown in Figure 4.2d. In the
first case, the surrounding honeycomb lattice is not much perturbed: the crystal
structure remains intact, and the orientation of the 6-membered rings does not
change. In the second case, the vacancy has a large effect on the surrounding lattice;
the lattice is deformed and partly collapsed upon itself.

Vacancies are of interest in atomic graphene, as they can unlock desirable ma-
terial properties, like catalytic activity and improved electronic properties [167–
169]. However, CVD-grown atomic graphene does not normally show vacancy
defects, even though experiments show that vacancies are generated during the
early stages of the CVD process [170]. Unlike the substrate-adsorbed colloidal
particles, carbon atoms can approach vacancies from outside the plane during
CVD growth, filling the vacancies with feedstock carbon [170]. Hence, unlike
vacancies in colloidal graphene, vacancies in atomic graphene anneal in the CVD
process, and irradiation or chemical treatment is used to induce them. These gen-
erated vacancies typically reconfigure to a (slightly) lower-energy structure that
contains fewer dangling bonds. For instance, a divacancy can reconfigure into
two 5-membered and one 8-membered ring [171]. In contrast, the divacancy in
Figure 4.2c is stable and does not re-configure. We associate this with the more
rigid bonds of the short-range critical Casimir interaction potential [82], making
reconfigurations in colloidal graphene unlikely due to high energy barrier (see
section 4.5.8) [152, 172, 173].

4.3.2 Defect Formation
To obtain insight into the origin of the defects, we follow the defect formation
process more closely. Pentagons, generated early in the assembly process, can act as
nucleation sites for grain boundaries, as shown in Figure 4.3a-c. The grain bound-
ary grows from a pre-existing pentagon that forms at ∆T = 0.10 ◦C (blue arrow
in Figure 4.3a and b), and subsequently ‘catalyses’ the formation of a heptagon,
as shown in Figures 4.3b and c (pink arrow). The heptagon again promotes the
formation of a pentagon (orange arrow). Thus, a grain boundary of successive
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Figure 4.3 : Origin of defects of colloidal graphene. (a) - (c) Annotated confocal micro-
scope images showing the spontaneous formation of a grain boundary. These images are
taken at ∆T = 0.10 ◦C, where the honeycomb crystals start forming and are still small.
In (a), 2 particles are about to bond, leading to the formation of a 5-membered ring at
the red dotted line (blue arrow). In (b), the 5-membered ring has formed, and promotes
the formation of a neighbouring 7-membered ring, indicated with the pink arrow. The
7-membered ring in turn promotes the formation of a 5-membered ring next to it, in-
dicated with an orange arrow. In (c), we show the final structure with the blue, pink,
and orange arrows indicating the grain-boundary that has grown spontaneously. (d) -
(f) Annotated confocal microscope images showing the formation of a grain boundary
through the merging of two grains. These images are taken at ∆T = 0.05 ◦C. Two
larger grains of colloidal graphene approach each other, indicated with green lines and
arrows in (d). In (e), the grains have drifted closer together. The red dashed lines indicate
where particle bonds will form. The two grains fit together without leaving empty space.
In (f) the two grains have merged into one, and alternating 5- and 7-membered rings
form their boundary. The rings numbered 1 to 5 are the same in each frame. Scale bars
in (a) and (d) indicate 5 µm.
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alternating pentagons and heptagons is established after 7 minutes as shown in
Figure 4.3c. We hypothesize that a similar mechanism is effective in atomic gra-
phene. While the role of pentagons in the formation of grain boundaries has not
yet been reported for atomic graphene, observations of pentagon formation in
early growth of atomic graphene support this possibility [174, 175]. The initial
prevalence of pentagons (Figure 4.1g) favours the formation of the alternating
pentagon-heptagon defect, which then remains stable. Yet, this prevalence is sur-
prising, as it is energetically more favourable to form the equilibrium hexagonal
motif. Our observations suggest that this effect is of kinetic origin (see section
4.5.7): a 5-particle ring closes before a sixth particle arrives, and subsequently
remains trapped, while continuing to attempt incorporating a sixth particle. A
similar kinetically favoured pathway is observed in the assembly of colloidal di-
amond from tetrahedral particles: 5-membered motifs are kinetically favoured,
hindering the formation of the diamond lattice and making it difficult to assem-
ble colloidal diamond [25, 44, 162]. Similarly, our results on colloidal graphene
demonstrate that kinetically favoured pentagons hamper the formation of the
equilibrium hexagonal motif, leading to grain boundaries that limit the growth
of the honeycomb lattice.

Grain boundaries can also emerge from the merging of crystal grains as shown
in Figure 4.3d-f. The system minimizes the number of dangling bonds by stitching
the two crystal islands together, while reconfigurations of the misaligned grains
lead to a ‘scar’ of pentagons and heptagons after 120 minutes (see Figure 4.3f, on-
line video [236], and section 4.5.9). Similar processes of generating grain bound-
aries through the merging of crystal grains occur in atomic graphene [164, 176].

4.3.3 Defect Evolution
To elucidate the slow reconfiguration of graphene defects in more detail, we follow
the graphene polycrystal over a time interval of nine hours. Snapshots of the initial
configuration, and after 4.5 and 9 hours are shown in Figure 4.4a - c. The red
and yellow delineated regions show examples of static and highly dynamic grain
boundaries, respectively. The former shows no reorganization: any translation or
rotation matches the movement of the entire crystal and the grain boundary is
completely frozen. In contrast, the yellow delineated region close to the junction
of multiple grains shows significant reconfiguration. The initial monovacancy,
divacancy, and larger polyvacancy (Figure 4.4a) merge into a bigger polyvacancy
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Figure 4.4 : Defect evolution in colloidal graphene (a)-(c) Top: Confocal microscope
images showing a colloidal graphene polycrystal in its initial configuration (a) and after
4.5 (b) and 9 hours (c) of equilibration at ∆T = 0.05℃. Red and yellow rectan-
gles demarcate regions with static and highly dynamic grain boundaries, respectively.
Bottom: Enlarged sections corresponding to the demarcated regions on top. In these
sections, 6-membered rings are indicated with grey hexagons, 5-membered rings with
blue pentagons, and 7-membered rings with red heptagons. The green solid lines bound
poly-vacancies, the orange line segments indicate dangling bonds. Vacancies with 3
dangling bonds are typically monovacancies, vacancies with 4 dangling bonds divacan-
cies. Scale bars in (a) correspond to 5 µm. (d) Total energy per particle computed from
dangling bonds and bond bending as a function of time. Red and yellow dots and lines
correspond to red and yellow enclosed regions. Dots represent individual frames, solid
lines are running averages over one hour (30 data points). The energy curves are shifted
with respect to each other for clarity. (e) Energy contributions from dangling bonds
and bond bending to the total energy plotted in (d), running averages of 1 hour. Dark
colours indicate dangling bond, and light colours bending contributions. (f) Number
of pentagons (dashed lines), hexagons (solid lines), and heptagons (dotted lines) present
in the two sections as a function of time. The increasing number of hexagons reflecting
the closing of these motifs is in line with the decreasing dangling-bond energy in panel
(e).
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after t = 4.5 h (Figure 4.4b), which upon further reconfiguration evolves into
a monovacancy, divacancy, and a bigger polyvacancy after t = 9h (Figure 4.4c,
see online video for the full process [237]). To elucidate the underlying driving
force, we follow the total bond energy of the lattice over time. We include two
energy contributions: energy costs due to unsaturated bonds, and energy costs
due to structural distortions, where we consider only contributions from bond
bending. The resulting total energy as a function of time (Figure 4.4d) reveals an
energy landscape with maxima and minima, which clearly decreases for the yellow
region, while it remains fairly constant for the red region. The data suggests that
the yellow region slowly transitions towards a more favourable lower-energy state,
while moving through the energy landscape, unlike the red region that cannot
easily lower its energy.

To further elucidate the reconfiguration process, we plot the two energy con-
tributions separately in Figure 4.4e. Both are of similar order of magnitude, while
the dangling bond contribution dominates the total energy drop. Interestingly,
bending and dangling-bond contributions show opposite behaviour in the first
case, revealing the system’s frustration (closing of bonds leads to lattice distor-
tions and vice versa), while in the dynamic case, the two contributions decrease
in parallel, leading to energetically more favourable configurations. Apparently,
the interplay of lattice distortion and dangling bond saturation determines the re-
configuration process. This is further corroborated in Figure 4.4f, where we show
the evolution of the number of hexagons (solid lines), pentagons and heptagons
(dashed and dotted lines). The increasing number of hexagons accompanying the
decreasing bending and dangling bond energy highlights the system’s approach to
the energetically most favourable honeycomb lattice, in contrast to the static case.
The number of pentagons and heptagons changes only slightly in both cases.

The observed reconfigurations remind of the atomic reconfigurations observed
at large holes of graphene using time-resolved high-resolution electron microsco-
py [177], where individual atoms continuously bind and unbind at the hole edges.
Our time and particle-resolved observations of colloidal graphene allow detailed
insight into the defect dynamics of this important 2D material, highlighting the
strong dynamical nature of large vacancies and the corresponding changes in the
energy landscape.

80



4.4 Conclusion

4.4 Conclusion
Trivalent colloidal particles adsorbed at a substrate form the colloidal analogue of
graphene, allowing direct observation of its crystallization and defect dynamics.
Fine interaction control opens near-equilibrium crystallization pathways in close
analogy to atomic deposition processes of atomic graphene. We find that colloidal
graphene defects originate in the early stages of crystallization from pentagonal
particle motifs that are kinetically favoured over the equilibrium hexagonal motifs,
further stabilized by adjacent heptagonal motifs, together forming stable grain
boundaries. These results are consistent with high-resolution electron microscopy
observations of atomic graphene, which however are limited to fully grown graph-
ene, and cannot access the initial stages of crystallization. Grain boundaries and
extended polyvacancies reconfigure towards lower-energy states by an interplay of
dangling-bond saturation and lattice distortions, ultimately increasing the num-
ber of hexagons. Strategies for synthesizing large atomic graphene crystals tend to
circumvent this issue by either generating as few graphene seeds as possible [178],
or aligning graphene islands before merging [179]. While crystallization and defect
dynamics in atomic graphene are ultimately governed by quantum mechanics,
we expect that in the high-temperature limit studied here, where the quantum-
mechanical states become quasi-continuous, our colloidal system provides a good
model; yet, differences may arise from the different form of the potential and
resulting differences in the bending stiffness of the colloidal and atomic bonds.

The assembly of colloidal graphene demonstrates the increasing control over
bottom-up assembly of complex materials. The honeycomb lattice is of specific
interest because it is the simplest metamaterial exhibiting photonic and phononic
bandgap [15, 45–47], and topologically protected states. While achieving the
structural complexity of macroscopic mechanical metamaterials remains still a
challenge, our results demonstrate that the necessary structural motifs can be as-
sembled using patchy particles, opening the door to microscale mechanical meta-
materials [15].
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4.5 Appendix

4.5.1 Sample Preparation andMeasurements

Tetrapatch particles (diameter of2.0 µm, patch diameter of approx. 0.5 µm, batch
C in Table 2.1, see sections 4.5.3 & 4.5.6) are dispersed in the regular binary solvent
of 25% 2,6-lutidine (≥ 99.0%, Sigma Aldrich) and 75%milliQ water with 1mM
MgSO4 (≥ 99.5%, Sigma-Aldrich), as described in section 2.2.3. The particles
are washed several times in the water-lutidine mixture. The resulting particle
dispersion is injected into a silanized hydrophobic glass capillary and sealed with
teflon grease (for full preparation see section 2.3.1).

Particles are left to sediment to the bottom of the sample at room temperature
before measurements. We tilt the sample slightly during sedimentation, so a small
density gradient is present in the sample. We then heat the sample to approximately
33.35 ◦C (∆T ≈ 0.6 ◦C), which causes one of the particle patches to attach
to the sample wall. For heating, we use a well-controlled temperature stage in
combination with an objective heating element, as described in section 2.3.2.

Figure 4.5 : Mean square displacement (MSD) of particles bound to the surface. Red
circles indicate ∆T = 0.60 ◦C, blue squares ∆T = 0.05 ◦C. The MSD can be fitted
using the equation ⟨r2⟩ = 4D · tn, where D is the diffusion coefficient, t is the lag
time, and n is the exponent. In an ideal system of free diffusion, n = 1. The black
solid line is a fit of our data, yielding a diffusion coefficient D = 0.88 µm2 s−1 and
n = 0.95± 0.05.
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Figure 4.6 : Particle size distribution. Probability distribution of inter-particle distances
between our particles. The red line indicates a normal distribution with average particle
diameter 2.00 µm and standard deviation σ = 0.05 µm.

In an experiment, we typically heat a sample to a certain ∆T below the phase
separation temperature of the water-lutidine mixture, inducing critical Casimir at-
traction between patches. The structures then grow by two-dimensional diffusion
in the plane. No mixing is necessary. We investigate the structures as they form
using a 100x oil-immersion objective, and image the assembled structures using
confocal microscope image stacks, sometimes alternating with bright field images.
The particle locations are tracked via the network-based approach described in
section 2.3.3.

4.5.2 Diffusion of Particles Bonded to the Surface

To check the influence of the surface attraction on the mobility of the parti-
cles, we determined the mean square displacement of particles at the glass at
∆T = 0.05 ◦C and ∆T = 0.60 ◦C, see Figure 4.5. These temperatures cor-
respond to the extreme cases of maximal critical Casimir attraction explored, and
minimal Casimir attraction required for the particles to adsorb at the surface.
Nevertheless, the mean-square displacement of the particles overlap, suggesting
negligible influence of the attraction on the mobility: we observe a power-law
behaviour with slope ∼ 1, as expected for free diffusion, and with diffusion con-
stant D = 0.88 µm2 s−1. Furthermore, the two different attractions investigated
show the same diffusion constant within error bars. Apparently, the stronger
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Figure 4.7 : Assembly of patchy particles We assemble particles by performing a step-wise
temperature ramp: we start at 33.70 ◦C (∆T = 0.25 ◦C). Every 2.6 h, we increase
the temperature (equivalent to decreasing ∆T ) by 0.05 ◦C. (a) Bright field microscopy
image of assembled particles after approx. 17 hours, at ∆T = 0.05 ◦C. Most particles
are part of a small structure. The inset shows that particles are ordered hexagonally. (b)
We follow the size of the largest cluster during a temperature ramp. Dashed vertical
lines indicate temperature changes. (c) In the same ramp, we track the fraction of rings
that are pentagons (blue), hexagons (grey), and heptagons (red) as a function of time.
Dots show data for individual frames, and solid lines show the moving average over 10
minutes (20 data points). Initially, there are no/very few rings, but as ∆T becomes
smaller, larger structures, including rings are formed. At ∆T = 0.20 ◦C, the majority
of rings is pentagons. However, with decreasing ∆T , hexagonal rings take over.

attraction of the particles to the wall does not influence the particles’ diffusion
through interaction with the wall via hydrodynamic effects or friction.

4.5.3 Particle Size

The effective particle diameter can be determined directly from assembly exper-
iments. We determine the inter-particle distances between particles in the hon-
eycomb lattice. In an assembled structure, the centre-to-centre particle distances
of bonded tetramer particles should correspond to twice the particle radius plus
twice the patch height plus twice the (short) interaction range, as described in
section 2.1.2. The mean of the inter-particle distance distribution at 2.00 µm
reflects the effective particle size as estimated from SEM (see Figure 4.1a), and a
standard deviation of σ = 0.05 µm.
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4.5.4 Patchy Particle Assembly

To assemble the particles near-equilibrium, we slowly increase the temperature in
steps of 0.05 ◦C starting from ∆T = 0.25 ◦C, waiting at each temperature for
4 hours. This way, the system has time to adjust to the new attractive strength
and acquire a near-equilibrium state. In Figure 4.7, we show the typical process
of assembly. A bright-field microscope image of the system at a low density after
approx. 17 hours of assembly is shown in Figure 4.7a.

To follow network formation, we perform a ramp (increasing temperature by
0.05 ◦C every 2.6 h) and track the particles as assembly progresses. The size of
the largest cluster as a function of time is shown in Figure 4.7b. Clearly, at every
temperature jump, the cluster size grows rapidly, and subsequently plateaus at
an equilibrium cluster size. At ∆T = 0.25℃, the largest cluster only consists of
approx. 10 particles, while after temperature increase to∆T = 0.10℃, we obtain
large clusters of over a thousand particles, containing practically all particles in
the field of view.

We compare the relative amounts of ring motifs in Figure 4.7c. Initially, there
are no, or very few rings. Starting from ∆T = 0.20℃, pentagons, hexagons and
heptagons start to form, with the majority being pentagons. As the attraction
increases (∆T decreases), the number of 5-membered rings drops compared to
the number of hexagons. At ∆T = 0.10℃, hexagons become more common
than pentagons. The fraction of 7-membered rings remains closely constant over
time and temperature.

To study the formation of the patchy particle network in more detail, we de-
termine the equilibrium cluster mass distribution at different ∆T , as shown in
Figure 4.8a. At low attraction, the distribution is cut off at small cluster mass.
As the attraction increases (∆T decreases), the mass cut-off moves to the right,
indicating formation of larger structures, and eventually, at ∆T = 0.1℃, the dis-
tribution assumes a power law, indicating percolation of the assembled structure
across the plane. This behaviour is qualitatively in line with what we expect for a
growing network of patchy particles [134].

We also determine the diameter of the assembled structures, and show a contour
plot of diameter frequency as a function of mass in Figure 4.8b. Initially, at low
cluster mass, the diameter increases with a power of 1, indicating growth of linear
structures. At higher mass, the diameter increases with the lower power of 1/2,
indicating the growth of two-dimensional structures.
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Figure 4.8 : Networking. (a) shows the cluster mass distribution of a structure at four
different ∆T . As we increase the attractive strength between patches, the clusters that
are formed are typically larger. (b) Probability of finding a graph diameter as a func-
tion of mass. Initially, clusters grow linearly, resulting in growth with power 1. As
two-dimensional morphologies become available, 2D growth dominates and the power
decreases to 1/2.

The transition to the power-law slope 1/2 is thus related to the transition from
chains to closed clusters: for masses below 4, the ‘cluster’ grows as a linear chain,
whose length grows linearly as particles are added. When the clusters grow larger,
2D morphologies become available, like rings, branched chains, and eventually
the colloidal graphene lattice. This leads to a transition towards power-law slope
of 2, consistent with regular 2D growth. Interestingly, this general scenario is
robust, and the evolution of the diameter-mass distribution is largely independent
of the density, attraction, and other experimental details of the experiment.

4.5.5 Fast quenching to Large Attractive Strength

Normally, we slowly increase the temperature of the system in small, slow steps,
waiting at each temperature for four hours, to ensure we observe equilibrium
conditions. When we do not do this, and instead heat the system from unattractive
(∆T = 0.40℃) to strongly attractive (∆T = 0.05℃), we obtain an amorphous
structure, see Figure 4.9. The formation of such an amorphous structure is in line
with our expectations: a very similar process occurs in any other colloidal assembly
process, and indeed in atomic systems as well when a fast quench is applied.

Figure 4.9a shows an interesting amorphous structure; although there is no
clear order, the structure is still very open, and forms rings. The radial distribution
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ba

Figure 4.9 : A deep quench leads to an amorphous solid. (a) Confocal snapshot of pseudo-
trivalent particles frozen into an amorphous solid state after a quenched to high attractive
strength. The radial distribution function of this frozen state is show in (b).

function, plotted in panel b of the same Figure, corroborates this observation:
there are clearly distinguishable peaks at short range, but these disappear at longer
ranges.

4.5.6 Radial and Bending Potential of a Patchy
Particle

The critical Casimir potential is short ranged, its magnitude and range are set by
the temperature offset ∆T = T − Tc to the critical temperature, Tc. Further
factors that determine the magnitude of the potential are the absorption prefer-
ence of the surfaces (particle patches, glass surface), and the composition of the
binary solvent, as detailed in section 2.2 [82]. By formulating the critical Casimir
potential model presented in [82] for patchy particles and benchmarking it onto
our patchy particles as shown in [133], we arrive at the attractive potentials shown
in Figure 4.10a. These potentials are valid for ideally opposing patches (no bond
bending strain), which is not the case here. Due to the glass-bound patch fixed
vertically and the tetragonal patch arrangement, there is always a bonding angle
of approximately 60◦ between the patches in the vertical plane (see Figure 4.1c).
Since this bonding angle is the same for each particle, it equally reduces the bond
energy between all particles. Our experiments mostly take place at∆T = 0.05 ◦C,
which means the bonding energy of particles is approximately 15kBT .

The bond-bending potential is harder to estimate theoretically, but can be de-
termined from experimental measurements. By following three bonded particles
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Figure 4.10 : Bond energies of Patchy Particles (a) Approximate radial interaction po-
tentials generated by modelled data benchmarked onto experiments [133]. (b) The
experimentally determined bending potential (blue circles) between 3 patchy particles
at ∆T = 0.05 ◦C. The black solid line is a simple Hookean fit, which assumes a simple
spring: Ubend = 1

2kbendθ
2. (c) The bending energy in a regular n-membered ring.

and tracking the fluctuations of their bond angles, we can determine the bending
energy by assuming a Boltzmann distribution. The resulting bending energy as a
function of angle, determined from the probability distribution of bond angles,
is shown in Figure 4.10b. The shape of this potential can be fitted with a parabola
assuming a harmonic potential (Hooke’s law). This leads to a bending stiffness
with a force constant of 39.4kBT rad−2.

With this bending stiffness, we can now also determine the energy associated
with the bending strain of different n-membered rings (‘n-gons’), assuming equal
distortion of all bond angles, as shown in Figure 4.10c. As expected, the bending
energy vanishes for hexagons whose inner bond angles match that of the patchy
particle. Rings with more or less particles, however, exhibit significant bond
bending energy as the inner bond angle deviates from the ideal one. For pentagons
and heptagons, the bending energy is only between 4 and 5kBT ; thus, despite the
bending energy cost, pentagons and heptagons are likely to form, which is indeed
what we observe.

4.5.7 Energy of Ring Formation

To illustrate the kinetic pathway that leads to the formation of pentagons rather
than the equilibrium hexagon motif, we follow a chain of five particles as it closes
into a pentagon and tries to open again to form the hexagon at∆T = 0.15 ◦C. We
track the particles over time and determine the total energy of the particles in the
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Figure 4.11 : Energy of pentagon and hexagon formation. (a) To illustrate the energetics
of a ring closing reaction, we follow two linear chains that will end up as a pentagon
(red) and a hexagon (blue) in the assembly process. For each snapshot, we calculate the
bending energy and the dangling energy to obtain the total energy and plot it. We set
the energy of a closed 6-membered ring to 0, and the other energies relative to that. The
solid lines are a guide for the eye. In (b), we show the 5 intermediate structures and their
relative energy levels.

pentagon as determined from their bond angles, and saturation of bonds. Hence,
the energy is determined in the same way as in Figure 4.4d, that is, we use the sum
of the bending energy (using the force constant determined in Figure 4.10) and the
dangling bond energy of the particles involved in the assembly. We also determine
the corresponding energy for the formation of a hexagon for comparison. We plot
both energy traces as a function of time in Figure 4.11a. Here, the energy of the
ideal 6-membered ring is set to 0kBT as a convenient orientation point.

In Figure 4.11b we show the expected energy levels of five different structures we
observe in the movies: 3 particles bonded in an open chain (labelled I), 4 particles
bonded in a chain (II), 5 particles bonded in an open chain (III), and the closed
5-particle (pentagon, red) and 6-particle rings (hexagon, blue).

Initially, the three bonded particles have energy of approximately 62kBT (struc-
ture I). The observed small energy fluctuations are the result of bond-bending due
to thermal fluctuations. After 8-minutes, first a fourth particle, and subsequently
a fifth particle binds, after which the ring almost immediately closes into a pen-
tagon. The energy drops via the corresponding intermediate values to ∼ 23kBT ,
corresponding to the formation of the pentagon. The process is fast, and the
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intermediate states II and III are only observed for a single frame each. After the
energy drop, the pentagonal ring opens and closes a few times to go back to the
open structure III; however, because no sixth particle is in the correct position
to bind, the ring closes before a sixth particle can be incorporated. This way, the
pentagon remains metastable.

In the case of hexagon formation, the observation starts with structure II. Now,
when the fifth particle binds after 15min, the structure remains in the open state
(III); at this point, either a pentagon or a hexagon can form, as is indicated in
panel b. This time, another particle is available and binds, and the ring closes into
a hexagon after 20min. This is accompanied by a significant drop in energy to
the ground state.

The two examples illustrate in detail the energetic pathway that groups of parti-
cles can take to form a ring structure, and are reminiscent of molecular equilibrium
reactions. Initially, when structure III is formed, it is very likely that a pentagon
forms shortly after, because this path is energetically favourable though it does
not lead to the energetic ground state. Formation of the hexagon requires a 6th
particle being available for bonding. Once a pentagon has been formed, an acti-
vation energy barrier Eact ∼ 10kBT needs to be overcome to open the ring so
that another attempt at reacting to a hexagon can occur. If no particle is available,
the ring will close again. Several of these attempts are clearly seen in the energy
trace of the pentagon (red) in panel a, where the energy jumps to the level of the
open ring, but immediately drops back down to that of the closed ring. In this
case of an isolated ring, such attempts occur frequently. However, when the ring
is embedded in a larger structure, Eact can become much bigger due to multiple
bonds that need to be broken, to an extent where it is virtually impossible, and
the system freezes.

4.5.8 Energy of Defects in Atomic and Colloidal
Graphene

As discussed in the main text, not all defects found in atomic graphene are present
in colloidal graphene. In this section, we look at a few common defects in atomic
graphene, and calculate how their energies compare to the colloidal analogue,
based on the force constants determined in Figure 4.10a and b. Although these
force constants will only yield an approximate energy, they illustrate why certain
defects are not present in colloidal graphene where we might expect them.
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Figure 4.12 : Schematic structure of several defects in the honeycomb lattice. The different
defect types are labelled a-f in the lattice. (a) shows a Stone-Wales defect, caused by a
particle pair rotating 90◦, resulting in two 5-membered rings and two 7-membered rings.
(b) a symmetric single vacancy. One particle is missing from the lattice, which means
there are 3 dangling bonds. (c) a monovacancy reconfigured into a 59 defect. This
reconfiguration leaves only 1 dangling bond, but does have stretched bonds and strained
bond angles. (d) a symmetric divacancy. Two particles are missing from the lattice,
resulting in four dangling bonds. (e) a divacancy reconfigured into a 585 defect. This
results in the elimination of all dangling bonds, in exchange for strained bond angles and
stretched bonds. (f) a divacancy reconfigured into a 555-777 defect. Like the 585 defect,
all dangling bonds are removed, but in exchange for strained bond angles and stretched
bonds. Red lines indicate strongly deformed bonds, blue dots and dashed lines indicate
missing particles and bonds. All these defects’ energies of formation are given in Table
4.1.
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Energy of Stone-Wales Defects

The Stone-Wales defect is a very common type of defect in graphene. It is es-
sentially caused by a particle pair turning 90◦, leading to the formation of two
7-membered and two 5-membered rings, shown schematically in Figure 4.12 (de-
fect a). The defect is never observed in colloidal graphene. Using the bond bending
and stretching energies determined from Figure 4.10a and b, we determine the
energies of formation of the Stone Wales defect in colloidal graphene and compare
it to the energy in atomic graphene. We estimate that in colloidal graphene, the
defect imposes an energy penalty of 21kbT relative to the regular lattice, which is a
very significant penalty. On top of that, to reach this state, a rather large activation
energy is necessary to break four particle bonds. Therefore, the Stone-Wales defect
is very unfavourable in colloidal graphene, and we do not observe it.

Energy of a Single Vacancy

Single vacancies are generally understood to exist in graphene in two distinct
ways, the symmetric monovacancy and the 59 (or ‘reconfigured’) monovacancy,
shown in Figure 4.12 (defects b and c) [180]. In atomic graphene, a reconfigured
vacancy has only a marginally smaller energy to the symmetric one (only 0.2 eV),
so there is a small driving force for reconfiguration, see Table 4.1. The energy
difference is small because the crystal lattice around a reconfigured vacancy needs
to be deformed, which balances any energy gains due to fewer dangling bonds [181].
Compared to atomic graphene, the energy penalty of symmetric single vacancies
in colloidal graphene is much lower than the penalty for forming the 59 defect, see
Table 4.1. This indicates that this defect is unlikely to occur in colloidal graphene,
which matches our observations.

Energy of a Double Vacancy

Double vacancies exist in the honeycomb lattice in three configurations, the sym-
metric divacancy (Figure 4.12, defect d), the 585 divacancy (Figure 4.12, defect e),
and the 555-777 divacancy (Figure 4.12, defect f). Both the 555-777 and the 585
defects have significantly lower energies compared to the symmetric divacancy in
the atomic case, reflected in their ubiquity in defected graphene [182]. However,
in the colloidal case, the energies of the reconfigured configurations are very sim-
ilar to the symmetric divacancy. In fact, the 585 defect exhibits a slightly lower
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energy than the symmetric defect. Nevertheless, we do not observe this defect
reconfiguring, likely because of the high activation energy such a reconfiguration
would need to overcome.

In general, larger vacancies in colloidal graphene have a lower energy penalty for
reconfiguration to a state with fewer or no dangling bonds. Activation energies
are similarly easier to overcome in larger vacancies. Therefore, large vacancies
are expected to reconfigure to some lower energy state, as we can observe in for
instance the yellow region of Figure 4a (main text), while small vacancies do not.

4.5.9 Merging of Grains
When multiple crystal grains meet during assembly, they will attempt to merge into
one bigger grain to minimize the number of dangling bonds. If the two crystals
are aligned, the two crystals can be merged easily, resulting in one bigger crystal
with no defect. This ‘seamless’ merging has been mentioned in the main text, and
we provide an example in Figure 4.13. Four different crystals meet and form one
bigger grain. The red and blue grains merge, and form a new 6-membered ring at
their interface. The combination of yellow, green and blue also yield 6-membered
rings. Yellow and green are both small structures with no or a few closed rings,
and are therefore more flexible with regard to their orientation. The creation of a
nice, 6-membered ring is therefore more likely.
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Table 4.1 : Formation energies of several commonly observed defects in atomic graphene.
The formation energies of common defects in atomic and colloidal graphene are com-
pared. The energies of colloidal graphene defects have been estimated based on particles
positions found in atomic systems, so represent a rough estimate.

Defect type Type of restructuring Eformation relative to HC lattice RefsAtomic case (eV) Colloidal case (kBT ) used

Cluster Regular HC 0 0 -
Stone-Wales 4.8 21 [183, 184]

Monovacancy Symmetric 8 45 [185]
59 7.75 105 [181]

Divacancy
Symmetric 10.7 60 [185]
555-777 7.5 63 [171, 186]
585 8.4 55 [171, 186]

t = 0 minv t = 6 min t = 10 min

t = 14 min t = 20 min t = 24 min

Figure 4.13 : Four crystal grains merge into one. Confocal snapshots of the ‘seamless’
merging of 4 crystal grains into one. Each separate grain is colour coded for the situation
at t = 0min.
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5 Phases of surface-confined
trivalent particles

Chaos is merely order waiting to be
deciphered.

José Saramago

The Double

In the previous Chapter, we have studied the assembly of pseudo-trivalent
patchy particles into colloidal graphene. Here, we further elucidate the com-
plex phase behaviour of these particles: besides the honeycomb phase, we
observe an amorphous network phase and a triangular phase. Structural
analysis is performed on the three condensed phases, revealing their shared
structural motifs. Using a combined experimental and numerical simula-
tions approach, we elucidate the origins of these phases and construct the
phase diagram of this system. Using appropriate order parameters, we accu-
rately determine coexistence lines in the phase diagram. Our results reveal
the rich phase behaviour of the relatively simple patchy particle system, and
open the door to a further joined simulation and experimental exploration
of the full patchy-particle phase space.
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5.1 Introduction

Colloidal particles are an ideal system for studying the assembly of complex ma-
terials. Despite their apparent simplicity, colloidal particles can assemble into
complex structures, sometimes even mimicking atomic materials, while still being
easily studied using simple scattering or microscopy methods [9]. Modern syn-
thesis methods can go far beyond the classic isotropic colloidal sphere, endowing
particles with special properties like specific particle shape and valency [19, 187,
188]. A subfield of colloidal assembly that has grown especially prominent over
the past decade is the study of so-called patchy particles. A patchy particle is a
colloid decorated with patches of a different material than the bulk; the patches
are typically used to induce specific attraction to other patches, and thus to steer
the assembly towards specific phases. Simulations and theoretical studies have
revealed a wealth of structures that even relatively simple patch geometries can
assemble into [23, 25, 189].

In the past, probing patchy particle assembly was performed largely through
simulations, due to the challenge of synthesizing these particles bottom-up and
introducing and controlling the anisotropic interactions. However, recent ad-
vances in colloid chemistry and new experimental strategies have made possible
the production of more complex geometries of patchy particles and the study
of their assembly [67, 190]. Experimental realization of reversible patch-patch
bonding is still challenging, but opens the door to many complex structures, ana-
logues of atomic compounds and beyond [15, 61, 191]. One way to realize selective
patch-patch attraction of tunable magnitude is through critical Casimir interac-
tions that depend on the solvent affinity of the particle surfaces [131, 192]. The
critical Casimir force arises in binary solvents close to their critical point when
the confinement of solvent fluctuations between the particle surfaces causes an
effective attractive force on the order of the thermal energy, kBT , tunable by the
temperature offset ∆T from the solvent critical point, Tc.

It is tempting to think of the assembly of patchy particles as simple binaries:
either patches are not attractive and do not assemble, or patches are attractive, and
assembly starts. Reality is fortunately much more interesting; simulations reveal
that patchy particles often have rich phase behaviour, and equilibrium structures
do not only depend on particle geometry, but also on patch attractive strength
and particle density [25, 26, 193]. Although hints of complex phase behaviour
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are sometimes reported in experimental work [27], it has never been the primary
object of study.

In this work, we experimentally explore the phase diagram of surface-confined,
pseudo-trivalent particles that interact via critical Casimir forces. The critical
Casimir force allows us to finely adjust the attraction between particles, enabling
easy access to the full range of the phase diagram. We observe the formation of
three structurally distinct condensed phases: the honeycomb lattice, an amor-
phous network, and the so-called triangular phase. The honeycomb lattice has
been studied comprehensively in Chapter 4, but the less intuitive amorphous and
triangular phases have never been observed experimentally. We elucidate the basic
morphological motifs of the three condensed phases and reveal how the phases are
structurally related. Finally, we use the bonding state and typical lattice distances
as structural order parameters to pinpoint the phase transition between the phases.
Our results reveal that simple surface-confined trivalent particles display a surpris-
ingly complex phase diagram, highlighting the rich phase behaviour even very
simple patchy particles can display. Our results open the door to a larger effort to-
wards a joined simulation and experimental exploration of the full patchy-particle
phase space.

5.2 Methods
In this chapter, we make use of a system similar to the one described in Chap-
ter 4. We use particle batch C from Table 2.1: tetrapatch particles consisting
of a polystyrene (PS) bulk and fluorescently labelled 3-(trimethoxysilyl)propyl
methacrylate (TPM) patches, with a diameter ofσ = 2.0 µm and a patch diameter
dp ≈ 0.2 µm, see Figure 5.1a&b [67]. We suspend the particles in a binary mixture
of lutidine and water close to its critical point to induce an effective patch-patch
attraction. The confinement of solvent fluctuations between the particle surfaces
then causes attractive critical Casimir interactions, tunable by the temperature
offset ∆T from the solvent critical point, Tc, see section 2.2.2.

We use a binary mixture of lutidine and water with lutidine volume fraction
cL = 0.25 close to the critical volume fraction cL,c = 0.27 [86], and solvent
demixing temperature Tcx = 34.12 ◦C, and add 1mM of MgSO4 to screen
the particles’ electrostatic repulsion and enhance the lutidine adsorption of the
hydrophobic patches (see section 2.2.3). The suspension is injected into a glass
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capillary with hydrophobically treated walls to which the particles become ad-
sorbed via one of their patches at ∆T ≤ 0.7 ◦C. The resulting pseudo-trivalent
particles diffuse freely along the surface (see section 4.5.2), until approximately
∆T ≤ 0.45 ◦C, when the free patches start attracting each other noticeably.

To study the formation of phases, we let the sample assemble by slowly ap-
proaching Tc in steps of 0.01K or larger (up to 0.05K), starting from ∆T =
0.65 ◦C. The sample is prepared with a particle density gradient by slightly tilting
the sample, so it is easy to observe a range of different area coverages η at a constant
∆T , see section 5.5.1. We take confocal microscopy images at several points in
the sample and track both the particles’ centre of mass and fluorescent patches to
determine the bond angles with their neighbours (for tracking details, see section
2.3.3). While 1 of the 4 patches is bonded to the glass, the other 3 patches can
participate in bonding and are at approximately the same height (see Figure 5.1c).
By focussing at different heights, we can accurately determine the horizontal posi-
tion of the particle centre (from the glass-bound patch) and the bonds between
particles (from the bonding patches).

Simulations

In parallel with experiments, we also perform Monte Carlo (MC) simulations, to
aid the mapping of the phase space. The interaction between particles is set by a
generalized Lennard-Jones (LJ) repulsive core and an attractive tail modulated by
an angle dependent function, which is a reasonable model for our patchy particle
system [194, 195]. Further simulation details are given in SI. Simulations are
performed at a range of different reduced temperatures (T ∗) and surface coverages.
In section 5.5.3, we compare the inter-particle potentials at several ∆T and T ∗

to be able to directly compare experiments and simulations at similar attractive
strength.

5.3 Results andDiscussion
At low patch-patch interaction strength (high ∆T ) and low density (approx. η <
0.5), particle patches interact only weakly, resulting in a two-dimensional colloidal
fluid, see Figure 5.1d. We measure the diffusion constant of the particles, see
section 4.5.2, showing that colloids can freely diffuse laterally over the surface. At
higher patch-patch interaction strength, starting from ∆T ≈ 0.38K, particles
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Figure 5.1 : Pseudo-trivalent tetrahedral particles display complex assembly. Tetrahedral
particles with diameter σ = 2 µm are shown under (a) electron microscopy with false
colour and (b) under confocal microscopy, where patches are fluorescent. The angle
between particle bonds is indicated by α, corresponding to 120◦. The scalebar in panel
(a) and (b) is 1 µm. (c) shows that a particle becomes effectively trimeric when we attach
one patch to the surface. The remaining three patches are available for bonding to
other particles. Depending on interaction strength and particle density, simulation
and confocal snapshots show (d) a fluid phase, (e)&(h) honeycomb-fluid coexistence,
(f)&(i) an amorphous network, and (g)&(j) a triangular lattice in coexistence with an
amorphous network. Confocal snapshots (e-g) are scaled equally, and have a small region
where particles are annotated in red. In simulations snapshot (j), the patches are hidden
to highlight the triangular packing of particles.
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form a honeycomb lattice in equilibrium with a dilute fluid phase, see Figure 5.1e.
In the lattice, each particle binds three other particles at 120◦ angle with respect
to each other resulting in the typical repeating 6-membered rings motif of the
honeycomb lattice. The honeycomb lattice is common in nature and engineering
at all length scales due to its extraordinary mechanical and electronic properties.
Famous examples include graphene, which is formed by the two-dimensional
assembly of trivalent atoms [149, 196].

At higher densities, more exotic equilibrium structures emerge. Around an
area fraction of η = 0.55, an amorphous network is observed, Figure 5.1f. This
network is characterized by a wide distribution of ring sizes, in which particles
exhibit non-ideal bond angles, slightly above or below 120◦. The open nature of
the honeycomb lattice is preserved, but the order is lost: the rings do not peri-
odically tile the surface like in the honeycomb lattice, but fill the area seemingly
without long-range order. At yet higher density, at an area fraction of approxi-
mately η > 0.6, the particles pack tightly in the triangular phase, Figure 5.1g. The
triangular lattice consists of a honeycomb structure in which each honeycomb cell
is occupied by an additional particle. Particles are ordered in a dense hexagonal
close packing (hcp), but still bind to neighbours within the lattice due to their
attractive patches.

Simulation snapshots of the system at similar density and attractive strength as
the experimental snapshots are shown in Figure 5.1h-j. The simulations seem to
capture our experimental results very well: simulated and experimental snapshots
display remarkably similar structures; the three condensed phases are formed both
in experiment and simulation.

5.3.1 The Phase Diagram
To gain a more complete understanding of our system, we construct a density-
temperature phase diagram based on our experiments in Figure 5.2a, and simu-
lations in Figure 5.2b. The fluid phase is indicated in grey, the honeycomb-fluid
coexistence in yellow, the amorphous network phase in blue and the amorphous-
triangular coexistence phase in red. Each point in the diagram represents an ob-
servation.

In experiments, the fluid phase (microscopy snapshot overlaid with particle ori-
entations shown in Figure 5.2c), is present at high ∆T (low interaction strength)
and low density, and consists of freely diffusing, mostly unbound particles. The
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Figure 5.2 : The phase diagram. Combining all our data, we construct a phase diagram of
our experimental system in (a) and simulated system in (b). The fluid phase is indicated
in grey, the honeycomb-fluid coexistence phase is indicated in yellow, the amorphous
network phase is indicated in blue and the amorphous-triangular coexistence phase
is indicated in red. In (a), black points and their number indicate points xi on the
coexistence line, which are determined from isotherms (horizontal arrow) or isobars
(vertical arrow) in Figure 5.4. The pure honeycomb phase in (b) is indicated with yellow
hexagons with black borders. Each point is an observation, coloured based on the phase
we observe in a snapshot at these conditions. To illustrate the phases, patchy particles
are drawn on top of the insets of Figure 5.1d-g: (c) the fluid phase, (d) honeycomb-fluid
coexistence, (e) amorphous network and (f) amorphous-triangular coexistence.

fluid-to-honeycomb transition occurs upon increasing interaction strength (de-
creasing ∆T ) as indicated by arrows 3 to 6, or when increasing density, along
arrows 1&2. A microscopy snapshot of the fluid-honeycomb coexistence is shown
in Figure 5.2d.

In experiments, a phase transition from fluid-honeycomb coexistence to the
amorphous phase takes place at surface coverage η = 0.53. The amorphous
phase, Figure 5.2e, leaves part of the open honeycomb structure intact, but packs
particles at a higher density by introducing different ring sizes. This results in a
structure which is slightly density than the honeycomb lattice, and contains only
few unsaturated patches. Due to its open structure, the honeycomb lattice has a
maximum packing fraction η ≈ 0.60, beyond which the lattice simply cannot
accommodate more particles. The amorphous network on the other hand can
accommodate higher particle densities, but pays an energy penalty for bending
bonds out of their equilibrium angles to from non-ideal ring sizes.

As density increases further, another phase transition is observed in experi-
ments: along arrow 8 in Figure 5.2a, a transition from the amorphous network
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to a coexistence of amorphous and triangular phases takes place. The triangular
lattice is shown in Figure 5.2f, and consists of particles assembled in a hexagonal
close-packed (hcp) structure, such that as many patch-patch bonds as possible
are formed. The triangular phase is essentially just the honeycomb lattice with
additional particles placed in the centre of each hexagon. This leads to at least 20%
of patches being unsaturated in equilibrium, which makes this phase energetically
unfavourable at lower densities.

The simulations phase diagram, Figure 5.2b, is mostly in agreement with the
experimental phase diagram: the fluid, fluid-honeycomb and amorphous-triangu-
lar phases are all present at approximately the same attractive strength and density
(see section 5.5.3). Unfortunately, the density-induced fluid to fluid-honeycomb
coexistence transition cannot be verified in simulations, due to difficulties in equi-
librating the MC simulations at these very low densities.

In simulations, we observe a pure honeycomb lattice, a feature not found in
experiments. This is not surprising: due to the short range of the critical Casimir
force (in the order of 0.01σ, section 5.5.3), the pure honeycomb region is expected
to be extremely narrow and easily missed, and kinetic effects may quickly lead to
the amorphous phase.

Furthermore, a pure amorphous phase is not observed in simulations. Instead,
there is an immediate transition from honeycomb to amorphous-triangular coex-
istence. The amorphous and triangular phases can accommodate a high particle
density at the expense of bending and dangling bonding energy penalties, respec-
tively. This means that the bond flexibility of the patchy particle determines what
structure is energetically more favourable: if the particle’s bond bending energy
penalty is relatively minor compared to the dangling bond energy penalty, we
expect the amorphous phase to take up an extended region in phase space. If, on
the other hand, bond bending carries a large energy penalty due to e.g. narrow
patches, we expect to see a gradual transition from honeycomb to triangular, with-
out an intermediate amorphous phase [26]. In our experimental system, the bond
bending energy cost is estimated to be on the order of 40kBT rad−2 (assuming
spring-like bending, see section 4.5.6), leading to a small energy penalty to the for-
mation of penta- and heptagons. A difference in this value between experiments
and simulations may thus explain why experiments show a narrow amorphous
region, while simulations do not show an amorphous region at all.

In experiments, the triangular phase is encountered at low interaction strength
(high ∆T ), contrary to the other condensed phases, and contrary to what sim-
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Figure 5.3 : Structural analysis. (a) Ring size distribution in the honeycomb phase (yellow)
and amorphous phase (blue). The histogram shows experimental results, the dots the
results from simulations. (b) The radial distribution function, g(r) of the three different
condensed phases, honeycomb (solid), amorphous (dotted), and triangular (dashed).
The g(r) has been normalized to the height of its nearest-neighbour peak as well as
shifted along the y-axis. The vertical dotted lines indicate theoretical peak locations, full
analysis can be found in section 5.5.5. The inset shows a schematic drawing of the 3
smallest typical distances in our system, 1σ (yellow), 1.74σ (blue) and 2σ (red). The
matching peaks in the plot have been highlighted. (c) Confocal image of triangular
lattice and bonding. In the top-left half of the image we show the glass-bound patches,
effectively particle centres. In the bottom-right we show the bonding patches overlaid
with all particle bonds in yellow, showing the internal network of the triangular phase.

ulations show. As the patches are only weakly attractive at such high ∆T , our
particles act somewhat like isotropic colloids. We hypothesize that the crystal-
lization along arrow 9 in Figure 5.2a is akin to simple hard-sphere crystallization
under high pressures. The transition at η9 ≈ 0.5 is lower than expected based on
purely hard-sphere interactions, and is not observed in simulations, but reasonable
if we assume there is likely some bulk-bulk attraction [197].

5.3.2 Structural Analysis

To further elucidate the nature of the amorphous and triangular phases and their
relation to the honeycomb lattice, we analyse their structures. Important struc-
tural motifs are the rings, the sizes of which are characteristic of the phases: they
are strictly 6-membered in the honeycomb lattice, and more broadly distributed
in the amorphous phase. The ring size distribution of both phases are shown in
Figure 5.3a, bars indicate experimental measurements, dots indicate simulation
results. As expected, both the experimentally obtained and simulated honeycomb
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phase consists primarily of 6-membered rings, but also shows a small fraction of 5-
and 7-membered rings. While the perfect honeycomb lattice would purely consist
of only hexagons, the experimental and simulated lattices display defects, mostly
at grain boundaries (see Chapter 4), leading to deviations from perfect hexagons.
Nevertheless, the amorphous network phase displays a much broader distribu-
tion of ring sizes, indicating that this phase consists of a variety of motifs in its
bulk, including large fractions of 5- and 7- membered rings. This broad ring size
distribution is a hallmark of two-dimensional trivalent particle networks: similar
distributions have been found in amorphous silica and the theoretical triangle
network, even though the bond details (bending and stretching strain) are very
different from our case [198]. The ring-size distributions from experiments, com-
pared to the ones from simulations reveal an interesting kinetic effect: the number
of 5-membered rings in experiments is significantly larger, while the number of
7-membered rings is smaller than in simulations. The origin of this difference
may lie in kinetic effects, favouring smaller ring sizes in experiments, and in the
different effective patch sizes of experiments versus simulations.

We can further compare the experimental amorphous and honeycomb phases
via the pair correlation function g(r), plotted in Figure 5.3b. Surprisingly, even
after the expected nearest-neighbour peak at 1σ (1 particle diameter), the g(r)
of the two phases is remarkably similar: all visible peaks seem to coincide, indi-
cating similar short-range structure. For the amorphous phase, however, peaks
diminish after a few particle radii, while for the honeycomb phase, peaks are still
well-defined even at long distances. The short-range similarity of the amorphous
and honeycomb radial distribution functions is a direct result of their very sim-
ilar basic structural motifs. Both phases consist of rings related to the particles’
vacancy: hexagons in the honeycomb case, a mix of mainly penta-, hexa-, and hep-
tagons in the amorphous case. These rings share similar typical internal distances,
leading to a very similar short-range radial distribution function (see section 5.5.5).
The amorphous g(r) decorrelates at larger distances because each shell of rings
introduces a diverging number of ring size combinations and associated character-
istic distances. Although some ring combinations are preferred, see section 5.5.6,
the decorrelation is inevitable, and consistent with the lack of long-range order
of the network. These effects are in line with other observations of amorphous
networks consisting of trivalent subunits, and have been observed at length scales
spanning from atomic to macroscopic [198].
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In contrast to the honeycomb and amorphous phases, the triangular phase is
characterized by hexagonal close packing, giving rise to a dense network of patch-
patch bonds within this packing. These two layers of organization are exemplified
in the microscopic image in Figure 5.3c. The glass-bound patches (equivalent
to particle centres) in the top-left clearly show the hcp lattice of the phase. The
bottom-right of Figure 5.3c highlights the network of bonds between particles
overlaid onto the image. Combined, both halves of Figure 5.3c reveal the complex
internal structure of the triangular phase at low ∆T that is not revealed by simple
particle locations.

The close vicinity of the triangular to the honeycomb lattice, with each honey-
comb cell occupied by another particle, is reflected in the g(r) (Figure 5.3b): the
peak positions of the triangular lattice largely coincide with those of the honey-
comb lattice, but the peak intensities are different: for instance, the peak at 1.74σ,
corresponding to a particle in the ring, and the peak at 2.00σ, corresponding to
both particle in a ring and the central particle of a ring, have different relative
heights. In the honeycomb lattice, the peak at 2.00σ is smaller than the one at
1.74σ, reflecting the absence of centre particles in the open honeycomb lattice
compared to the triangular lattice: in the latter, both distances are equally likely,
while in the honeycomb case, the 2.00σ distance only occurs half as often, see inset
of Figure 5.3b. The intensity ratio R of the two peaks thus characterizes open
and closed phases: a ratio below 1 indicates an open structure (the honeycomb
and amorphous phases), while a ratio above 1 corresponds to the closed trian-
gular phase, and a ratio close or equal to 1 indicates that neither peak is present,
signalling a disordered fluid phase.

5.3.3 Order Parameters
Based on the structural properties discussed, we can now define order param-
eters to construct the coexistence lines between the phases in the experimental
phase diagram. To do so, we follow the main structural changes along isobars and
isotherms, and use structural order parameters to pinpoint the phase transition
lines.

The fluid phase is characterized by a low number of bonded neighbours, there-
fore, the fluid-honeycomb phase transition along arrows 1 to 5 in Figure 5.2a is
easily determined using the mean number of neighbours ⟨Nnb⟩ of a particle. We
define nearest neighbours as those particles with centres found within 1.1σ of
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Figure 5.4 : Visualizing the phase transitions along isotherms and isobars. By following
an order parameter along isotherms and isobars, we can identify points xi along the
coexistence lines of the experimental phase diagram (Figure 5.2a). We determine the
average number of neighbours ⟨Nnb⟩ as a function of surface coverage η (a) and ∆T
(c) in experimental snapshots to pinpoint the fluid to fluid-honeycomb transition. The
trends found in (a) are in excellent agreement with results from our simulations shown
in (b). To determine the other transitions in experiments, we follow typical lattice
distances via ratio R (see eq. 5.6) as a function of η (d) and ∆T (e). Panel (f) shows the
qualitative agreement between trends in R as a function of η observed in experiment
and simulations. In all Figure panels, the dotted line is a guide for the eye.
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the particle under consideration. In Figure 5.4a, we show ⟨Nnb⟩ as a function
of surface coverage η at two different interaction strengths. In both cases, ⟨Nnb⟩
jumps from 0 to a non-zero value, signalling the transition from a low-density fluid
phase to fluid-honeycomb coexistence. After this point is reached, ⟨Nnb⟩ increases
monotonically along the ∆T1 and ∆T2 isotherms, indicating the growth of the
honeycomb lattice at the expense of the fluid phase. In Figure 5.4b, we follow
the same order parameter for the simulations at two constant attractive strengths.
The behaviour is strikingly similar to that in the experiment: the evolution of
⟨Nnb⟩ at T ∗ = 0.08 and ∆T = 0.28K almost perfectly overlap, as expected
from their similar attractive strength (section 5.5.3). Although the discontinuity
is not observed in simulations due to problems with equilibrating the system at
low densities, the similarity between simulation and experiment suggest a fluid-
fluid transition as well. In contrast, at higher interactive strength, T ∗ = 0.05 -
equivalent to approx. 20kBT , ⟨Nnb⟩plateaus at low density; the fluid-honeycomb
coexistence phase extends all the way to low density.

We also explore the isobaric path at constant density and increasing attraction,
by plotting the experimentally observed ⟨Nnb⟩ as a function of ∆T at three dif-
ferent volume fractions in Figure 5.4c. In the fluid phase, at low attraction (high
∆T ), ⟨Nnb⟩ is low. When the attraction increases, ⟨Nnb⟩ jumps and increases
strongly, signalling the transition from the fluid phase to honeycomb-fluid coexis-
tence. Still, only at the lowest density η3 = 0.1, the fluid phase shows vanishing
⟨Nnb⟩. At higher volume fractions η4 = 0.2 and η5 = 0.3, ⟨Nnb⟩ no longer
vanishes; the reason is twofold: firstly, particles in the fluid can bond transiently;
bonds form, but break up before particles get close to forming the honeycomb
lattice. Secondly, at higher densities, particles are statistically more likely to be
within the nearest-neighbour range without being bonded. These tendencies lead
to slight continuous increase of ⟨Nnb⟩ before reaching the true phase transition.
⟨Nnb⟩ is therefore not the ideal order parameter to identify the phases at higher
densities. Instead, we can make use of the characteristic distances of the condensed
phases of 1.74σ and 2.00σ. Specifically, the characteristic height ratio R of the
g(r) peaks at 1.74σ and 2.00σ can be used as an order parameter indicative of the
phase transitions.

Because of these properties, R is a suitable order parameter for characterizing
the transition from fluid to amorphous or honeycomb phases, specifically at high
density, e.g. paths 6 & 7 in Figure 5.2a, whose R values are shown as a function
of ∆T in Figure 5.4d. The transition from fluid to honeycomb lattice is signalled
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by a jump of R from below 1 in the open lattice to approximately 1 in the fluid
phase, placing the phase transition at ∆T6 ≈ 0.35. The isobar along η7 = 0.53
acts differently: instead of R jumping to 1, R becomes larger than 1, indicating a
transition from an open structure to the triangular phase, as shown in the phase
diagram in Figure 5.2a.

R is also a suitable order parameter to detect the transition from the triangular
to the amorphous phase, arrow 8 & 9 in Figure 5.2a. We follow R as a function
of η at ∆T8 = 0.28K in Figure 5.4e. The clear jump at η8 = 0.58 indicates
the phase transition from the open amorphous lattice to the triangular lattice.
The simulations show a similar transition from an open to a closed structure
in Figure 5.4f. The transition occurs at a slightly higher density compared to
the experiments, which is expected given the somewhat shifted phase diagram
of the simulations. The difference in magnitude of R between simulation and
experiment is probably due to the inherent noise present in the experimental data,
leading to R values closer to R = 1.

Finally, we also use the peak ratio R to follow the density-induced transition
from unordered fluid to triangular phase in the absence of strong patch-patch
attraction (arrow 9 in Figure 5.2a). By plotting R as a function of η for ∆T9 >
0.43K in Figure 5.4e. Although R is by no means the ideal parameter to signal
this transition [197], a jump does clearly occur at around η9 = 0.5, indicating a
transition to an ordered phase.

5.4 Conclusion

By utilizing the excellent control over patch-patch attraction offered by the critical
Casimir force, we experimentally explore the pressure-interaction phase diagram of
pseudo-trivalent colloidal particles adsorbed at a substrate. This relatively simple
system displays a surprisingly rich phase behaviour, not only assembling into the
honeycomb lattice, but also into an amorphous network and a triangular phase
at increasing particle density. Combining our experiments with simulations, we
find that the three condensed phases are structurally closely related, and a delicate
balance between bending and bonding energies determine their interconversion.
By following order parameters along isobars and isotherms, we construct the phase
diagram of the system.
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5.4 Conclusion

The exploration of the complex phase diagram illustrates the increasingly ad-
vanced control over patchy particle assembly, and opens the door to experimental
investigation of the full phase space of the assembly of patchy particles with dif-
ferent valencies. The surprisingly rich assembly behaviour found in this simple
patchy particle system hints at a wealth of interesting behaviours in more complex
systems; there is a huge phase space to explore, while varying parameters such as
density, attractive strength, particle geometry, and system dimensionality.
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5.5 Appendix

5.5.1 Sample Preparation andMeasurements

Tetrapatch particles (diameter of2.0 µm, patch diameter of approx. 0.5 µm, batch
C in Table 2.1, see sections 4.5.3 & 4.5.6) are dispersed in the regular binary solvent
of 25% 2,6-lutidine (≥ 99.0%, Sigma Aldrich) and 75%milliQ water with 1mM
MgSO4 (≥ 99.5%, Sigma-Aldrich), as described in section 2.2.3. The particles
are washed several times in the water-lutidine mixture. The resulting particle
dispersion is injected into a silanized hydrophobic glass capillary and sealed with
teflon grease (for full preparation see section 2.3.1).

ConfocalMicroscopy and Particle Tracking

Particles are left to sediment to the bottom of the sample at room temperature
before measurements. We tilt the sample slightly during sedimentation, so a small
density gradient is present in the sample. We then heat the sample to 33.45℃
(∆T ≈ 0.65℃), which causes one of the particle patches to attach to the sample
wall. For heating, we use a well-controlled temperature stage in combination with
an objective heating element, as described in section 2.3.2.

In an experiment, we typically heat a sample to a certain ∆T below the phase
separation temperature of the lutidine-water mixture, inducing critical Casimir
attraction between patches. The structures then grow by two-dimensional diffu-
sion in the plane. No mixing is necessary. After several hours of equilibration, we
investigate the structures using a 100x oil-immersion objective.

We image the assembled structures using confocal microscope image stacks,
sometimes alternating with bright field images. We track the particle locations
via the network-based approach described in section 2.3.3. The highest density
samples (i.e, the triangular phase) could not be tracked using this technique: there
were too many outer patches to consistently identify bonds. However, particle
centres could still be accurately determined. The bonds shown in Figure 5.3c are
determined by naked eye.
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5.5.2 Simulation Details

The Potential

The interaction between particles is described by a generalized Lennard-Jones (LJ)
repulsive core and an attractive tail modulated by an angular dependent func-
tion [194, 195]:

Vij(rij,Ωi,Ωj) =

{
V ′
LJ(rij) : rij < σ′

LJ

V ′
LJ(rij)Vang(r̂ij,Ωi,Ωj) : rij ≥ σ′

LJ

, (5.1)

where rij is the inter-particle vector, α and β are patches on particles i and j,
respectively, Ωi is the orientation of particle i, V ′

LJ(r) is a cut-and-shifted m− n
LJ potential and σ′

LJ corresponds to the distance at which V ′
LJ passes through

zero:
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) m
n−m
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−
(
σLJ

rij

)m)
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The exponents of the generalized-LJ model are assigned large values, in particu-
lar 200-100, to obtain a short ranged model mimicking that found in experiments
of colloidal particles. The cut-off distance is set to rcut = 1.10σLJ, at which the
energy is rather small (-0.0029ϵ).

The angular modulation term Vang is a measure of how directly the patches α
and β point at each other, and is given by

Vang(r̂ij,Ωi,Ωj) = exp

(
−

θ2αij
2σ2

ang

)
exp

(
−

θ2βji
2σ2

ang

)
, (5.3)

θαij is the angle between the patch vector P̂α
i , representing the patch α, and r̂ij .

Each particle has four patches distributed tetrahedrally on the particle surface.
σang is a measure of the angular width of the patch. In this study, the angular
width is set to σang=0.52 radians.

The patches interact also with the bottom surface through the same interaction
potential (Eq. 5.2). The difference is that now the distance between the particle
and the surface is given by the z-coordinate of the particle position vector, and the
angular term depends only on the Gaussian of the angle of the interacting patch
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with the normal to the surface. The interaction strength between two particles is
set to unity, ϵLJ = 1, and that between a particle and the bottom surface is set to
ϵs = 4ϵLJ . We use σLJ as the unit of length, and the LJ well depth εLJ as the unit
of energy. Temperatures are given in reduced form:

T ∗ = kBT/εLJ. (5.4)

Besides these interactions, to mimic the experimental conditions, particles were
also subject to a gravitational potential:

ugrav(z) =
z

lgrav
kBT (5.5)

where lgrav is the gravitational length, whose value was estimated from the relation
lgrav = kBT/∆ρVcg, where∆ρ is the density difference between the colloids and
the solvent, Vc is the volume of the colloidal particles and g is the gravitational
constant. Here, we took lgrav = 0.5865σLJ. Note, however, that the effect of this
term once the particles are deposited on the surface is small, because the strength
of the wall with the particles’ patches is stronger.

Simulations

We use Metropolis Monte Carlo to simulate the patchy-particle systems in the
canonical ensemble (NVT). The simulations are performed in an orthorhombic
box with N = 900 colloidal particles. Periodic boundary conditions are applied
along the x and y axes. Several lengths of the simulation box along the x and
y, Lx and Ly, are used to cover surface packing fractions, η = Nπ/Lx/Ly/4,
between 0.001 and 0.85. In order to minimize the incommensurability of the
assembled honey-comb and triangular lattices with the simulation box, we set
Lx = 2/

√
3Ly. Lz is initially set to Lz = 100σLJ. Particles are initially dis-

tributed randomly in the simulation box. The system is then allowed to evolve
until all the particles sediment and bind to the bottom surface. Using this state as
the initial configuration, simulations are then performed at different temperatures.
To improve the sampling, besides normal MC moves, aggregation volume moves
(AVB) [199] are also performed. The acceptance probability of the MC moves is
set to 50-70%. Typically, the MC simulations consist of 100 million MC cycles,
where one cycle is defined as N attempts to translate or to rotate a particle. At the
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lower temperatures, simulations need to be twice or three times longer to get well
converged results.

5.5.3 Comparing Simulations and Experiments

The reduced temperature T ∗ sets the interaction strength between particles in
simulations, while the distance to the critical temperature ∆T = T − Tc sets the
interaction strength in experiments. Unfortunately, relating these two parame-
ter is non-trivial, which limits direct comparison of simulation and experimental
results. To nevertheless make a comparison, we plot the inter-patch potentials
in simulations and experiment in Figure 5.5. Simulated potentials result from
the Lennard-Jones potential of eq. 5.2, while the Casimir potential is generated
by formulating the critical Casimir potential model presented in [82] for patchy
particles and benchmarking it onto our patchy particles as shown in [133]. We
select values of ∆T and T ∗ which result in approximately the same potentials,
so that we can estimate at which temperatures similar behaviour is expected. Fig-
ure 5.4b of the main text shows that this approach is effective: the average number
of neighbours ⟨Nnb⟩ as a function of area coverage η in experiments and simula-
tions almost perfectly overlap for ∆T = 0.28K and T ∗ = 0.08, in agreement
with their matching potentials in Figure 5.5.

5.5.4 Order ParameterR

When our system transitions from an open structure (like a honeycomb lattice or
amorphous network) to a closed lattice (the triangular lattice), the systems’ radial
distribution undergoes a small but significant change, as illustrated in Figure 5.3b.
The most obvious change occurs at the 2σ peak, which is significantly bigger in
the triangular phase due to the particle occupying each hexagonal ring. Therefore,
we can use the ratio between this peak and the unchanged peak at 1.74σ to follow
the transition from open to closed structure; we define the ratio between the two
peaks:

R =

∫ 1.9σ

1.6σ
g(r) dr∫ 2.1σ

1.9σ
g(r) dr

. (5.6)
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Figure 5.5 : Inter-particle potential in simulations and experiments. The inter-
particle potential V in units kBT as a function of distance between particles centres r
in units diameter. We compare the potential in simulations at three reduced tempera-
tures (dashed lines) with estimated critical Casimir potentials in experiment (solid lines).
Although the potentials do not match perfectly, we can estimate that comparable be-
haviour is expected at potentials with the same colour.

This ratio R has a value below 1 in the case of an open structure (the honeycomb
and amorphous phases), while a value above 1 corresponds to the closed triangular
phase, and a value close or equal to 1 when neither peak is present, signalling
an unordered fluid phase. We use this ratio as order parameter to determine
coexistence points between two phases in Figure 5.4.

5.5.5 Radial Distribution Peaks

Figure 5.3b shows the radial distribution function of the honeycomb, triangular
and amorphous phases. As we discuss, the typical distances revealed by the radial
distribution function of these three condensed phases overlap due to their shared
structural motifs. In Figure 5.6a, we show the radial distribution function of
the honeycomb lattice without normalization, with each characteristic distance
indicated. In Figure 5.6b, the corresponding distance is indicated in the honey-
comb or triangular lattice. Figure 5.6c highlights the small difference in internal
distances of a 5-, 6-, and 7-membered ring: the two possible distances within a
ring, indicated with red and blue are very similar in all three ring types.
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Figure 5.6 : Typical distances in an open lattice. The characteristic distances of the
honeycomb lattice are labelled with Roman numerals in its radial distribution function
(a). These distances are schematically denoted in a sketch of the honeycomb lattice
(b). In (c), the small difference in typical internal distances of 5-, 6-, and 7-membered
rings is indicated, highlighting why the amorphous networks still show the same typical
distances as a regular honeycomb lattice.

5.5.6 Particle Neighbourhood

In this chapter we have briefly discussed that the amorphous phase shows some
local order, but little long range order, highlighted by the radial distribution func-
tion shown in Figure 5.3a, where peaks die away only at longer ranges. Here,
we further examine the short-to-medium range order of the amorphous phase
by studying the local ring neighbourhood. We find all particle rings in a sample,
and determine the probability to find an n-membered ring as neighbour to an m-
membered ring, see Figure 5.7a-c. In the honeycomb phase (shown in yellow), 5-,
6-, and 7-membered rings are all most likely to have a neighbouring 6-membered
ring. However, it is clear that 5-membered rings are much more likely to be next
to a 7-membered ring instead of another 5-membered ring and visa versa. This
is in line with the fact that neighbouring 5- and 7-membered rings experience
significantly less bonding strain, see Figure 4.2b: a ‘scar’ of 5- and 7-membered
rings is a typical defect seen in assemblies of trivalent, surface-confined building
blocks because it is geometrically relatively stable, see Chapter 4 [200].

In the amorphous case (shown in blue), the distribution is much more ambiva-
lent: All ring sizes have nearly equal probability of being next to any other ring.
This is hardly surprising considering the random packing of these many-sized
rings.

A related metric is the probability of ring triplets combinations, given in Fig-
ure 5.7d: the probability of finding 3 rings clustered together, see the inset draw-
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Figure 5.7 : Particle neighbourhoods. The ring neighbourhood evaluation: the probabil-
ity of finding an n-membered ring neighbouring a 5-membered ring (a), 6-membered
ring (b), and 7-membered ring (c). The data is given for both the experimental honey-
comb lattice (blue) and amorphous network (blue). (d) Probability of encountering
ring triplet combinations in the honeycomb (blue) and amorphous (yellow) phase.

ings. In the honeycomb case (blue), the (6,6,6) triplet is by far the most common,
as we would expect in this lattice built of hexagons. Other significant fractions
include (5,6,7), a typical defect element (see Chapter 4), (5,6,6), and (6,6,7). In the
amorphous case (yellow), the triplet probability is much more broadly distributed.
However, there are still clear preferences, clearly signalling that the amorphous
phase is still somewhat ordered over ‘medium’ distances. This matches similar
observations in other trivalent amorphous networks, like amorphous silica [200].
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There will be seen in [this book]
demonstrations of those kinds which do not
produce as great a certitude as those of
geometry, and which even differ much
therefrom, since whereas the geometers
prove their Propositions by fixed and
incontestable Principles, here the Principles
are verified by the conclusions to be drawn
from them; the nature of these things not
allowing of this being done otherwise.

Christiaan Huygens

Treatise on Light [201]

In this chapter, we study networks formed by aggregating patchy particles.
Using critical Casimir forces, we assemble divalent and pseudo-trivalent
patchy particles by slowly increasing the attractive strength. We compare
this near-equilibrium route to a fast quench to high interaction strength
and observe that both assembly routes pass through the same equilibrium
states, suggesting that the limited valency of particles leads to the formation
of an equilibrium gel. The topology of the network is purely set by the
equilibrium configuration, independent of its history. Our limited-valency
system follows percolation theory remarkably well, and approaches the per-
colation point with the expected universal exponents. Finally, we show that
Flory-Stockmayer theory describes the assembly process well, with a small
correction applied for the additional rotational degree of freedom of single
monomers.

121



6 Networks of patchy colloids

6.1 Introduction
Gels are ubiquitous in our daily lives as food and cosmetic products, and of impor-
tance in fields ranging from art conservation [202] to Alzheimer research [203]
and biomaterials [204]. Gels are therefore well studied, but not every aspect of
the gelling process is equally well understood. A gel is a dilute microscopic net-
work consisting of interconnecting chains, typically made up of either polymers
or colloidal particles. Although the end results of both types of gelation are rather
similar, a low-density load-bearing material, their formation process is fundamen-
tally different. A polymer gel is formed by monomers that have a well-defined
valency (for instance a mix of monomers with two and three binding sites), un-
dergoing covalent reactions to form a network. Colloidal gels, on the other hand,
are typically formed by simple isotropic particles that undergo an arrested phase
separation: particles are made strongly attractive (quenched) after which they
cluster together and assemble into an out-of-equilibrium network of clustered
particles [48].

To describe the formation of a polymer gel, Flory and Stockmayer proposed
a series of laws and relations based on graph theory to describe the growth of
polymers with a discrete valency into larger and larger networks [205]. As it turns
out, the principles underlying this chemical process apply to many other fields
involving the growth of networks, ranging from the spread rate of forest fires to
oil field exploration. The physical basis is given by percolation theory, the study
of networks and their properties [206]. Unfortunately, due to the fundamentally
different formation mechanism, Flory Stockmayer theory (FS) is not applicable to
the gelation of colloidal particles as described above. The formation of a colloidal
gel is by definition an out-of-equilibrium process, and the properties of the gel
are set by the conditions under which gelation takes place [207–209]. There is
therefore no general theory encompassing the aggregation and structure formation
processes in this type of system.

However, simulations and theory have shown that colloidal gels can be formed
under equilibrium conditions, given that particles have a limited bonding va-
lency [40, 49]. Therefore, equilibrium thermodynamics and statistical mechanics
can be applied to this system, in contrast to a conventional, out-of-equilibrium
colloidal gel, which bonding state is very much dependent on the system’s history.
This is an exciting and counterintuitive property, that is of great interest both
fundamentally and from an applications’ perspective. Equilibrium gels do not
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undergo ageing, the slow phase separation process that colloidal gels undergo over
time [210], because they are already at the thermodynamically preferred state;
the gelling state is now only a function of the thermodynamic parameters of the
system [49].

The limited valency required for an equilibrium gel can be achieved using
anisotropic colloidal particles decorated with ‘patches’, attractive sites, on their
surface. By tuning the size, number, and geometry of these patches, the valency
and bonding geometry of these particles can be accurately controlled. This system
is very similar to the polymer gels originally considered by Flory-Stockmayer (FS)
theory: monomers with well-defined bonding valency cross-link into a network,
and such a system can be well described by percolation theory. As such, the assem-
bly of patchy particles into networks has been studied extensively in numerical
models, and advanced theoretical predictions based on FS and Wertheim theory
have been made [134, 211–215].

However, experimental confirmation has hardly been obtained, as it has been
challenging, if not impossible, to induce particles to undergo sufficiently selective
patch-to-patch bonding, especially forming bulk materials. In recent years, the
situation has improved with the advancement of patchy-particle synthesis [190],
so that experimental studies are becoming available [216, 217]. Especially work on
DNA stars with well-defined valency has been very revealing [218–221]. However,
these systems are mostly limited to studies of bulk properties, without direct
observation of the percolating clusters, making direct comparison of experiment
and theory elusive.

In this work, we assemble networks consisting of di- and trivalent colloidal
particles, and directly observe the formation of a network using optical microscopy.
We elucidate the network properties and formation dynamics of this system by
applying classical FS theory. By tuning the patch-to-patch attraction using the
critical Casimir force, we explore how the limited valency of the particles leads
to the formation of an equilibrium gel. Specifically, we compare a fast quench
of the system to a slow near-equilibrium route to percolation, to show that the
state of the system is independent of the path. As predicted by FS theory, the
bond probability uniquely defines the binding state of the system. As such, FS
theory, with small corrections stemming from the quasi-2D nature of the system
we consider here, is shown to capture our system remarkably well.

123



6 Networks of patchy colloids

a

Iv

I ii

iii

Figure 6.1 : An assembled network. After a deep quench to an attractive strength of >
15kBT and sufficient equilibration time, a colloidal network is formed. In the network
we observe three basic structural motifs: (I) stiff linear chains of dipatch particles, (II)
kinked chains, formed by a tetrapatch particles with two (I) chains attached, and (III) a
central tetrapatch hub with 3 (I) chains attached. Curiously, we never observe (IV), a
central tetrapatch particle with four (I) chains attached.

6.2 Methods

The monomers used to assemble a network are 2- and 4-patch particles with diam-
eters 3.2 µm and 3.7 µm respectively, batch A&B from table 2.1. Synthesized by
colloidal fusion, the patch sizes are sufficiently small to allow only a single bond
between particles per patch to be formed, as follows from Chapter 3. Particles
are suspended in a binary mixture of water and 2,6-lutidine with lutidine volume
fraction cL = 0.25, with 1mMMgSO4 to increase the bulk-patch contrast, see
section 2.2.3. In this mixture, particles have a gravitational length of approxi-
mately 0.1 particle diameter, confining particles to the two-dimensional plane of
the sample wall. The water-lutidine mixture induces attractive critical Casimir
interactions between the particles when close to the critical temperature, Tc. The
distance to this critical temperature,∆T , sets the interaction strength between the
patches, see section 2.2. In Chapter 3 we assembled analogues of alkane molecules
using the same particles.

We investigate a particle mixture with a fixed 1:6 mixing ratio of 4- and 2-patch
particles with a surface fraction of approximately η = 0.1. This concentration
results in S ≈ 1700 particles in our ∼ 240 × 240 µm field of view, of which
on average, there are L ≈ 240 4-patch and N ≈ 1460 2-patch particles. There
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6.3 Results and Discussion

is also a small fraction of ‘dud’ particles ζdud: because of synthetic inaccuracies
these particles lack patches and are thus not binding and not participating in
the network. However, in regular bright-field imaging, dud particles cannot be
distinguished from regular particles during experiments. The fraction of dud
particles is estimated to be in the order of ζdud = 0.05.

We adjust the patch-patch attraction by varying the temperature offset from
solvent critical temperature between ∆T = 0.40K and ∆T = 0.05K, corre-
sponding to an estimated interaction energy of approximately 2 to > 15kBT
(see section 3.4.4) [133]. Using bright-field microscopy with careful temperature
control, we follow the assembly of the network in real-time. Using a modern
particle tracking package (TrackPy[120]), we locate the centres of all particles,
see section 2.3.3. We consider two particles bonded when they are separated by
4.0 µm (approximately 1.1 particle diameters) or less, and if this bond persists for
at least 50 consecutive seconds (5 frames).

In this work, we explore two different assembly paths: a deep quench to high
interaction strength (from ∆T = 0.40K to ∆T = 0.05K in approx. 5min),
and a near-equilibrium route, where we increase the interaction strength between
particles slowly: starting at ∆T = 0.35K, we wait until we visually confirm the
sample is in a steady state (in the order of 4-6 hours), and increase temperature
by 0.05K, where we wait again, followed by another small increment, etc., until
we reach ∆T = 0.05K. At low interaction strengths, the bond lifetime is much
shorter than the experimental timescale, which leads to a balance of breaking and
formation of bonds, see Figure 6.6b.

6.3 Results andDiscussion

6.3.1 Hubs & Spokes

By quickly increasing the interaction strength from 2 to > 15kBT in a quench,
patches become strongly attractive, and patch-patch bonds are formed. After
about 4 hours of assembly, we obtain a network that spans the field of view, see
online video [238]. Figure 6.1a shows a snapshot of the assembled structure; the
particle network is easily recognized. We observe three types of structural motifs,
schematically shown in Figure 6.1: (I) stiff linear chains consisting of dipatch
particles, (II) kinked linear chains consisting of two strands of (I) connected by a
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6 Networks of patchy colloids

tetrapatch particle, and (III) branching points, a central tetrapatch particle con-
necting three strands of (I). Compared to (I) and (II), structure (III) has a small
formation energy penalty because bonding patches point out of plane somewhat
due to their tetrahedral arrangement; in Chapter 4 we have seen that tetrapatch
particles can form 3 bonds in-plane, but at the cost of some energy penalty. Re-
lated to that realization is the fact that, despite the 4 available bonding sites on a
tetrapatch particle, we never observe a tetrapatch particle with 4 connected strands
in our experiments (Figure 6.1a-(IV)). Due to the small gravitational height of our
particles, such a bonding arrangement will be energetically unfavourable due to
the lifting of particles required to form structure (IV).

6.3.2 Cluster Structure
We hence consider the 4-patch particle as quasi 3-valent, which is essential for a
quantitative understanding of our system using Flory-Stockmayer theory. Taking
into account the observation that tetrapatch particles have a valency fN = 3, the
2- to 4-patch ratio of 6:1 leads to an average valency of ⟨f⟩ = 1·3+6·2

6+1
= 21

7
.

We track particle positions during the assembly process, and show a few rep-
resentative snapshots in Figure 6.2a-d. Initially, clusters have a linear geometry
and show little branching. As the assembly progresses, structures become increas-
ingly cross-linked. The pseudo-trivalent tetrapatch particles act as hubs, leading
to crosslinking between otherwise linear chains. This branching can be quantified
by plotting the radius of gyration, rg, as a function of the number of particles s
in a cluster, as shown in Figure 6.2e-h. Initially, the radius grows linearly with
the number of particles; resulting in a fractal dimension of df = 1 (dotted line).
When structures become larger than approximately s = 10 particles, the radius of
gyration grows as the power of approximately 1.8−1, indicating clusters are now
branching, yielding a fractal dimension of df = 1.8 (dashed line) [222]. This
crossing over to a higher fractal dimension coincides with the behaviour found in
simulations on particles with a similarly limited valency, and is close to the perco-
lation universality class value of df = 91/48 ≈ 1.89, indicating that percolation
theory can be used to describe our system [211].

A fractal dimension of df = 1.8 is close to the full coverage of 2 dimensions,
which is caused by the large density of loops and cross-links in large clusters, clearly
visible in the snapshot of Figure 6.2d. The observation of the formation of loops in
larger structures is significant; one of the key assumptions of the FS and Wertheim
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da b c

e f g h

t = 17 min. t = 25 min. t = 50 min. t = 11 hours

Z = 0
Z = 1
Z = 2
Z = 3

Figure 6.2 : Linear to branched clusters of quenched particle network. In (a-d), we show
snapshots of the assembly process, with particles indicted as dots colour coded for the
number of particles bonded to it (Z). In the early stages of the assembly process (a),
clusters are small, but as the assembly progresses (b, c), structures grow larger, eventually
leading to a phase-spanning network, (d), where central trivalent hubs connect linear
chains. To visualize the transition from small linear chains to a branched network, we
plot the radius of gyration rg as a function of cluster size s, of the (a-d) snapshots in (e-h).
We obtain the fractal dimension df of the system by fitting a power law to this relation,
indicating to what degree the assembly is linear (df = 1) or two-dimensional (df = 2).
In (e-h), dots are individual clusters in the system, dotted lines indicate a power law with
exponent df = 1, dashed lines indicate a power law with exponent df = 1.8.
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6 Networks of patchy colloids

theories is that bonding loops are non-existent [205, 223]. Although the classical
FS theory does not rely on spatial dimensions, it is known to work well enough for
a three-dimensional system, where cross-links are rare [224], but is prone to fail
in two-dimensional systems due to the large probability of forming loops [211].

6.3.3 Cluster Size Evolution - Quench vs Equilibrium
In contrast to the quench route, along which bonds hardly reconfigure, we observe
frequent bond-breaking along the near-equilibrium route, especially at lower in-
teraction strength (larger ∆T ), indicating the system approaches the equilibrium
state at each step.

To compare the near-equilibrium route with the fast quench, we follow the
second moment of the cluster size distribution,C =

∑
s2Ns/

∑
sNs, whereNs

is the number of clusters of size s, which is commonly used in percolation theory
as measure for the mean cluster size. The growth of the network in the quenched
case is shown in Figure 6.3a. As expected, C sharply increases initially, stabilizing
after approximately 4 hours. The near-equilibrium assembly process shown in
Figure 6.3b on the other hand clearly displays step-wise growth of the network:
at each increased interaction strength, the system approaches a new equilibrium
cluster size distribution.

We can also follow the progress of the assembly process using the normalized
number of bonds in the system, or bond probability, pb, defined as

pb = ⟨Z⟩/⟨f⟩, (6.1)

where ⟨Z⟩ is the average number of bonds per particle, and ⟨f⟩ is the average
number of bonding sites per particle. ⟨f⟩ is simply equal to

⟨f⟩ = 3N + 2L

N + L
, (6.2)

with N 3-valent particles and L 2-valent particles.
We plot the bond probability and together with the mean cluster size C in

both the quenched and near-equilibrium growth in Figures 6.3a&b (right axis,
hexagons). The bond probability reflects the trend of the mean cluster size C:
the quenched system shows a smooth increase to a plateau value, while the near-
equilibrium assembly route stabilizes at a constant pb at every intermediate at-
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a b c
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0.35K

0.30K

0.25K

0.20K

0.15K
0.05K

ΔT = 

Figure 6.3 : Cluster evolution: quench and near-equilibrium assembly. The particles’
assembly via the quench (a) and near-equilibrium (b) route is quantized by following the
second moment of the cluster size distribution, C (left y-axis, triangles), and the bond
probability, pb (right y-axis, hexagons), as a function of time. In the near-equilibrium
case (b), the stepped ∆T (attractive strength) from 0.35K to 0.05K is indicated by
colour coding. In (c), we plot C as a function of distance to the predicted percolation
threshold (pc), for both the quench (blue circles) and near-equilibrium (red squares)
route. The solid lines indicate power laws with exponents of 1 and 2.4.

tractive strength. Despite the very different routes to the final state, the eventual
bond probability is remarkably similar in both systems: stabilization occurs at
pb ≈ 0.75 at ∆T = 0.05K.

Percolation theory predicts that percolation occurs at the critical bond prob-
ability pc = 1

⟨f⟩−1
= 1

2 1
7
−1

= 7
8

[205]. Curiously, both the quenched and
near-equilibrium system are very close to percolation at the end of measurements,
as illustrated by Figure 6.2d, however, the observed bond probability of pb ≈ 0.75
is significantly smaller than pb = 7

8
= 0.875. This difference between predicted

and observed percolation threshold is not entirely unexpected: the prevalence of
loops in large clusters depresses the bond probability at which percolation takes
place. Numerical simulations have encountered similar discrepancies between
percolation theory and observation in 2D systems [211].

To check the scaling predictions of percolation theory, we plot the mean clus-
ter size as a function of the distance to the theoretical critical bond probability
(pc − pb) of both quench and near-equilibrium systems in Figure 6.3c. The mean
cluster size initially increases as a power law with an exponent of 2.4, crossing over
to an exponent of approximately 1 in the quench case at pc − pb ≈ 0.15. The
divergence approaching the critical point is expected from percolation theory: in
a 2D system, C is expected to diverge with a critical exponent γ = 43/18 ≈ 2.4,
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6 Networks of patchy colloids

crossing over to 1 close to pc [206], in very good agreement with our observations.
Unlike the quench route, the near-equilibrium route does not show a cross-over
to a lower exponent, probably because it does not get close enough to the per-
colation threshold to observe this behaviour. The slight wobble in the data at
pc − pb ≈ 0.3 may be associated with the increased likelihood of the presence of
rings, influencing the cluster size distribution. Besides this slight deviation, the
agreement with percolation theory is striking.

6.3.4 Cluster Size Distributions

Beside some deviations closer to percolation, the quench and near-equilibrium
routes show the same increase in mean cluster size with bond probability, sug-
gesting that the system proceeds through the same aggregation states, uniquely
defined by the particle geometry and system bond probability. To further investi-
gate the similarity of both routes, we determine cluster size distributions and plot
them for four different bond probabilities and both assembly paths in Figure 6.4.

Indeed, the experimental cluster size distributions overlap almost perfectly,
confirming that we have experimentally realized an equilibrium gel, the physical
properties of which do not depend on its history. With increasing bond probabil-
ity, large clusters become increasingly likely, as seen by the right-shift of the tails
in Figures 6.4a-d. Close to percolation, at pb = 0.73, the cluster size distribution
decreases as a power law with exponent τ = 2.16, indicated by a black dotted line
in Figure 6.4d. Percolation theory predicts that the number of large clusters of
size s decreases as a power law with two-dimensional universal scaling constant
τ = 187/91 ≈ 2.05 close to percolation [206]. Our experimentally determined
value is only slightly off, indicating a good match with the theory; some deviation
is expected due to the inclusion of small clusters in the fit (for which the relation
is not expected to hold), the presence of loops in clusters, and possibly because we
are not sufficiently close to percolation.

We can further compare our measured cluster size distributions with distribu-
tions found from FS theory. FS theory gives the number of clustersNn,l consisting
of n 3- and l 2-valent particles as a function of bond probability as [205]:

Nn,l = N
(1− pb)

2

ρpb
[ρpb(1− pb)

2]n[(1− ρ)pb]
lωn,l. (6.3)
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s = 1

s = 2
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6 ≤ s ≤ 8

Figure 6.4 : Cluster size distribution: experiment and theory. We plot the cluster size dis-
tribution at four different bond probabilities: pb = 0.21 (a), pb = 0.41 (b), pb = 0.61
(c), and pb = 0.73 (d). In each graph, we show the distribution of cluster sizes for
the quench (blue squares) and near-equilibrium (red circle) case, as well as the pure
Flory-Stockmayer prediction (dashed yellow line) and the corrected Flory-Stockmayer
prediction (black solid line). The insets show the same data, but plotted with a linear
y-axis, to highlight the difference between pure and corrected Flory-Stockmayer pre-
dictions. In (d), the black dotted line indicates a power law with exponent τ = 2.16.
(e) To compare the cluster size distributions over the full range of bond probabilities,
the fraction of clusters with size s = 1 (green), s = 2 (yellow), s = 3 (blue), and the
average of clusters with size 6 ≤ s ≤ 8 (burgundy) is plotted as a function of bond
probability for the quenched (squares) and near-equilibrium (circles) systems, as well as
the corrected FS predictions (solid lines).
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6 Networks of patchy colloids

Here, ρ = 3N
3N+2L

is the probability that a randomly chosen patch belongs to an
3-valent particle. The combinatorial term ωn,l accounts for the possible confor-
mations of clusters of n 3-valent and l 2-valent particles, and is given by eq. 6.7.
The cluster size distribution can thus be found for every given bond probability
pb.

Recent work [225] has shown that in our quasi-2D system, divalent particles
exhibiting three-dimensional rotational motion have a lower chance of binding,
because patches are not always pointing in plane, but are pointing towards the
substrate or are pointing up. In this case, particles will not be able to bind, leading
to deviations from FS theory. Luckily, a small correction to FS theory can be
made to account for the effect: we define a fraction ζ of dipatch particles that
are ‘inactive’ and will effectively remain monomers, appearing as clusters of size
s = 1. We thus calculate Nn,l (eq. 6.3), but correct for the number of inactive
divalent particles Linactive = ζ · L, by subtracting them from the active particles
Lactive = L− Linactive and adding them to the number of monomers predicted
by FS. Since ζ is hard to accurately estimate, we treat it as a fitting parameter. The
full correction is treated comprehensively in section 6.5.2.

We plot the cluster size distributions obtained from uncorrected (dashed yellow
line), and corrected FS theory (solid black line) in Figure 6.4a-d for four bond
probabilities. The experimental data and the predictions from uncorrected FS
theory show an increasingly large discrepancy for larger pb. The largest difference
between experimental data and theory is the number clusters with size s = 1:
pure FS theory strongly underestimates the number of observed monomers, which
is especially clear in the linear insets of Figure 6.4a-d. The corrected FS theory
obtained by fitting the experimental data, with ζ = 0.436 on the other hand
agrees exceptionally well with the experimental data. Furthermore, an inactive 2-
valent particle fraction of ζ = 0.436 is reasonable based on our particle geometry
and theory on a similar system [225].

We further compare the corrected FS model to experimental data over the full
range of bond probabilities. In Figure 6.4e, we plot the fraction of clusters with
size s = 1, s = 2, s = 3, and the average of 6 ≤ s ≤ 8 as a function of bond
probability. Again, we note the good overlap between the quenched (squares)
and near-equilibrated (dots) datasets. The solid lines indicating the corrected FS
predictions are in reasonable agreement with the experimental data. Deviations
from FS theory are small, but easily identified due to the logarithmic y-scale of
Figure 6.5a. At low bond probability, FS predictions underestimate the number
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Figure 6.5 : Free energy as a function of bond probability. The Helmholtz free energy
per particle is plotted as a function of the bond probability of the quenched (red circles)
and near-equilibrium (blue squares) systems, as well as the theoretical predictions from
FS with (solid black line) and without (dashed yellow line) correction. The free energy
is determined from eq. 6.4, and solely dependent on the bonding state of the system.

of large clusters, probably because ζ is not a perfect descriptor of the correction
we apply. Additionally, a breakdown of FS theory close to the critical point is
expected [226], which we indeed observe.

6.3.5 Free Energy
We further make use of the remarkable properties of an equilibrium gel to directly
relate the experimentally determined cluster size distribution to the free energy of
the system. By considering our system as a 2-dimensional ideal gas of clusters, the
Helmholtz free energy F can be expressed as

βF = NβµN + LβµL −
∑

Nn,l, (6.4)

where βµN = ln N1,0

A
and βµL = ln N0,1

A
are the chemical potentials of the tetra-

and dipatch particle respectively with A the area, and ΣNn,l is the total number
of clusters, see section 6.5.3. All parameters needed to obtain the free energy are
related to the cluster size distribution, and thus directly observable in experiment.
Therefore, we can easily determine the Helmholtz free energy as a function of
bond probability, as shown in Figure 6.5. Again, the quench and near-equilibrium
cases are strikingly comparable: the energies largely overlap. The system energy
is calculated from cluster distributions derived from corrected and uncorrected
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FS theory are in reasonable agreement with experimental results, as we expect
based on the similar cluster size distributions shown in Figure 6.4e. At large bond
probabilities, the quenched route appears to describe FS theory predictions better,
although more experiments are needed to elucidate this point.

6.4 Conclusions
Our results convincingly show that this experimental system of divalent and
pseudo-trivalent particles form an equilibrium gel. Moreover, experiments show
that slowly increasing attractive strength does not lead to a different network ar-
chitecture as a quick quench to high attractive strengths. While conventional
colloidal gel material properties are strongly dependent on the formation history
of the gel, the properties of our limited-valency system experiences little to no ef-
fect from its exact formation process. We determine several percolation exponents,
and note on their remarkable match with predictions from percolation theory.
We show that Flory-Stockmayer theory can quantitatively describe our system
when we apply a small correction for the extra rotational degree of freedom of
monomers for our pseudo-2D geometry. Finally, we show that the free energy of
the system can be inferred from the network state directly observed in experiments,
made possible due to the equilibrium nature of our gel.

The characteristics of limited-valency networks were predicted through theory
and simulations over a decade ago, but experimental conformation has been hard
to obtain. In this chapter, we have shown a simple system of patchy particles
interacting via critical Casimir forces that display the characteristics predicted
by in silica studies. Furthermore, our system is easily studied in real time using
optical microscopy, opening the door to facile study of the formed architectures.
Our results highlight the exceptional richness of patchy particle assembly: a rela-
tively simple combination of di- and pseudo-trivalent particles can assemble into
disordered networks with counterintuitive properties.
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6.5 Appendix

6.5.1 Temperature-dependent Behaviour

In Figure 6.3b, we show the evolution of the mean cluster size C and bond proba-
bility pb as a function of time in the near-equilibrium assembly case, which means
we see the behaviour as a function of temperature, and thus attractive strength.
A few other parameters change as a function of attractive strength that are not
explicitly shown in the main text of this chapter. In Figure 6.6a, we show the evo-
lution of the fraction of unreacted particles (Ns=1). As in Figure 6.3, we observe
a clear stepwise evolution, especially at the lower attractive strengths. There, the
faster equilibration takes place because the structures are much more dynamic
at low interaction strength. This is examplified in Figure 6.6b, where we show
the bond lifetime at the different temperatures. Clearly, at smaller ∆T (higher
attractive strength), the bond lifetime is much higher, leading to much slower
equilibration.

6.5.2 Correcting Flory-Stockmayer

Flory-Stockmayer theory can be used to predict all network properties as a func-
tion of the bond probability, like the number of clusters of a certain composition.

Figure 6.6 : Parameters as a function of∆T in near-equilibrium assembly. (a) The fraction
of particles that are not part of a larger structure as a function of time. Data is colour
coded for the temperature. (b) The lifetime of patch-patch bonds at the temperatures
visited in the near-equilibrium assembly process.
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In this work, we are interested specifically in the number of clustersNn,l consisting
of n fN -valent particles, and l 2-valent particles; which is equal to [205]:

Nn,l = N
(1− pb)

2

ρpb
[ρpb(1− pb)

2]n[(1− ρ)pb]
lωn,l, (6.5)

where ρ = fNN
fNN+2L

is the probability that a randomly chosen patch belongs
to an fN -valent particle. The combinatorial term ωn,l accounts for the possible
conformations of clusters of n fN -valent and l 2-valent particles, and is given by:

ωn,l = fN
(l + fNn− n)!

l!n!(fNn− 2n+ 2)!
. (6.6)

In our system, we have mix of 2- and 3-valent particles, so fN = 3, meaning
ρ = 3N

3N+2L
, as given in the main text, and the combinatorial term simplifies to:

ωn,l =
3(l + 2n)!

l!n!(n+ 2)!
. (6.7)

From our experimental bright-field microscopy images, the 2- and 3-valent
particles cannot be distinguished. Therefore, it is convenient to focus on the
distribution of total cluster sizes s = n+ l, not individual combinations of n and
l. To find the predicted number of clusters of a given size s, we use:

Ns =
s∑

i=0

Ni,s−i, (6.8)

which for a cluster size of s = 1 is simply given by Ns = N0,1 + N1,0. The
cluster size distribution, which is easily determined experimentally, can thus also
be found trough FS theory for every given bond probability pb.

As mentioned in the main text, recent work [225] has shown that in our quasi-
2D system, non-bonded divalent particles exhibiting three-dimensional rotational
motion have a lower chance of binding, because patches are not always pointing
in plane, but are pointing towards the substrate or are pointing up. In this case,
particles will also not be able to bind. Both effects lead to deviations from FS theory.
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Luckily, small corrections to FS theory can be made to account for the effect: we
define a fraction ζ of dipatch particles that are ‘inactive’ and will effectively remain
monomers, appearing as clusters of size s = 1. Practically, we calculate Nn,l (eq.
6.3), but corrected for the effective number of active divalent particles, by taking

ρ′ =
3N

3N + 2L(1− ζ)
. (6.9)

Furthermore, we add the inactive particles Linactive = ζ · L to the number of
monomers predicted by FS:

N ′
s =

{∑s
i=0N

′
i,s−i + Linactive if s = 1,∑s

i=0N
′
i,s−i if s > 1.

(6.10)

Since ζ is hard to accurately estimate, we treat it as a fitting parameter.

6.5.3 Energy of PatchyNetworks

If we assume our system is an ideal gas of clusters, we can directly infer the
Helmholtz free energy of our system from its cluster size distribution.

The Helmholtz free energy (in units kbT ) is given by:

βF = βG− βPA, (6.11)

with G the Gibbs free energy, and P and A the pressure and area respectively. In
an ideal gas of clusters, βPA is simply equal to the number of observed clusters:

PA = kbT
∑

Nn,l (6.12)

βPA =
∑

Nn,l. (6.13)

The Gibbs free energy can be expressed in terms of the chemical potential of
our di- and tetrapatch particles. At low density, we can approximate the chemical
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potential of a freely diffusing particle in two dimensions as the logarithm of the
particle number density:

µs=1 = kbT ln
N

A
, (6.14)

Because of the extraordinary properties of our system, it can be assumed we are
always in equilibrium, which means that the chemical potential of e.g. a freely
diffusing non-bonded divalent particles must be equal to divalent particles in
clusters [227, 228], so:

µs=1
L = kbT ln

N0,1

A
= µs=2

L = µs=3
L = . . . (6.15)

Therefore, the Gibbs free energy can be obtained in terms of quantities directly
observable in our system:

βG = NβµN + LβµL (6.16)

βG = N ln
N1,0

A
+ L ln

N0,1

A
, (6.17)

with N1,0 the number of monomers that are tetrapatch particles, and N0,1 the
number of monomers that are dipatch particles, see eq. 6.3. By plugging in equa-
tions 6.13 and 6.17 into equation 6.11, we obtain:

βF = N ln
N1,0

A
+ L ln

N0,1

A
−
∑

Nn,l, (6.18)

which is equivalent to eq. 6.4. The monomer counts N1,0 and N0,1 cannot be
determined independently from experiment, since we cannot tell the difference
between dipatch and tetrapatch particles from our microscopy images. However,
since we know that the corrected FS theory describes our system well, we can use
it to determine the number of 2- and 3-valent monomers. Eq. 6.10 describes the
number of monomers as

N ′
s=1 = N0,1 +N1,0 + Linactive, (6.19)
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where N ′
s=1 is the (measured) total number of monomers, N0,1 is the number of

3-valent monomers, and N1,0 + Linactive is the number of 2-valent monomers.
Using the fitted ζ = 0.436, we can simply determine Linactive = ζL. Using eq.
6.3 we can determine the ratio between N1,0 and N0,1, which we combine with
the observed number of monomers to give the actual di- to trivalent particle ratio:

N1,0 = N
(1− pb)

2

ρpb
[ρpb(1− pb)

2] (6.20)

N0,1 = N
(1− pb)

2

ρpb
[(1− ρ)pb] (6.21)

N1,0

N0,1

=
ρ

1− ρ
(1− pb)

2 (6.22)

N1,0 =
N1,0

N0,1

(S − Linactive) (6.23)

N0,1 = (S − Linactive)−N1,0. (6.24)
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I’ve never seen the Icarus story as a lesson
about the limitations of humans. I see it as a
lesson about the limitations of wax as an
adhesive.

Randall Munroe

The properties of materials, like metals or plastics, are hard to explain when
considering only their constituent particles (atoms and molecules): a purely reduc-
tionist approach fails. Instead, we must consider the complex interplay between
all components: properties emerge from the collective behaviour of the system.
Such emergent behaviour is ubiquitous in the natural world: from consciousness
to protein folding, these behaviours are hard to explain even with a near-perfect
understanding of the underlying principles and components. The process of self-
assembly is a particularly interesting element of emergence, and the main topic
of this thesis; relatively simple building blocks can assemble into complex, coun-
terintuitive structures. Colloidal particles are a prime example of self-assembling
building blocks: they are simple, well-understood spherical blobs, but together, a
very wide range of unexpected behaviours emerge, assembling into a wide range
of materials, from small, self-limiting clusters to larger superstructures, and from
crystalline lattices to disordered gels.

In the past few years, significant advancements in colloidal synthesis have given
us more synthetic control than ever over the composition and geometry of col-
loidal particles. Simulations and theory have shown that particles with specific
shape and valency can be used to assemble highly controllable functional archi-
tectures that have specific, tunable material properties. A particularly exciting
particle design is the so-called patchy particle, a particle decorated with patches of
specific surface chemistry, with well-defined symmetry, allowing the reproduction
of the specificity and geometry of atom-like valence bonds. Despite promising in
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7 Summary

silica studies, experimental realization of complex structures using patchy particles
has remained illusive, and promises remain largely unfulfilled. In this thesis, we
take steps into this largely unexplored territory using a system of well-defined
patchy particles with highly specific patch-to-patch attraction using the critical

Casimir force, a solvent-mediated force that can easily be tuned with temperature.
We assemble this system into a wide variety of colloidal structures, varying from
small clusters to phase-spanning networks. Using optical microscopy, we study the
assembly, dynamics, and other properties of the structures by tracking particles
and their bonds.

We start small: in Chapter 3, we assemble small colloidal clusters with the
same bonding geometry as alkanes. These colloidal molecules, assembled from di-
and tetrameric patchy particles undergo the same chemical transformations as
their atomic counterparts. Specifically colloidal cyclopentane shows interesting
behaviour. By direct observation via optical microscopy, we reveal that the small
colloidal cluster undergoes transitions between chair and twist conformations,
just like in atomic cyclopentane. We elucidate the interplay of bond bending strain
and entropy in the molecular transition states and ring-opening reactions. These
results open the door to investigate complex molecular kinetics and molecular
reactions in the high-temperature classical limit, in which the colloidal analogue
becomes a good model.

We describe how we grow a similar patchy particle system into larger architec-
tures in Chapter 4. One of the patches of tetravalent particles is bonded to the
sample wall, leaving the three other patches free to bind other particles in-plane.
This leads to the assembly of colloidal graphene, a honeycomb lattice of patchy
particles. Direct observations of the growth, defects, and healing of the lattice
grants us insight into what may occur during the growth process of atomic gra-
phene, normally hidden due to the extreme conditions in which it takes place.
These direct observations reveal that the origins of the most common defects lie
in the early stages of graphene assembly, where pentagons are kinetically favoured
over the equilibrium hexagons of the honeycomb lattice, subsequently stabilized
during further growth.

In Chapter 5, we dive deeper into the system of pseudo-trivalent patchy parti-
cles confined to a plane and map the full phase diagram of the system. Apart from
the colloidal graphene described comprehensively in Chapter 4, under certain
conditions we observe the spontaneous formation of a triangular lattice and amor-
phous network. We investigate these unexpected condensed phases, revealing their
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shared structural motifs. Combining results from simulations and experiment,
we elucidate the origin of the three condensed phases and construct the phase dia-
gram of the system. This chapter illustrates the rich phase behaviour a relatively
simple patchy particle system can display.

Finally, Chapter 6 treats an unordered patchy particle superstructure: networks
constructed from a mix of di- and pseudo-trivalent patchy particles. This network
is a so-called equilibrium gel, and has some very counterintuitive properties: while
the properties of a ‘regular’ colloidal gel strongly depend on the conditions of its
formation, the history of an equilibrium network does not influence its eventual
properties. On top of that, we can use a corrected Flory-Stockmayer theory to
accurately describe and predict the behaviour of the system as a function of the
normalized number of bonds.

The simple bonding geometry of carbon atoms is at the basis of materials rang-
ing from wood to diamonds. In this thesis, we have taken the first steps on a
similar path: we have experimentally explored the assembly of patchy colloids, and
revealed how these precisely controllable building blocks can be used to assemble
into a range of different structures. The continuous improvement in synthesis of
patchy particles and their increasingly complex assembly shows that our control
over microscopic assembly is ever-increasing. This exploratory work should be
seen as the basis for the design of more advanced future smart materials, with
precisely tunable mechanical, electronic and optical properties. Future ‘colloidal
architects’ may have abilities approaching that of nature: with excellent control
over the building blocks of a material comes excellent control over the macroscopic
material properties.
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8 Nederlandstalige
samenvatting

Alle verhalen eindigen gelukkig, als je maar
op tijd stopt.

Annie M.G. Schmidt

De eigenschappen van veelvoorkomende materialen, zoals plastic of hout, zijn
lastig te verklaren als we alleen de moleculen en atomen waaruit het materiaal
bestaat bekijken; een puur reductionistische aanpak werkt simpelweg niet. In
plaats daarvan moeten we de interactie tussen alle componenten in een materiaal
in beschouwing nemen: onverwachte eigenschappen kunnen namelijk ontstaan
door het collectieve gedrag van het systeem. Dit zogenaamde emergente gedrag
zien we vaak terug in ons dagelijks leven: fenomenen als het samenzwermen van
vogels, het ontstaan van files, en zelfs ons bewustzijn, zijn lastig of onmogelijk te
verklaren aan de hand van alleen de eigenschappen van de individuele componen-
ten van een systeem. Zelfassemblage is een bijzonder interessant voorbeeld van
een emergent fenomeen, en het onderwerp van dit proefschrift. Zelfassemblage
vindt plaats als bouwstenen zich spontaan op een bepaalde manier ordenen, in
bijvoorbeeld een specifiek patroon. Zelfs zeer simpele bouwstenen kunnen zich op
zeer ingewikkelde manier ordenen. Colloïdale deeltjes zijn een goed voorbeeld - dit
zijn simpele balletjes van tussen de 10 nanometer en 10 micrometer in doorsnede,
typisch gemaakt van plastic - maar samen kunnen ze allerlei structuren aannemen.
Afhankelijk van de omstandigheden (typisch door de deeltjes elkaar een beetje aan
te laten trekken, bijna als magneetjes) kunnen ze zich ordenen in zeer regelmatige
colloïdale kristallen, zoals je ziet in sommige edelstenen, waaronder opalen. On-
der andere omstandigheden kunnen zich totaal andere structuren vormen, zoals
willekeurig geordende netwerken, zogenaamde colloïdale gels, die je terugziet in
veel cosmetica.
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8 Nederlandstalige samenvatting

In de afgelopen jaren is er veel vooruitgang gemaakt in het produceren van col-
loïdale deeltjes, en we hebben meer controle over deeltjessamenstelling en -vorm
dan ooit. Computersimulaties lijken erop te wijzen dat colloïdale deeltjes die op
een beperkt aantal manieren aan elkaar kunnen plakken zich kunnen assemble-
ren in materialen met interessante materiaaleigenschappen. Door de deeltjes aan
te passen kunnen we de materiaaleigenschappen dan ook makkelijk veranderen.
Een type colloïdaal deeltje dat deze voorspellingen wellicht waar kan maken zijn
zogenaamde lappendeeltjes (patchy particles in het Engels). Deze lappendeeltjes
hebben “lapjes” op hun oppervlak, gemaakt van een ander materiaal als de rest van
het deeltje. Met behulp van de zogenaamde kritische Casimir kracht kunnen we
de lapjes elkaar laten aantrekken. Dit leid tot een situatie waarin de lappendeeltjes
zich min of meer gedragen als atomen: ze hebben een vast maximaal aantal deeltjes
die zich aan elke deeltje kunnen binden, en alleen in specifieke richtingen.

Helaas blijft het bouwen van complexe structuren met behulp van lappendeel-
tjes erg uitdagend. Niet alleen is het maken van deeltjes met de juiste eigenschap-
pen lastig, maar de assemblage zelf blijkt ook erg moeilijk. In dit proefschrift neem
ik een aantal grote stappen op dit gebied. Ik bouw een aantal structuren, zowel
grote als kleine, zowel geordend als ongeordend. Ik gebruik optische microsco-
pie om de structuren en hun vorming, rijping en dynamica te bestuderen, door
zoveel mogelijk bij te houden waar elk deeltje is, en met welke andere deeltjes het
gebonden is.

In hoofdstuk 3 beschrijf ik experimenten waarin ik lappendeeltjes laat assemble-
ren zodat zich kleine structuren vormen die dezelfde bindingsgeometrie hebben
als moleculen. Deze zogenaamde colloïdale moleculen, bestaande uit lappendeeltjes
met twee of vier lapjes, ondergaan soms dezelfde transformaties als hun atomaire
tegenhangers. Vooral colloïdaal cyclopentaan, een ring van vijf deeltjes, vertoont
gedrag dat verdacht veel lijkt op atomair cyclopentaan, een ring van vijf koolstof-
atomen: niet alleen hebben de twee analogen dezelfde kreukels, de conversie tussen
twee typen kreukels vindt in beide gevallen plaats via hetzelfde mechanisme, de
zogenaamde pseudorotaties. Daarnaast heeft een oppervlakte in de buurt van
colloïdaal cyclopentaan een katalytisch effect: het bevorderd het uiteenvallen van
het colloïdaal molecuul. Een vergelijkbaar effect bestaat in atomair cyclopentaan.
Deze observaties tonen aan dat een colloïdaal modelsysteem onder bepaalde voor-
waarden gebruikt kan worden om complex moleculair gedrag te onderzoeken.

In hoofdstuk 4&5 laat ik lappendeeltjes met vier lapjes assembleren, maar nu in
veel grotere bouwwerken. We dwingen de bouwwerken om zich in twee dimensies
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te ontwikkelen, door één van de vier lapjes te laten binden aan het oppervlakte
van het glazen buisje, waar de colloïden in zitten. We zien dat drie verschillende
structuren zich kunnen vormen, afhankelijk van de deeltjesdichtheid en de aan-
trekkingskracht tussen de lapjes. Ten eerste vormt zich een honinggraatkristal,
colloïdaal grafeen, dat gevormd word door zich herhalende zeshoeken, waar elke
hoek word gevormd door één deeltje dat drie andere deeltjes bind. In hoofdstuk 4
bestuderen we de groei, defecten, en dynamica van colloïdaal grafeen, omdat dat
potentieel interessant is om atomair grafeen beter te begrijpen: atomair grafeen is
lastig te observeren gedurende de assemblage. Ten tweede vinden we een amorf
netwerk - een fase waarin elk lappendeeltje nog steeds zoveel mogelijk aan drie an-
dere deeltjes bind, maar waar niet alleen zeshoeken, maar ook vijf- en zevenhoeken
worden gevormd. Ten slotte vinden we een driehoekig kristal, waarbij elk deeltje
door zes andere deeltjes word omringt, maar slecht aan drie deeltjes gebonden
is door middel van lapjes. In hoofdstuk 5 bekijken we hoe deze drie fases zich
onderscheiden, en wat de reden is dat ze überhaupt gevormd worden.

In hoofdstuk 6 beschrijf ik ten slotte de vorming van een netwerk bestaande
uit deeltjes die elk twee andere deeltjes binden, en deeltjes die elk drie andere
deeltjes binden. Dit netwerk is een zogenaamde evenwichtsgel, en heeft een aantal
eigenschappen die niet voor de hand liggen. Waar de eigenschappen van een
‘normale’ gel altijd afhangen van hoe het gemaakt is, is dat niet het geval in een
evenwichtsgel - het verleden van een evenwichtsgel is niet van invloed op zijn
eigenschappen. Bovendien kunnen we het Flory-Stockmayer model gebruiken
om de eigenschappen van de gel te voorspellen (na een kleine correctie).

De simpele bindingsgeometrie van koolstofatomen staat aan de basis van mate-
rialen met zeer verschillende eigenschappen, van hout tot diamant. In dit proef-
schrift heb ik geprobeerd om de eerste stappen te zetten op een vergelijkbaar
pad: we hebben assemblage van lappendeeltjes experimenteel verkend, en laten
zien hoe deze deeltjes in een grote variatie aan structuren kunnen assembleren.
De continue verbetering in de synthese van lappendeeltjes en de daaraan gere-
lateerde verbreding van het aantal structuren dat gevormd kan worden met die
deeltjes, laat zien dat onze controle over de microscopische wereld elke dag beter
word. Dit proefschrift moet gezien worden als een eerste uitstapje in een wereld
waarin precies-controleerbare materiaaleigenschappen werkelijkheid kunnen wor-
den. Toekomstige ‘colloïdale architecten’ zijn wellicht even handig in het contro-
leren van materiaaleigenschappen als de natuur dat is: met precieze controle over
de bouwstenen van een materiaal, komt de precieze controle over het materiaal.
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