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A B S T R A C T 

Traditionally, ground-based spectrophotometric observations probing transiting exoplanet atmospheres have employed a linear 
map between comparison and target star light curves (e.g. via differential spectrophotometry) to correct for systematics 
contaminating the transit signal. As an alternative to this conventional method, we introduce a new Gaussian Processes (GP) 
regression-based method to analyse ground-based spectrophotometric data. Our new method allows for a generalized non-linear 
mapping between the target transit light curves and the time-series used to detrend them. This represents an impro v ement 
compared to previous studies because the target and comparison star fluxes are affected by different telluric and instrumental 
systematics, which are complex and non-linear. We apply our method to six Gemini/GMOS transits of the warm ( T eq = 990 K) 
Neptune HAT-P-26b. We obtain on average ∼20 per cent better transit depth precision and residual scatter on the white light 
curve compared to the conventional method when using the comparison star light curve as a GP regressor and ∼20 per cent 
worse when explicitly not using the comparison star. Ultimately, with only a cost of 30 per cent precision on the transmission 

spectra, our method o v ercomes the necessity of using comparison stars in the instrument field of view, which has been one 
of the limiting factors for ground-based observations of the atmospheres of exoplanets transiting bright stars. We obtain a flat 
transmission spectrum for HAT-P-26b in the range of 490–900 nm that can be explained by the presence of a grey opacity cloud 

deck, and indications of transit timing variations, both of which are consistent with previous measurements. 

Key words: techniques: spectroscopic – planets and satellites: atmospheres – planets and satellites: individual (HAT-P-26b) –
methods: data analysis – methods: statistical. 
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 I N T RO D U C T I O N  

ow-resolution transmission spectroscopic observations of transiting
as giant exoplanets have been extensively used to probe their
tmospheric compositions. The multi-object spectroscopy (MOS)
echnique (Bean, Kempton & Homeier 2010 ; Bean et al. 2011 )
as produced spectrophotometric measurements of exoplanet at-
ospheres at low-resolution ( R ∼ 10–100) with various ground-

ased observatories from optical to near-infrared (Gemini/GMOS:
ee e.g. Crossfield et al. 2013 ; Gibson et al. 2013 ; Stevenson et al.
014 ; Huitson et al. 2017 ; Todorov et al. 2019 ; Wilson et al.
021 ; VLT/FORS2: see e.g. Bean et al. 2010 ; Nikolov et al. 2016 ;
edaghati et al. 2017 ; Nikolov et al. 2018 ; Carter et al. 2020 ; Wilson
t al. 2020 ; Magellan/MMIRS and IMACS: see e.g. Bean et al.
011 , 2013 ; Rackham et al. 2017 ; Espinoza et al. 2019 ; McGruder
 E-mail: v.panwar@uva.nl (VP); desert@uva.nl (JD) 
 Present address: Palo Alto, CA, USA 

o
 

l  

t  

Published by Oxford University Press on behalf of Royal Astronomical Socie
Commons Attribution License ( https://cr eativecommons.or g/licenses/by/4.0/), whi
t al. 2020 ; Weaver et al. 2020 ; LBT/MODS: see e.g. Mallonn &
trassmeier 2016 ; Yan et al. 2020 ) and long-slit spectrographs at

ow-resolution (GTC/OSIRIS: see e.g. Sing et al. 2012 ; Murgas et al.
014 ; Nortmann et al. 2016 ; Chen et al. 2017 , 2018 , 2020 , 2021 ;
urgas et al. 2019 ) which have resulted in the detection of spectral

eatures due to Rayleigh scattering, atomic and molecular absorption,
nd/or grey opacity clouds (in the form of flat or featureless spectra).
he detection of pressure broadened profile of Na I doublet weakly in

he atmosphere of WASP-4b (e.g. Huitson et al. 2017 ), significantly
n the atmosphere of the hot Saturn WASP-96b (Nikolov et al. 2018 )
onsistent with a cloud-free atmosphere, and the detection of Na,
i, and K absorption along with the signatures of scattering due to
aze in the atmosphere of hot Neptune WASP-127b (Chen et al.
018 ) are some examples that demonstrate that ground-based MOS
bservations are capable of estimating absolute abundances in some
f the gas giants with clear atmospheres. 
Notably, transit observations using large ground-based telescopes

ike Gemini and VLT have yielded transit depth precision comparable
o space-based observations from HST in their white light curves (e.g.
© The Author(s) 2021. 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 

provided the original work is properly cited. 
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ean et al. 2010 ; Todorov et al. 2019 ). Observations for the same
lanet repeated o v er multiple epochs and from different instruments
ave helped in ascertaining the robustness of results (e.g. WASP-4b 
ay et al. 2018 ; Bixel et al. 2019 ; WASP-19b Sedaghati et al. 2017 ;

spinoza et al. 2019 ) and in interpreting and mitigating the transit
ight source effect due to stellar photospheric heterogeneity which 
as the strongest observable effect on a transmission spectrum in the 
ptical wavelength range (Rackham, Apai & Giampapa 2018 ). Fur- 
hermore, ground-based MOS observations have pushed the limits of 
tmospheric characterization down to terrestrial planets (Diamond- 
owe et al. 2018 , 2020a , b ) for which the optical transmission spectra
ave been able to rule out the presence of clear and low mean
olecular weight atmospheres. 
Spectrophotometric observations obtained using ground-based 
ulti-obectrophotometric observations obtainject spectrographs 

re affected by telluric and instrumental systematics at levels 
omparable or even more than the amplitude of variations due to the
lanetary atmosphere in the transmission spectrum that we aim to 
easure. The conventional technique to compensate for systematics 

n ground-based low resolution spectra has been to simultaneously 
bserve one or more reference or comparison stars in the instrument’s
eld of view (Bean et al. 2010 ) and use that to correct for the
ystematics similarly affecting the target star light curve through 
ifferential photometry. The Rossiter–McLaughlin effect based 
bservations measure changes in line shape for detecting transits (van 
luijs et al. 2019 ) and deriving low-resolution transmission spectra 
Di Gloria, Snellen & Albrecht 2015 ; Oshagh et al. 2020 ). Such
bserv ations follo w a parallel approach to measure transmission 
pectrum that does not need a comparison star but typically yield 
ow resolution transmission spectra at suboptimal precision. 

All the aforementioned ground-based MOS studies, ho we v er, hav e
l w ays used comparison stars to deal with systematics in the transit
ight curves and extract the signals of planetary atmosphere. The 
efto v er systematics after Target/Comparison star light-curve nor- 

alization, arising due to brightness or differences in spectral types 
etween the target and comparison stars, are then conventionally 
odelled by parametric models constructed using polynomials based 

n a set of decorrelation parameters (e.g. Gibson 2014 ; Stevenson 
t al. 2014 ; Todorov et al. 2019 ), or a non-parametric approach using
aussian Processes (GP) regression (e.g. Gibson et al. 2012 , 2013 ). 
Some previous works, instead of dividing the target star light curve 

y the comparison star light curve, fit the target star light curves
irectly by using comparison star light curves or a PCA components 
f multiple comparison stars as linear regressors (see e.g. Jord ́an 
t al. 2013 ; Espinoza et al. 2019 ). The Divide-White method
ntroduced by Stevenson et al. ( 2014 ) extracts the transmission
pectrum from target star light curves by using non-analytic models 
f wavelength-dependent systematics derived from comparison star 
ight curves. Note that all the aforementioned approaches: doing 
ifferential spectrophotometry, using comparison star light curves as 
inear regressors or non-analytic models of systematics, assume a 
inear relationship between the systematics in target and comparison 
tar flux v ariations. Dif ferential photometric corrections in particular 
erform best when the comparison stars are similar to the target 
tars in brightness and spectral type (Broeg, Fern ́andez & Neuh ̊auser
005 ; Croll et al. 2015 ). 
In most cases, it is likely that light from the target and comparison

tars may not have travelled through the same column of atmosphere, 
specially in scenarios where the separation between the target and 
omparison stars in the sky is comparable or more than the typical
patial scale of variations in atmospheric turbulence. Systematics at 
he instrumental level and stellar variability in the comparison star can 
urther cause complex non-linear variations between the target and 
omparison star fluxes. This implies that the linear functional forms 
f mapping between the two assumed by conventional methods are 
uboptimal and may even be a source of additional systematics. 

The conventional strategy of MOS observations has relied on the 
vailability of suitable close-by comparison stars which presents 
ome issues. In situations when comparison stars are fainter than the
arget star or of a different spectral type, the Target/comparison nor-

alization is photon-limited by the brightness of the comparison stars 
in the whole bandpass or a range of wavelengths where the spectral
hape and relative brightness of the comparison and target star differs
he most, see e.g. Diamond-Lowe et al. 2020a , b ). On the other hand, if
he comparison stars are brighter than the target stars (as it happens to
e the case for comparison star for the GMOS observations of HAT-
-26b presented in this paper), the duty cycle of the observations
ets limited. Moreo v er, if the target star is in a sparse field, which
s often the case for bright host stars, then there is less choice of an
ptimal comparison star given the limited instrument’s field of view 

hich has been a limiting factor in ground-based high precision 
pectrophotometric follow-up of exoplanets orbiting bright stars. 

In view of these several limitations, there is a need for a more
eneralized and robust approach to marginalize systematics in 
round-based spectrophotometric light curves which accounts for 
on-linear relationship between target and comparison star fluxes, 
nd does not explicitly rely on the availability of comparison stars. 

We present a no v el alternativ e method in this paper which takes a
ore generalized approach when using a set of auxiliary time-series 

e.g. comparison star light curves, target star PSF width, airmass, 
tc.) to model systematics in the target star transit light curves. Our
ew method in essence lets a Gaussian Process model explore the
nderlying unknown and likely non-linear functional form between 
he regressors used to model the systematics in the target star transit
ight curves. This can be achieved for both the integrated white light
urve and spectroscopic light curves. Through our method, we also 
emonstrate that remarkably precise wavelength-dependent transit 
epth measurements of exoplanet spectra can be reached when not 
sing the comparison star light curves at all. We describe the method
nd its application in detail to our observations of the warm Neptune
AT-P-26b observed by Gemini/GMOS in Section 4. 
The paper is distributed as follows: in Section 2, we describe

n detail our observational setup for the six transits of HAT-P-26b
bserved by GMOS to which we apply the new method we introduce
n this paper. In Section 3, we describe the data reduction steps to
xtract stellar spectra from raw data, and in Section 4 we discuss
he analysis to model the GMOS transit light curves. Specifically, 
n Section 4.1 we introduce our new method to model the telluric
nd instrumental systematics directly in the target star light curves. 
n Section 5.1, we compare our new analysis method with the
onventional approach, and discuss its caveats and implications 
or future ground-based observations of exoplanet atmospheres. 
n Section 5.2, we interpret the optical to infrared transmission 
pectrum for HAT-P-26b from combined GMOS, HST , and Spitzer 
easurements using atmospheric models. We discuss the indications 

f transit timing variations for the planet in Section 5.3, and in
ection 6 we present our conclusions. 

 OBSERVATI ONS  

.1 The warm Neptune HAT-P-26b 

AT-P-26b is a low density warm ( T eq = 990 K) Neptune disco v ered
y Hartman et al. ( 2011 ) orbiting its chromospherically quiet K1 host
MNRAS 510, 3236–3265 (2022) 
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Table 1. Observing conditions for GMOS runs. The numbers in the first column are the numbers by which we will refer to each transit observation throughout 
the rest of the paper. Observation IDs starting with ‘GS’ were observed at Gemini South using the ideal PA and the PWFS, while those starting with ‘GN’ were 
observed at Gemini North using the non-ideal PA and OIWFS (see Section 2 for more details). 

No. Program ID UT Date Grating Guider and PA Exposure No. of Duty Seeing Airmass 
time (s) exposures cycle (per cent) (arcsec) range 

1 GS-2013A-Q-27 2013 Mar 20 R150 PWFS, ideal PA 50 226 63 0.6–1.8 1.21–2.06 
2 GN-2013A-Q-38 2013 Apr 10 R150 OIWFS, non-ideal PA 15 574 45 0.3–0.9 1.04–1.97 
3 GS-2014A-Q-59 2014 May 09 R150 PWFS, ideal PA 20 318 40 0.3–1.0 1.21–2.00 
6 GS-2014A-Q-59 2014 Jun 29 R150 PWFS, ideal PA 25-40 299 47 0.6–1.0 1.21–1.96 
4 GN-2016A-LP-6 2016 Mar 12 B600 OIWFS, non-ideal PA 90-150 161 85 0.4–1.6 1.04–1.74 
5 GN-2016A-LP-6 2016 Apr 15 B600 OIWFS, non-ideal PA 110-150 131 88 0.6–1.3 1.04–1.97 
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tar in a close orbit of period ∼ 4.23 d. Given its large scale height the
lanet has been the subject of multiple atmospheric characterization
tudies, including those constraining its atmospheric metallicity.
onstraining the atmospheric metallicity of exo-Neptunes is crucial

or tracing the dominant planet formation scenarios go v erning the
ormation of these planets, and distinguishing between scenarios of
ore accretion (Pollack et al. 1996 ) and in situ formation (Boden-
eimer, Hubickyj & Lissauer 2000 ). Both of these scenarios can
ead to significantly different metal enrichment of the atmosphere
f a Neptune mass planet like HAT-P-26b. Initial studies of HAT-
-26b using Magellan/LDSS-3C and Spitzer by Stevenson et al.
 2016 ) indicated tentative evidence of water vapour features in the
ed optical. Wakeford et al. ( 2017 ) reported a strong detection of the
.4 μm water vapour feature muted by a grey opacity cloud as evident
rom the near-infrared and visible observations from HST /WFC3 and
TIS, respectively. From these observations Wakeford et al. ( 2017 )
etrieve a near solar metallicity atmosphere with a high altitude cloud
eck suppressing the transit spectral features. MacDonald & Mad-
usudhan ( 2019 ) further combined the observations from Stevenson
t al. ( 2016 ) and Wakeford et al. ( 2017 ) to perform a comprehensive
etrie v al analysis reporting the presence of several species of metal
ydrides with absorption features ranging from optical to near-
nfrared and a tentative hint of Rayleigh scattering. 

In this paper, we present six Gemini/GMOS transit observations
o measure the transmission spectrum of HAT-P-26b in the visible
rom 490 to 900 nm, extending the wavelength coverage of the
ransmission spectrum published by Wakeford et al. ( 2017 ) further
owards blue optical. The primary motivations of our study are to
nv estigate the e xoplanet spectrum in the optical, e xpanding the
av elength co v erage bluewards, and independently test the presence
f clouds and Rayleigh scattering. Additionally, from the precise
id-transit times obtained from our high SNR GMOS transit light

urves we also investigate the transit timing variations (TTVs) for
he planet previously indicated by Stevenson et al. ( 2016 ) and von
ssen et al. ( 2019 ). 

.2 GMOS transmission spectroscopy 

e observed a total of six transits of HAT-P-26b using the Gemini
orth telescope located at Mauna Kea, Hawaii, and the Gemini
outh telescope located at Cerro Pachon, Chile. Three transits were
bserved using Gemini North and three transits were observed using
emini South. The observations used the same technique and setup

s described in Huitson et al. ( 2017 ) (hereafter referred to as H17 ),
hich is similar to that of previous observations using GMOS (e.g.
ean et al. 2010 , 2011 , 2013 ; Gibson et al. 2013 ; Stevenson et al.
014 ). All transits were observed as part of two survey programs
NRAS 510, 3236–3265 (2022) 
f hot Jupiter atmospheres from GMOS North and South (P.I. J-.M.
 ́esert) described in H17 (see Table 1 for program numbers). 
For each observation, we used the MOS mode of GMOS to observe

he time-series spectrophotometry of HAT-P-26b and a comparison
tar TYC 320-426-1, simultaneously. HAT-P-26 and the comparison
tar are separated by ∼3.8 arcmin. HAT-P-26 has a V magnitude of
1.76 and TYC 320-426-1 has a V magnitude of 11.08, and similar
pectral type from visual inspection of prominent stellar spectral
eatures. Each observation lasted approximately 5 to 5.5 h. To a v oid
lit losses, our MOS mask had wide slits of 10 arcsec width for each
tar. The slits were 30 arcsec long to ensure adequate background
ampling for each star. 

In order to provide similar wavelength coverage between HAT-P-
6 and the comparison star, the PA of the MOS mask needs to be
s close as possible to the PA between the two stars. The PA for
AT-P-26 and the comparison star is 23 deg E of N. Ho we ver, at

his PA, no suitable guide stars fell into the patrol field of Gemini’s
uider, the On Instrument Wave Front Sensor (OIWFS). We therefore
sed the Peripheral Wavefront Sensor (PWFS) instead for three of
ur observations from Gemini South (see Table 1 for details). The
WFS has a larger patrol field, but a lower guiding precision and so is
sed as a backup option if there are no suitable guide stars available
or OIWFS. This setup enabled us to orient the instrument so that the
nstrument PA matched the PA between the two stars. 

Ho we ver, from the initial analysis, we found that the photometric
recision was lower when using the PWFS than for our previous
urv e y observations obtained using the OIWFS due to higher disper-
ion direction drift in case of PWFS as compared to OIWFS. The
ispersion direction drift o v er a night is ∼15 pixels for PWFS as
ompared to ∼1 pixel for OIWFS. We therefore modified the setup
or three of our observations at Gemini North (see Table 1 ) to be able
o continue using OIWFS. In this new setup, we selected the PA of the

OS mask to be 7 deg E of N. While this meant that the wavelength
o v erage was different for both stars, it meant that we could orient
he GMOS field of view such that a suitable guide star fell within
he range of the OIWFS. We therefore achiev ed impro v ed guiding
n exchange for the loss of approximately 1/3rd of the wavelength
o v erage. 

Three transits were observed in the red optical with the R150
rating, co v ering a wavelength range of 530–900 nm with ideal
esolving power R = 631. Two transits were observed in the blue
ptical with the B600 grating, co v ering a wav elength range of 490–
80 nm with ideal resolving power R = 1688. The ideal resolving
owers assume a slit width of 0.5 arcsec. In our case, due to using
 wide slit, our resolution was seeing limited. Given the range of
eeing measured in Table 1 , our resolution is up to 4 × lower than the
deal value depending on observation. For each observation, we used
he gratings in first order. For the R150 observation, the requested
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entral wavelength was 620 nm and we used the OG515 G0330 filter
o block light below 515 nm. The blocking filter was used to a v oid
ontamination from light from higher orders. For B600 observation, 
he requested central wavelength was 520 nm and no blocking filter
as needed. 
For all observations, we windowed regions of interest (ROI) on 

he detector to reduce readout time. We used one ROI for each slit,
ith each ROI co v ering the whole detector in the dispersion direction

nd approximately 40 arcsec in the cross-dispersion direction. We 
inned the output 1 × 2, binning in the cross-dispersion direction, to 
urther reduce readout time. For the observations at Gemini South, 
he detector was read out with three amplifiers. For the observations 
t Gemini North, the detector was read out with six amplifiers. All
mplifiers had gains of approximately 2 e −/ADU. Exposure times 
ere chosen to keep count levels between 10 000 and 30 000 peak
DU and well within the linear regime of the CCDs. Table 1 shows

he observation log for each transit, as well as which observations 
ere obtained at Gemini South and which at Gemini North. The 
umbers given under ‘No’ in the table are the numbers by which we
ill refer to each transit observation in this paper. 

 DATA  R E D U C T I O N  

.1 GMOS data 

e used our custom pipeline designed for reducing the GMOS 

ata, the steps for which are described in more detail in H17 . We
xtract the 1D spectra and apply corrections for additional time- 
nd wavelength-dependent shifts in the spectral trace of target and 
omparison stars on the detector due to atmospheric dispersion and 
irmass. In this section, we describe the main points of the pipeline
nd the additional corrections we apply to the data before extracting 
nd analysing the transit light curves. 

For the R150 grating, we only use 2/3 of the detector in the
ispersion direction. For all observations we use a moving boxcar 
edian of 20 frames in time for each pixel to compare its value in the

rames immediately before and after. We flag pixels deviating more 
han five times the boxcar median value as cosmic rays and replace
t with the median boxcar value. The cosmic ray removal flagged a
ew per cent of pixels per observation. Our pipeline flagged 1.8–3.8 
er cent of columns as bad depending on observation. The majority 
80 per cent) of flagged columns are consistent between the transits
or each detector. For observations 1 and 3, these include columns 
f shifted charge occurring mostly in the transition regions between 
mplifiers, as discussed in H17 . These columns are not present on
he GMOS-North detector (observations 2, 4, and 5) and are also not
resent in observation 6, which was taken after a detector upgrade at
MOS-South. 
We tested our extraction with and without flat-fielding and find that 

at-fielding does not significantly affect the scatter of the resulting 
ransit light curv es. F or this reason, and since flat-fielding did not
mpro v e the scatter bluewards of 700 nm, we chose not to perform
at-fielding for all transit observations. We notice no slit tilt in the
pectra of HAT-P-26 and the comparison star unlike as seen in H17
nd Todorov et al. ( 2019 ). The sky lines in the frames for all transits
re parallel to the pixel columns. Thus, we choose to not perform
ny tilt correction. 

We subtracted the background while performing optimal extrac- 
ion (Horne 1986 ), and found that taking the median background 
alue in each cross-dispersion column provided the best fit to the 
ackground fluxes compared to using fits to the flux profile in each
ross-dispersion column. The background fluxes were 1–10 per cent 
f the stellar flux for the R150 observations and 2–20 per cent of the
tellar flux for the B600 observations, depending on the wavelength 
ange and exposure number. 

After spectral extraction, we performed wavelength calibration 
sing CuAr lamp spectra taken on the same day as each science
bservation. To obtain the CuAr spectra at high resolution, we used a
eparate MOS mask to that used for science, which had the same slit
osition and slit length as the science mask of only 1 arcsec width. We
sed the same grating and filter setup as the corresponding science
bservation. 
We used the IDENTIFY task in the Gemini IRAF package to identify

pectral features in the CuAr spectra. A wavelength solution was 
hen constructed by a linear fit to the pairs of wavelength versus
ixel number in each ROI and then refined by comparison with
nown stellar and telluric feature locations. The final uncertainties in 
he wavelength solution are approximately 1 nm for all observations, 
hich is ∼5 per cent of the bin widths used to construct the final

ransmission spectrum. 
Before generating the transit light curves, we performed further 

eduction of the extracted 1D spectra. This is because, as in H17 ,
e found that there is a dispersion-direction shift of the spectra on

he detector during each observation that is a function of time and
f wavelength, such that the spectra ‘stretch’ o v er time. The result is
hat wavelength bins identified in fixed pixel space will not sample
he same wavelength in each exposure. The effect therefore needs 
o be accounted for in order to build transit light curves that sample
 constant wavelength region over time. Failure to account for this
ffect can introduce spurious slopes in the transmission spectra, as 
iscussed in H17 . In H17 , we found that a model for differential
tmospheric refraction explained the shifts well for our previous 
bservations. This is consistent with the fact that GMOS has no
tmospheric dispersion compensator, and so we expect an effect 
rom differential atmospheric refraction. However, the differential 
tmospheric refraction model does not adequately fit the shifts 
bserved in the HAT-P-26 data studied here. We therefore use the
lternative method developed in H17 , in which we use multiple
pectral features for cross-correlation as a function of time to account
or the wavelength-dependent shifting empirically. 

Ho we ver, instead of simply using the shifted spectra corresponding 
o the measured shift value from cross-correlation with respect to 
he nearest feature for constructing light curves for each spectral 
in (as done in H17 ), we proceed further to use the information
rom cross-correlation with the spectral features to apply corrective 
hifts to each pixel in the 1D spectrum. From the measured shifts of
he spectral features for an exposure, we estimate the shifts in the
pectra for pixels in between and away from the features by a linear
nterpolation between the shift values for three features used for the
ross-correlation. The interpolated shift values thus obtained for each 
ixel for an exposure are then applied to the whole 1D spectrum. We
hen repeat this step for ev ery e xposure so that in the end we have the
ame wavelength solution for the spectra across all exposures. We 
epeat this step for the comparison star as well, using the same set of
pectral features as those used for the target star spectrum for cross-
orrelation. Finally, we interpolate the comparison star’s spectrum 

rom all exposures on to the wavelength solution of the target star,
mitting detector gaps and bad columns, which ensures that both the
arget and comparison star spectra for every exposure have the same
avelength solution within the uncertainty of our estimates on the 

hifts derived from cross-correlation. 
As final step in our reduction process, we also correct for the

ispersion direction offset between the target and comparison star 
pectra. This occurs because the PA of the instrument is not exactly
MNRAS 510, 3236–3265 (2022) 
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Figure 1. Optimally extracted spectra for HAT-P-26 and the comparison star from an arbitrarily chosen exposure, corrected for dispersion direction shifts 
and normalized by their exposure time for the 6 GMOS observations of HAT-P-26. Each panel shows one exposure for each observation, and the observation 
numbers correspond to the programs described in Table 1 . For all observations, especially the GMOS-N observations taken using non-ideal PA, the comparison 
star spectrum has been shifted to the same wavelength grid as the target star spectrum using prominent common stellar features in the spectra which have 
been marked by the black dashed vertical line. The green vertical lines show the wavelength range considered for obtaining the transmission spectrum for each 
observation. The gaps in the spectra correspond to physical gaps in the CCD and bad columns. 
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he same as the PA between the target and comparison star for
bservations taken using OIWFS guider. We used cross-correlation
o measure the offset, which was between −18.2 and −16.0 pixels for
he southern observations. For the northern observations, the offset
as between −830 and −600 pixels due to the non-deal PA. We

hen interpolated the comparison star’s spectrum on to the target
tar’s wavelength grid, while omitting bad columns for both spectra
which are the same columns on the detector but are at different
avelengths for each star). 
We show the final wavelength-calibrated 1D spectra for an arbitrar-

ly chosen exposure for the target and comparison star in Fig. 1 for all
he observations. Note that some residual shifts (at the order of a few
ixels) still remain between the target and comparison star spectra,
specially towards the redder end for R150 observations (beyond
10 nm where fringing also becomes strong) as seen in Fig. 1 . This
s because the shifts between target and comparison star spectra
ary both in time and wavelength, and constant of fsets follo wed by
nterpolation to a common wavelength grid does not entirely correct
or it. We refrain from further empirical corrections at this stage and
o minimize the effects of any residual shifts we choose to use broad
0 nm wide bins for our spectroscopic light curves. This wavelength
idth is significantly larger than spatial scale of the shifts between the

arget and comparison star spectra. We nevertheless do not include
NRAS 510, 3236–3265 (2022) 
he spectra beyond 730 nm for Observation 1 and 3 for computing
he transmission spectrum due to e xcessiv e fringing in that region.

e also emphasize that the residual shifts between the comparison
tar and HAT-P-26 spectra are not an issue for the new method we
ntroduce in the paper of using only the target star to extract the
ransmission spectrum (see Section 4.1). 

 TRANSI T  L I G H T- C U RV E  ANALYSI S  

e now describe our light-curve analysis methods that we apply to
he six transit observations of HAT-P-26b. We first briefly discuss the
oise models that we use to correct for the systematics in the light
urves in Section 4.1. In this section, we also introduce and moti v ate
 new method to directly model the systematics in the target star light
urves. 

We have summarized the conventional method used to date and
he new method introduced in this paper and their various types of
pplications to white and spectroscopic light curves in Table 2 . 

The no v el aspect of the new method in the context of both the
hite light curves and the spectroscopic light curves is that instead
f assuming a linear functional form, we explore a distribution
f functions (described by a GP) to explore the likely non-linear
unctional form of the mapping between the target transit light curves
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Table 2. Summary of the conventional and new methods used to model the systematics in white light curves (WLC) and spectroscopic light curves ( λLC) 
in this paper in Section 4.1. The ‘Application’ column specifies the different ways of applying the methods with a more detailed description in the column 
‘Description’. ‘Abbreviation’ specifies how we refer to each of these applications in this paper. 

Method Application Description Abbreviation Example 
References 

Conventional Differential spectrophotometry Target/Comparison WLC: fit with GP Conv1:WLC Gibson et al. ( 2013 ) 
method using comparison star LCs 

Target/Comparison λLC: Conv1: λLC 
common-mode subtracted, fit with GP 

Comparison star(s) LC Target WLC: Conv2:WLC Espinoza et al. ( 2019 ) 
as linear regressor fit with linear model 

including comparison star(s) white LC 

or their PCA as regressors 
Target λLC: Conv2: λLC 
fit with linear model 
including comparison star(s) λLC 

or their PCA as regressors 

New method Comparison star LC Target WLC: New:WLC This work 
as GP regressor fit with comparison star 

as a GP regressor 

No comparison stars Target WLC: New:WLC;No Comp 
fit with GP regressors 
excluding comparison star LC 

common-mode trend as Target λLC: New: λLC 
GP regressor fit with common-mode trend 

as a GP regressor 
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nd one or more decorrelation time-series (e.g. comparison star light 
urves). The new method in the context of all its applications is
n alternative to the applications of the conventional linear method 
o fit for systematics in MOS transit light curves as described in
 able 2 . W e describe the shortcomings of the conventional method
nd moti v ate the need for the new method in Sections 4.1.1 and 4.1.2,
espectively. 

The conventional method to fit the white light curves specif- 
cally has two different types of applications: (1) Conv1:WLC : 
wo step method of first performing differential spectrophotometry 
normalizing the target star light curve by the comparison star light 
urve) and then fitting the resultant light curve with a GP, and (2)
onv2:WLC : one step method of using a linear model with one or
ore comparison star light curves or their PCA components as one 

f the regressors to fit the target transit light curves. Conv2:WLC
s especially suited for when there are more than one comparison 
tars available, which is not the case in this paper. In Section 4.2, we
pply the conventional method Conv1:WLC , and the new methods 
ew:WLC and New:WLC;No Comp to fit white-light curves for 
ach observation. 

In the context of fitting spectroscopic light curves, a frequently 
sed method to correct for wavelength-independent systematics in 
articular, in addition to using the comparison star light curves, 
s to perform a ‘common-mode correction’. This is the approach 
f the Conv1: λLC method which subtracts a white light curve 
erived common-mode trend from each wavelength binned light 
urve. Ho we ver, this approach also assumes a linear relationship 
etween the common-mode trend and the spectroscopic light curves. 
ur new method New: λLC explores the likely non-linear rela- 

ionship in this context (e.g. arising from wavelength-dependent 
ffects with changing airmass) by using the common-mode trend 
s a GP regressor. We fit the spectroscopic light curves using
onv1: λLC and New: λLC in Sections 4.3.2 and 4.3.3, respec- 

ively. 
.1 Modelling systematics in transit light cur v es 

n the following sections, we model the instrumental and telluric 
ime-dependent systematics in the HAT-P-26 transit light curves by 
ollowing both the conventional method and the new method we 
ntroduce in this paper. We describe them both in the next two sub-
ections to compare them and moti v ate the need for the new method.

.1.1 Conventional method: Using comparison star or 
ommon-mode trend as linear regressor 

he conventional method involves first dividing the target star 
ight curve by comparison star light curve and then fitting the
ransit signal and systematics in the Target/Comparison light curve 
imultaneously using a transit model and a GP, respectively. In the
ase of spectroscopic light curves, there is an additional step of
emoving the common-mode trend before fitting with a GP. The 
P model takes as regressors, or inputs, a set of decorrelation

ime-series which include e.g. time (time stamps of individual 
xposures), width (FWHM) and spatial shifts of the traces of target
nd comparison stars on the detector (e.g. Nikolov et al. 2018 ;
iamond-Lowe et al. 2020b ). However, the step of doing differential

pectrophotometry itself in this approach raises concerns on the 
ele v ance of decorrelation parameters derived from the individual 
arget and comparison star spectral traces in the context of modelling
he differential Target/Comparison light curve. In general, the step 
f doing differential spectrophotometry, assumes that the target and 
omparison star fluxes are affected by the same or linearly related
ime and wavelength-dependent systematics. Subtracting common- 
ode trend also assumes a linear relationship between the white light

urve and the spectroscopic light curves. Given the complex nature 
f both instrumental and telluric systematics this is likely not the
ase. Considering the transit depth precisions ( ∼ 100–500 ppm per 

20 nm bins) we are aiming for, dividing the target star light curve
MNRAS 510, 3236–3265 (2022) 
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Figure 2. Ra w wav elength inte grated white target and comparison star light curves of GMOS observations of HAT-P-26b first normalized by the exposure 
times of the individual exposures and then by their out of transit median flux. Note the low frequency trend present in both the target and comparison star light 
curves due to the changing airmass (shown in grey) through the night. Observations 2, 4, and 5 were taken using non-ideal PA which is reflected here in the 
deviating trends between the target and comparison star light curves of the corresponding observations which subsequently contaminates the transit signal in the 
target/comparison light curve and are examples of suboptimal results from target/comparison star light-curve normalization. Observation 6, which was taken 
with the newly installed Hamamatsu detector on Gemini South, also shows a similar deviating trend between the the target and comparison star light curves. 
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y the comparison star light curve or subtracting common-mode
rend can potentially propagate unwanted systematics and deteriorate
he light curve SNRs which can be difficult to correct for when
tting the Target/Comparison light curve. An example of this are the
600 observations of HAT-P-26b we present in this paper where the

arget and comparison star light curves have systematics significantly
ifferent from each other. In this context, simply normalizing the
arget star by the comparison star contaminates the transit signal
riginally present in the target star light curve (see white light curves
or observation 4 and 5 in Fig. 2 ). 

In cases when the instrument’s field of view is large, in the order
f ∼ 10 arcmin, recent works (Jord ́an et al. 2013 ; Espinoza et al.
019 ) have used principal component analysis (PCA) to optimally
se information from multiple comparison stars in the field of
iew. This approach ( Conv2:WLC and Conv2: λLC ) relies on the
vailability of multiple comparison stars, and involves using the
CA components of more than one comparison star in log-space as
egressors in a linear regression model to fit the systematics in the
arget star light curve. Specifically Espinoza et al. ( 2019 ), and other
tudies analysing IMACS/Magellan observations e.g. Weaver et al.
 2020 ), McGruder et al. ( 2020 ), Kirk et al. ( 2021 ) use the model
veraging scheme for linear regression models outlined by Gibson
 2014 ) to incorporate the number of rele v ant PCA components as an
dditional uncertainty in their model. Since we only observed one
omparison star, we do not test the PCA-based approach in this work.
NRAS 510, 3236–3265 (2022) 
.1.2 New method: Using comparison star or common-mode trend 
s a GP r egr essor 

he intrinsic limitations of differential spectrophotometry using one
r more comparison stars to correct for systematics in the light
urves (also described in more detail in Section 1) narrows down
he set of exoplanets around bright host stars that can be followed
p for atmospheric characterization from ground-based multi-object
pectrographs. Hence, there is a need for a new method that does
ot explicitly rely on the comparison stars and can model the transit
ight-curve systematics and extract the transmission spectra solely
rom the target star. 

With the new method we introduce in this paper, we present a way
o directly fit the target star light curves using a set of time-series
ecorded at the same time as target light curve as GP regressors. This
ncludes the comparison star light curve (when fitting the white light
urves, described in more detail in Section 4.2), and common-mode
rend when fitting the spectroscopic light curves (see Section 4.3).
his is essentially the no v el aspect of our method: for both white
nd spectroscopic light curves, we use the set of time-series, which
ave traditionally been used linearly to correct them either as simple
ormalizing factors or as linear regressors, directly as regressors in a
P model. This allows for letting the GP itself explore an exhaustive

et of non-linear mappings between the target transit light curve and
egressors like comparison stars or the common-mode trend. This

art/stab3646_f2.eps
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pproach is more capable of incorporating the complex differences 
n which the target and comparison stars are affected by systematics
uring any observations. Our method also provides more accurate 
ncertainties by propagating them through the Bayesian framework 
f GPs. 
The underlying GP framework we use for our new method is the

ame as that introduced by Gibson et al. ( 2012 ) to model the transit
ignal and systematics simultaneously in the wavelength integrated 
hite light curves and the wavelength binned light curves for each 

ransit. In our new method, instead of fitting the target/comparison 
ight curves with a GP model, we model the target star light curves
irectly as a numerical transit model combined with an additive 
P model to account for systematics affecting the light curve. This
eans that we skip the step of dividing the target star light curve

y one or multiple comparison star light curves, and instead use 
he comparison star light curve as one of the GP regressor. In the
ase of fitting spectroscopic target light curves, we use the common- 
ode trend derived from the white light curve as a GP regressor

see Section 4.3). We describe the GP formalism used for both the
onventional and new methods in more detail in the next section. 

.1.3 Gaussian process r egr ession model 

 Gaussian process model to account for the systematics in a transit
ight curve means that we model the observed transit light curve 
which for the conventional method is target/comparison and for the 
ew method just the target star light curve) as a multi v ariate Gaussian
rocess distribution with the mean function as the numerical transit 
odel, and a covariance matrix �: 

 = GP ( T ( t, φ) , �( X , θ )) , (1) 

here f is the flux time-series representing a transit light curve, t is
ime, φ is the set of planet transit parameters, T ( t , φ) is the astro-
hysical transit light-curve model, and �( X , θ )) is the covariance 
atrix described by a kernel function for a set of regressors or input

arameter vectors X and hyperparameters θ : 

 ij = k( x i , x j | θ ) . (2) 

ote that here we assume that the systematics we are attempting to
odel using the GP are additive, and we could just modify equa-

ion (1) to instead have the GPs model multiplicative systematics, 
hich subsequently gives identical results within the precision of 
ur data as we tested and was also reported by Gibson et al. ( 2013 ).
he kernel function takes a set of input parameter vectors X ( x 1 ,
 2 , x 3 ,... x P ) (each vector x p of the same length as the number of
oints ( N ) in the light curve) which could be time, Cassegrain Rotator
osition Angle (CRPA), the airmass, FWHM of the PSF of the spectra 

race of the target star, and the measured position of the spectral
race corresponding to each e xposure (av eraged across the dispersion
irection). This is analogous to using these time-series quantities 
s decorrelation parameters to construct parametric models. In 
articular, in our new method we additionally also test the use of
he comparison star light curve as one of the regressors to the GP. 

We choose to use the Mat ́ern 3/2 kernel function as it is known
o provide a good prescription for time correlated noise at the time-
cales typically observed in GMOS transit light curves (Gibson et al. 
012 ): 

( x i , x j | θ ) = A 

(
1 + 

√ 

3 R ij 

)
exp 

(
−

√ 

3 R ij 

)
+ δij σ

2 
w , (3) 

here A is the hyperparameter specifying the amplitude of covari- 
nce, σ w is the white noise term (which we fit for), and δ is the
ronecker delta. We emphasize that keeping the white noise term 

w free when fitting the light curves is an important aspect of our
roposed method in this paper. The best-fitting value of σ w represents 
he combined noise variances in the target star light curve and in the
ndividual decorrelation parameters used as GP regressors, assuming 
o heteroscedasticity in our observed light curves (see equation 6 
n Mchutchon & Rasmussen 2011 ). When we use comparison star
ight curve as one of the GP regressors, the best-fitting value of σ w 

epresents the combined noise variance from the comparison star 
ight curve and the target star light curves. We highlight that this is
 way to propagate the rele v ant uncertainties from the comparison
tars within the Bayesian framework of GPs (which we use to fit for
w as described below) in contrast to just adding them in quadrature
s done in the case of differential photometry. This is analogous to
tting for a jitter term in the methods that use comparison stars as an

nput to linear regression models (e.g. Espinoza et al. 2019 ). 
The term R ij in the equation (3) is a quadrature summation of

airwise difference between regressor points ( η being the inverse 
ength scale hyperparameter corresponding to each input vector). 
he R ij term for P number of input vectors can be described as: 

 ij = 

√ √ √ √ 

P ∑ 

p= 1 

(
x p,i − x p,j 

ηp 

)2 

. (4) 

his is one of the few ways in which information from multiple input
arameters or regressors can be combined to describe the covariance 
atrix of the GP, and involves a single amplitude hyperparameter 

 A ) and length scale hyperparameters ( η) for each of the input
arameters, respectively. We also considered and tested another 
ype of combination where we take the kernel in equation (3) for
ach regressor, and construct the final kernel as the sum of kernels
or each regressor (similar to the approach followed by Aigrain, 
arviainen & Pope 2016 , k2sc ). This combination leads to using
ore number of hyperparameters as each GP regressor now also has
 respective amplitude hyperparameter in addition to a length scale 
yperparameter. For all the observations we analyse in this paper, we
nd that the first type of kernel combination (described in equation 4)
erforms consistently better in terms of root mean square (RMS) of
he residuals and consistency of best-fitting transit parameters with 
he literature values as compared to the other combinations. 

The joint GP posterior probability distribution we marginalize o v er 
o estimate the transit parameters and hyperparameters corresponding 
o the best fit to the observed light curves is: 

( f | t , φ, θ ) = π ( φ, θ ) × L [ GP ( T ( t, φ) , �( X , θ ) ) ] , (5) 

here π ( φ, θ ) encodes the prior probability on the transit model pa-
ameters ( θ ) and hyperparameters ( φ), and L [ GP ( T ( t , φ) , �( X , θ ) ) ]
s the GP likelihood, written in form of log-likelihood as: 

log L ( r| X , φ, θ ) = −1 

2 
r T � 

−1 r − 1 

2 
log | �| − N 

2 
log ( 2 π ) , (6) 

here r is the vector of residuals of the observed light curve from
he mean function ( f − T ( t, φ)) and N is the number of data points
n the light curve. 

We used the transit modelling package batman (Kreidberg 2015 
hich is an implementation of the formalism of Mandel & Agol
002 ) to calculate the numerical transit model T ( t, φ), and the
ackage george (Ambikasaran et al. 2015 ) for constructing and 
omputing the GP kernels and likelihoods. 

.2 Analysis of white transit light cur v es 
MNRAS 510, 3236–3265 (2022) 
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Table 3. Summary of priors and fixed values for the parameters (transit 
model and GP hyperparameters) used to fit the transit light curves of HAT- 
P-26b. We fixed the planet orbital period ( P ) and eccentricity (e) for all 
fits. U represents a uniform prior applied within the specified range, and N 

represents a Gaussian prior with the specified mean and standard deviation. 
T c is the predicted mid-transit time for each epoch using the ephemeris from 

Hartman et al. ( 2011 ). For the linear limb darkening coefficient mean of the 
Gaussian prior is taken as the theoretically calculated value from PyLDTk 
(Parviainen & Aigrain 2015 ) for the B600 and R150 wavelength ranges. 

batman model 
Parameter Prior/Fixed value Reference 

P (d) 4.2345 Hartman et al. ( 2011 ) 
e 0.124 Hartman et al. ( 2011 ) 
i ( ◦) N (88.09, 1.5) Wakeford et al. ( 2017 ) 
R P / R � U (0, 1) 
a / R � N (11.89, 1.2) Wakeford et al. ( 2017 ) 
T 0 (d) U (T c -0.001, T c + 0.001) Hartman et al. ( 2011 ) 
u 1 [B600] U (0.603, 0.03) PyLDTk 
u 1 [R150] U (0.73, 0.03) PyLDTk 

GP model 

ln (A) U (-100, 100) 
ln ( ηp ) U (-100, 100) 
σw U (0.00001, 0.005) 
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.2.1 Constructing white light curves 

or each observation, we constructed the target and comparison star
hite light curves by summing the measured flux over 530 to 700 nm

or observations 1 and 3, 530 to 900 nm for observations 2 and
 (as these R150 observations do not show fringing redwards of
00 nm), and 490 to 680 nm for observations 4 and 5. We then
ormalize the total flux in each exposure by the corresponding
xposure time for both the target and comparison star. The white
ransit light curves thus obtained are shown in Fig. 2 . The white light
urves for each observation contain information on the dominant
ime-dependent systematics affecting all the wavelength channels,
nd analysing them prior to fitting the wavelength-dependent light
urves is an important step to constraining transit parameters and
nderstanding the sources of systematics that can affect the final
ransmission spectrum. 

.2.2 Fitting the white transit light curves 

e obtain the best fits for each transit observation independently
sing both the conventional method Conv1:WLC and the two
pplications of the new method New:WLC and New:WLC;No Comp
s described in 4.1. For both methods and for each transit white light
urve, we fix the orbital period ( P ) and eccentricity ( e ) to literature
alues, and fit for the orbital inclination ( i ), orbital separation ( a / R � ),
id transit time ( T 0 ), and planet-to-star radius ratio ( R P / R � ). For

 and a / R � , we put a Gaussian prior with the mean and standard
eviation as the mean and three times the 1 σ uncertainty values
easured by Stevenson et al. ( 2016 ), respectively. We use truncated
ide uniform priors for R P / R � and for the mid-transit time ( T 0 ) around

he values predicted by a linear ephemeris. We adopt a linear stellar
imb darkening law and calculate the limb darkening coefficients
nd uncertainties on them (stemming from uncertainties in stellar
arameters) for the wavelength range integrated to obtain the white
ight curve, and the wavelength bins we adopt for spectroscopic light
urves (see Section 4.3) using PyLDTk (Parviainen & Aigrain 2015 ),
hich uses the spectral library in Husser et al. ( 2013 ), based on the
HOENIX stellar models. We put a Gaussian prior on the linear

imb darkening coefficient with the mean value and the standard
eviation as the mean and three times the 1 σ uncertainty calculated
rom PyLDTk, respectively. We summarize all the priors we use in
his paper in Table 3 . 

We also fit for the white noise hyperparameter σw as described in
ection 4.1 which lets the GP model fit for the white noise variance in

he target star light curves along with contributions from the variance
n the GP regressors (e.g. the comparison star light curve). This is
ne of the key advantages and an important feature of our method
s instead of propagating the variance from comparison star light
urve by simply adding in quadrature (as is the case when the target
tar light curve is normalized by the comparison star light curve),
ur method provides a way to propagate uncertainties from the
omparison star light curve to our fit of the target star light curve
ithin the Bayesian framework of GPs described in Section 4.1. We

urther emphasize that fitting for σw is crucial for allowing the GP
odel to capture the white noise in the target star light curves. 
F or the conv entional method application Conv1:WLC , we per-

orm fits for both R150 and B600 observations using all combinations
f following GP regressors common to both target and comparison
tar light curves: time, CRPA, and airmass. For the new method
pplication New:WLC we use all combinations of the following GP
egressors: comparison star light curve, time, CRPA, airmass, PSF
ull-width at half-maxima (FWHM) of the spectral trace for every
NRAS 510, 3236–3265 (2022) 
 xposure (av eraged across the dispersion direction) for the target star.
or New:WLC;No Comp we use all GP regressors as for New:WLC
xcept comparison star light curve to demonstrate the performance
f fits without using the comparison star at all. We determine the GP
egressor combination that best describes the systematics for all the
ethods in Sections 4.2.3 and B. 
For all applications of the conventional and new methods, we first

nd the Maximum a-Posteriori (MAP) solution by optimizing the GP
osterior using the Powell optimizer in the SciPy python package.
e put wide uniform priors on the GP hyperparameters and sample

hem logarithmically. The logarithmic sampling of hyperparameters
f fecti vely puts a shrinkage prior on the hyperparameters which
ushes them to smaller values if the corresponding GP regressor truly
oes not represent the correlated systematics in the data (Gibson et al.
012 ; Gibson 2014 ). Using the MAP solution as the starting point we
arginalize the GP posterior o v er all the hyperparameters and transit
odel parameters through a Markov chain Monte Carlo (MCMC)

sing the package emcee , a pure-Python implementation of the
f fine-inv ariant MCMC ensemble sampler (Goodman & Weare 2010 ;
 oreman-Macke y et al. 2013 ). We use 50 walkers for 10 000 steps
nd check for the convergence of chains by estimating the integrated
utocorrelation times for each w alk er following the method described
n Goodman & Weare ( 2010 ). We ensure that the total length of our
hains are at least 50 times the autocorrelation times to make sure
ur samples are ef fecti vely independent and have converged. 
We discard the first 1000 samples as burn-in. We judge the

nal goodness-of-fit based on the consistency of best-fitting transit
arameters with the literature values, and the model selection criteria
escribed in Section 4.2.3 for each combination of GP regressors and
he various forms of kernel combinations (described in Section 4.1).

e also tested the robustness of our fits using a nested sampler
ynesty (Speagle 2020 ) and obtain posteriors consistent with those

rom emcee . We measure the best-fitting transit parameters as the
edian of the corresponding posteriors and ±34 percentile from the
edian as their 1 σ uncertainties. 
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Figure 3. White transit light curves for HAT-P-26b obtained using the GMOS-R150 grism integrated in the range of 530 to 700 nm for observations 1 and 
3, and in the range of 530 to 900 nm for the observations 2 and 6. The purple points show the comparison star light curve, black points show the target star 
(HAT-P-26) light curve overplotted with the best-fitting New:WLC model in red and the corresponding residuals plotted in the bottom panel of each observation, 
and green points show the detrended target star light curve overplotted with the batman transit model corresponding to the best-fitting transit parameters in 
blue. For observation 4, in pink is o v erplotted the PSF width time-series for the spectral trace of target star. Note that the target and comparison star light curve 
are affected by the known odd–even pattern in GMOS data sets due to unequal traveltimes of the GMOS shutter blades which are known to differ slightly with 
the direction of motion (Jorgensen 2009 ; Stevenson et al. 2014 ) as seen significantly in observations 1 and 3. 
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.2.3 Selecting the best GP r egr essor combinations for white 
ight-curve fits 

e select the best combination of GP regressors for both new and
onventional methods of fitting the white light curves separately by 
omparing the Bayesian Information Criterion (BIC; Schwarz 1978 ) 
nd Bayesian evidence estimated using dynesty . For each GP re-
ressor combination, we calculate the BIC corresponding to the GP- 
ikelihood computed for the best-fitting parameters. BIC computed 
sing the GP likelihood takes into account the covariance structure in 
he data through the covariance matrix (see equation 6). We discuss
he model selection threshold in more detail in Appendix B. 

We have highlighted the best GP regressor combinations in 
he Tables B1 to B6 for the following applications of new and
onventional methods that we compare further in Section 5.1: 

(1) New:WLC - Target LC fit with time and comparison LC, and 
dditional regressors if that is fa v oured by higher log e Z in some
ases, 

(2) New:WLC;No Comp - Target LC fit without comparison LC 

s a regressor (time and/or an additional regressor), 
(3) Conv1:WLC - Target/comparison LC fit using the best regres- 

or combination. 

For each of the three cases abo v e, we perform the model selection
y separately comparing the log e Z for the set of GP regressor
ombinations applicable to each case. Also note that since the 
ew and conventional methods are not fitting the same light curves 
xactly, we do not use log e Z or BIC to perform comparison between
he methods themselves but only to choose the best GP regressor
ombinations for each of them. The best fit models and residuals for
he R150 and B600 white transit light curves are shown in Figs. 3
nd 4 respectively. 

.2.4 Odd–even effect in GMOS light curves 

he consecutiv e e xposures in the GMOS light curv es hav e been
nown to suffer from an odd–even effect due to the unequal
raveltimes of the GMOS shutters (Jorgensen 2009 ) with respect 
o the direction of motion. This has also been previously observed
y Stevenson et al. ( 2014 ). We observe the level of this effect
or our HAT-P-26b observations to be as high as 700 ppm just
or the target star light curves, and as high as 200 ppm for the
arget/comparison light curves, varying with the observation and the 
orresponding exposure time, and observed most significantly in 
he R150 observations 1, 2, and 3 (Figs 2 and 3 ). The comparison
tar light curve also suffers from the same odd–e ven ef fect at
imilar time-scales as the target star as confirmed from the Lomb
cargle periodograms of both the light curves. Normalizing the 

arget light curve by the comparison light curve does not correct
or this effect entirely as can be seen for observation 2 (which
as the shortest exposure time among all observations) in Fig. 2
here the odd even effect is still visible in the target/comparison

ight curve. This shows that the odd–even effect prevalent in GMOS
MNRAS 510, 3236–3265 (2022) 

art/stab3646_f3.eps


3246 V. Panwar et al. 

Figure 4. White transit light curves for HAT-P-26b obtained using the GMOS-B600 grism integrated in the range of 490 to 680 nm for observations 4 and 5. 
The purple points show the comparison star light curve, black points show the target star (HAT-P-26) light curv e o v erplotted with the best-fitting New:WLC 
model in red and the corresponding residuals plotted in the bottom panel of each observation, green points show the detrended target star light curve overplotted 
with the batman transit model corresponding to the best-fitting transit parameters in blue. For observation 4, in pink is overplotted the PSF width time-series 
for the spectral trace of target star. 
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bservations does not affect the target and comparison light curves in
he same manner from one exposure to the next and hence cannot be
orrected for completely through a linear method like differential
pectrophotometry. This is especially true for observations with
horter exposure times. Instead, the odd–even effect is superimposed
n existing high frequency noise in the target/comparison light curves
ue to other variations between systematics affecting the target and
omparison light curves individually. This further moti v ates the need
or methods alternative to performing differential spectrophotometry
o correct for the effect in the target star light curves directly, which
s what our new method does. In particular when considering the
esidual RMS for observation 2, which has the shortest exposure
ime of all observations (and hence the largest amplitude of odd–
 ven ef fect dif ference between the target and comparison stars),
he new method New:WLC performs much better at modelling
he odd–even effect in the target star light curves compared to
he conventional method Conv1:WLC . In New:WLC the odd–even
ffect is accounted for by using the comparison star as one of the GP 

egressors. 
Stevenson et al. ( 2014 ) use different flux offsets on odd and even

rames, respectively, to correct for this effect in another target HAT-
-7 in their surv e y, but the method they ultimately use for WASP-12

n Stevenson et al. ( 2014 ) is Divide-White which corrects for
his effect automatically. Essentially Stevenson et al. ( 2014 ) use a
inear mapping between the target/comparison light curves and an
nalytical functional form (different offsets for alternative exposures)
r a non-analytical form (the Divide-White method) to correct
or this effect. In this paper, we correct for the effect in the target
tar light curve directly by letting the GP model do the non-linear
apping between the target star light curves and the odd–even effect

nformation in the comparison star light curv e. F or spectroscopic
ight curves the white light curve derived common-mode trend when
sed as a GP regressor accounts for this effect for New: λLC as
escribed in Section 4.3.3. 
It should be noted that it is not just because of the presence of

if ferential odd–e ven ef fect in the data that makes our new method
ore ef fecti v e than the conv entional method. We performed a simple

ransit injection and retrie v al test by applying both methods to a pair
f synthetic target and comparison star light curves both sharing the
ame correlated systematics but different levels of white noise. We
nd that when the comparison star light curve has higher level of
NRAS 510, 3236–3265 (2022) 
hite noise than the target star light curve, our new method performs
uch better than the conventional method in terms of both accuracy

nd precision of retrieving injected transit parameters. 
We highlight that besides the odd–even effect, there are additional

ossible sources of instrumental and atmospheric systematics that
an affect the comparison and target star fluxes differently, which
ould be potentially be present in data from other multi-object

pectrographs as well. These effects can range from low-frequency
rends e.g. due to changing CRPA through the night, or high and
ow frequency telluric absorption variations. The latter effect could
e even more significant in near-infrared bands due to second-order
olour-dependent extinction effect (e.g. Young et al. 1991 ; Blake &
haw 2011 ). 
After performing fits to the white transit light curves and gleaning

nformation about the dominant time-dependent systematics affect-
ng each of our observations, we fit the spectroscopic light curves to
btain the transmission spectrum, as described in more detail in the
ollowing section. 

.3 Analysis of spectroscopic light cur v es 

.3.1 Construction of spectroscopic light curves 

e constructed the spectroscopic transit light curves ( λLC) for both
arget and comparison stars by summing the flux in ∼ 20 nm wide
ins within the same wavelength range as the respective white light
urves. We normalize each exposure in the individual target and
omparison λLC by the corresponding exposure times. Similar to
ur white light-curve analyses, we fit the λLC for each observation
sing the conventional method Conv1; λLC and the new method
ew: λLC as described in Section 4.1. 

.3.2 Fitting the spectroscopic light curves using conventional 
ethod 

e first describe the application Conv1; λLC of the conventional
ethod of fitting λLCs. We divide the target λLCs by the corre-

ponding comparison star λLCs. GMOS observations, like many
ther ground-based MOS observations, have been conventionally
orrected for wavelength-independent systematics through common-
ode correction (e.g. Stevenson et al. 2014 , H17 ; Todorov et al.

art/stab3646_f4.eps
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019 ; Wilson et al. 2021 ), which leverages the information about
he time-dependent systematics contained in the white light curve to 
orrect the individual wavelength bins. Ho we ver, while performing 
ommon-mode correction using the white light curv e pro vides an 
f fecti ve way to remove dominant time-dependent systematics, it also 
mplies that we ef fecti vely lose information on the absolute value of
ransit depths and obtain relative transit depths, which is nevertheless 
seful to search for dominant features in the transmission spectrum. 
In Conv1; λLC , we follow the conventional common-mode 

orrection approach and derive the common-mode trend as the 
esiduals obtained by subtracting the transit model computed using 
he weighted averaged transit parameters for the white light curves 
last row of Table 4 ) from the white light curves for all observations.
xcept the limb darkening coefficient we use the same transit 
arameters for both B600 and R150 observations to construct the 
ransit model. We perform the common-mode correction by sub- 
racting the white light curv e deriv ed common-mode trend from the
orresponding target/comparison λLC. Note that using the weighted 
veraged transit parameters to derive the common-mode trend across 
ll observations is valid here as HAT-P-26 is known to be inactive and
ny potential contamination from stellar activity for the individual 
pochs that could affect the transit depth is below the precision of
ur measurements (discussed in more detail in Section 5.2. 
We then fit the common-mode corrected λLCs with the model 

escribed in 4.1, using only time as a GP regressor. This is mainly
o account for wavelength-dependent trends not removed by the 
ommon-mode correction and arising likely due to wavelength- 
ependent differential atmospheric extinction between the target and 
omparison stars with changing airmass through the night (discussed 
n more detail in Section 5.1). Since our main goal is to measure the
avelength-dependent transit depths, we fix the orbital inclination 

 i ), orbital separation ( a / R � ), and mid transit time ( T 0 ) to the best fit
alues for the corresponding white light curve in Section 4.2 (see 
able 4 ), and orbital period and eccentricity to literature values. We
se a linear limb darkening law for each wavelength bin and fix
he limb darkening coefficients to pre-calculated values by PyLDTk 
approximating a top hat transmission function for each wavelength 
in). 
We find that doing common-mode correction prior to fitting 

he Target/Comparison λLCs impro v ed the precision of measured 
ransit depths in R150 observations by ∼15 per cent on average per
avelength bin compared to when not performing common-mode 

orrection. The Target/Comparison R150 λLCs along with their best 
t models, detrended light curves, and the residuals are shown in the

op three panels of Figs 5 , 6 , 7 , and 8 . 
For the B600 observations, the target and comparison star light 

urves suffer from significantly different trends through the night as 
lready discussed in Section 4.2. Hence, doing Target/Comparison 
ormalization contaminates the transit signal. This can be noticed by 
isually inspecting the B600 white light curves in Fig. 2 and also in
he B600 λLCs. Nevertheless, same as done for R150 λLCs, we apply
onv1; λLC to B600 λLCs by doing common-mode correction 

ollowed by fitting common-mode corrected Target/Comparison light 
urves. The resultant fits, detrended light curves, and the residuals 
re shown in Figs 9 and 10 . 

.3.3 Fitting the spectroscopic light curves using the new method 

e now describe the application New: λLC of our new method to
tting the λLCs. One of the moti v ations behind our new method is

hat as we observe the planetary transit through a range of airmass
uring a night, the differential atmospheric extinction between the 
arget, and the comparison star across the optical wavelength range 
ue to the difference in brightness and/or spectral type between the
tars implies that simple normalization of the target λLCs by the
omparison λLCs introduces wavelength-dependent systematics in 
he light curves. This is also evident as residual trends in the λLCs
fter conventional common-mode correction as done Section 4.3.2. 
hen inspecting the individual target and comparison star spectra, 
e find that for our GMOS observations the bluest end of the

tellar spectrum suffers from ∼ 5 to 10 per cent more extinction
t high airmasses compared to the reddest end. For the B600
bserv ations specifically, the dif ference between the atmospheric 
xtinction between the target (fainter than the comparison star) and 
he comparison star is 5 per cent more at the bluest end than the
eddest end of the spectrum. 

The conventional method to mitigate this residual wavelength- 
ependent noise remaining after common-mode correction as men- 
ioned in Section 4.3.2 is to fit the common-mode corrected tar-
et/comparison λLCs using a linear or quadratic function of airmass 
r time as the baseline, or a GP model with time as a regressor.
n this conventional method, ho we ver, there is no straightforward
ay to ascertain additional systematics propagated to the light 

urves during the division by comparison λLCs and then common- 
ode correction. The linear approach of conventional method is 

lso suboptimal due to non-linear wavelength-dependent difference 
etween target and comparison λLCs, lack of wavelength-dependent 
nformation present in the common-mode trend, and other potential 
on-linear differences between the target λLCs and common-mode 
rend. 

With our new method to fit the λLCs, we propose to neither
erform normalization by the comparison star λLCs nor perform 

ommon-mode correction to the λLCs. We instead use the informa- 
ion of the time-dependent systematics contained in the white light 
urves as one of the regressors in the GP noise model described
n Section 4.1 for fitting the corresponding λLCs. This is possible
hrough two different combinations of GP regressors: 

(1) Time and GP noise model of the white light curve (from
ection 4.2), 
(2) Time and normalized residuals between the white light curve 

nd its best-fitting transit model (these residuals are same as the
onventional common-mode trend). 

The first combination ef fecti vely still uses information from the
omparison star (which was used to fit the white target light curve and
btain the GP noise model in Section 4.2). The second combination
o we ver for both R150 and B600 observations does not rely on
he comparison star directly and simply leverages the information 
ontained in the common-mode trend to inform the GP systematics 
odel for each λLC. This combination is in part analogous to

he combination employed by Divide-White method (Stevenson 
t al. 2014 ) which uses the white target light-curve residuals as a
ommon-mode correction factor in combination with non-analytic 
odels of wavelength-dependent systematics derived from the com- 

arison star λLCs. In contrast to the conventional Divide-White 
ethod, we do not use any information from the comparison star
LCs and simply subtract the transit model from the white target

ight curve and use the residuals or the common-mode trend hence
btained as a regressor in the GP model for the individual λLCs.
e eventually use the second combination (time and common-mode 

rend) to fit the target λLCs. 
It should be noted that the white light-curve transit parameters we

btain from not using comparison stars at all ( New:WLC;No Comp
MNRAS 510, 3236–3265 (2022) 
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Gemini/GMOS view of the warm Neptune HAT-P-26b 3249 

Figure 5. Spectroscopic light curves for observation 1 (R150) fit using the conventional method ( Conv1: λLC , top three panels) and the new method introduced 
in this paper ( New: λLC , bottom three panels). The leftmost panel for each method shows the best fit to the light curves for each wavelength bin, the middle 
panel shows the detrended light curves, and the rightmost panel shows the corresponding residuals, their histograms, and the RMS of their scatter. The target 
λLCs show a wavelength dependent low frequency trend due to changing airmass through the night. 
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ub-row in Table 4 ) are consistent with those obtained from using
omparison star as one of the GP regressor ( New:WLC sub-row
n Table 4 , see detailed comparison in Section 5.1.1). Hence, the
erived common-mode trend is consistent between whether we use 
he comparison stars or not to fit the white light curves, and hence the
ommon-mode trend is not a function of the comparison star light 
urve in our new method. 

Similar to the conventional method described in Section 4.3.2, we 
se the same weighted averaged transit parameters (except the limb 
arkening coefficient) for both the B600 and R150 observations and 
he respective transit models used to obtain the common-mode trend 
rom the white light curves. The common-mode trend is then used
s a GP regressor to fit the target λLCs. Similar to the conventional
ethod, when fitting λLCs we keep all the transit model parameters

xcept the transit depth fixed to the best weighted average values
erived from the white light curve, and also fix the linear limb
arkening coefficients to the pre-computed values from PyLDTk 
or each spectral bin. 

Using the common-mode trend as a GP regressor to fit target λLCs
s an alternative to subtracting it from λLCs is a no v el approach
nd we test its robustness using a transit injection and reco v ery test
escribed in detail in Appendix A. We find from this test that using the
MNRAS 510, 3236–3265 (2022) 
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Figure 6. Same as Fig. 5 for observation 2 (R150). 
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ommon-mode trend as a GP regressor yields transmission spectra
onsistent with and on average 25 per cent better precision than that
btained from the conventional common-mode correction. 
Through our transit injection test in Appendix A (see right-hand

anel of Fig. A1 ) we also demonstrate the choice of using time as a
P regressor in addition to the common-mode trend to fit the target
LCs. The common-mode trend by itself models the high frequency
ystematics in the target λLCs which also includes the odd–even
ffect described in Section 4.2.4. Time as an additional GP regressor
odels the wavelength-dependent low frequency trend across the
LCs. It is possible to use additional GP regressors to fit λLCs, but
ince we independently fit each λLCs in this paper, it is not possible
o perform model selection for all the λLCs together as done for the
hite light curves in Section 4.2.3. Hence, we stick to the simplest
NRAS 510, 3236–3265 (2022) 
hoice of using only time as the additional GP regressor to model
he wavelength-dependent trend. It would be possible for a future
tudy into joint modelling of systematics for all λLCs in both time
nd wavelength dimension to comprehensively explore the use of
dditional regressors. 

The target λLCs for both B600 and R150 observations along with
heir best fit models from the new method, detrended light curves,
nd the residuals are shown in the bottom three panels of Figs 5 , 6 ,
 , 8 , 9 , and 10 . The resulting transmission spectra are tabulated in
ables 5 to 7 , and shown in Figs 11 and 12 . 
We compare the transmission spectrum of HAT-P-26b constructed

rom the best-fitting wavelength-dependent transit depths for each
bservation obtained from the conventional and the new method
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Figure 7. Same as Fig. 5 for observation 3 (R150). 
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ntroduced in this paper, and interpret and discuss them in the context
f previous transmission spectroscopy measurements of HAT-P-26b. 

 RESULTS  A N D  DISCUSSION  

.1 Comparison of the two methods and implications 

.1.1 Comparing the white light curve fits 

e first compare the performance of the conventional and new meth- 
ds applied to fitting the white light curves. We compare the three
ases Conv1:WLC , New:WLC , and New:WLC;No Comp used to 
t the white transit light curves for each observation highlighted in 
able 4 . 
From Table 4 we find that the new method ( New:WLC and
ew:WLC;No Comp ) provides similar results compared to the 
onventional method Conv1:WLC at a precision better than 2 σ
evel. 
New:WLC yields on average lower residual RMS compared to 
onv1:WLC for all observations. For observations 1, 2, 4, and 
 New:WLC also yields marginally smaller (by ∼20 per cent on
verage) uncertainties on R P / R � as compared to the Conv1:WLC .
ith New:WLC;No Comp when not using the comparison star at all, 
e achieve marginally larger (by ∼10–20 per cent on average) R P / R � 

ncertainties for all observations except observations 1,3, and 5. For 
bservation 5, New:WLC;No Comp gives ∼80 per cent smaller un- 
ertainty on R P / R � . For observations 1 and 3, New:WLC;No Comp
eads to an order of magnitude larger uncertainty on R P / R � . This
MNRAS 510, 3236–3265 (2022) 
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Figure 8. Same as Fig. 5 for observation 6 (R150). 
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s because for these two R150 observations the odd–even effect is
articularly high and using comparison star light curve, either as a
P regressor or linearly (as in Conv1:WLC ), is crucial to account

or the odd–even effect in the target light curve. 
For the B600 observations (4 and 5) specifically, the comparison

tar light curves have time-dependent trends significantly different
rom the target star light curve due to the non-ideal PA of the
bservational setup, which significantly contaminates the transit
ignal in the resulting target/comparison light curves (as seen in
ig. 2 ). From a visual inspection of the B600 light curves in Fig. 2 ,

arget/comparison corrects for the odd–even effect in the transit
ight curve but adds additional low frequency trend not present in
he original target transit light curve. This effect especially strong
NRAS 510, 3236–3265 (2022) 
efore and during the transit. Never the less, the conventional
ethod Conv1:WLC for fitting the B600 target/comparison

ight curves using a GP with time and airmass as regressors
etrieves transit parameters consistent with R150 observations.
otably, New:WLC achie ves lo wer uncertainties on R P / R � as

ompared to Conv1:WLC . Not using the comparison star with
ew:WLC;No Comp yields lower (observation 5) or marginally

arger but comparable (observation 4) uncertainties on R P / R � . 
We conclude from comparison across the aforementioned three

ases of fitting the white light curves that both applications of our
roposed new method perform consistently and even better in some
nstances compared to the conventional method. We also conclude
hat in most instances it is possible to detrend the target light curves
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Figure 9. Spectroscopic light curves for observation 4 (B600) fit using the conventional method ( conv1: λLC , top three panels) and the new method introduced 
in this paper ( New: λLC , bottom three panels). The leftmost panel for each method shows the best fit to the light curves for each wavelength bin, the middle 
panel shows the detrended light curves, and the rightmost panel shows the corresponding residuals, their histograms, and the RMS of their scatter. The target 
λLCs show a wavelength dependent low frequency trend due to changing airmass through the night. 
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nd achieve decent precision on transit parameters even without using 
he comparison stars at all. 

.1.2 Comparing the spectroscopic light-curve fits 

e now compare the transmission spectra obtained from the con- 
entional method Conv1: λLC and the new method New: λLC to 
t λLCs. We emphasize here that when not using comparison star
t all to fit the white target light curves we obtain consistent transit
arameters and hence the common-mode trend as when we use the 
omparison star (also see Section 4.3.2). Hence all conclusions below 

bout the new method are valid whether the common-mode trend is
 t  
erived by using the comparison star indirectly as in New:WLC or
ot using it at all in New:WLC;No Comp . 
For both B600 and R150 observations, the transmission spectra 

hown in Figs 11 and 12 and corresponding wavelength-dependent 
ransit depth values in Tables 5 , 6 reveal that the individual
nd combined transmission spectra across observations from the 
onv1: λLC and New: λLC are on average consistent within their
 σ uncertainties. New: λLC on average yields ∼ 40 pe r c e nt smaller 
MS of the residuals per wavelength bin (see Figs 5 to 10 ). 
The per wavelength bin uncertainties on the transmission spectra 

re on average ∼ 30 pe r c e nt larger from New: λLC as compared 
o that from Conv1: λLC for the R150 observations. For the B600
MNRAS 510, 3236–3265 (2022) 
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Figure 10. Same as Fig. 9 for observation 5 (B600). 
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bservation 4 New: λLC yields ∼ 50 pe r c e nt smaller uncertainties,
specially for the bluest wavelength bins. New: λLC also performs
imilarly well in terms of precision for the three bluest bins for
he B600 observation 5, but yields nearly ∼ 30 pe r c e nt larger
ncertainties for the redder bins. This difference in uncertainties
n the transmission spectra points towards fundamental differences
etween the two methods in their approach of dealing with the
ystematics which we elaborate on. One clear difference is the
umber of free hyperparameters used for the GP models in both
ethods. For Conv1: λLC , the GP model uses only one regressor

time) and hence two hyperparameters (amplitude and length scale,
ee equations (3) and (4) in Section 4.1). New: λLC in comparison
ses two regressors (time and common-mode trend) and hence
hree hyperparameters (common amplitude, and one length scale
NRAS 510, 3236–3265 (2022) 
yperparameters for each of the regressors). Using a more flexible
odel with more hyperparameters is one of the reasons behind larger

ncertainties in the transmission spectra from New: λLC . 
Note that Conv1: λLC before fitting the GP model also involves

wo additional steps: dividing by comparison λLCs and subtracting
he common-mode trend. Both of these steps are linear corrections
hich do not explicitly propagate uncertainties arising from non-

inear differences between the target λLCs and the comparison λLCs
r common-mode trend. It can be seen from the target λLCs in Figs 5
o 10 that target star light curves suffer from a low frequency trend
n time that varies with wavelength due to wavelength-dependent
xtinction that is changing with the airmass. These low frequency
rends still remain after division by comparison λLCs and subtracting
he common-mode trend, as seen in the target/comparison λLCs in

art/stab3646_f10.eps
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Table 5. New: λLC , R150: Wavelength-dependent transit depths (in ppm) for the individual GMOS-R150 observations 
(marked by the columns) and combined from all observations obtained using the new method described in Section 4.3. 

Wavelength ( Å) Transit depth (ppm) 
1 2 3 6 Combined 

5301–5501 4530 ± 473 4813 ± 850 4897 ± 526 4404 ± 995 4681 ± 301 
5501–5701 4530 ± 406 5038 ± 809 4684 ± 385 5034 ± 922 4682 ± 252 
5701–5999 4958 ± 339 5073 ± 578 5199 ± 397 4440 ± 593 4971 ± 216 
5999–6199 5099 ± 277 4773 ± 464 4797 ± 99 4608 ± 576 4830 ± 90 
6199–6600 4867 ± 183 4655 ± 332 5177 ± 176 4663 ± 414 4982 ± 106 
6600–6800 5308 ± 364 5047 ± 191 4962 ± 503 5356 ± 316 5148 ± 138 
6800–7000 5037 ± 609 – 4642 ± 369 – 4752 ± 310 
6799–7399 – 4896 ± 91 – 4937 ± 183 4903 ± 87 
7799–7999 – 4968 ± 211 – 5018 ± 411 4978 ± 184 
7999–8201 – 4831 ± 273 – 5205 ± 364 4954 ± 211 
8201–8801 – 4836 ± 240 – 4740 ± 391 4809 ± 204 

Table 6. Conv1: λLC , R150 : Wavelength-dependent transit depths (in ppm) for the individual GMOS-R150 
observations (marked by the columns) and combined from all observations obtained using the conventional method 
described in Section 4.3. 

Wavelength ( Å) Transit depth (ppm) 
1 2 3 6 Combined 

5301–5501 3947 ± 1112 4637 ± 673 4886 ± 766 4853 ± 331 4762 ± 272 
5501–5701 5145 ± 413 4951 ± 474 4850 ± 81 4420 ± 287 4837 ± 77 
5701–5999 5396 ± 311 4921 ± 290 4875 ± 109 4729 ± 228 4892 ± 100 
5999–6199 5457 ± 220 4546 ± 202 4776 ± 110 4907 ± 334 4867 ± 82 
6199–6600 5222 ± 183 4601 ± 159 4716 ± 65 4678 ± 203 4760 ± 54 
6600–6800 5178 ± 171 4936 ± 243 4491 ± 177 4722 ± 199 4841 ± 98 
6800–7000 4943 ± 1096 – 4400 ± 353 – 4441 ± 321 
6799–7399 – 4569 ± 111 – 4989 ± 93 4844 ± 74 
7799–7999 – 5074 ± 193 – 4709 ± 275 4976 ± 140 
7999–8201 – 5115 ± 223 – 4667 ± 293 4975 ± 161 
8201–8801 – 4654 ± 214 – 4271 ± 289 4525 ± 164 

Table 7. New: λLC , B600: Wavelength-dependent transit depths (in ppm) 
for the individual GMOS-B600 observations (marked by the columns) and 
combined from all observations obtained using the new method described in 
Section 4.3. 

Wavelength ( Å) Transit depth (ppm) 
4 5 Combined 

4900–5100 4925 ± 75 4266 ± 550 4913 ± 75 
5100–5300 5197 ± 418 4755 ± 448 4992 ± 306 
5300–5500 4879 ± 324 4713 ± 289 4787 ± 216 
5500–5700 4925 ± 255 4819 ± 393 4894 ± 214 
5700–6000 4735 ± 197 4784 ± 212 4757 ± 145 
6000–6200 5026 ± 41 4401 ± 223 5006 ± 40 
6200–6400 4830 ± 187 4759 ± 381 4816 ± 168 
6400–6600 4583 ± 226 5091 ± 307 4761 ± 182 
6600–6800 4760 ± 410 5196 ± 398 4984 ± 286 
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igs 5 to 10 . There is also a high frequency trend (e.g. odd–even

ffect described in Section 4.2.4) which affects ev ery wav elength bin
n a similar manner. 

Our new method New: λLC for fitting target λLCs does not use
omparison λLCs and accounts for trends at both frequencies in 
ddition to accounting for their wavelength dependence in one step. 
he Bayesian framework of GPs propagates the uncertainties in the 

nformation from the common-mode trend as rele v ant to each target
LCs. Specifically, the common-mode trend helps in accounting 
or the high frequency trends while time accounts for the low 
requency trend varying with respect to wavelength (as demonstrated 
n Appendix A). Moreo v er, when not using comparison star λLCs,
sing common-mode correction as a GP regressor can potentially 
rovide better precision as compared to conventional common-mode 
orrection as we demonstrate in Appendix A. By not using the
omparison star λLCs, we prevent possible introduction of additional 
ystematics due to different instrumental systematics or differential 
tmospheric extinction between the target and comparison stars with 
hanging airmass. This is supported by the superior performance of 
ew: λLC for λLCs for the bluest bins of observation 4 as compared

o Conv1: λLC in terms of precision and accuracy of transit depths.

.1.3 Implications of measuring transmission spectra without using 
omparison stars 

n the previous subsection, we show that decent precision on fits to
oth white transit light curves and λLCs can be achieved even when
ot using the comparison star at all. We highlight the usefulness
f this aspect of our method for cases when the comparison star
s not a suitable reference for systematics in the target star light
urve either due to large differences in brightness or spectral type, or
ssues with the observational setup, as is the case of our GMOS-B600
bserv ations. In fact, our ne w method essentially remo v es the transit
ignal from the white target light curves and uses the information
n the residuals (common-mode trend) to fit the target λLCs. In this
ontext, a further step could be that we may not need to fit the
hite target light curves and we can rely on using the previously
MNRAS 510, 3236–3265 (2022) 
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Figure 11. Transmission spectra for the GMOS-R150 observations obtained using Conv1: λLC and New: λLC (slightly shifted in wavelength for clarity) 
described in Section 4.3. The average GMOS optical transit depth (corresponding to the weighted average white light curve R P / R � , 0.0701 2 = 4914 ppm), which 
is consistent with the median HST STIS/G750L transit depth from Wakeford et al. ( 2017 ), is marked by the dashed line. For each observation, in black are 
shown the spectra obtained through conventional method Conv1: λLC of fitting target/comparison λLCs using a GP model with time as a regressor. In red are 
the transmission spectra obtained by using the new method New: λLC to extract transmission spectra only from Target λLCs: using a GP model with time and 
common-mode trend as regressors are shown in red. Overplotted is the observed stellar spectrum for the target star (HAT-P-26b) in green. 

Figure 12. Transmission spectra for the GMOS-B600 observations obtained using Conv1: λLC and New: λLC (slightly shifted in wavelength for clarity) as 
described in Section 4.3. The average GMOS optical transit depth (corresponding to the weighted average white light curve R P / R � , 0.0701 2 = 4914 ppm), 
which is consistent with the median HST STIS/G750L transit depth from Wakeford et al. ( 2017 ), is marked by the dashed line. For each observation, in black 
are shown the spectra obtained through conventional method Conv1: λLC of fitting target/comparison λLCs using a GP model with time as a regressor. In red 
are the transmission spectra obtained by using the new method New: λLC to extract transmission spectra only from Target λLCs: using a GP model with time 
and common-mode trend as regressors are shown in red. Both the B600 observations were obtained using non-ideal PA which manifests as widely different 
time-dependent trends in the target and comparison λLCs. This leads to contamination of the transit signal in Conv1: λLC (black points), especially for the 
bluest wavelength bins as seen here for both B600 observations. Overplotted is the observed stellar spectrum for the target star (HAT-P-26b) in green. 
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easured planet transit parameters from other observatories e.g.
ESS , HST /STIS in the bandpass significantly o v erlapping with
MOS and theoretical priors on the limb darkening for the star

o compute the transit signal used to obtain the common-mode trend
hich can be used to fit λLCs. Caveats of this approach of bypassing
NRAS 510, 3236–3265 (2022) 
he fit of the white light curve are observations of planets with variable
road-band transit depths due to e.g. stellar host variability o v er
ultiple epochs. In such cases, it would be essential to fit the white

ight-curve transit depths for individual epoch first to be able to
btain common-mode trend with normalization to the transit depth

art/stab3646_f11.eps
art/stab3646_f12.eps
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Table 8. Conv1: λLC , B600: Wavelength-dependent transit depths (in ppm) 
for the individual GMOS-B600 observations (marked by the columns) and 
combined from all observations obtained using the new method described in 
Section 4.3. 

Wavelength ( Å) Transit depth (ppm) 
4 5 Combined 

4900–5100 2577 ± 1280 4572 ± 1373 3504 ± 937 
5100–5300 4151 ± 791 5174 ± 774 4674 ± 553 
5300–5500 4199 ± 553 4510 ± 429 4393 ± 339 
5500–5700 3776 ± 1130 4974 ± 294 4898 ± 284 
5700–6000 4825 ± 229 4868 ± 246 4845 ± 168 
6000–6200 4976 ± 166 5041 ± 127 5017 ± 101 
6200–6400 4945 ± 283 4968 ± 212 4960 ± 170 
6400–6600 4819 ± 238 4906 ± 237 4862 ± 168 
6600–6800 4860 ± 383 4903 ± 260 4889 ± 215 
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or that epoch leading to accurate absolute transmission spectra. In 
articular, for active host stars, instead of using the same transit depth
o derive the common-mode trend across all epochs (as we do for
AT-P-26 in this paper), we advise using the individual best-fitting 
hite light-curve transit depths for each epoch. 
Our new method of extracting transmission spectra from solely 

arget star light curves has further implications for ground-based 
ollo w-up atmospheric observ ations of exoplanets orbiting bright 
ost stars especially those disco v ered by TESS . In particular, the
ajority of TESS stellar host stars are bright in optical, with median
 mag ∼ 11 as indicated by simulations from Barclay, Pepper & 

uintana ( 2018 ), and may not have a choice of comparison stars
ith similar brightness and spectral type in the limited field of view
f up to 10 arcmin for most ground-based multi-object spectrographs. 
e recommend using New:WLC;No Comp followed by New: λLC 

or obtaining ground-based transmission spectra of such exoplanets 
rbiting bright stars. Furthermore, another strength of our new 

ethod is that it can potentially mitigate significant second-order 
olour-dependent extinction effects arising due to differences in 
arget and comparison star spectral types (Young et al. 1991 ; Blake &
haw 2011 ). 

.2 Interpretation of the optical to NIR transmission spectrum 

e generate the combined transmission spectrum by weighted 
veraging the wavelength-dependent transit depths across common 
avelength bins covered by individual R150 and B600 observations, 

aking the squared reciprocal of the transit depth uncertainties as 
eights for the respective observations. The combined transmission 

pectrum values from both methods for R150 observations are 
hown in Tables 5 and 6 , and for B600 observations in Tables 7 and
 . Since for the B600 observations, New: λLC performs much better
han Conv1: λLC , we only consider the combined transmission 
pectra obtained from New: λLC for further comparison with 
tmospheric models. 

We use the open source atmospheric modelling code platon 
Zhang et al. 2019 , 2020 ) based on ExoTransmit (Kempton et al.
017 ) to conduct a simple retrie v al analysis for the atmosphere of
AT-P-26b to interpret our combined GMOS observations in con- 

unction with the near-infrared transmission spectra measurements 
rom HST and Spitzer reported by Wakeford et al. ( 2017 ). For the self-
onsistent retrie v al frame work of platon we consider equilibrium 

hemistry models for three cases: (1) both metallicity and C/O fixed 
o solar values, and (2) both metallicity and C/O free to fit, (3)
etallicity free and C/O fixed to solar value. For all three cases we

lso let free the pressure level of a grey opacity cloud deck. 
Since early measurements of chromospheric activity indicator S HK 

ndex (Hartman et al. 2011 ) and subsequent photometric follow-up 
bservations by von Essen et al. ( 2019 ) show no signs of activity
r significant spot modulated variability of stellar photospheric 
rightness, we do not include contributions from transit light source 
ffect (Rackham et al. 2018 ) in our retrie v al analysis. From the stellar
hotometry reported by von Essen et al. ( 2019 ) no signatures of spot
odulations of stellar flux are observed and the upper limit on V -

and photometric variability for HAT-P-26 (a K1 dwarf) is 2.3 parts
er thousand or 0.23 per cent (which is the maximum scatter in the
ight curves). Referring to empirical relationship between the peak 
o peak optical variability amplitude versus spot co v ering fraction
or K dwarfs from Rackham, Apai & Giampapa ( 2019 ), we note that
.2 per cent variability would correspond to less than 1 per cent
pot co v ering fraction. Considering the upper limit of 1 per cent spot
o v ering fraction, we use equation (3) from Rackham et al. ( 2019 ) to
stimate the upper limit on the amplitude of wavelength-dependent 
tellar contamination factor on the transmission spectrum and find 
t to be 0.9901. Considering the average transit depth of HAT-P-26b
o be around 5000 ppm, this would correspond to a maximum offset
f 50 ppm to the transmission spectrum, which is about a factor 5
o 10 less as compared to the average precision of the transmission
pectrum in the individual epochs. We hence conclude that given the
recision of our observations, we would not be able to detect the
ffsets due to stellar contamination corresponding to the available 
pper limits from stellar photometry. 
Note that our GMOS-B600 observation 4 w as tak en at the same

ime (on 12/03/2016 UT) as one of the HST /WFC3 observations
f Wakeford et al. ( 2017 ) and the consistency of the median
avelength-dependent transit depth between both observations taken 

imultaneously from two different further underscores the suitability 
f combining them. Hence, we do not introduce any vertical offset
etween the measurements from GMOS, HST , and Spitzer in further
nalysis. 

We find that the transmission spectrum of HAT-P-26b from 

he combined GMOS, HST , and Spitzer measurements are best 
xplained by a model corresponding to a solar metallicity and solar
/O atmosphere with a grey opacity cloud deck at log 10 P (bar)
 −2.5 + 0 . 53 

−0 . 28 , which is consistent with the pressure level of the cloud
eck constrained by Wakeford et al. ( 2017 ) (log 10 P (bar) ∼ −2) using
TIS/G750L observations. The χ2 

red for the best-fitting model with a 
rey opacity cloud is 1.68 compared to 17.4 for a cloud-free model.
he resulting best-fitting model along with the cloud-free model 

or comparison is shown in Fig. 13 . Given the lack of coverage
t the bluest optical end of the transmission spectrum due to the
rop in throughput of GMOS observations bluewards of 490 nm our
bservations cannot constrain the signatures of tentative Rayleigh 
cattering predicted by MacDonald & Madhusudhan ( 2019 ). We 
lso do not confirm or rule out the ∼ 400 ppm TiH feature at 0.54
m predicted by MacDonald & Madhusudhan ( 2019 ) due to our
recisions around this region (see Tables 5 to 7 ) being comparable to
he amplitude of the feature as well as our seeing limited resolution
estricting us to 20 nm wide wavelength bins. 

.3 Transit timing variations 

round-based transit observations from multi-object spectrographs 
ike GMOS can provide high precision (of the order of 10s of seconds)
n the mid-transit time as a result of the high signal-to-noise nature
f observations and continuous sampling of the transit including the 
ngress and egress without gaps. An example is the mid-transit times
rom the Gemini/GMOS observations of WASP-4b ( H17 ) which 
hen combined with other timing measurements including those 
MNRAS 510, 3236–3265 (2022) 
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Figure 13. Combined optical transmission spectrum from the 4 GMOS-R150 (red points) and 2 GMOS-B600 (blue points) observations obtained from 

New: λLC presented in Section 4.3.3 along with the previous measurements in the optical and near-infrared from HST /STIS-G750L and HST /WFC3-G102 and 
WFC3-G141, and in infrared from Spitzer as presented by Wakeford et al. ( 2017 ). Overplotted is the best-fitting transmission spectroscopy model obtained 
using platon which has a cloud deck at 3.5 millibar (10 −2.5 bar), in solid green, and a cloud-free model in dotted green for comparison. 
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rom TESS by Bouma et al. ( 2019 , 2020 ) have been used to study the
ransit timing variations of the planet at high precision. 

For HAT-P-26b, we obtain an average precision of ∼25 s on
he mid-transit times across the six GMOS transit observations as
hown in Table 4 (mid-transit times from New:WLC ). We combine
ur mid-transit times from New:WLC with those compiled by von
ssen et al. ( 2019 ). The mid-transit time measured from GMOS for
bservation 4 is consistent with that measured from the simultaneous
ST /WFC3 transit observation from Wakeford et al. 2017 within the
 σ uncertainty. Taking the zeroth epoch same as that considered by
on Essen et al. ( 2019 ) we compute the observed minus calculated
O – C) for the GMOS mid-transit times assuming a linear ephemeris
or the calculated or predicted mid-transit times. To these O–C values
ombined with the measurements from von Essen et al. ( 2019 ) we
hen fit a sinusoidal model with three free parameters: amplitude of
he TTVs A TTV , period ( P , in number of epochs), and a phase value
 φTTV ) using emcee . The resulting best fit and fits from random
amples from the posteriors computed by emcee are shown in
ig. 14 . 
Our best-fitting sinusoidal fit has an amplitude of A TTV = 1.21 + 0 . 040 

−0 . 039 

in, with period P = 366.016 + 14 . 76 
−14 . 19 epochs and φTTV = −2.74 + 0 . 38 

−0 . 37 .
he reduced chi-squared value (with a degree of freedom 22) for the
inusoidal fit to the O–C including the GMOS and von Essen et al.
 2019 ) measurements is ∼ 5 as compared to ∼ 288 for O–C = 0
hich is the case when the measured O–C values would be consistent
ith a linear ephemeris. This is consistent with the indication of
TVs for HAT-P-26b previously reported by von Essen et al. ( 2019 )
nd also indicated by Stevenson et al. ( 2016 ), and moti v ates future
ollow up using both transit and secondary eclipse measurements to
etermine the physical explanation behind the TTVs. 

 C O N C L U S I O N S  

e have introduced a new method to model systematics in ground-
ased spectrophotometric observations that allows for a generalized
on-linear mapping between the target star transit light curves and
NRAS 510, 3236–3265 (2022) 
he time-series used as regressors to detrend them. We test and
emonstrate the performance of the new method in comparison to
he conventional method by applying both methods to ground-based
ptical transmission spectra of the warm Neptune HAT-P-26b from
ix transits observed by Gemini/GMOS as part of our ground-based
urv e y of exoplanet atmospheres in the optical. 

We summarize the key aspects and conclusions for the new method
e introduce in this paper: 

(1) With the new method, we fit the systematics and transit signal
n the target star white light curves directly by using a GP regression
odel conditioned with various combinations of regressors which

nclude the simultaneously observed comparison star white light
urve. This is a generalization of conventional linear methods which
ave used comparison star white light curves as a linear regressor. The
ew method when using comparison star white light curves as a GP
egressor lets the GP determine the underlying non-linear mapping
etween the comparison and target star light curves. This approach
tilizes the information about systematics from the comparison star
ight curves without introducing additional uncertainties as often
s the case when doing differential photometry. It also propagates
ncertainties appropriately within the Bayesian framework of GPs
hen using the comparison star light curve as a GP regressor. 
(2) The application of the new method New:WLC;No Comp to

t the target white light curves without using the comparison light
urves emulates a scenario when suitable comparison stars may not
e available. We show that even in the absence of suitable comparison
tars, accurate transit parameters with comparable precisions can be
btained from the white target transit light-curve fit using our new
ethod. 
(3) The new method when applied to λLCs lets the GP determine

he non-linear mapping between the white target light curve derived
ommon-mode trend and the individual target λLCs. We show by
pplication to observed and transit injected λLCs that this approach
ithout needing to perform normalization by comparison λLCs

s robust and achieves accurate transmission spectra. From the

art/stab3646_f13.eps
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Figure 14. Observed minus calculated mid-transit times (O–C, from a linear ephemeris) from the mid-transit times presented by von Essen et al. ( 2019 ) (black 
points, including a compilation of all the previously published mid-transit times and those measured by them) and those presented in this paper (red and blue 
points, numbers corresponding to observation number in Table 1 ). Overplotted in dashed black line is the best-fitting sinusoidal model to only the O–C values 
from von Essen et al. ( 2019 ), in solid black is the best-fitting sinusoidal model fit to O–C values from the von Essen et al. ( 2019 ) and the GMOS observations, 
and in orange are the randomly sampled fits from the MCMC posteriors. 
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ransit injection test, we conclude that using common-mode trend 
s a GP regressor achieves ∼ 20 per cent better precision on the
ransmission spectra compared to that from conventional common- 
ode correction. 
(4) Except for the bluest bins in B600 observations, the new 

ethod yields marginally higher uncertainties on the transmission 
pectra. We interpret this increase in uncertainties as an outcome of
tting for both low and high frequency systematics in λLCs in one
tep and propagating the uncertainties in the process. In contrast, 
he conventional linear method with multiple steps of dividing by 
omparison λLCs and subtracting the common-mode trend does not 
xplicitly propagate uncertainties at each step. 

(5) In the context of bluest bins in B600 observations, where in 
ddition to effects due to non-ideal PA we also expect largest dif-
erential atmospheric extinction between the target and comparison 
tar spectra due to changing airmass, we show that our new method
s able to extract the transmission spectra for scenarios when the 
onventional target/comparison normalization strongly contaminates 
he transit signal. 

(6) We demonstrate that just the target white light curve itself can 
e used to model the time and wavelength-dependent systematics in 
he spectroscopic target light curves, albeit at the cost of ∼30 per cent
arger uncertainties on the transmission spectra. This approach can 
ltimately be used for future optical and near-infrared ground-based 
tmospheric characterization of exoplanets orbiting bright host stars 
ith little or no available choice of comparison stars with similar
rightness and spectral type in the instrument field of view. 
(7) The current prescription of the new method as applied to 

LCs in this paper fits each λLC independently and hence does 
ot explicitly model potential covariance in the wavelength dimen- 
ion. A future possible extension to our method, especially when 
pplied to medium resolution spectrophotometric observations, is to 
ointly model the λLCs accounting for potential covariance due to 
ystematics in wavelength dimension. 

Based on our analyses, we obtain the following conclusions about 
he atmosphere of HAT-P-26b: 

(1) Through equilibrium chemistry retrie v al analysis of combined 
MOS optical observations with near-infrared HST and Spitzer 
bservations, we conclude that the terminator of HAT-P-26b is 
onsistent with solar metallicity and C/O atmosphere with a grey 
pacity cloud layer at log 10 P (bar) = -2.5 + 0 . 53 

−0 . 28 obscuring the alkali
bsorption features in optical and suppressing the water absorption 
eatures in the near-infrared, consistent with the findings of Wakeford 
t al. ( 2017 ). The low resolution nature of our observations and com-
arati vely lo w precision on the transit depths preclude confirmation
f presence of metal hydride features predicted by MacDonald & 

adhusudhan ( 2019 ). 
(2) Based on the mid-transit times constrained by the GMOS 

ransits we find further indications of TTVs for HAT-P-26b in agree-
ent with previous studies. This warrants future follow up primary 

nd secondary eclipse observations of the planet to investigate the 
hysical origin of TTVs. 

Finally our results add to the growing library of optical trans-
ission spectra of exoplanets obtained using ground-based low- 

esolution spectrographs. The precision and accuracy of our mea- 
urements combined with the repeatability of the observations 
 v er multiple epochs emphasize the importance of optical ground-
ased observations in complementing the upcoming observations of 
ransiting exoplanets in the infrared using JWST . 
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PPEN D IX  A :  TESTING  RO BU STNESS  O F  

SIN G  C O M M O N - M O D E  T R E N D  A S  A  G P  

EGR ESSOR  F O R  λLC  

orrecting for time-only-dependent systematics in λLCs has been 
onventionally done by dividing or subtracting each λLC by a 
ommon-mode trend derived from the white light curve. One of the 
o v el aspects of the method we introduce in this paper is to use this
ommon-mode trend as a GP regressor instead of subtracting it from
ach λLC. In this section, we perform a transit injection and reco v ery
igure A1. Transmission spectra from different GP regressor combination cases 
o fit the λLCs with the injected transit signal (horizontal green line in both panels
est-fitting transit depth for the WLC, obtained from fitting it using a GP model 
rom fitting λLCs using (1) New method: Time and WLC residuals as a GP regres
egressor (black). The two cases are consistent with each other and with the best-fi
maller uncertainties on average. Right-hand panel shows the spectra from fitting λ
ime (orange). WLC residuals only case yields high precision and less accurate s
re better at fitting high frequency wavelength independent systematics while Tim
omplementary to achieve better accuracy and precision. 
est to assess the robustness of using the common-mode trend as a
P regressor to fit λLCs and deriving the transmission spectrum. 
We take the observation 4 B600 comparison star white light 

urv e and additiv ely inject to it a transit signal with known transit
arameters and linear limb darkening coefficient fixed to the PyLDTk 
or HAT-P-26b. We inject the same transit signal to each of the 20 nm
pectroscopic light curves keeping the limb-darkening coefficient of 
he injected model same across wavelength bins. 

We first fit the synthetic white transit light curve (referred to as
LC for brevity) with the injected signal using a batman model for

he transit plus a GP with time as a regressor for the systematics. We
ubtract the best-fitting batman transit model thus obtained from 

he WLC to obtain the residuals (i.e. common-mode trend) to be used
or the next steps. For fitting the λLCs, we test four different cases:
1) Using time and WLC residuals as GP regressors to fit λLC,
2) Subtracting the WLC residuals from each λLC (conventional 
ommon-mode correction) and fitting the common-mode corrected 
LC using time as GP regressor, (3) Using only WLC residuals as a
P regressor to fit λLC, and (4) Using only time as a GP regressor to
t λLC. The first two cases are the ones that we eventually use in the
aper (in Section 4.3). We discuss the latter two cases to demonstrate
he individual contributions from time and WLC residuals as GP 

e gressor, respectiv ely. We show the resulting transmission spectra 
or each case in Fig. A1 . Note that the case (2) here involving conven-
ional common-mode correction does not involve dividing λLCs by 
ny corresponding comparison star λLCs, and hence is not exactly the
ame as the conventional method used in the paper (in Section 4.3.2
here we do divide the targets λLCs by comparison star λLCs. 
We outline below the conclusions from our transit injection test 

elow: 

(1) The new method introduced by us in the paper of using the
LC residuals as a GP regressor along with time to fit the λLCs

obustly retrieves the injected transit signal in the individual λLCs 
ith respect to the corresponding best-fitting WLC transit depth 

black dashed line in Fig. A1 ). The mean values of the transit depths
cross the bins from this method (in pink in the Fig. A1 ) are consistent
used to test the robustness of using common-mode trend as a GP regressor 
) as described in Section A. The dashed black line in both panels shows the 
with only time as a regressor. Left-hand panel shows the spectra resulting 
sor (pink) and (2) Subtracting WLC residuals and fitting using time as a GP 
tting WLC transit depth within 1 σ . The new method results in 25 per cent 
LCs with a GP with regressor as (3) only WLC residuals (blue) and (4) only 
pectra, and vice versa for Time only case. This shows that WLC residuals 
e helps in fitting the lower frequency wavelength-dependent trend. Both are 
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ithin ±1 σ with those retrieved from the conventional common-
ode correction (subtract the WLC residuals from each bin and fit

sing a time-dependent GP model, grey in the Fig. A1 ). 
(2) The mean values from both the methods are centred around

he best-fitting WLC transit depth within ±1 σ (black dashed line)
nd deviate by almost 2 to 3 σ from the injected transit depth. This
s a potential pitfall of both the new and conventional methods of
sing the common-mode trend, and shows that the accuracy of both
he methods depends on the accuracy of WLC fit. 

(3) The uncertainties from the new method (GP regressors: time
nd WLC Residuals) is on average 25 per cent lower as compared
o that from the conventional common-mode correction followed by
tting using time as a GP regressor. This shows that the new method
f using the common-mode trend as a GP regressor performs better
han conventional common-mode correction in terms of retrieved
recision on transmission spectra. 
(4) We also show the results from two additional cases: using only
LC residuals as GP regressor, and using only time as a GP regressor

erforms. We find that using only WLC residuals as a GP regressor
erforms poorly in terms of the accuracy of the retrieved transit
epths (blue points in Fig. A1 ). The λLCs suffer from a wavelength-
ependent low-frequency trend due to the changing airmass through
he night. The shape of this trend varies across the wavelength bins
ue to wavelength-dependent atmospheric extinction. This effect can
lso be seen in the target star spectroscopic light curves shown in
he paper in Figs 5 to 10 . The WLC residuals by themselves when
sed as a GP regressor model the high frequency systematics but are
nable to take this low frequency wavelength-dependent effect into
ccount. Using time as an additional GP regressor helps us to take this
ccount as shown in Fig. A1 (pink points). On the other hand using
nly time as the GP regressor (orange points), while performing well
n terms of o v erall accurac y of transit depths, performs poorly in
erms of precision. We interpret this as the inability of the time-only
P regressor model to account for the high frequency systematics

n λLCs, which is the reason the uncertainties on the corresponding
ransit depths are larger. 

PPENDIX  B:  M O D E L  SELECTION  CRITERI A  

A L UES  F O R  C O M B I NAT I O N S  O F  G P  

E GRESSORS  USED  TO  FIT  W H I T E  TRANSI T  

I G H T  C U RV E S  

e summarize the BIC and log Bayesian e vidence v alues for each GP
egressor combination for all observations corresponding to the two
ethods used for fitting white light curves (Section 4.2) in Tables B1

o B6 . The combinations are shown in decreasing order of log e Z,
hich is broadly consistent with increasing order of BIC values. 
We use the prescription of Kass & Raftery ( 1995 ) to define

he threshold of � BIC and difference of log Bayesian evidence to
stimate the evidence in fa v our of a GP regressor combination against
ther combinations. According to this prescription, for two models
 1 and M 0 , � BIC = BIC 1 − BIC 0 ≥ 10 implies a strong evidence

n fa v our of the model M 0 . In terms of Bayesian evidence, log e Z 0 −
og e Z 1 = log e (Z 0 /Z 1 ) ≥ 5 implies a strong evidence in fa v our of the

odel M 0 with log Bayesian evidence log e Z 0 . The BIC values and
og e Z for each GP regressor combination for both methods are shown
n Tables B1 to B6 . The GP regressor combinations in these tables
re shown in decreasing order of log e Z which is broadly consistent
ith the increasing order of BIC. 
Note that for each of the three cases mentioned in Section 4.2.3,

uring model comparison we neglect the regressor combinations
or which one or more GP length scale hyperparameter ( ηp )
NRAS 510, 3236–3265 (2022) 
able B1. BIC calculated using the GP likelihood and log Bayesian evidence
log e Z) from dynesty for all possible combinations of GP regressors used
o fit Target star light curve alone (top panel of the table labelled ‘Target LC’)
sing New:WLC and New:WLC;No Comp , and to fit the Target divided by
he Comparison star light curves (bottom panel ‘Target/Comparison LC’)
sing Conv1:WLC . The combinations are shown in decreasing order of
og e Z which is broadly consistent with increasing order of BIC. The best GP
egressor combination we choose for the three cases we fit the HAT-P-26 tran-
it white light curves for, in Section 4.2 - New:WLC , New:WLC;No Comp ,
nd Conv1:WLC , are highlighted in bold below with the corresponding case
n brackets. The best-fitting transit and GP parameters for each of these cases
re detailed in Table 4 . 

arget LC 

P regressors GP BIC log e Z 

ime, Comp, PSF ( New:WLC ) −2752.45 1360.13 
omp, Airmass, PSF, CRPA −2745.64 1358.46 
omp, PSF, CRPA −2751.09 1357.8 
ime, Comp, PSF, CRPA −2746.95 1357.26 
ime, Comp, Airmass, PSF −2748.32 1352.35 
ime, Comp, Airmass, PSF, CRPA −2741.66 1352.11 
omp, Airmass, PSF −2742.03 1351.56 
ime, Comp, Airmass −2716.01 1349.68 
ime, Comp, Airmass, CRPA −2710.99 1347.52 
omp, Airmass −2724.78 1347.45 
ime, Comp, CRPA −2712.1 1346.79 
ime, Comp −2720.65 1346.04 
omp, Airmass, CRPA −2715.72 1345.09 
omp, CRPA −2717.5 1344.86 
omp, PSF −2687.77 1329.57 
omp −2630.46 1305.13 
RPA −1920.39 961.67 
ime, Airmass, CRPA −1909.55 961.37 
irmass, CRPA −1915.0 961.37 
ime, CRPA −1915.05 961.33 
ime, PSF, CRPA −1909.54 961.24 
ime, Airmass, PSF, CRPA −1907.83 960.82 
SF, CRPA −1914.9 960.38 
irmass, PSF, CRPA −1913.19 960.27 
ime ( New:WLC;No Comp ) −1886.92 947.31 
ime, Airmass −1883.75 946.45 
ime, PSF −1887.37 946.39 
ime, Airmass, PSF −1881.06 945.04 
irmass −1741.57 867.93 
irmass, PSF −1735.42 866.36 
SF −1163.66 584.25 

arget/Comparison LC 

P regressors GP BIC log e Z 

irmass −2751.16 1366.1 
ime, CRPA −2744.1 1365.45 
ime ( Conv1:WLC ) -2749.47 1363.63 
ime, Airmass −2750.97 1363.13 
ime, Airmass, CRPA −2745.71 1361.75 
irmass, CRPA −2750.96 1360.75 
RPA −2728.94 1353.64 

re unconstrained despite having higher Bayesian evidence. We
heck the posteriors for the corresponding combination sampled by
ynesty and emcee for each ηp to confirm if they are constrained.
e also confirm that for models with � log e Z less than our threshold

f 5, we obtain consistent transit parameters among all models. In
uch a case of multiple equally good models, we choose the model
ith the least number of GP regressors in the combination. 
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Table B2. Same as Table B1 but for observation 2. 

Target LC 

GP regressors GP BIC log e Z 

Time, Comp, Airmass, PSF −7317.6 3644.81 
Time, PSF ( New:WLC;No Comp ) −7305.5 3644.04 
Comp, Airmass, PSF, CRPA −7315.53 3643.67 
Time, Comp, PSF, CRPA −7307.65 3643.45 
Time, PSF, CRPA −7298.95 3643.43 
Time, Comp, PSF −7313.89 3643.35 
Airmass, PSF, CRPA −7311.87 3642.73 
Time, Airmass, PSF −7315.44 3642.21 
Comp, Airmass, PSF −7316.14 3641.99 
Time, Comp, Airmass, PSF, CRPA −7310.97 3641.41 
Time, Airmass, PSF, CRPA −7309.27 3641.0 
Airmass, PSF −7262.97 3610.49 
Time, Comp, CRPA −7213.6 3601.23 
Comp, PSF, CRPA −7220.49 3599.57 
Time, Comp ( New:WLC ) -7220.01 3599.03 
Comp, Airmass, CRPA −7223.57 3598.4 
Time, Comp, Airmass −7220.62 3598.38 
Time, Comp, Airmass, CRPA −7217.23 3598.13 
Comp, Airmass −7211.17 3595.11 
Airmass, CRPA −7202.29 3593.22 
Time −7192.99 3592.55 
Time, Airmass −7197.75 3592.31 
Time, CRPA −7186.79 3592.02 
Time, Airmass, CRPA −7195.98 3591.63 
Comp, CRPA −7159.79 3572.72 
Airmass −7157.87 3567.11 
PSF, CRPA −7102.58 3546.44 
CRPA −7032.34 3515.26 
Comp −6491.33 3242.77 
Comp, PSF −6491.87 3242.14 
PSF −3717.88 1884.53 

Target/Comparison LC 

GP regressors GP BIC log e Z 

Time, CRPA −6823.07 3409.41 
Time, Airmass, CRPA −6816.64 3408.92 
Time ( Conv1:WLC ) -6829.35 3407.31 
Time, Airmass −6823.18 3401.17 
Airmass, CRPA −6811.13 3392.76 
CRPA −6774.79 3381.19 
Airmass −6116.87 3059.6 

Table B3. Same as Table B1 but for observation 3. 

Target LC 

GP regressors GP BIC log e Z 

Time, Comp, PSF −3885.21 1938.94 
Comp, CRPA −3891.73 1937.57 
Time, Comp, Airmass, CRPA −3881.97 1937.51 
Time, Comp ( New:WLC ) -3890.89 1936.67 
Time, Comp, CRPA −3885.91 1936.38 
Comp, Airmass, PSF, CRPA −3880.05 1936.18 
Comp, PSF, CRPA −3885.92 1934.91 
Comp, Airmass, CRPA −3885.92 1934.88 
Time, Comp, Airmass −3885.14 1933.38 
Time, Comp, Airmass, PSF, CRPA −3874.19 1932.66 
Time, Comp, Airmass, PSF −3879.2 1932.05 
Time, Comp, PSF, CRPA −3880.22 1931.76 
Comp −3867.11 1924.29 
Comp, Airmass −3860.11 1924.24 
Comp, Airmass, PSF −3855.28 1922.76 
Comp, PSF −3861.72 1921.71 
Airmass ( New:WLC;No Comp ) -3098.4 1548.87 
Airmass, PSF −3092.41 1548.68 
Time, Airmass −3093.0 1546.51 
Airmass, PSF, CRPA −3086.93 1546.41 
Airmass, CRPA −3092.73 1545.9 
Time, Airmass, CRPA −3086.94 1545.77 
Time, Airmass, PSF −3087.04 1545.47 
Time, Airmass, PSF, CRPA −3080.92 1545.39 
Time −3074.6 1537.76 
Time, PSF −3068.33 1536.61 
Time, CRPA −3068.48 1536.52 
Time, PSF, CRPA −3026.42 1535.77 
CRPA −3038.38 1520.9 
PSF, CRPA −3032.53 1520.04 
PSF −1541.36 797.32 

Target/Comparison LC 

GP regressors GP BIC log e Z 

CRPA −3914.13 1951.6 
Time ( Conv1:WLC ) -3910.8 1950.74 
Airmass, CRPA −3908.2 1950.73 
Time, CRPA −3908.19 1949.33 
Time, Airmass −3904.99 1948.04 
Time, Airmass, CRPA −3902.58 1946.02 
Airmass −3876.99 1929.5 
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Table B4. Same as Table B1 but for observation 6. 

Target LC 

GP regressors GP BIC log e Z 

Time, Comp ( New:WLC ) −3470.86 1729.74 
Time, Comp, Airmass, CRPA −3463.71 1729.59 
Time, Comp, Airmass, PSF −3464.93 1729.01 
Time, Comp, PSF −3465.22 1728.93 
Time, Comp, CRPA −3465.2 1728.82 
Time, Comp, Airmass −3469.46 1728.36 
Time, PSF −3458.14 1728.31 
Time ( New:WLC;No Comp ) -3462.02 1728.25 
Time, Airmass, PSF, CRPA −3450.06 1727.93 
Time, CRPA −3456.38 1727.9 
Time, Airmass −3458.23 1727.72 
Time, Comp, PSF, CRPA −3459.56 1727.66 
Time, Airmass, PSF −3456.33 1726.52 
Comp, Airmass, PSF, CRPA −3464.58 1725.28 
Airmass, CRPA −3458.3 1724.88 
Comp, Airmass −3465.22 1724.86 
Time, PSF, CRPA −3451.36 1724.82 
Airmass, PSF, CRPA −3456.38 1723.2 
Comp, Airmass, CRPA −3469.22 1722.99 
Time, Airmass, CRPA −3451.81 1721.35 
Time, Comp, Airmass, PSF, CRPA −3459.28 1721.35 
Comp, Airmass, PSF −3464.72 1720.7 
Comp, PSF, CRPA −3449.66 1720.28 
Comp, CRPA −3455.24 1720.15 
CRPA −3440.12 1717.28 
Airmass, PSF −3451.3 1717.02 
PSF, CRPA −3434.29 1716.03 
Airmass −3436.46 1713.5 
Comp, PSF −2049.26 1067.31 
Comp −2049.62 1025.21 
PSF −2003.18 1009.93 

Target/Comparison LC 

GP regressors GP BIC log e Z 

Time, Airmass −3457.24 1728.58 
Time ( Conv1:WLC ) −3462.83 1728.26 
Time, Airmass, CRPA −3451.18 1728.22 
Time, CRPA −3457.09 1724.8 
CRPA −3453.4 1724.07 
Airmass, CRPA −3456.81 1723.7 
Airmass −3357.8 1694.99 

Table B5. Same as Table B1 but for observation 4. 

Target LC 

GP regressors GP BIC log e Z 

Time, Comp, Airmass, PSF −2192.71 1082.94 
Time, Comp, PSF ( New:WLC ) -2197.27 1082.68 
Time, Comp, PSF, CRPA −2192.41 1079.94 
Time, Comp, Airmass, PSF, CRPA −2181.83 1076.69 
Time, Comp −2164.5 1071.75 
Time, Comp, CRPA −2159.48 1071.53 
Time, Comp, Airmass −2159.49 1071.45 
Time, Comp, Airmass, CRPA −2154.54 1069.72 
Comp, Airmass, PSF, CRPA −2186.96 1069.65 
Comp, Airmass, CRPA −2155.06 1056.87 
Time, Airmass, PSF −2104.68 1048.43 
Comp, PSF, CRPA −2117.88 1048.11 
Airmass, PSF −2117.39 1045.55 
Comp, Airmass, PSF −2133.95 1045.51 
Airmass, PSF, CRPA −2106.45 1043.38 
Time, PSF ( New:WLC;No Comp ) -2098.13 1041.09 
Time, PSF, CRPA −2092.94 1040.37 
Comp, CRPA −2093.71 1039.24 
Time, Airmass, PSF, CRPA −2098.9 1037.5 
Comp, Airmass −2007.12 988.35 
PSF, CRPA −1879.64 934.87 
Time −1865.92 932.78 
Time, Airmass, CRPA −1864.82 931.93 
Time, Airmass −1860.93 931.8 
Time, CRPA −1862.81 931.07 
Airmass, CRPA −1869.76 927.73 
Airmass −1788.32 892.26 
CRPA −1776.6 888.34 
Comp, PSF −957.97 479.72 
Comp −903.7 455.17 
PSF −727.93 440.63 

Target/Comparison LC 

GP regressors GP BIC log e Z 

Time, Airmass, CRPA −2081.55 1033.03 
Time, Airmass ( Conv1:WLC ) -2086.72 1032.28 
Airmass, CRPA −2084.06 1030.49 
Time −2064.95 1029.94 
Time, CRPA −2059.88 1028.8 
CRPA −1757.82 886.95 
Airmass −1548.24 769.83 
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Table B6. Same as Table B1 but for observation 5. 

Target LC 

GP regressors GP BIC log e Z 

Time, Comp ( New:WLC ) −1705.44 839.69 
Time, Comp, CRPA −1700.34 839.08 
Time, Comp, Airmass −1702.14 838.48 
Time, Comp, PSF −1700.46 838.41 
Time, Comp, Airmass, PSF −1705.33 837.62 
Time, Comp, Airmass, PSF, CRPA −1700.09 837.25 
Time, Comp, Airmass, CRPA −1698.0 835.85 
Time, Comp, PSF, CRPA −1695.61 835.45 
Comp, Airmass, PSF, CRPA −1702.25 830.41 
Comp, Airmass, CRPA −1698.15 827.49 
Time, Airmass, PSF, CRPA −1645.89 806.17 
Time, Airmass, PSF 

( New:WLC;No Comp ) 
-1650.67 805.84 

Airmass, PSF, CRPA −1646.15 805.54 
Time, PSF −1619.75 797.54 
Comp, CRPA −1622.41 797.52 
Time, PSF, CRPA −1614.88 797.38 
Comp, PSF, CRPA −1617.76 796.39 
Airmass, PSF −1621.21 796.22 
Comp, Airmass, PSF −1616.27 794.23 
Comp, Airmass −1566.87 779.17 
Airmass, CRPA −1489.8 739.88 
Time, Airmass −1492.2 739.64 
Airmass −1491.95 738.85 
Time, Airmass, CRPA −1487.15 736.49 
Time −1477.59 735.4 
Time, CRPA −1472.75 735.0 
PSF, CRPA −1332.67 657.14 
CRPA −1253.85 632.24 
Comp, PSF −603.51 376.41 
Comp −607.97 309.19 
PSF −610.43 309.04 

Target/Comparison LC 

GP regressors GP BIC log e Z 

Time, Airmass ( Conv1:WLC ) -1641.27 807.24 
Airmass, CRPA −1635.99 805.33 
Time, Airmass, CRPA −1636.33 804.86 
Time −1602.97 796.05 
Time, CRPA −1598.17 795.92 
Airmass −1462.59 745.79 
CRPA −1199.12 705.79 
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