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Near-Optimal Quantum Algorithms for
Multivariate Mean Estimation

Arjan Cornelissen∗ Yassine Hamoudi† Sofiene Jerbi‡

July 20, 2022

Abstract

We propose the first near-optimal quantum algorithm for estimating in Euclidean norm
the mean of a vector-valued random variable with finite mean and covariance. Our result aims
at extending the theory of multivariate sub-Gaussian estimators [LM19a] to the quantum
setting. Unlike classically, where any univariate estimator can be turned into a multivariate
estimator with at most a logarithmic overhead in the dimension, no similar result can be
proved in the quantum setting. Indeed, Heinrich [Hei04] ruled out the existence of a quantum
advantage for the mean estimation problem when the sample complexity is smaller than the
dimension. Our main result is to show that, outside this low-precision regime, there does
exist a quantum estimator that outperforms any classical estimator. More precisely, we prove
that the approximation error can be decreased by a factor of about the square root of the
ratio between the dimension and the sample complexity. Our approach is substantially more
involved than in the univariate setting, where most quantum estimators rely only on phase
estimation. We exploit a variety of additional algorithmic techniques such as linear amplitude
amplification, the Bernstein-Vazirani algorithm, and quantum singular value transformation.
Our analysis is also deeply rooted in proving concentration inequalities for multivariate
truncated statistics.

We develop our quantum estimators in two different input models that showed up in
the literature before. The first one provides coherent access to the binary representation
of the random variable and it encompasses the classical setting. In the second model, the
random variable is directly encoded into the phases of quantum registers. This model arises
naturally in many quantum algorithms but it is often incomparable to having classical
samples. We adapt our techniques to these two settings and we show that the second model
is strictly weaker than the other one for solving the mean estimation problem. Finally, we
describe several applications of our algorithms, notably in measuring the expectation values
of commuting observables and in the field of machine learning.

1 Introduction

Monte Carlo methods are used extensively in various fields of science and engineering, such
as statistical physics [BH10], finance [Gla03], or machine learning [AFDJ03]. At the core of
these methods is a Monte Carlo process, e.g., a randomized algorithm, whose expected outcome
is to be estimated via repeated random executions. Quantum computers can speed-up this
approach at two different levels [Mon15]. First, novel algorithmic techniques such as Hamiltonian
simulation [Fey82] or quantum walks [Sze04] provide faster Monte Carlo simulation processes.
Secondly, quantum metrology algorithms (such as phase estimation [Kit95]) give better error
rates for computing statistics on these processes. The present paper focuses on this second point
through the lens of the mean estimation problem. In this problem, the objective is to compute
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the closest possible estimate µ̃ to the mean µ = E[X] of a random variable X representing the
output of some black-box process. Given the ability to repeat this process n times (the sample
complexity), one seeks to minimize the error ‖µ̃− µ‖ made with high probability.

In the classical setting, a beautiful theory [LM19a] has been developed to solve the mean
estimation problem in Euclidean norm. Under the sole assumption that the covariance matrix Σ
of X exists, it turns out that the optimal non-asymptotic error behaves as if X followed the
Gaussian distribution N (µ,Σ). This motivated the use of the adjective sub-Gaussian to qualify
the optimal classical estimators. In one dimension, the most well-known sub-Gaussian estimator
is arguably the median-of-means [NY83; JVV86; AMS99]. The first computationally efficient
sub-Gaussian estimator in high dimension was only found recently by Hopkins [Hop20]. These
estimators achieve an optimal error of ‖µ̃ − µ‖2 ≤ O

(√
Tr(Σ)/n +

√
‖Σ‖ log(1/δ)/n

)
with

probability 1− δ.
In the quantum setting, the univariate case X ∈ R has been studied since the early works on

quantum counting [BBHT98]. The celebrated amplitude estimation algorithm [BHMT02] provides
a smaller error rate for estimating the mean of any Bernoulli random variable compared to the
classical estimators. For general univariate distributions, a series of quantum estimators [Gro98;
Ter99; AW99; Hei02; WCNA09; BDGT11; Mon15; HM19; Ham21] culminated into a near-optimal
algorithm that outperforms any classical estimator. On the other hand, the multivariate case
X ∈ Rd, appearing notably in machine learning applications, remains largely unaddressed by
quantum algorithms. Classically, it admits a simple near-optimal approach: the d coordinates of µ
can all be estimated simultaneously with d univariate sub-Gaussian estimators run in parallel (i.e.,
using the same samples from X) with only a logarithmic overhead log(d) in sample complexity
(due to the Hoeffding bound). In the quantum scenario however, this simultaneous evaluation
of several univariate expectation values is more complicated. Indeed, the quantum algorithms
for the univariate case rely on quantum amplitude estimation [BHMT02], which involves as a
critical step an encoding of the expectation value in the relative phase of a quantum register. At
first sight, it is unclear how a vector of d phases could be encoded simultaneously into d registers
without requiring a linear overhead in d. In fact, a lower bound proved by Heinrich [Hei04] rules
out the possibility of simply a log(d) overhead for the quantum multivariate mean estimation
problem.

Our paper develops near-optimal and computationally efficient quantum mean estimators
for vector-valued random variables of arbitrary dimension with binary oracle access. Unlike in
the univariate setting (d = 1), where the optimal quantum estimator [Ham21] is strictly more
efficient than any classical estimator, we identify two different regimes in higher dimension: (i)
if a quantum estimator is limited to accessing the input at most d times (i.e. n ≤ d) then no
advantage can be gained over the classical sub-Gaussian estimators, (ii) if it can access the input
at least d times (i.e. n ≥ d) then the approximation error can be reduced by a near-optimal
factor of

√
d/n compared to classical sub-Gaussian estimators.

We complement this work with new quantum estimators in the weaker phase oracle access
model, where the information about X are directly encoded into the phases of quantum registers.
This model has been considered before [GAW19], albeit not in the context of quantum mean
estimation. We adapt some of our techniques to this model and show that here we can even
obtain near-optimal estimators with respect to any `p-norm, with p ∈ [1,∞], thereby providing a
complete characterization of the query complexities involved in the mean estimation problem.
This part of our work shares some overlap with a related paper by a subset of the authors [CJ21]
that focused on the probability and phases oracles models for multivariate Monte Carlo estimation.

1.1 Contributions

Our main contribution is the design of new quantum mean estimators that achieve the best
possible error rates, up to logarithmic factors, in the multivariate setting. We investigate this
problem in two different quantum input models. We first consider the binary oracle model in
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Section 3, which generalizes in a natural way the classical sample complexity and is the most
frequent setting used in previous work (e.g. [AW99; Hei02; BHH11; BDGT11; Mon15; Ham21]).
In this model, the access to a d-dimensional random variable X : Ω → Rd over a probability
space (Ω, 2Ω,P) is provided through two unitary operators: one that prepares a superposition
over the probability space UP : |0〉 7→

∑
ω∈Ω

√
P(ω)|ω〉, and one that evaluates the random

variable over the sample set BX : |ω〉|~0〉 7→ |ω〉|X(ω)〉. Note that the mean to be estimated
is µ =

∑
ω∈Ω P(ω)X(ω). Our first main contribution is to provide an optimal multivariate

quantum mean estimator in this setting. Our approach is substantially more involved than
in the univariate case [Ham21]. A core primitive developed in our work is a new estimator
for random variables bounded in `2-norm. This can be seen as a multivariate version of the
well-known Amplitude Estimation algorithm [BHMT02]. Our techniques are based on the
Bernstein-Vazirani algorithm [BV97] (more precisely, its generalization to estimating a linear
function over the reals [Jor05]), the quantum singular value transformation framework [GSLW19],
and tail inequalities for truncated statistics. We state our first result below with respect to the
`∞-norm to highlight that it will be more natural to use this metric in our algorithms and convert
to `2-norm by standard norm inequalities.

Theorem 3.3 (Informal). There is a quantum estimator that estimates the mean µ of any
d-dimensional random variable X with error ‖µ̃− µ‖∞ ≤

√
L2 log(d)
n and success probability 2/3,

given an upper bound L2 ≥ E[‖X‖2] and Õ(n) queries to the oracles UP and BX . The error made
by this estimator in `2-norm is ‖µ̃− µ‖2 ≤

√
dL2 log(d)

n .

As an illustration of this result, one can simultaneously estimate the expectation values
of d univariate random variables X1, . . . , Xd distributed in [0, 1] each with error

√
d log(d)/n

by doing Õ(n) queries. In comparison, running the Amplitude Estimation algorithm on each
random variable separately (with Õ(n/d) queries) would result in an error of d/n.

Similarly to the Amplitude Estimation algorithm, the above primitive estimator does not
always provide an optimal error rate with respect to the trace Tr(Σ) = E[‖X‖22]− ‖E[X]‖22 of
the covariance matrix Σ of X. Moreover, it requires the `2-norm of X to be bounded by 1. We
improve upon this result to design the next optimal quantum mean estimator.

Theorem 3.5 (Informal). There is a quantum estimator in the binary oracle model that estimates
the mean µ of any d-dimensional random variable X with error

‖µ̃− µ‖2 ≤


√

Tr(Σ)
n , if n ≤ d,

√
dTr(Σ) log(d)

n , if n > d,

and success probability 2/3, given Õ(n) queries to the oracles UP and BX .

This bound is achieved by using any classical sub-Gaussian estimators [LM19a] when n ≤ d,
and a new quantum estimator when n ≥ d. We show that these two regimes are inevitable since
no quantum speed-up is possible when n ≤ d, whereas our quantum estimator is optimal when
n ≥ d. Our lower bounds are based on the quantum query complexity of approximating a bit
string whose entries are determined by parity functions.

Theorems 3.7 and 3.8 (Informal). For any estimator that uses at most n binary oracle queries,
there is a d-dimensional random variable X such that, with probability 2/3, the error is at least

‖µ̃− µ‖2 ≥ Ω
(√

Tr(Σ)
n

)
if n ≤ d, and ‖µ̃− µ‖2 ≥ Ω

(√
dTr(Σ)

n

)
if n ≥ d.

Next, in Section 4, we investigate the mean estimation problem in the phase oracle model
where the aforementioned unitary BX is replaced with phase access PX : |ω〉|j〉 7→ eiX(ω)j |ω〉|j〉
to the coordinates of X. This model can be efficiently simulated using a binary oracle but the
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converse is generally not true. In fact, even obtaining one classical sample from X using a phase
oracle is generally a hard task. On the other hand, as explained in [GAW19], this model arises
naturally in the context of variational quantum eigensolvers, QAOA, and quantum auto-encoders
for instance. This reason motivates understanding what is the optimal error rate for mean
estimation in this weaker setting. Although a phase oracle does not allow to obtain an error
depending on the covariance matrix, we manage to adapt some of the techniques developed for
binary oracles to arrive at an optimal estimator when X is bounded in `∞-norm by ‖X‖∞ ≤ 1/4.
Interestingly, our results differ qualitatively from those in the binary oracle setting in two aspects.
First, our estimator does not make the same number of queries to the oracles UP and PX , and
the optimal precision depends in fact differently on these two parameters. Second, in this model,
we are actually able to tightly characterize the optimal performance with respect to all `p-norms,
where p ∈ [1,∞], up to polylogarithmic factors. We state our results here only with respect to
the `2-norm for ease of exposition and comparison to the binary oracle setting, and we show that
these results are nearly optimal in Theorem 4.10.

Theorem 4.5 (Informal). There is a quantum estimator that estimates the mean µ of any
d-dimensional random variable X such that ‖X‖∞ ≤ 1/4 with error

‖µ̃− µ‖2 ≤


max

{√
d
n ,

d3/2

n′

}
· log(d), if n ≤ d,

max
{
d
n ,

d3/2

n′

}
· log(d), if n > d,

and success probability 2/3, given Õ(n) queries to the oracle UP and Õ(n′) queries to the oracle PX .

Finally, we conclude this paper by giving some applications of the above results in Section 5.
We first explain how our formulation of the multivariate mean estimation problem covers the
general task of estimating the expectation values of several mutually commuting observables
with respect to a given quantum state (Section 5.1). We then present several applications in
the literature, and notably in quantum machine learning (training variational quantum circuits,
Boltzmann machines, or reinforcement learning policies), where this problem arises (Section 5.2).

1.2 Proof overview

We give a high-level description of the algorithms developed in Section 3 for addressing the mean
estimation problem in the binary oracle model. Similar techniques are employed in Section 4 for
the phase oracle model. We simplify the exposition by replacing Tr(Σ) = E[‖X − µ‖22] with the
second moment E[‖X‖22], and by taking the failure probability δ to be a small constant. The
approximation error ‖µ̃− µ‖∞ is measured here with respect to the `∞-norm.

Bounded multivariate estimator. The main obstacle when trying to generalize most quan-
tum univariate estimators (e.g. [Ter99; Hei02; WCNA09; Mon15; HM19; Ham21]) to the multi-
variate setting is the absence of an estimator for bounded multivariate random variables. In the
univariate setting, such an estimator is provided by the well-known Amplitude Estimation algo-
rithm [BHMT02] which, by a well-known trick [Ter99; WCNA09; Mon15], can estimate the mean
of any random variable bounded in [−1, 1] with an error on the order of

√
E[|X|]/n. It is worth

recalling how this estimator works when X is bounded in [0, 1]: the value ϕ = arcsin(
√
E[X])

is encoded as the phase of a particular unitary operator and estimated with error 1/n using
phase estimation [Kit95]. Then, by standard trigonometric identities, |ϕ̃− ϕ| ≤ 1/n implies that
|sin2(ϕ̃)− E[X]| ≤ 2

√
E[X]/n+ 1/n2 (the lower-order term 1/n2 can be removed by testing if

E[X] ≤ 1/n2 and outputting 0 if this is the case). We generalize this idea to higher dimensions
in a novel way by considering the directional mean function u 7→ 〈u,E[X]〉 where u ∈ Rd. By
using a constant number of queries to X and amplitude-to-phase conversion techniques [GAW19],
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one can efficiently approximate the unitary |u〉 7→ ei〈u,E[X]〉|u〉 if |〈u,X〉| ≤ 1 almost surely. We
could then estimate the directional mean 〈u,E[X]〉 with phase estimation, for sufficiently many
values of u, in order to reconstruct an estimate of E[X]. However, this approach would incur a
linear cost in the dimension d. Instead, since the directional mean is a linear function in u, we
can use a variant of the Bernstein-Vazirani algorithm [BV97] to directly recover the entire vector
E[X] (up to a certain precision) with fewer queries. This idea is also at the heart of the quantum
gradient estimation algorithms [Jor05; GAW19], however it requires two major improvements
for our setting. First, we can only make the assumptions that X is bounded in `2-norm (i.e.
‖X‖2 ≤ 1) and u in `∞-norm (i.e. ‖u‖∞ ≤ 1). However, these two conditions do not imply
that |〈u,X〉| ≤ 1 as needed by the amplitude-to-phase conversion technique. We overcome this
issue by proving tail inequalities for inner products and directional means (Lemma 3.1) showing
that they do not exceed 1 with high probability under our assumptions. Hence, by suitable
truncations, this gives us a first version of a bounded estimator with error 1/n. Secondly, we
need to incorporate information about X in the error. We cannot reproduce the univariate
approach by encoding arcsin(

√
|〈u,E[X]〉|) instead of 〈u,E[X]〉 into the phase, since it would

no longer be a linear function. Instead, we use the quantum singular value transformation
framework [GSLW19] to linearly amplify the (squared) amplitude encoding the directional mean
〈u,E[X]〉 into

〈
u, E[X]

E[‖X‖2]

〉
, before applying the amplitude-to-phase conversion technique. Since

this amplification step requires O(1/
√
E[‖X‖2]) queries, this leaves us with Õ(n

√
E[‖X‖2])

iterations available for the vector recovering step. Hence, the rescaled mean E[X]
E[‖X‖2] is estimated

with error 1/(n
√
E[‖X‖2]), which translates into the improved error of

√
E[‖X‖2]/n for E[X]

(Theorem 3.3).

Near-Optimal multivariate estimator. We build on the above bounded estimator to remove
the assumption on the boundedness of X and decrease the error to

√
E[‖X‖22]/n. Similarly to

the univariate case [Hei02; Mon15; HM19; Ham21], we decompose X = X0 + X1 + X2 + . . .
into a sequence of truncated random variables Xj = X1aj−1<‖X‖2≤aj over slices of the `2-
ball, where the values outside the range (aj−1, aj ] are mapped to 0. The truncation levels
0 = a−1 < a0 < a1 < a2 < . . . are chosen so that the bounded estimator performs well on each Xj

individually. In the univariate setting, this sequence followed a geometric progression of ratio 2.
Here, we instead choose aj to be the quantile value of order 2−j satisfying Pr[‖X‖2 ≥ aj ] ≈ 2−j .
This new choice has the advantage that the expected norm of Xj can be explicitly bounded
as E[‖Xj‖2] ≤ 2−j−1 (Equation (3)), a property needed by our bounded estimator. Moreover,
we show that this sequence increases slowly enough so that aj ≤ 2j/2

√
E[‖X‖22] (Equation (2)).

Consequently, the bounded estimator can estimate separately the mean of each Xj with an
error of aj

√
E[‖Xj‖2]/n ≤ 2−1/2

√
E[‖X‖22]/n (where the aj factor comes from normalizing Xj

to make it fit into the unit `2-ball). Finally, each quantile aj can be computed (approximately)
in time O(2−j/2) using the quantile estimator developed in [Ham21] (Proposition 2.9), and we
only need to consider j ≤ O(log n) truncated random variables since the part of X above that
threshold does not contribute to a significant portion of the mean (Equation (4)). This leads to
the final error of

√
E[‖X‖22]/n (Theorem 3.4).

1.3 Related work

There is an extensive literature on classical mean estimators and we refer the reader to [LM19a]
for an excellent survey on the optimal sub-Gaussian estimators in Euclidean norm. We point out
that the empirical mean estimator is generally not optimal, and its error is captured by several
standard concentration bounds such as the Chebyshev, Chernoff and Bernstein inequalities.

There is a series of quantum univariate mean estimators [Gro98; AW99; BDGT11] that get
close to the error 1/n for random variables distributed in [0, 1] (and success probability 2/3).
The amplitude estimation algorithm [BHMT02; Ter99] leads to a sharper bound of √µ/n.
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Nevertheless, the mean µ is always larger than or equal to the variance σ2 when X is distributed
in [0, 1]. The question of improving the dependence on σ2 was considered in [Hei02; Mon15;
HM19; Ham21], where it is shown that the optimal error is σ/n.

There are very few works addressing the quantum multivariate mean estimation problem.
Heinrich [Hei04] proved that the error rate must depend on 1/n when the dimension is sufficiently
large. Our lower bound in the n ≤ d regime (Theorem 3.7) refines this statement by adding
a dependence on the covariance matrix. In a recent work, van Apeldoorn [Ape21] proposed a
“multidimensional Amplitude Estimation” algorithm. However, it only applies to a restricted set of
random variables and the error does not recover that of Amplitude Estimation when d = 1. More
precisely, the author described a quantum algorithm for estimating with error 1/n (in `∞-norm)
a probability vector p = (p1, . . . , pd) given access to a unitary U : |0〉 7→

∑
i

√
pi|i〉. This is a

special case of the multivariate mean estimation problem, where the random variable X ∈ {0, 1}d
is equal to the basis vector ei with probability pi. Applying our main result (Theorem 3.4) to X
decreases the error given in [Ape21] by a factor of

√
Tr(Σ) = (1−

∑
i∈[d] p

2
i )

1/2.
Our work shares some similarities with the quantum gradient estimation algorithm of Jor-

dan [Jor05; GAW19], which also uses an extension of the Bernstein-Vazirani algorithm to linear
functions over the reals. However, unlike gradient estimation, the mean estimation problem
requires combining this technique with further algorithmic steps.

2 Preliminaries

2.1 Notations

Throughout the paper we use the Õ(x) and Ω̃(x) notations to hide factors that are polylogarithmic
in the argument x. We let |~0〉 denote a multiple qubits state |0 . . . 0〉. We use the notation Haux

when referring to an auxiliary Hilbert space of sufficiently large dimension. We consider the
family of `p-norms, defined as follows.

Definition 2.1 (`p-norm). Given p ∈ [1,+∞), the `p-norm ‖x‖p of a d-dimensional vector x is
defined as ‖x‖p = (

∑
i∈[d]|xi|p)1/p if p < ∞, and ‖x‖∞ = maxi∈[d]|xi|. We also let ‖x‖ = ‖x‖2

denote the `2-norm, and for a matrix M we set ‖M‖ to be the induced `2-norm (or spectral
norm).

Given x ∈ Rd and 0 ≤ a < b, we define the following truncation with respect to the `2-norm.

JxKba =

{
x if a < ‖x‖2 ≤ b,

0 otherwise.

We recall the definition of a multivariate random variable. We only consider finite probability
spaces for finite encoding reasons. Throughout the paper d ∈ N will denote the dimension of the
random variable whose mean is to be estimated.

Definition 2.2 (Random variable). A (finite) random variable is a function X : Ω→ E for
some probability space (Ω, 2Ω,P), where Ω is a finite sample set, P : Ω→ [0, 1] is a probability
mass function and E ⊂ Rd is the finite support of X. The covariance matrix Σ ∈ Rd×d of X is
defined as Σ = E[XX>]− E[X]E[X]>.

We say that X is univariate if the dimension is d = 1, and multivariate otherwise. For any
norm ‖.‖ over Rd, we let ‖X‖ denote the univariate random variable ω 7→ ‖X(ω)‖. Finally,
we recall the definition of a quantile value (using the complementary cumulative distribution
function).

Definition 2.3 (Quantile). Given a discrete real-valued random variable X and a real p ∈ [0, 1],
the quantile of order p is the number Q(p) = sup{x ∈ R : Pr[X ≥ x] ≥ p}.
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2.2 Input models

The input to the multivariate mean estimation problem is represented by a random variable X
taking values in Rd. In this section, we describe two possible access models for quantum estimators.
Before that, we first recall the classical model, which we refer to as a random experiment.

Definition 2.4 (Random experiment). Given a random variable X on a probability space
(Ω, 2Ω,P), we define a random experiment as the process of drawing a sample ω ∈ Ω according
to P and observing the value of X(ω) ∈ Rd.

In the quantum setting, we make a distinction between accessing the probability mass
function P and evaluating the function X : Ω→ E. The first operation is provided by means of
a quantum experiment, defined in the following way.

Definition 2.5 (Quantum experiment). Consider a random variable X on a probability
space (Ω, 2Ω,P). Let HΩ be a Hilbert space with basis states {|ω〉}ω∈Ω and fix a unitary UP
acting on HΩ such that

UP : |0〉 7→
∑
ω∈Ω

√
P(ω)|ω〉

assuming 0 ∈ Ω. We define a quantum experiment as the process of applying the unitary UP or
its inverse U−1

P on any state in HΩ.

We note that P is sometimes assumed to be the uniform distribution over some large
set Ω = [N ] (e.g. [Gro98; NW99; Hei02; BHH11; CFMW10; BDGT11; LW19]). In this case, the
access to the unitary UP need not be provided as part of the input.

We now describe two different quantum oracles for evaluating X. The first oracle provides a
direct access to the value of X(ω). This model is the most commonly used in previous work on
quantum mean estimation (e.g. [Gro98; Ter99; NW99; Hei02; BDGT11; Mon15; HM19]).

Definition 2.6 (Binary oracle). Consider a finite random variableX : Ω→ E on a probability
space (Ω, 2Ω,P). Let HΩ and HE be two Hilbert spaces with basis states {|ω〉}ω∈Ω and {|x〉}x∈E
respectively. We say that a unitary BX acting on HΩ ⊗HE is a binary oracle for X if

BX : |ω〉|~0〉 7→ |ω〉|X(ω)〉

for all ω ∈ Ω, assuming ~0 ∈ E.

Observe that one random experiment can be simulated by preparing the state
∑

ω∈Ω

√
P(ω)|ω〉

|X(ω)〉 and measuring its last register in the {|x〉}x∈E basis. This requires using one quantum
experiment and one call to the binary oracle.

Our second type of oracle provides individual access to the coordinates of X(ω), encoded
into the phases of a query operator. This model appears naturally in the context of variational
eigensolvers, QAOA, and training variational auto-encoders [GAW19], albeit not in relation to
the quantum mean estimation problem. This input model can be efficiently simulated using a
binary oracle, but the converse is generally not true. In fact, even obtaining one classical sample
from X may not be easy to do using a phase oracle.

Definition 2.7 (Phase oracle). Consider a finite random variable X : Ω→ E on a probability
space (Ω, 2Ω,P). Let HΩ be a Hilbert space with basis states {|ω〉}ω∈Ω. We say that a unitary PX
acting on HΩ ⊗ Cd is a phase oracle for X if

PX : |ω〉|j〉 7→ eiX(ω)j |ω〉|j〉

for all ω ∈ Ω and j ∈ [d].
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2.3 Algorithmic tools

We first recall the optimal classical error bound for estimating the mean of a multivariate random
variable with respect to the Euclidean norm.

Proposition 2.8 (Classical sub-Gaussian estimators, [LM19a]). Let X be a d-dimensional
random variable with mean µ and covariance matrix Σ. Given δ ∈ (0, 1) and n ≥ log(1/δ), the
sub-Gaussian estimators outputs a mean estimate µ̃ such that

‖µ̃− µ‖2 ≤
√

Tr(Σ)

n
+

√
‖Σ‖ log(1/δ)

n

with probability at least 1− δ, by using O(n) random experiments.

We now present four quantum subroutines used in our work. We first need an algorithm intro-
duced in [DH96; NW99] and generalized in [Ham21] for estimating the quantiles (Definition 2.3)
of a univariate random variable quadratically faster than it is possible classically.

Proposition 2.9 (Quantile estimator, [Ham21]). Let X be a univariate random variable.
Given two reals p, δ ∈ (0, 1), the quantile estimation algorithm Quantile(X, p, δ) returns an
approximate quantile Q̃ that satisfies

Q(p) ≤ Q̃ ≤ Q(cp)

with probability at least 1−δ for some universal constant c ∈ (0, 1). The algorithm uses O
(

log(1/δ)√
p

)
quantum experiments and binary oracle queries to X.

Next, we will use a variant of amplitude amplification [BHMT02] that provides a precise
linear amplification of the amplitude.

Proposition 2.10 (Linear amplitude amplification, Theorem 6.10 in [Low17] or Lemma
11 in [GL20]). Let V be a unitary operator and let Π be a projection operator acting on the same
Hilbert space. Given two reals t ≥ 1 and ε ∈ (0, 1) there is a unitary operator Vt,ε that can be
implemented with O(t log(1/ε)) applications of V , V † and I − 2Π, and such that∣∣‖ΠVt,ε|~0〉‖ − t‖ΠV |~0〉‖∣∣ ≤ ε if t‖ΠV |~0〉‖ ≤ 1/2.

Finally, the next two results provide efficient algorithms for converting between phase and
amplitude encodings.

Lemma 2.11 (Amplitude-to-Phase conversion, Corollary 4.1 in [GAW19]). Let V be a
unitary operator acting on some Hilbert space HU ⊗H such that

V : |u〉|~0〉 7→ |u〉(
√

1− pu|ψ0
u〉|0〉+

√
pu|ψ1

u〉|1〉)

where {|u〉}u∈U is the standard basis of HU , pu ∈ (0, 1) and |ψ0
u〉, |ψ1

u〉 are some arbitrary unit
states. Then, given two reals t ≥ 0 and ε ∈ (0, 1), there is a unitary operator Pt,ε acting on
HU ⊗H⊗Haux that can be implemented with O(t+ log(1/ε)) applications of V and V †, such that

Pt,ε : |u〉|~0〉 7→ |u〉|ϕu〉 where ‖|ϕu〉 − eitpu |~0〉‖ ≤ ε,

for all u ∈ U .
Lemma 2.12 (Phase-to-Amplitude conversion, Lemma 16 in [GAW17]). Let P be a
unitary operator acting on some Hilbert space HU such that

P : |u〉 7→ eipu |u〉

where {|u〉}u∈U is the standard basis of HU and pu ∈ [δ, 1 − δ] for some δ ∈ (0, 1/2). Then,
given a real ε ∈ (0, 1), there is a unitary operator Vε,δ acting on HU ⊗ Haux ⊗ C2 that can be
implemented with O(log(1/ε)/δ) applications of P and P†, such that

Vε,δ : |u〉|~0〉|0〉 7→ |u〉
(√

p′u|~0〉|0〉+
√

1− p′u|ψ〉|1〉
)

where
∣∣√p′u −√pu∣∣ ≤ ε,

for all u ∈ U and some state |ψ〉.
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3 Mean estimation with binary oracles

3.1 Bounded multivariate estimator

In this section, we generalize the univariate bounded estimator [Ter99; WCNA09; Mon15] derived
from Amplitude Estimation [BHMT02] to the multivariate setting X ∈ Rd. Our main ingredient
is the construction of an approximate phase oracle for the directional mean 〈u,E[X]〉, where the
vectors u ∈ Rd are selected from the grid of points,

G =

{
j

m
− 1

2
+

1

2m
: j ∈ {0, . . . ,m− 1}

}d
⊂ (−1/2, 1/2)d

with m being defined in step 2 of Algorithm 1.
We let u ∼ G denote a vector obtained according to the uniform distribution over G. We also

define HG to be the Hilbert space whose standard basis is indexed by the elements of G. Our
algorithm requires encoding the inner product 〈u,X〉 into an amplitude. However, this quantity
can be as large as

√
d assuming ‖X‖2 ≤ 1. The next crucial result shows that it is in fact much

smaller than
√
d for most values of u.

Lemma 3.1. Let α > 0. For any vector x ∈ Rd and any random variable X over Rd we have,

Pr
u∼G

[
α|〈u, x〉| ≥ ‖x‖2

]
≤ 2e−2/α2

and Pr
u∼G

[
αE[|〈u,X〉|] ≥ E[‖X‖2]

]
≤ α/2.

Proof. We use that the coordinates of a uniformly random vector u ∈ G are independent centered
random variables bounded in (−1/2, 1/2). The first result is obtained using Hoeffding’s inequality,
Pru[α|〈u, x〉| ≥ ‖x‖2] ≤ 2 exp

(
−2‖x‖22∑d
j=1|αxj |2

)
= 2e−2/α2 , since Eu[〈u, x〉] = 0 for all x ∈ Rd. For

the second result, we have by Markov’s inequality that Pru∼G
[
αE[|〈u,X〉|] ≥ E[‖X‖2]

]
≤

Eu[αE[|〈u,X〉|]]
E[‖X‖2] = αE[Eu[|〈u,X〉|]]

E[‖X‖2] . By Cauchy-Schwarz inequality, Eu[|〈u, x〉|] ≤
√
Eu[〈u, x〉2] =√∑d

j=1 Euj [(ujxj)2] ≤ ‖x‖2/2 for all x ∈ Rd. Thus, Pru∼G[αE[|〈u,X〉|] ≥ E[‖X‖2]] ≤ α/2.

Using the above lemma, one can encode (for most values of u) the truncated directional mean
E[Jα〈u,X〉K1

0] into an amplitude and apply oracle conversion techniques to approximate the phase
oracle |u〉 7→ eiE[Jα〈u,X〉K10]|u〉 with accuracy ε at cost O(log(1/ε)). The cost of applying m times
this oracle is then O(m log(1/ε)). We describe a more subtle algorithm where the latter complexity
becomes Õ(m

√
L2 log2(1/ε)) given an upper-bound L2 ≥ E[‖X‖2]. The dependence on E[‖X‖2]

generalizes the dependence on E[|X|] provided by the univariate bounded estimator [Ter99;
BHMT02; WCNA09; Mon15].

Proposition 3.2 (Directional mean oracle). Let X be a d-dimensional bounded random
variable such that ‖X‖2 ≤ 1. Given four reals L2 ∈ (0, 1], m ≥ 1/L2, α, ε ∈ (0, 1) such that
E[‖X‖2] ≤ L2, there exists a unitary operator P̃X,L2,m,α,ε : |u〉|~0〉 7→ |u〉|ϕu〉 acting on HG⊗Haux

that can be implemented using Õ
(
m
√
L2 log2(1/ε)

)
quantum experiments and binary oracle queries

to X, and such that ∥∥∥|ϕu〉 − eimE[Jα〈u,X〉K10]|~0〉
∥∥∥ ≤ ε

for a fraction at least 1− α/2 of all u ∈ G.

Proof. Fix u and consider the random variable X+ defined over the same probability space as X
such that X+(ω) = X(ω) when α〈u,X(ω)〉 > 0 and X+(ω) = 0 otherwise. Similarly, define X−
such that X−(ω) = X(ω) if α〈u,X(ω)〉 < 0 and X−(ω) = 0 otherwise. Since E

[
Jα〈u,X〉K1

0

]
=

E
[
Jα〈u,X+〉K1

0

]
+ E

[
Jα〈u,X−〉K1

0

]
it is sufficient to explain how to construct a unitary P+ :

|u〉|~0〉 7→ |u〉|ϕ+,u〉 such that
∥∥|ϕ+,u〉 − eimE[Jα〈u,X+〉K10]|~0〉

∥∥ ≤ ε/2 when αE[|〈u,X〉|] ≤ L2. One
can construct P− that encodes E

[
Jα〈u,X−〉K1

0

]
using a similar approach. The proposition then
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follows by taking the product P̃X,L2,m,α,ε = P+P− and noting that Pru[αE[|〈u,X〉|] ≥ L2] ≤ α/2
by the second part of Lemma 3.1 since E[‖X‖2] ≤ L2.

There are three steps in the construction of P+. First, we construct a unitary V+ acting on
HG ⊗HΩ ⊗HE ⊗ C2 as follows,

V+ : |u〉|~0〉|0〉 7→
∑
ω∈Ω

√
P(ω)|u〉|ω,X(ω)〉|0〉

7→
∑
ω∈Ω

√
P(ω)|u〉|ω,X(ω)〉

(√
1− Jα〈u,X+(ω)〉K1

0|0〉+
√

Jα〈u,X+(ω)〉K1
0|1〉

)
=
√

1− E[Jα〈u,X+〉K1
0]|u〉|ψ0

u〉|0〉+
√

E[Jα〈u,X+〉K1
0]|u〉|ψ1

u〉|1〉

where the first step uses one quantum experiment and one binary oracle query to X, the second
step performs a sequence of controlled rotations, and in the last line |ψ0

u〉, |ψ1
u〉 are some irrelevant

unit states. Secondly, if L2 < 1/4, we apply the Linear Amplitude Amplification algorithm
of Proposition 2.10 on V+ with t = 1/(2

√
L2) and accuracy ε/(32mL2), which gives a unitary

W+ : |u〉|~0〉|0〉 7→
√

1− pu|u〉|ψ0
u〉|0〉+

√
pu|u〉|ψ1

u〉|1〉 where, for each u ∈ G,∣∣∣∣∣∣√pu −
√

E[Jα〈u,X+〉K1
0]

4L2

∣∣∣∣∣∣ ≤ ε

32mL2
, if E[Jα〈u,X+〉K1

0] ≤ L2,

using O(log(mL2/ε)/
√
L2) applications of V+ and V †+. If L2 < 1/4 we directly take W+ = V+.

Thirdly, we define L′2 = min(L2, 1/4) and apply the phase conversion algorithm of Lemma 2.11
on W+ with t = 4mL′2 and accuracy ε/4. We obtain a unitary P+ : |u〉|~0〉 7→ |u〉|ϕ+,u〉
such that, by the triangle inequality, the state |ϕ+,u〉 satisfies

∥∥|ϕ+,u〉 − eimE[Jα〈u,X+〉K10]|~0〉
∥∥ ≤∥∥|ϕ+,u〉 − ei4mL

′
2pu |~0〉

∥∥ +
∣∣ei4mL′2pu − eimE[Jα〈u,X+〉K10]

∣∣ ≤ ε/4 +
∣∣4mL′2pu − mE[Jα〈u,X+〉K1

0]
∣∣ =

ε/4 + 4mL′2

∣∣∣√pu −√E[Jα〈u,X+〉K10]
4L′2

∣∣∣ · ∣∣∣√pu +

√
E[Jα〈u,X+〉K10]

4L′2

∣∣∣. Thus, for each u ∈ G,

∥∥∥|ϕ+,u〉 − eimE[Jα〈u,X+〉K10]|~0〉
∥∥∥ ≤ ε/2, if E[Jα〈u,X+〉K1

0] ≤ L2,

and P+ uses O(mL2+log(1/ε)) applications ofW+ andW †+. Overall, we used Õ(m
√
L2 log2(1/ε))

quantum experiments and binary oracle queries to X to implement one application of P+.
Moreover, the condition E[Jα〈u,X+〉K1

0] ≤ L2 is implied by αE[|〈u,X〉|] ≤ L2.

We finally describe the algorithm that estimates the mean of any bounded random variable
(Algorithm 1). Our approach relies on applying the quantum Fourier transform over G to
the above directional mean oracle in a similar manner as in previous work (e.g. [BV97; Jor05;
GAW19]). The results of Lemma 3.1 play again a central role in the analysis.

Theorem 3.3 (Bounded multivariate estimator). Let X be a d-dimensional bounded
random variable such that ‖X‖2 ≤ 1. Given three reals L2 ∈ (0, 1], δ ∈ (0, 1) and n ≥ 1 such
that E[‖X‖2] ≤ L2, the bounded multivariate estimator QBoundedd(X,L2, n, δ) (Algorithm 1)
outputs a mean estimate µ̃ of µ = E[X] such that

‖µ̃− µ‖∞ ≤
√
L2 log(d/δ)

n

with probability at least 1− δ. It uses Õ(n) quantum experiments and binary oracle queries to X.

Proof. If n ≤ log(d/δ)√
L2

then by choosing µ̃ = 0 at step 1 we directly have ‖µ̃− µ‖∞ ≤ E[‖X‖2] ≤
√
L2 log(d/δ)

n . Thus, we can suppose from now on that n > log(d/δ)√
L2

(in particular, m ≥ 1/L2).
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1. If n ≤ log(d/δ)√
L2

then output µ̃ = 0.

2. Set α = 1√
log(400πn

√
d)

and m = 2

⌈
log
(

8π
α
· n√

L2 log(d/δ)

)⌉
.

3. For k = 1, . . . , d18 log(d/δ)e:

(a) Compute the uniform superposition |G〉 := 1
md/2

∑
u∈G|u〉 over G.

(b) Compute the state |ψ〉 := P̃X,L2,m,α,ε|G〉|~0〉 ∈ HG⊗Haux, where P̃X,L2,m,α,ε is the
directional mean oracle constructed in Proposition 3.2 with ε = 1/25.

(c) Compute the state |φ〉 := (QFT−1
G ⊗ Iaux)|ψ〉 where the unitary QFTG : |u〉 7→

1
md/2

∑
v∈G e

2iπm〈u,v〉|v〉 is the quantum Fourier transform over G.

(d) Measure the HG register of |φ〉 in the computational basis and let ṽ(k) ∈ G denote
the obtained result. Set µ̃(k) = 2π

α ṽ
(k).

4. Output the coordinate-wise median µ̃ = median(µ̃(1), . . . , µ̃(d18 log(d/δ)e)).

Algorithm 1: Bounded multivariate estimator, QBoundedd(X,L2, n, δ).

Let |ψ′〉, |ψ′′〉 ∈ HG ⊗Haux be the two unit states defined as follows,

|ψ′〉 =
1

md/2

∑
u∈G

eimE[Jα〈u,X〉K10]|u〉|~0〉 and |ψ′′〉 =
1

md/2

∑
u∈G

eimα〈u,E[X]〉|u〉|~0〉.

We first show that the state |ψ〉 at step 3b satisfies ‖|ψ〉 − |ψ′′〉‖ ≤ 1/12. On one hand, by
Proposition 3.2, we have ‖|ψ〉 − |ψ′〉‖2 = 1

md

∑
u‖P̃X,L2,m,α,ε(|u〉|~0〉) − eimE[Jα〈u,X〉K10]|u〉|~0〉‖2 ≤

ε2 + α. On the other hand, by using the inequality sin2(x) ≤ |x|, we have ‖|ψ′〉 − |ψ′′〉‖2 =
4
md

∑
u∈G sin2

(
m
2

(
E
[
Jα〈u,X〉K1

0

]
− α〈u,E[X]〉

))
≤ 2m

md

∑
u∈G

∣∣E[Jα〈u,X〉K1
0

]
− α〈u,E[X]〉

∣∣ ≤ 2m
md

E
[∑

u

∣∣Jα〈u,X〉K1
0 − α〈u,X〉

∣∣] ≤ 2mα
√
dPru[α|〈u,X〉| > 1] where the last step uses |〈u,X〉| ≤√

d. By the first part of Lemma 3.1, we have Pru
[
α|〈u,X〉| ≥ 1

]
≤ 2e−2/α2 since ‖X‖2 ≤ 1.

Thus, ‖|ψ′〉 − |ψ′′〉‖2 ≤ 4mα
√
de−2/α2 . By the triangle inequality, ‖|ψ〉 − |ψ′′〉‖ ≤

√
ε2 + α +

2
√
mαd1/4e−1/α2 ≤ 1/12.
We now analyse steps 3c and 3d of the algorithm assuming |ψ〉 is replaced with |ψ′′〉. Let

ṽ ∈ G denote the vector obtained by measuring the first register of (QFT−1
G ⊗ Iaux)|ψ′′〉 in the

computational basis. Since the phases satisfy ‖αE[X]‖∞ ≤ 2π/3, we can apply the analysis
of phase estimation (e.g. [GAW19, Lemma 5.1]) to conclude that

∣∣ṽj − α
2πE[X]j

∣∣ ≤ 4/m with
probability at least 5/6 for each j ∈ [d]. By replacing |ψ〉 with |ψ′′〉, we achieve the same
result with probability at least 5/6 − 2‖|ψ〉 − |ψ′′〉‖ ≥ 2/3. Finally, by the Chernoff bound,∥∥µ̃− E[X]

∥∥
∞ ≤ 8π/(αm) ≤

√
L2 log(d/δ)/n with probability at least 1− δ.

The total number of quantum experiments and binary oracle queries to X is O(log(d/δ) ·
m
√
L2 log2(1/ε)) = O(n/α) = Õ(n).

3.2 Near-optimal multivariate estimator

We describe in Algorithm 2 our main quantum algorithm for estimating the mean of a d-
dimensional random variable in the binary oracle model. Our approach relies on applying the
bounded multivariate estimator, developed in the previous section, to a sequence of carefully
chosen truncated random variables.

Theorem 3.4 (Near-optimal multivariate estimator). Let X be a d-dimensional random
variable with mean µ and covariance matrix Σ. Given two reals δ ∈ (0, 1) and n ≥ log(d/δ), the
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1. Set k = d2 log
(

2
√

2n
log(d/δ)

)
e and n′ = n · (k+1)4 log(5kd/δ)√

c log(d/δ)
where c is the constant mentioned

in Theorem 2.9.

2. Run any classical sub-Gaussian estimator (Proposition 2.8) on X using O(log(1/δ))
samples to compute a mean estimate η ∈ Rd such that Pr

[
‖η − µ‖2 >

√
Tr(Σ)

]
≤ δ/2.

3. Define the random variable Y = X − η.

4. For j = 0, . . . , k:

(a) Compute an estimate aj of the quantile of order 2−j of ‖Y ‖2 by using the quantile
estimator Quantile(‖Y ‖2, 2−j , δ/(5k)).

(b) Define the bounded random variable Yj = 1
aj

JY Kajaj−1 (where a−1 = 0). If aj−1 = aj

then set µ̃j = 0, else compute an estimate µ̃j of E[Yj ] by using the bounded
multivariate estimator QBoundedd(Yj , 2−(j−1), n′, δ/(5k)).

5. Output µ̃ = η +
∑k

j=0 ajµ̃j .

Algorithm 2: Near-optimal multivariate estimator, QEstimatord(X,n, δ).

quantum multivariate estimator QEstimatord(X,n, δ) (Algorithm 2) outputs a mean estimate µ̃
such that

‖µ̃− µ‖∞ ≤
√

Tr(Σ) log(d/δ)

n

with probability at least 1− δ. It uses Õ(n) quantum experiments and binary oracle queries to X.

Proof. The main part of the proof is to show that the mean estimate µ̃Y =
∑k

j=0 ajµ̃j of
µY = E[Y ] satisfies

‖µ̃Y − µY ‖∞ ≤
√
E[‖Y ‖22] log(d/δ)√

2n
(1)

with probability at least 1 − δ/2. The theorem follows since ‖µ̃ − µ‖∞ = ‖µ̃Y − µY ‖∞ and
E[‖Y ‖22] = E[‖X −µ‖22] + ‖µ− η‖22 = Tr(Σ) + ‖µ− η‖22 ≤ 2 Tr(Σ), where the last inequality holds
with probability at least 1− δ/2. The algorithms uses Õ(k2k/2 log(k/δ) + kn′) = Õ(n) quantum
experiments and binary oracle queries to X.

We now turn to the proof of Equation (1). We make the assumption that all the subroutines
used in step 4 are successful, which is the case with probability at least (1−δ/(5k))2k+2 ≥ 1−δ/2.
The sequence (aj)j of quantile estimates computed at step 4a satisfies Q(2−j) ≤ aj ≤ Q(c2−j) for
all j ∈ {0, . . . , k}, where c is the constant mentioned in Theorem 2.9. On one hand, by Markov’s
inequality, Pr[‖Y ‖2 ≥ aj ] = Pr[‖Y ‖22 ≥ a2

j ] ≤ E[‖Y ‖22]/a2
j . On the other hand, by definition of

the quantile function, Pr[‖Y ‖2 ≥ aj ] ≥ Pr[‖Y ‖2 ≥ Q(c2−j)] ≥ c2−j . Thus,

aj ≤ c−1/22j/2
√
E[‖Y ‖22]. (2)

Since Pr[‖Y ‖2 > aj−1] ≤ Pr[‖Y ‖2 > Q(2−(j−1))] < 2−(j−1), we also have that

E[‖Yj‖2] < 2−(j−1). (3)

Hence, 2−(j−1) is a valid upper bound on the expectation of ‖Yj‖2. Consequently, by Theorem 3.3,
each estimate µ̃j satisfies ‖µ̃j − E[Yj ]‖∞ ≤ 2−(j−1)/2 log(5kd/δ)

n′ . Moreover, the truncated random
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variable JY K+∞
ak

satisfies,

‖JY K+∞
ak
‖∞ ≤ ‖JY K+∞

ak
‖2 ≤

√
E[‖Y ‖22] Pr[‖Y ‖2 > ak] ≤

√
E[‖Y ‖22]

2k/2
(4)

where the first step is by monotonicity of the norm and the second is by Cauchy-Schwartz
inequality. Overall, the error is ‖µ̃Y − µY ‖∞ ≤

∑k
j=0 aj

2−(j−1)/2 log(5kd/δ)
n′ + ‖JY K+∞

ak
‖∞ ≤

(k+1)
√

2E[‖Y ‖22] log(5kd/δ)√
cn′

+

√
E[‖Y ‖22]

2k/2
≤
√

E[‖Y ‖22] log(d/δ)√
2n

.

As a direct corollary of Proposition 2.8 and Theorem 3.4, we obtain the following result for
estimating the mean in Euclidean norm. We prove in the next section that these bounds are
optimal for all values of n and d, up to logarithmic factors.

Theorem 3.5 (Multivariate estimator in Euclidean norm). There exists a quantum
estimator with the following properties. Let X be a d-dimensional random variable with mean µ
and covariance matrix Σ. Given two reals δ ∈ (0, 1) and n ≥ log(d/δ), the estimator outputs a
mean estimate µ̃ such that

‖µ̃− µ‖2 ≤


√

Tr(Σ)
n +

√
‖Σ‖ log(1/δ)

n , if n ≤ d,
√
dTr(Σ) log(d/δ)

n , if n > d,

with probability at least 1− δ. It uses Õ(n) quantum experiments and binary oracle queries to X.

Proof. If n ≤ d we use any classical sub-Gaussian estimator (Proposition 2.8). If n > d we use
the quantum estimator of Theorem 3.4 and the norm inequality ‖µ̃− µ‖2 ≤

√
d‖µ̃− µ‖∞.

3.3 Lower bounds

Our lower bounds are based on reductions from the following composition problem, where the
goal is to approximate an N -bit string whose entries are determined by parities over M bits.

Problem 1 (SearchN ◦ ParityM). Let N,M ≥ 1 be two integers. Let AN,M denote the set of all
matrices A ∈ {0, 1}N×M such that bN/2c rows have Hamming weights bM/2c, and the other
rows have Hamming weights bM/2c+ 1. Define the vector b(A) ∈ {0, 1}N such that,

b
(A)
i =

{
0, if the i-th row of A has Hamming weight bM/2c,
1, if the i-th row of A has Hamming weight bM/2c+ 1,

for each i ∈ [N ]. Then, the SearchN ◦ ParityM problem consists of finding a vector b̃ ∈ RN that
minimizes ‖b̃− b(A)‖2 given a quantum oracle |i, j〉 7→ (−1)Ai,j |i, j〉 to A ∈ AN,M .

We use the next lower bound for the SearchN ◦ ParityM problem, which states that Ω(NM)
queries are needed to approximate the vector b(A) with small error. The proof can be easily
adapted from that of [Ape21, Lemma 11] or [CJ21, Lemma 5.7].

Lemma 3.6. Let α > 1 be a sufficiently large constant. Consider any quantum algorithm for
the SearchN ◦ ParityM problem that uses at most NM/α queries on all inputs. Then, there exists
an input A ∈ AN,M such that this algorithm returns a vector b̃ satisfying ‖b̃− b(A)‖2 ≥ Ω(

√
N)

with probability at least 2/3.

We now show that the quantum mean estimators developed in the previous sections are
tight (up to logarithmic factors). For simplicity in the proof, we only consider the case of
approximation in Euclidean norm. We first prove that the mean estimation problem admits no
quantum advantage when the complexity parameter n is smaller than the dimension. The proof
works by a reduction from the Searchαn ◦ Parity1 problem (where α is the constant mentioned in
Lemma 3.6).
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Theorem 3.7 (Low-precision regime). Consider two integers n, d such that n ≤ d/α. Fix
σ > 0 and let Pσ denote the set of all d-dimensional quantum random variables with covariance
matrix Σ such that Tr(Σ) = σ2. Then, for any quantum estimator that uses at most n binary
oracle queries, there exists X ∈ Pσ such that the estimator returns a mean estimate µ̃ of µ = E[X]
that satisfies

‖µ̃− µ‖2 ≥ Ω

(√
Tr(Σ)

n

)
with probability at least 2/3.

Proof. We assume for simplicity that α is even and d is a power of two (the other cases can
be handled by simple padding arguments). Consider the partial Hadamard matrix H ∈ Rαn×d
such that Hi,j = 1

d(−1)〈i,j〉, where i, j ∈ {0, 1}log(d) are written over log(d) bits. Note that
HH> = Iαn and the spectral norm of H is ‖H‖ = 1. Let (Ω, 2Ω,P) be the probability space
such that Ω = [αn] and P(ω) = 1/(αn) for all ω ∈ Ω. For any vector b ∈ {0, 1}αn with Hamming
weight ‖b‖1 = αn/2, define the random variable X(b) : Ω→ Rd such that,

X(b)(i) = ασ

√
n

(α2n− α)/2
biHi

whereHi ∈ Rd is the i-th row ofH. The expectation ofX(b) is E[X(b)] = σ√
n(α2n−α)/2

H>b and the

trace of its covariance matrix is Tr(Σ) = E[‖X(b)‖22]−‖E[X(b)]‖22 = 2ασ2

α2n−α‖b‖1−
2σ2

n(α2n−α)
‖b‖1 =

σ2. Given any quantum estimator that uses n binary oracle queries to X(b) and outputs an
estimate µ̃ of µ = E[X(b)], we can transform it into an algorithm for the Searchαn ◦ Parity1

problem that uses n queries to b and returns the estimate b̃ =

√
n(α2n−α)/2

σ Hµ̃ with error

‖b̃− b‖2 ≤
√
n(α2n−α)/2

σ ‖H(µ̃− µ)‖2 ≤ αn
σ ‖µ̃− µ‖2. Thus, by Lemma 3.6, there exists an input

b such that ‖µ̃− µ‖2 ≥ σ
αn‖b̃− b‖2 = Ω

(
σ√
n

)
.

We now prove that the quantum estimator of Theorem 3.5 is optimal in the regime where n is
larger than the dimension. The proof works by a reduction from the Searchd ◦Parityαn/d problem.

Theorem 3.8 (High-precision regime). Consider two integers n, d such that n > d/α. Fix
σ > 0 and let Pσ denote the set of all d-dimensional quantum random variables with covariance
matrix Σ such that Tr(Σ) = σ2. Then, for any quantum estimator that uses at most n binary
oracle queries, there exists X ∈ Pσ such that the estimator returns a mean estimate µ̃ of µ = E[X]
that satisfies

‖µ̃− µ‖2 ≥ Ω

(√
dTr(Σ)

n

)
with probability at least 2/3.

Proof. We assume for simplicity that αn is a multiple of d, and d is even (the other cases
can be handled by simple padding arguments). Let (Ω, 2Ω,P) be the probability space such
that Ω = [d] × [αn/d] and P(ω) = 1/(αn) for all ω ∈ Ω. For any input A ∈ Ad,αn/d to the
Searchd ◦ Parityαn/d problem, define the random variable X(A) : Ω→ Rd such that,

X(A)(i, j) =
ασn√

(αn)2 − 2d2
(−1)1+Ai,jei

where ei ∈ Rd is the i-th indicator vector. The expectation of X(A) is E[X(A)] = 2σ√
(αn)2−d2

b(A)

and the trace of its covariance matrix is Tr(Σ) = E[‖X(A)‖22] − ‖E[X(A)]‖22 = (ασn)2

(αn)2−d2 −
4σ2

(αn)2−d2 ‖b
(A)‖21 = σ2 since b(A) has Hamming weight d/2. Given any quantum estimator
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that uses n binary oracle queries to X(A) and outputs an estimate µ̃ of µ = E[X(A)], we can
transform it into an algorithm for the Searchd ◦ Parityαn/d problem that uses n queries to A and

returns the estimate b̃ =

√
(αn)2−d2

2σ µ̃. Thus, by Lemma 3.6, there exists an input A such that

‖µ̃− µ‖2 ≥ 2σ√
(αn)2−d2

‖b̃− b(A)‖2 = Ω
(√

dσ
n

)
.

4 Mean estimation with phase oracles

In some cases, we might not have access to the random variable X through a binary oracle BX ,
as considered in the previous part of this paper, but merely through a less powerful oracle.
Several such input models arise naturally in the literature. For instance, in [GAW19], it is shown
how phase oracles and probability oracles arise naturally in the context of variational quantum
eigensolvers, QAOA, and quantum auto-encoders. In [Ape21], the author considers a quantum
operation that prepares an unknown distribution, which we henceforth refer to as a distribution
oracle. In [CJ21], we consider the multivariate mean estimation problem relative to all these
input models.

There is one profound qualitative difference between all of these input models and the binary
oracle setting considered in the previous section, which is that these input oracles in some sense
preserve proximity. That is to say, if we have two random variables X and X̃, whose values
differ by at most ε in some norm, then the operator norm difference between their respective
input oracles is bounded by O(poly(ε)) too. This qualitatively differentiates this setting from
the one considered in the previous sections, and we refer to input models satisfying this property
as analog models.

For ease of exposition, in this part of the paper we only consider the case where our random
variable X takes values bounded in the d-dimensional hypercube [−1/4, 1/4]d, and can be
accessed through a phase oracle PX , as defined in Definition 2.7. We refer to [CJ21] for a more
elaborate exposition of the other input models mentioned at the start of this section. Just like
in the previous section, we assume to have access to the probability space via the oracle UP of
Definition 2.5.

Since its values are contained in the hypercube [−1/4, 1/4]d, the random variable X satisfies
Var[Xj ] ≤ 1/16 for all j ∈ [d], and hence Tr[Σ] ≤ d/16. This suggests that we can use the results
from the previous section naively, to obtain a multivariate mean estimator in this setting as well.

There are two naive ways of approaching this. First, we can simulate a call to the binary
oracle BX , considered in the previous part of this paper, using d consecutive runs of phase
estimation on this phase oracle. Thus, if one only cares about the performance of the multivariate
mean estimator expressed in the number of calls to UP, then it is clear that the same results can
be obtained, that is, with n calls to UP, one can obtain a multivariate mean estimator that finds
an approximation µ̃ to µ which satisfies ‖µ̃− µ‖∞ = Õ(

√
d/n).

Secondly, if one only cares about the number of calls to PX , then a little more elaborate
construction also readily reduces to the binary oracle setting. Using Lemma 2.12, one can
turn the phase oracle PX into a probability oracle that given input |ω〉|j〉|0〉 prepares the state
|ω〉|j〉(

√
1/2 +X(ω)j |1〉+

√
1/2−X(ω)j |0〉). This operation can be combined with UP and an

operation that prepares the uniform superposition over all j ∈ [d], to obtain the operator U that
acts as

U : |0〉|0〉|0〉 7→
∑
ω∈Ω

√
P(ω)|ω〉 ⊗ 1√

d

d∑
j=1

|j〉 ⊗

(√
1

2
+X(ω)j |1〉+

√
1

2
−X(ω)j |0〉

)
.

Now, let Ω = Ω × [d] × {0, 1}, and let P(ω, j, b) = P(ω)/(2d) − (−1)bP(ω)X(ω)j/d be a
probability measure on Ω. Furthermore, let the random variable Y : Ω → Rd be defined as
Y (ω, j, b) = (1i=j∧b=1)i∈[d]. Then, implementing a binary oracle BY is trivial, and the operation U
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above implements the operation UP. Finally, observe that E[Y ] = ~1/(2d) + E[X]/d. Therefore,
we can find an approximation µ̃Y to µY = E[Y ] which satisfies ‖µ̃Y − µY ‖∞ = Õ(

√
d/n′),

with n′ calls to U . Since U requires only polylogarithmically many calls to PX , and since
E[Y ] is shrunk by a factor of d compared to µ = E[X], we can obtain an estimate µ̃ such that
‖µ̃− µ‖∞ = Õ(d3/2/n′), with Õ(n′) calls to PX . Note that this approach also uses Õ(n′) calls
to UP, so its performance in terms of number of quantum experiments is significantly worse
compared to the previous approach.

The above two considerations lead to the natural question whether it is possible to combine
both approaches, i.e., whether with n calls to UP and n′ calls to PX , it is possible to obtain an
estimate µ̃ that satisfies ‖µ̃− µ‖∞ = Õ(max{

√
d/n, d3/2/n′}). In this section, we show that this

is indeed possible, and that one can even shave off a factor of
√
d in the second branch of the

maximum. This result is displayed in Theorem 4.3.
Interestingly, the performance of this algorithm can only be shown to be optimal in the regime

where n ≥ d and n′ ≥ d, which we refer to as the high-precision regime. In the low-precision
regime, i.e., when either n < d or n′ < d, we spend some extra effort to characterize the optimal
precision one can obtain. If n′ < d, then the situation turns out to be simple, since one can only
attain the trivial precision ‖µ̃− µ‖∞ = Õ(1), which can even be achieved without making any
queries at all. On the other hand, if n < d and n′ ≥ d, then a small modification of the algorithm
is enough to attain an optimal scaling of ‖µ̃− µ‖∞ = Õ(1/

√
n), up to polylogarithmic factors.

The low-precision regime is included in the statement of Theorem 4.4.
As a final note, we remark that one can also use our techniques to obtain quantum mean

estimators with performance guarantees in other `p-norms, i.e., where p ∈ [1,∞). All precision
results follow directly from simple norm conversion, i.e., they are a multiplicative factor Θ(d1/p)
worse compared to the `∞-case. We also show this to be optimal, up to polylogarithmic factors.

4.1 Near-optimal multivariate mean estimator in the high-precision regime

The main technical ingredient for the phase oracle setting is presented here, which is the
construction of the multivariate mean estimator in `∞-norm, in the high-precision regime.
Throughout, we let G be the same grid as in the previous section, i.e.,

G =

{
j

m
− 1

2
+

1

2m
: j ∈ {0, . . . ,m− 1}

}d
⊂ (−1/2, 1/2)d.

where m is a number to be determined later. When we write u ∼ G, we mean that u is taken
uniformly over all elements of G, and again we let HG be the Hilbert space spanned by mutually
orthogonal computational basis states |u〉, for all u ∈ G.

We start by showing how one can use the phase oracle PX to compute the inner product
between any vector u ∈ G and the outcome of the random variable X(ω), and prepare the result
as a phase rotation. The techniques used here are similar to those exhibited in the proof of
Proposition 3.2.

Lemma 4.1 (Directional phase oracle). Let d ∈ N, ε ∈ (0, 1), m ≥ 0, and X a random
variable bounded by [−1/4, 1/4]d. Then there exists an operator LX,m,ε : |u〉|ω〉|~0〉 7→ |u〉|ω〉|ϕu,ω〉
acting on HG ⊗HΩ ⊗Haux, that can be implemented using O((m+ log(1/ε)) log(m/ε)) queries
to PX , and such that ∥∥∥|ϕu,ω〉 − eimd 〈u,X(ω)〉|~0〉

∥∥∥ ≤ ε.
Proof. For every u ∈ G, we let u(+), u(−) ∈ Rd be defined as u(+)

j = max{uj , 0} and u
(−)
j =

−min{uj , 0}, for all j ∈ [d]. Note u = u(+) − u(−), and hence 〈u,X(ω)〉 = 〈u(+), X(ω)〉 −
〈u(−), X(ω)〉. Thus, it suffices to implement operations L+ : |u〉|ω〉|~0〉 7→ |u〉|ω〉|ϕ+,ω,u〉 and

16



L− : |u〉|ω〉|~0〉 7→ |u〉|ω〉|ϕ−,u,ω〉 that satisfy∥∥∥|ϕ+,u,ω〉 − ei
m
d
〈u(+),X(ω)〉|~0〉

∥∥∥ ≤ ε

2
, and

∥∥∥|ϕ−,u,ω〉 − eimd 〈u(−),X(ω)〉|~0〉
∥∥∥ ≤ ε

2
,

because then LX,m,ε = L+L†−. We now proceed to show how to implement L+, and omit the
construction of L− since it is completely analogous.

First, we note that by adding a global phase to every call of PX , and some local rotation on
the control qubit at every controlled call of PX , we can just as well implement the operation

|ω〉|j〉 7→ ei(
1
2

+X(ω)j)|ω〉|j〉.

Next, we turn this operation into a probability oracle acting on HΩ ⊗ Cd ⊗ (C2)⊗(k+1),
using Lemma 2.12, with δ = 1/4, and precision ε2/(64m2). This implements the operation
V+ : |ω〉|j〉|~0〉|0〉 7→ |ω〉|j〉(

√
1− pω,j |~0〉|0〉+

√
pω,j |ψ〉|1〉), for some state |ψ〉, using O(log(m/ε))

calls to PX , such that ∣∣∣∣∣√pω,j −
√

1

2
+X(ω)j

∣∣∣∣∣ ≤ ε2

64m2
.

Next, we can implement the following operation without any queries,

|u〉|ω〉|0〉|~0〉 7→ |u〉|ω〉

 d∑
j=1

√
u

(+)
j

d
|j〉+

√
1− ‖u

(+)‖1
d
|0〉

 |~0〉,
which is a valid operation since ‖u(+)‖1/d ≤ 1/2 < 1. By using next one call to V+, we implement
the operation W+ : |u〉|ω〉|~0〉|0〉 7→ |u〉|ω〉

(√
pu,ω|ψ1

u,ω〉|1〉+
√

1− pu,ω|ψ0
u,ω〉|0〉

)
, where |ψ0

u,ω〉
and |ψ1

u,ω〉 are unit vectors, with a single call to V+, such that∣∣∣∣∣pu,ω − 1

d

〈
u(+),

~1

2
+X(ω)

〉∣∣∣∣∣ =

∣∣∣∣∣∣
d∑
j=1

u
(+)
j

d
pω,j −

d∑
j=1

u
(+)
j

d

(
1

2
+X(ω)j

)∣∣∣∣∣∣
≤

d∑
j=1

u
(+)
j

d

∣∣∣∣pω,j − (1

2
+X(ω)j

)∣∣∣∣ =

d∑
j=1

u
(+)
j

d

∣∣∣∣∣√pω,j −
√

1

2
+X(ω)j

∣∣∣∣∣ ·
∣∣∣∣∣√pω,j +

√
1

2
+X(ω)j

∣∣∣∣∣
≤ 2
‖u(+)‖1

d
· ε2

64m2
≤ ε2

64m2
.

Furthermore, for all a, b > 0, we have that |
√
a+
√
b| ≥ max{

√
a,
√
b} =

√
max{a, b} ≥

√
|a− b|,

and hence ∣∣∣√a−√b∣∣∣ =
|a− b|∣∣∣√a+

√
b
∣∣∣ ≤ |a− b|√

|a− b|
=
√
|a− b|,

which implies that∣∣∣∣∣∣√pu,ω −
√√√√1

d

〈
u(+),

~1

2
+X(ω)

〉∣∣∣∣∣∣ ≤
√√√√∣∣∣∣∣pu,ω − 1

d

〈
u(+),

~1

2
+X(ω)

〉∣∣∣∣∣ ≤ ε

8m
. (5)

Next, we turn the operation W+ back into a phase oracle using the amplitude-to-phase
conversion algorithm of Lemma 2.11, with t = m and accuracy ε/4, whereby we implement the
unitary P : |u〉|~0〉 7→ |u〉|ψu,ω〉 using O(m+ log(1/ε)) applications of W+, which by the triangle

17



inequality satisfies∥∥∥|ψu,ω〉 − eimd 〈u(+),
~1
2

+X(ω)〉|~0〉
∥∥∥ ≤ ‖|ψu,ω〉 − eimpu,ω |~0〉‖+

∣∣∣eimpu,ω − eimd 〈u(+),
~1
2

+X(ω)〉
∣∣∣

≤ ε

4
+

∣∣∣∣∣mpu,ω − m

d

〈
u(+),

~1

2
+X(ω)

〉∣∣∣∣∣
=
ε

4
+m

∣∣∣∣∣∣√pu,ω −
√√√√1

d

〈
u(+),

~1

2
+X(ω)

〉∣∣∣∣∣∣ ·
∣∣∣∣∣∣√pu,ω +

√√√√1

d

〈
u(+),

~1

2
+X(ω)

〉∣∣∣∣∣∣
≤ ε

4
+ 2m · ε

8m
=
ε

2
.

Finally, just like at the start of this proof, we can get rid of the extra global phasem〈u(+),~1/2〉
by adding a phase gate to the control qubit whenever we call P in a controlled manner. The
resulting operation implements L+.

It remains to check the number of calls to PX we made throughout this proof. The number of
calls toW+ isO(m+log(1/ε)), each of which makes 1 call to V+, which again performsO(log(m/ε))
calls to PX . Thus, the total number of calls to PX amounts to O((m+ log(1/ε)) log(m/ε)). This
completes the proof.

One important subtlety that is a possible source for confusion is that in Equation (5), the thing
that pu,ω approximates is 〈u(+),~1/2 +X(ω)〉/d, and not 〈u,~1/2 +X(ω)〉/d. From Lemma 3.1,
we know that the typical value of the latter would be ‖~1/2 +X(ω)‖2/d ≤ 1/

√
d, and hence if we

were approximating this, we could amplify away this subnormalization of 1/
√
d before converting

everything back into a phase oracle. We cannot use this trick, however, since the typical value of
〈u(+),~1/2 + X(ω)〉 can be much bigger than 1/

√
d. In fact, our optimality results later on in

this section show that there is indeed no way to circumvent this.
Next, we show how the directional phase oracle we constructed in Lemma 4.1 can be used

to construct a directional means oracle, in a similar spirit as in Proposition 3.2. This is the
objective of the following Lemma.

Lemma 4.2 (Directional mean oracle constructed from phase oracle queries).
Let d ∈ N, ε, η ∈ (0, 1), m ≥ ε/(6

√
d), and X a random variable bounded by [−1/4, 1/4]d. There

exists a unitary operator P̃X,m,η,ε : |u〉|0〉 7→ |u〉|ϕu〉 acting on HG⊗Haux that can be implemented
using Õ(

√
dm log2(1/(εη))) quantum experiments and Õ(dm log4(1/(εη))) queries to PX , and

such that ∥∥∥|ϕu〉 − eim〈u,E[X]〉|~0〉
∥∥∥ ≤ ε,

for a fraction at least 1− η/2 of all u ∈ G.

Proof. Let K1,K2 > 0 be constants to be fixed later. By setting

m′ =

√√√√√ d

log

(
144dm2( 1

2
+
√
d)

ε2η

) , and ε′ =
1

4K1 log
(
m
√
d

εη

)
·K2

(
m
√
d

η + log
(

1
ε

))
in Lemma 4.1, we can implement a directional phase oracle, i.e., an operation that acts as
|u〉|ω〉|~0〉 7→ |u〉|ω〉|χu,ω〉, such that∥∥∥|χu,ω〉 − eim′d 〈u,X(ω)〉|~0〉

∥∥∥ ≤ ε′,
with O((m′ + log(1/ε′)) · log(m′/ε′)) calls to PX .
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Without incurring any extra overhead or error, we can also implement the operation
|u〉|ω〉|~0〉 7→ |u〉|ω〉|ψu,ω〉, such that∥∥∥∥|ψu,ω〉 − ei( 1

2
+m′

d
〈u,X(ω)〉

)
|~0〉
∥∥∥∥ ≤ ε′,

since we can always apply some Z-rotation with angle 1/2 to the control qubit if we want to
implement this mapping in a controlled fashion.

Next, using Lemma 2.12 with δ = 1/4 and precision (m′)2ε2/(144d2m2), we can turn the
above operation into a probability oracle, acting as V+ : |u〉|ω〉|~0〉|0〉 7→ |u〉|ω〉|ϕu,ω〉, with
C1 = O(log(dm/(m′ε))) calls to the directional phase oracle, and we let K1 be the constant
suppressed by the big-O-notation. It follows that∥∥∥|ϕu,ω〉 −√1− pu,ω|~0〉|0〉 −

√
pu,ω|ψ〉|1〉

∥∥∥ ≤ C1ε
′,

and ∣∣∣∣∣√pu,ω −
√

1

2
+
m′

d
〈u,X(ω)〉

∣∣∣∣∣ ≤ (m′)2ε2

144d2m2
, if 4m′ |〈u,X(ω)〉| ≤ d. (6)

Let Bu,ω ∈ {0, 1} be 1 whenever 4m′ |〈u,X(ω)〉| > d. Then for all ω ∈ Ω, we have using
Lemma 3.1,

Pr
u∼G

[Bu,ω] = Pr
u∼G

[
4m′ |〈u,X(ω)〉| > d

]
≤ Pr

u∼G

[
m′√
d
|〈u,X(ω)〉| > ‖X(ω)‖2

]
≤ 2e

− 2d
(m′)2 ,

and using xe−x ≤ e−x/2, for all x ≥ 0, we find

Pr
u∼G

[Bu,ω] ≤ 2 · (m′)2

2d
· 2d

(m′)2
e
− 2d

(m′)2 ≤ (m′)2

d
e
− d

(m′)2

≤ (m′)2

d
e
− log

(
144dm2( 1

2+
√
d)

ε2η

)
=

(m′)2ε2η

144d2m2
(

1
2 +
√
d
) .

Thus, by averaging over all ω’s, we find that

1

|G|
∑
u∈G

∑
ω∈Ω

P(ω)Bu,ω ≤
(m′)2ε2η

144d2m2
(

1
2 +
√
d
) ,

and hence by the pigeonhole principle, we have that for at least a (1− η/2)-fraction of u ∈ G,

∑
ω∈Ω

P(ω)Bu,ω ≤
(m′)2ε2

72d2m2
(

1
2 +
√
d
) ,

i.e., for a (1−η/2)-fraction of u ∈ G, the probability of sampling an ω such that the approximation
from Equation (6) holds is lower bounded by the right-hand side of the above equation.

Next, we prepend V+ with the mapping |u〉|0〉|~0〉|0〉 7→ |u〉
∑

ω∈Ω

√
P(ω)|ω〉|~0〉|0〉, which can

be implemented with one quantum experiment. The combined operation performs the mapping
W+ : |u〉|~0〉|0〉 7→ |u〉|ψu〉, with one call to V+, where∥∥∥|ψu〉 −√1− pu|ψ0

u〉|0〉+
√
pu|ψ1

u〉|1〉
∥∥∥ ≤ C1ε

′,
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for some states |ψ0
u〉 and |ψ1

u〉, and such that for at least a (1− η/2)-fraction of u ∈ G,∣∣∣∣pu − E
[

1

2
+
m′

d
〈u,X〉

]∣∣∣∣ =

∣∣∣∣∣∑
ω∈Ω

P(ω)pu,ω −
∑
ω∈Ω

P(ω)

(
1

2
+
m′

d
〈u,X(ω)〉

)∣∣∣∣∣
≤
∑
ω∈Ω

P(ω)

∣∣∣∣pu,ω − (1

2
+
m′

d
〈u,X(ω)〉

)∣∣∣∣
≤
∑
ω∈Ω

P(ω)Bu,ω ·
[

1

2
+m′

]
+
∑
ω∈Ω

P(ω)(1−Bu,ω)

∣∣∣∣∣√pu,ω −
√

1

2
+
m′

d
〈u,X(ω)〉

∣∣∣∣∣ · 2
≤

(m′)2ε2
(

1
2 +m′

)
72d2m2

(
1
2 +
√
d
) + 2 · (m′)2ε2

144d2m2
≤ (m′)2ε2

36d2m2
,

where in the last line we used that m′ ≤
√
d. We conclude that for at least a (1− η/2)-fraction

of u ∈ G, ∣∣∣∣∣√pu −
√

1

2
+
m′

d
〈u,E[X]〉

∣∣∣∣∣ ≤
√∣∣∣∣pu − E

[
1

2
+
m′

d
〈u,X〉

]∣∣∣∣ ≤ m′ε

6dm
,

following a same argument as in the proof of the previous lemma.
Then, we convert the resulting operation W+ back into a phase oracle, using Lemma 2.11

with precision ε/4, and t = dm/m′. Then, the resulting operation performs |u〉|0〉 7→ |u〉|χu〉
with C2 = O(dm/m′ + log(1/ε)) calls to W+, and we let K2 be the constant suppressed by the
big-O-notation. Then we find, by the triangle inequality, that for at least a (1− η/2)-fraction of
u ∈ G, ∥∥∥∥|χu〉 − ei dmm′ ( 1

2
+m′

d
〈u,E[X]〉

)
|~0〉
∥∥∥∥

≤ C1C2ε
′ +
∥∥∥|χu〉 − ei dmm′ pu |~0〉∥∥∥+

∣∣∣∣ei dmm′ pu − ei dmm′ ( 1
2

+m′
d
〈u,E[X]〉

)∣∣∣∣
≤ ε

4
+
ε

4
+

∣∣∣∣dmm′ pu − dm

m′

(
1

2
+
m′

d
〈u,E[X]〉

)∣∣∣∣
=
ε

2
+
dm

m′

∣∣∣∣∣√pu −
√
m′

d
〈u,E[X]〉

∣∣∣∣∣ ·
∣∣∣∣∣√pu +

√
m′

d
〈u,E[X]〉

∣∣∣∣∣
≤ ε

2
+
dm

m′
· m

′ε

6dm
·
(

2 +
m′ε

6dm

)
≤ ε

2
+
ε

6
· 3 = ε,

where we used that m′ ≤
√
d and m ≥ ε/(6

√
d) in the last inequality.

Finally, we can remove the unnecessary global phase dm/(2m′) by applying some Z-rotation
on any control qubit when we call the above operation in a controlled manner, which does not
incur any additional overhead in terms of the number of queries or error. Thus, we have shown
how to implement P̃X,m,η,ε.

It remains to check how many quantum experiments and queries to PX we have performed
throughout its construction. Multiplying the complexities appearing earlier in this proof together
results in

O

((
dm

m′
+ log

(
1

ε

))
· log

(
dm

m′ε

))
= Õ

(√
dm log2

(
1

εη

))
quantum experiments, and

O

((
dm

m′
+ log

(
1

ε

))
· log

(
dm

m′ε

)
·
(
m′ + log

(
1

ε′

))
· log

(
m′

ε′

))
,
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queries to PX , which after substitution of m′ and ε′ can be upper bounded by

Õ

(
dm log4

(
1

εη

))
.

This completes the proof.

Now, we are ready to put everything together, and provide a full construction of a multivariate
quantum mean estimator using phase oracles. The core idea is to use the bounded multivariate
estimator from Algorithm 1, with slightly tweaked constants to accommodate for the slight
differences in the guarantees we have on the precision of the directional means oracle. The full
algorithm is presented in Algorithm 3.

1. Set k =
⌊
min

{
n, n

′
√
d

}⌋
, η = 1

288 and m = 2

⌈
log
(

8πk√
d log(d/δ)

)⌉
.

2. For ` = 1, . . . , d18 log(d/δ)e:

(a) Compute the uniform superposition |G〉 := 1
md/2

∑
u∈G|u〉 over G.

(b) Compute the state |ψ〉 := P̃X,m,η,ε|G〉|~0〉 ∈ HG ⊗ Haux, where P̃X,m,η,ε is the
directional means oracle constructed in Lemma 4.2 with ε = 1/(12

√
2).

(c) Compute the state |φ〉 := (QFT−1
G ⊗ Iaux)|ψ〉 where the unitary QFTG : |u〉 7→

1
md/2

∑
v∈G e

2iπm〈u,v〉|v〉 is the quantum Fourier transform over G.

(d) Measure the HG register of |φ〉 in the computational basis and let ṽ(`) ∈ G denote
the obtained result. Set µ̃(`) = 2πṽ(`).

3. Output the coordinate-wise median, µ̃ = median(µ̃(1), . . . , µ̃(d18 log(d/δ)e)).

Algorithm 3: Multivariate mean estimator with phase oracles, QPhased(X,n, n′, δ).

Theorem 4.3 (High-precision multivariate mean estimator with phase oracles).
Let d ∈ N, δ ∈ (0, 1), n ≥ log(d/δ), n′ ≥

√
d log(d/δ), and X a random variable bounded

by [−1/4, 1/4]d, with µ = E[X]. Then the multivariate mean estimator with phase oracles,
QPhased(X,n, δ) (Algorithm 3), finds an approximation to the mean, µ̃, that with probability at
least 1− δ satisfies

‖µ̃− µ‖∞ ≤ max

{√
d

n
,
d

n′

}
· log

(
d

δ

)
,

with Õ(n) calls to UP and Õ(n′) calls to PX .

Proof. We follow the general proof strategy from Theorem 3.3, and let

|ψ′〉 =
1√
md

∑
u∈G

eim〈u,E[X]〉|u〉|~0〉.

From the performance guarantee on P̃X,m,η,ε that we proved in Lemma 4.2, we find that
‖|ψ〉 − |ψ′〉‖2 ≤

∑
u∈G‖|ϕu〉 − eim〈u,E[X]〉|~0〉‖2/m ≤ η + ε2 ≤ 1/144.

We now analyze the remainder of the algorithm as if the state |ψ′〉 was prepared, instead of
|ψ〉. Let ṽ ∈ G be the outcome of the measurement performed in step 2d of the algorithm. Since
‖E[X]‖∞ ≤ 1/4 < 2π/3, by the standard analysis of the phase estimation algorithm, as can for
instance be found in Equation (5.34) in [NC11], for every j ∈ [d] we have |ṽj −E[X]/(2π)| ≤ 4/m
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with probability at least 5/6. If we now factor in that we start with |ψ〉 rather than |ψ′〉,
the probability goes down from 5/6 to 2/3. Finally, from the Chernoff bound, it follows that
‖µ̃ − E[X]‖∞ ≤ 8π/m ≤

√
d log(d/δ)/k with probability at least 1 − δ, from which the claim

follows.
It remains to analyze the query complexity claims. We make O(log(d/δ)) calls to the

directional means oracle from Lemma 4.2, from which we find that the number of quantum
experiments is Õ(

√
dm log2(1/(εη)) log(d/δ)) = Õ (k) = Õ(n), and similarly the number of calls

to PX is Õ(dm log4(1/(εη)) log(d/δ)) = Õ(k
√
d) = Õ(n′), completing the proof.

Later on in this section, we find corresponding lower bounds on the precision that scale as
Ω(max{

√
d/n, d/n′}), implying that the performance guarantee we obtain here is optimal up to

polylogarithmic factors. However, this lower bound only holds in the regime where both n ≥ d
and n′ ≥ d, and surprisingly it turns out that one can do better in the case where either n < d
or n′ < d. We show this in the next section.

4.2 Near-optimal multivariate mean estimator in the low-precision regime

It turns out that the performance of Algorithm 3 is only optimal in the regime where n ≥ d
and n′ ≥ d. In this section, we take a look at the regime where we have very few calls to the
input oracles to spend, more specifically where n < d or n′ < d. We refer to this regime as the
low-precision regime.

If n′ < d, then the performance bound on Algorithm 3 becomes at least d/n′ > 1. However,
we know a priori that E[X] is contained in [−1/4, 1/4]d, so if we just output the all-zeros vector,
we will do better than what Theorem 4.3 suggests. Moreover, we will show in the next section
that this is actually optimal, i.e., if one has less than d queries to PX to spend, one might as
well just output the all-zeros vector, since there is nothing one can do that will provably result in
a significantly better estimate.

This leaves the regime where n < d and n′ ≥ d, and it turns out that in this regime there
is indeed a non-trivial approach that beats the complexity obtained by Algorithm 3. The
modification is very simple – one just samples from the probability space n times, and then runs
Algorithm 3 with the empirical distribution. The algorithm is presented in Algorithm 4, and the
performance guarantees are presented in Theorem 4.4.

1. Set k′ = b2n/ log(d/δ)c.

2. For ` = 1, . . . , d32 log(d/δ)e:

(a) Obtain samples ω(1), . . . , ω(k′) from the probability space, and let P be the empirical
distribution based on the observed samples.

(b) Run steps 2a to 2d of Algorithm 3, with k = 2n′/
√
d, all other parameters chosen

identically, and the quantum experiment oracle UP constructed from the observed
samples. Denote the outcome by µ̃(`).

3. Output the coordinate-wise median, µ̃ = median(µ̃(1), . . . , µ̃(d18 log(d/δ)e)).

Algorithm 4: Low-precision multivariate mean estimator, QLowPrecPhased(X,n, n′, δ).

Theorem 4.4 (Low-precision analog mean estimator). Let d ∈ N, δ ∈ (0, 1), n ≥
log(d/δ), n′ ≥

√
d log(d/δ), and X a random variable with values contained in [−1/4, 1/4]d, with

µ = E[X]. Then, QLowPrecPhased(X,n, n′, δ) (Algorithm 4) finds an approximation to the mean,
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µ̃, that with probability at least 1− δ satisfies

‖µ̃− µ‖∞ ≤ max

{
1√
n
,
d

n′

}
· log

(
d

δ

)
,

with Õ(n) calls to UP, and Õ(n′) calls to PX .

Proof. Since we only call UP in step 2a, it is clear we perform a total of O(k′ log(d/δ)) = O(n)
quantum experiments. Similarly, the number of calls to the phase oracle PX is twice that in a
run of Algorithm 3 with n > n′/

√
d, from which we readily deduce that it is indeed Õ(n′).

It remains to check the precision guarantee. To that end, let

Pω =
|{j ∈ [k′] : ω(j) = ω}|

k′
,

and let µ = EP[X], i.e., the mean of X under this empirical probability distribution. Note that
µ itself is also a random variable, since it depends on the ω’s observed in the first stage of the
algorithm. From the analysis in Theorem 4.3, we find that for all j ∈ [d] and ` ∈ [d32 log(d/δ)e],
|µ̃j − µj | ≤ d log(d/δ)/(2n′) with probability at least 2/3. Thus, it remains to show that with
high probability µ approximates µ = E[X] well, that is, it remains to show that for all j ∈ [d],
|µj − µj | ≤ log(d/δ)/(2

√
n) with high probability.

To that end, observe that for all j ∈ [d],

∣∣E[µj ]− µj
∣∣ =

∣∣∣∣∣∑
ω∈Ω

PωXj(ω)− P(ω)Xj(ω)

∣∣∣∣∣ ≤ 1

4

∣∣∣∣∣∑
ω∈Ω

Pω − P(ω)

∣∣∣∣∣ ,
and also, using that E[Pω] = P(ω),

E

(∑
ω∈Ω

Pω − P(ω)

)2
 = Var

[∑
ω∈Ω

Pω − P(ω)

]
=
∑
ω∈Ω

Var
[
Pω
]

=
∑
ω∈Ω

P(ω)(1− P(ω))

k′
≤
∑
ω∈Ω

P(ω)

k′
=

1

k′
.

Therefore, by Markov’s inequality, for all j ∈ [d],

P
[∣∣µj − µj∣∣ > log(d/δ)

2
√
n

]
≤ P

[∣∣∣∣∣∑
ω∈Ω

Pω − P(ω)

∣∣∣∣∣ > 4√
k′

]
= P

∣∣∣∣∣∑
ω∈Ω

Pω − P(ω)

∣∣∣∣∣
2

>
16

k′

 ≤ 1

16
.

Thus, by the triangle inequality, for every j ∈ [d] and ` ∈ [d32 log(d/δ)e], with probability at least
2/3·15/16 = 5/8 we have that |µ̃(`)

j −µj | ≤ |µ̃
(`)
j −µj |+|µj−µj | ≤ (d/(2n′)+1/(2

√
n))·log(d/δ) ≤

max{1/
√
n, d/n′} · log(d/δ). Finally, it follows from the Chernoff bound that after d32 log(d/δ)e

iterations, we obtain that ‖µ̃− µ‖∞ ≤ max{1/
√
n, d/n′} · log(d/δ), completing the proof.

We have now described all algorithms. For convenience, we aggregate all algorithmic results
in one self-contained statement.

Theorem 4.5. Let d, n, n′ ∈ N, δ ∈ (0, 1), and X a random variable with values contained in
[−1/4, 1/4]d, with µ = E[X]. Then, we can find an approximation to the mean, µ̃, that with
probability at least 1− δ satisfies

‖µ̃− µ‖∞ ≤



1, if n′ < d or n < log(d/δ),

max
{

1√
n
, dn′
}
· log

(
d
δ

)
, if n′ ≥ d and log(d/δ) ≤ n < d,

max
{√

d
n ,

d
n′

}
· log

(
d
δ

)
, if n′ ≥ d and n ≥ d.
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with Õ(n) calls to UP, and Õ(n′) calls to PX . Furthermore, for all p ∈ [1,∞), we obtain the
same performance guarantees on ‖µ̃− µ‖p, but multiplied with d1/p.

Proof. All statements are already present in Theorem 4.3 and Theorem 4.4, except for the case
where p ∈ [1,∞), which follows from the norm inequality ‖x‖p ≤ d1/p‖x‖∞, for all x ∈ Rd.

There exist at least three ways in which this result can be generalized. For instance, one can
ask the question how many queries are required if instead of assuming that the random variable
is bounded by [−1/4, 1/4]d, it is instead bounded by some `q-ball of radius 1/4, with q ∈ [1,∞).
One can also wonder how many queries are required when one wants to obtain an approximation
of OE[X], where O is some d-dimensional rotation matrix, i.e., a matrix that satisfies OTO = I.
Finally, if one has access to X through some other oracle than a phase oracle, then one can also
wonder how many queries to such an oracle are required to solve the multivariate mean estimation
problem. These questions are all addressed in [CJ21], albeit only in the high-precision regime. It
is an interesting direction for further research to tightly characterize the query complexities of
these problems in the low-precision setting as well.

4.3 Lower bounds

We now turn our attention to proving lower bounds on the number of queries required to the
input oracles. We first focus our attention on the high-precision regime, and will show later on
that the lower bounds in the low-precision regimes follow via some reduction from those that we
prove in the high-precision regime.

As is customary with lower bounding, we would like to embed a problem whose hardness has
already been shown before in the setting we consider here, in order to conclude that this problem
must be at least as hard to solve. We start by considering the problem of recovering a constant
fraction of the bits in a bit string when we are given access to it by means of a fractional phase
oracle.

Lemma 4.6. Let ε ∈ (0, π], d ∈ N, and suppose that we have access to a bit string b ∈ {0, 1}d
through controlled calls to a fractional phase oracle Fε : |j〉 7→ eiεbj |j〉. Then, in order to find a
bit string b̃ ∈ {0, 1}d such that ‖b̃− b‖1 ≤ d/4 with probability at least 2/3, we must make at
least Ω(d/ε) calls to Fε.

Proof. First, we argue that it is sufficient to consider the case where ε = π. Indeed, in general,
the query complexity of any problem is increased by a multiplicative factor of Θ(1/ε), when
one changes the input model from a regular phase oracle Fπ to a fractional phase oracle Fε. In
Appendix B of [LMR+11], this is proven for problems that can be phrased as a binary function.
However, since the problem we consider here does not have a unique correct output on every
given input, we must combine their technique with the general adversary bound for relations, as
derived by [Bel15], to arrive at the desired result. More details can be found in [CJ21].

Thus, it remains to focus on the case where ε = π. Suppose that we have an algorithm A that
finds a bit string b̃ ∈ {0, 1}d such that with probability at least 2/3, we have ‖b̃−b‖1 ≤ d/4, i.e.,
b̃ and b differ in at most d/4 bits. Then, we can let B be the quantum algorithm that first runs
A to obtain such a bit string b̃, and then selects uniformly at random a bit string b ∈ {0, 1}d

that satisfies ‖b − b̃‖1 ≤ d/4. We have M =
∑bd/4c

t=0

(
d
t

)
possible choices, which implies that

the probability of this algorithm outputting b exactly is lower bounded by 2/3 · 1/M . By the
information theoretic lower bound, i.e., Equation (4) in [FGGS99], the number of queries to Fπ,
performed by B and hence also by A, denoted by Q, satisfies

2d ≤ 3

2
·
b d4c∑
t=0

(
d

t

) Q∑
t=0

(
d

t

)
≤ 3

2
· 2d(H( 1

4)+H(Qd )),
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where in the final inequality, we used a well-known approximation sums of binomial coefficients,
as proven for instance in Lemma 16.19 in [FG06], and H(x) = −x log(x)− (1−x) log(1−x) is the
binary entropy function. Taking logarithms on both sides yields that H(Q/d) ≥ 1−H(1/4)+o(1),
which implies that Q = Ω(d), completing the proof.

The hardness of this problem can be used as a black box to show the high-precision lower
bound on the precision we can attain, expressed in the number of calls to PX , as is shown in the
theorem below.

Theorem 4.7. Let d ∈ N, n′ ≥ d, and suppose that we have a quantum algorithm that finds an
approximation µ̃ of the mean µ of any random variable with values contained in [−1/4, 1/4]d,
using n′ queries to PX . Then, there exist instances in which case the error between µ̃ and µ
satisfies

‖µ̃− µ‖1 = Ω

(
d2

n′

)
,

with probability at least 2/3.

Proof. Let ε = d/n′, and b ∈ {0, 1}d a bit string, that we can access through controlled calls
to a fractional phase oracle Fε : |j〉 7→ eiεbj |j〉. Then, we know from Lemma 4.6 that it takes
Ω(d/ε) = Ω(n′) calls to Fε to find a bit string b̃ ∈ {0, 1}d such that ‖b̃− b‖1 ≤ d/4.

Now, let Ω = {0}, with P(0) = 1, which implies that UP = I. Let the random variable
X : Ω → Rd be defined as X(0)j = εbj . This implies that PX : |0〉|j〉 7→ eiεbj |0〉|j〉, and hence
PX can be implemented with one call to Fε. Furthermore, we have µ = E[X] = εb, and hence if
we can find an approximation µ̃ to the mean satisfying ‖µ̃− µ‖ ≤ d2/(8n′), then we have

min
b̃∈{0,1}d

∥∥∥∥ µ̃ε − b̃

∥∥∥∥
1

=
1

ε
min

b̃∈{0,1}d
‖µ̃− εb̃‖1 ≤

1

ε
‖µ̃− µ‖1,

and hence, if we take b̃ to be the bit string attaining the minimum in the left-hand side, we find
by the triangle inequality

‖b̃− b‖1 ≤
∥∥∥∥ µ̃ε − b̃

∥∥∥∥
1

+

∥∥∥∥ µ̃ε − b

∥∥∥∥
1

≤ 1

ε
‖µ̃− µ‖1 +

1

ε
‖µ̃− µ‖1 =

2

ε
‖µ̃− µ‖1 ≤

d

4
.

But we know that this takes at least Ω(n′) calls to Fε, and hence obtaining an estimate µ̃ that
satisfies ‖µ̃ − µ‖1 ≤ d2/(8n′) requires at least Ω(n′) queries to PX as well. Thus, if we only
have n′ queries to spend, there must exist instances such that ‖µ̃− µ‖1 = Ω(d2/n′) with high
probability, completing the proof.

In order to give a similar lower bound in terms of the number of quantum experiments, we
need to subtly change the problem to finding a vector b̃ ∈ {0, 1}d such that ‖H(b̃− b)‖1 ≤ d/4,
where H is a d-dimensional normalized Hadamard matrix, i.e., the entries of H are all ±1/

√
d,

and HTH = I. This problem is quite different in nature compared to the problem considered in
Lemma 4.6, since the number of bits in which b and b̃ differ seems to no longer tells us anything
useful about whether this condition is met. For instance, if b = 0 and b̃ = 1, i.e., they differ
in all bits, then H(b̃ − b) =

√
de1, and so the condition is met as long as d is large enough.

Suprisingly, however, we are able to show that this problem is equally hard as the non-rotated
problem up to constants, i.e., it still takes Ω(d/ε) calls to Fε to find a b̃ that satisfies this rotated
condition. The details can be found in the lemma below.

Lemma 4.8. Let ε ∈ (0, π], d ∈ N a power of 2, and let H be a d-dimensional Hadamard
matrix, i.e., all entries of H are ±1/

√
d, and HTH = I. Suppose we have access to a bit string

b ∈ {0, 1}d by means of a fractional phase oracle Fε : |j〉 7→ eiεbj |j〉. In order to find a bit string
b̃ ∈ {0, 1}d such that ‖H(b̃− b)‖1, the number of calls to Fε satisfies Ω(d/ε).
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Proof. Similarly as in the proof of Lemma 4.6, it suffices to consider the case where ε = π.
Suppose that we have a quantum algorithm A that finds a bit string b̃ ∈ {0, 1}d satisfying the
condition posed in the statement of the lemma with probability at least 2/3. Using heavy-duty
tools from statistics, it is shown in Appendix B of [CJ21] that

Pr
b∼{0,1}d

[
‖H(b̃− b)‖1 ≤

d

4

]
≤ 2−Cd, with C =

log(e)

2

(
1

2
√

2
− 1

4

)2

∈ (0, 1).

Thus, if know b̃ ∈ {0, 1}d and that ‖H(b̃− b)‖1 ≤ d/4, then there are less than 2(1−C)d possible
choices left for b. Thus, the algorithm B, that first runs A to obtain a vector b̃ such that
‖H(b̃− b)‖1 ≤ d/4, and subsequently takes any b that satisfies ‖H(b̃− b)‖1 ≤ d/4 uniformly
at random, will recover b exactly with probability lower bounded by 2/3 · 2(C−1)d. Analogously
as in the proof of Lemma 4.6, this implies that

2d ≤ 3

2
· 2(1−C)d ·

Q∑
t=0

(
d

t

)
≤ 3

2
· 2(1−C)d+dH(Qd ),

and taking the logarithm on both sides implies that H(Q/d) ≥ C + o(1), which in turn implies
that Q = Ω(d), completing the proof.

We now show how the hardness of problem considered in the previous lemma can be used to
lower bound the query complexity in the mean estimation problem.

Theorem 4.9. Let d ∈ N, n ≥ d, and suppose that we have a quantum algorithm that finds an
approximation µ̃ to the mean µ of any random variable with values contained in [−1/4, 1/4]d,
using n queries to UP. Then, there exist instances in which case the error between µ̃ and µ
satisfies

‖µ̃− µ‖1 = Ω

(
d

3
2

n

)
,

with probability at least 2/3.

Proof. Let d′ be the biggest power of 2 below or equal to d. Let ε = d′/n, ε′ = arcsin(ε), and
suppose that we have access to some hidden bit string b ∈ {0, 1}d′ by means of controlled
calls to a fractional phase oracle Fε′ : |j〉 7→ eiε

′bj |j〉. We know from Lemma 4.8 that it takes
Ω(d′/ε′) = Ω(n) calls to find a bit string b̃ such that ‖H(b̃− b)‖1 ≤ d′/4.

Now, let Ω = [d′]× {0, 1}, and for every b ∈ {0, 1}d′ , let the probability measure Pb on Ω be
defined as

Pb(j, x) =
1

d′
cos2

(
π

4
+ (−1)x

ε′bj
2

)
, for all j ∈ [d′], x ∈ {0, 1}.

Observe that with one call to Fε′ , we can implement

1√
2d′

d′∑
j=1

(|j〉|0〉+ i|j〉|1〉)
Fε′7→ 1√

2d′

d′∑
j=1

(|j〉|0〉+ ieiε
′bj |j〉|1〉)

=
d′∑
j=1

ei
π
4

+i
ε′bj
2

√
2d′

(
e−i

π
4
−i

ε′bj
2 |j〉|0〉+ ei

π
4

+i
ε′bj
2 |j〉|1〉

)

I⊗(SH)7→
d′∑
j=1

ei
π
4

+i
ε′bj
2

√
d′

(
cos

(
π

4
+
ε′bj
2

)
|j〉|0〉+ sin

(
π

4
+
ε′bj
2

)
|j〉|1〉

)

=
∑

(j,x)∈Ω

ei
π
4

+i
ε′bj
2

√
d′

cos

(
π

4
+ (−1)x

ε′bj
2

)
|j〉|x〉 =

∑
(j,x)∈Ω

√
Pb(j, x)ei

π
4

+i
ε′bj
2 |j〉|x〉,
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and hence we can implement UPb
with one call to Fε′ .1

Next, let the random variable X : Ω→ Rd be defined as

X(j, x) =
x
√
d′

4
Hej ,

where H is a (d′ × d′)-dimensional normalized Hadamard matrix, i.e., HTH = I, whose first row
and column have all positive signs. Such a Hadamard matrix exists because we know that d′ is a
power of 2. Furthermore,

µ = E[X] =
1

d′

d′∑
j=1

cos2

(
π

4
− ε′bj

2

) √
d′

4
Hej =

1

8
e1 +

sin(ε′)

8
√
d′
Hb =

1

8
e1 +

√
d′

8n
Hb,

Thus, if we find an approximation µ̃ to µ such that ‖H(µ̃− µ)‖1 ≤ (d′)3/2/(16n), then

min
b̃∈{0,1}d

∥∥∥∥ 8n√
d′

(
µ̃− 1

8
e1

)
−Hb̃

∥∥∥∥
1

=
8n√
d′

min
b̃∈{0,1}d

∥∥∥∥∥µ̃− 1

8
e1 −

√
d′

8n
Hb̃

∥∥∥∥∥
1

≤ 8n√
d′
‖H(µ̃− µ)‖1,

and hence if we let b̃ be the bit string for which the minimum in the above expression is attained,
then we find that

‖H(b̃− b)‖1 ≤
∥∥∥∥ 8n√

d′

(
µ̃− 1

8
e1

)
−Hb̃

∥∥∥∥
1

+

∥∥∥∥ 8n√
d′

(
µ̃− 1

8
e1

)
−Hb

∥∥∥∥
1

≤ 8n√
d′
‖H(µ̃− µ)‖1 +

8n√
d′
‖H(µ̃− µ)‖1 =

4n√
d′
‖H(µ̃− µ)‖1 ≤

d′

4
.

We know that constructing such a bit string b̃ requires Ω(n) queries to Fε′ , and hence we find
that in order to find an (d′)3/2/(16n)-precise `1-approximation of the mean of a random variable,
we need to make at least Ω(n) calls to UP as well. Thus, if we have only n queries to spend,
there must be an instance for which the `1-approximation satisfies Ω(d3/2/n). This completes
the proof.

We can now use the results obtained in Theorem 4.7 and Theorem 4.9 as black boxes to
obtain results in different norms and regimes.

Theorem 4.10. Let d ∈ N, n, n′ ≥ 1, and suppose that we have a quantum algorithm that finds
an approximation µ̃ to the mean µ of any random variable with values contained in [−1/4, 1/4]d,
using n queries to UP and n′ queries to PX . Then, there exist instances such that

‖µ̃− µ‖1 =



Ω (d) , if n′ < d,

Ω
(

max
{

d√
n
, d

2

n′

})
, if n′ ≥ d and n < d,

Ω

(
max

{
d
3
2

n ,
d2

n′

})
, if n′ ≥ d and n ≥ d,

with probability at least 2/3. Moreover, the same expressions multiplied by d1/p−1 can be obtained
as lower bounds for ‖µ̃− µ‖p, for all p ∈ (1,∞].

1Note that we don’t have to worry about the extra global phase here – we can absorb it in the definition of the
state |ω〉, i.e., if ω = (j, x) we can define |ω〉 = eiπ/4+iε

′bj/2|j〉|x〉, and then use all the machinery from the rest of
this document.
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Proof. If n, n′ ≥ d, then we know from Theorem 4.7 and Theorem 4.9 that

‖µ̃− µ‖1 = Ω

(
max

{
d

3
2

n
,
d2

n′

})
.

Next, let 1 ≤ n < d, and let k = bd/nc. Let X ′ : Ω→ Rn be a random variable, and define
X : Ω→ Rd by X(ω) = X ′(ω)⊗ 1k, padded with an appropriate number of zeros in the final
entries. We find that

1

k

k∑
`=1

µk(j−1)+` =
1

k
· k · µj = µj ,

and hence, if we find an approximation of µ̃ ∈ Rd to µ = E[X], then we can define µ̃′ ∈ Rn as
µ̃′j =

∑k
`=1 µ̃k(j−1)+`/k, which implies

‖µ̃′ − µ′‖1 =
n∑
j=1

∣∣∣∣∣1k
k∑
`=1

µ̃k(j−1)+` −
1

k

k∑
`=1

µk(j−1)+`

∣∣∣∣∣ ≤ 1

k

n∑
j=1

k∑
`=1

∣∣µ̃k(j−1)+` − µk(j−1)+`

∣∣
=

1

k
‖µ̃− µ‖1,

and hence

‖µ̃− µ‖1 ≥ k‖µ̃′ − µ′‖1 = Ω

(
d

n
· n

3
2

n

)
= Ω

(
d√
n

)
.

Finally, the result for different values for p ∈ (1,∞] follows directly from Hölder’s inequality,
since for all x ∈ Rd, we have ‖x‖p ≥ d1/p−1‖x‖1. This completes the proof.

We aggregate all our results in Figure 1.

n

n′

1 d
1
2 d d

3
2 d2 d

5
2 d3

d
1
2

d

d
3
2

d2

d
5
2

d3

d
7
2

Θ̃ (1)

Θ̃

(
d

n′

)

Θ̃

(√
d

n

)

Θ̃

(
1√
n

)

Figure 1: Overview of the different regimes of the mean estimation problem. The horizontal
and vertical axes show n and n′, i.e., the number of queries to UP and PX , respectively. The
complexities shown in the figure are the optimal error scaling of ‖µ̃− µ‖∞ that can be achieved
with particular choices for n and n′. The tildes are hiding polylogarithmic factors in n, n′, d
and 1/δ. For the optimal error scalings of ‖µ̃− µ‖p for p ∈ [1,∞), one can simply multiply the
expressions above by d1/p.
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5 Applications

In this section, we describe some applications of our results. We first explain how our formulation
of the multivariate mean estimation problem covers the general task of estimating the expectation
values of several mutually commuting observables with respect to a given quantum state. We
then present several applications in the literature, and notably in quantum machine learning,
where this problem arises.

5.1 Estimating expectation values of commuting observables

5.1.1 Classical versus quantum experiments

From a classical perspective, the mean estimation problem is commonly described by a random
experiment (or Monte Carlo process) that draws a classical sample ω (e.g., a bit-string) from
a certain probability space (Ω, 2Ω,P) and leads to the associated observation X(ω) ∈ Rd (see
Definition 2.4). It is then quite clear that our generalization to quantum experiments, defined
by a unitary UP that prepares a superposition over basis states |ω〉, ω ∈ Ω, and a unitary BX
that evaluates X for the same basis states (see Definitions 2.5 and 2.6) can simulate such a
random experiment. However, from a physical perspective, quantum experiments are also more
general. The basis states {|ω〉}ω∈Ω do not need to be computational basis states, and can be
themselves superpositions of computational basis states or include arbitrary phases. Therefore, in
our definition of quantum experiments, the unitaries UP can indeed be arbitrary unitaries acting
on a given Hilbert space H, and what really matters here is the definition of the basis {|ω〉}ω∈Ω

of H.

5.1.2 Problem definition

With this observation, we can now move to the problem of estimating expectation values of
mutually commuting observables. Let U be a unitary transformation that prepares a given
quantum state |ψ〉 = U |0〉 in a given m-qubit Hilbert space H, and let O1, . . . , Od be d mutually
commuting observables (i.e., Hermitian operators) acting on H. We want to compute estimates
of the d expectation values 〈Oi〉 = 〈ψ|Oi|ψ〉. Since the observables commute, they all share a
common eigenbasis {|φj〉}1≤j≤2m , to which they assign eigenvalues λi = (λi,1, . . . , λi,2m) ∈ R2m ,
respectively. Let us therefore look at the expression of |ψ〉 = U |0〉 in this eigenbasis:

U : |0〉 7→
2m∑
j=1

√
P(φj)e

iϕj |φj〉 (7)

for some phases ϕj ∈ [0, 2π] and real amplitudes
√
P(φj) such that

∑2m

j=1 P(φj) = 1. If we
now take UP to be the unitary U , {|ω〉}ω∈Ω to be

{
eiϕj |φj〉

}
1≤j≤2m

, and X(ω) to be X(φj) =

(λ1,j , . . . , λd,j) (i.e., the eigenvalues λi,j assigned by each of the observables Oi to |φj〉), the
problem of estimating the d expectation values 〈Oi〉 = 〈ψ|Oi|ψ〉 fits our formulation of the
(quantum) mean estimation problem. Indeed, note that the phases eiϕj do not contribute to the
expectation values 〈Oi〉 = 〈ψ|Oi|ψ〉 =

∑2m

j=1 P(φj)λi,j , and therefore absorbing them in the basis
states |ω〉 does not influence the mean values to be estimated (nor our algorithms).

5.1.3 Applicability assumptions

For the applicability of our algorithms to this problem, we assume that a description of the
eigenbasis {|φj〉}1≤j≤2m , in terms of a unitary transformation V : |j〉 7→ |φj〉 from computational
basis states |j〉 to eigenvectors |φj〉, and the eigenvalues {λi}1≤i≤d of the observables {Oi}1≤i≤d
are known. These are the same assumptions that one would have in quantum algorithms for
the univariate version of this problem (i.e., with one observable) [KOS07; WCNA09] or in a
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setting where one would directly estimate the expectation values 〈Oi〉 = 〈ψ|Oi|ψ〉 = 〈ψ|V ΛiV
†|ψ〉

for Λi = diag(λi,1, . . . , λi,2m) by applying V † on |ψ〉, measuring computational basis states
|j〉, and using several measurement outcomes {|j〉, (λ1,j , . . . , λd,j)} to simultaneously2 compute
these estimates. Note that, in practice, the same transformation V † would be absorbed in the
unitary UP used in our algorithms, as to make the basis states {|ω〉}ω∈Ω computational basis
states, and ease the implementation of the unitaries BX and PX (using single-qubit rotations
controlled by computational basis states).

5.2 Examples of applications

5.2.1 Training variational quantum circuits

A straightforward application appears in some variational quantum algorithms for machine
learning [BLSF19]. In a multidimensional regression setting [MNKF18] or a reinforcement
learning setting [JGM+21; SJD21], a variational quantum circuit defined by a parametrized and
data-dependent unitary U(x, θ) and a set of observables (O1, . . . , Od) can be used as a hypothesis
family fθ(x) = (〈O1〉x,θ, . . . , 〈Od〉x,θ), for 〈Oi〉x,θ = 〈0⊗n|U †(x, θ)OiU(x, θ)|0⊗n〉, to model target
functions g with d-dimensional outputs. When the observables O1, . . . , Od all commute (e.g.,
commuting tensor products of Pauli operators or projectors on some basis states, for an arbitrary
basis), the problem of estimating fθ(x) fits the problem definition above.

5.2.2 Training Boltzmann machines

Another application considers the problem of estimating updates of a Boltzmann machine in a
machine learning setting (e.g., a classification or generative modeling problem) [WKS16; WW19;
KW17; JTN+21]. Take for instance a Boltzmann machine defined by a Hamiltonian:

H =
∑
i<j

Ji,jσ
z
i σ

z
j +

∑
i

biσ
z
i (8)

where Ji,j and bi are real weights and biases and σzi is a Pauli-Z operator acting on a qubit i out
of n total qubits. The updates on the weights and biases of this Boltzmann machine take the
form:

∆Ji,j = −L(J, b)〈σzi σzj 〉, ∆bi = −L(J, b)〈σzi 〉 (9)

where L(J, b) is a loss dependent on the Boltzmann machine performance at the machine learning
task and the expectation values 〈σzi 〉, 〈σzi σ

j
z〉 are with respect to the Gibbs state:

|ψ〉 =
1

Trx[e−H ]

∑
x

√
e−H(x)|x〉 (10)

for computational basis states |x〉. Assume having access to a unitary U that prepares the Gibbs
state of Equation (10), e.g., using one of the subroutines in [WKS16; WW19; KW17; JTN+21],
then estimating the updates of the Boltzmann machine is an instance of the problem above for
observables

{
−L(J, b)σzi σ

z
j , −L(J, b)σzi

}
i,j
, i.e., weighted σzi and σzi σ

z
j operators, which are all

diagonal in the computational basis.

5.2.3 Training policies in reinforcement learning

In the context of reinforcement learning [SB18], an agent-environment interaction is described
by a Monte Carlo process where, for a sequence of interactions, an agent acts probabilistically
on its environment, the latter updates its state (probabilistically) depending on the actions of

2When the observables do not commute, one cannot “parallelize" measurements in such a manner, and would
then be required to use different techniques like shadow tomography [Aar20; HKP20].
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the agent and issues a real-valued reward rt. The goal of the agent is to find a policy (i.e., a
probability distribution π(at|st) of actions at given states st) that maximizes its expected rewards
V (π) =

∑T
t=1 rt for T interactions with the environment. To do this, policy-based reinforcement

learning algorithms define a certain family of parametrized policies πθ ∈ Πθ (e.g., deep neural
networks) and explore this policy family using gradient ascent on the expected rewards V (πθ).
The so-called policy gradient theorem [SMSM99] gives a formulation of the gradient of the
expected rewards V (πθ) with respect to the parameters θ ∈ Rd of the policy as:

∇θV (πθ) = E
s1,a1,r1,s2,a2,r2,...

[
T∑
t=1

∇θ log(πθ(at|st))
T∑
t′=t

rt′

]
. (11)

This gradient is therefore given by the expectation value of the d-dimensional random variable

X(s1, a1, r1, s2, . . .) =
T∑
t=1

∇θ log(πθ(at|st))
T∑
t′=t

rt′

(or equivalently, d observables that are all diagonal in the computational basis) with respect
to all possible interactions with the environment, following a policy πθ. In order for our mean
estimators to be applicable here, our only assumption on the environment is that we have oracle
access to its dynamics, notably its state-transitions

|st〉|at〉|0〉 7→
∑
st+1

√
P (st+1|st, at)|st〉|at〉|st+1〉

and its reward function
|st〉|0〉 7→ |st〉|rt〉.

As for the policy, we assume having the ability to implement πθ coherently (i.e., similarly to UP),
and to construct a (classical) circuit that computes the gradient ∇θ log(πθ(at|st)) given st, at, θ.

6 Discussion

In this work, we developed near-optimal quantum mean estimators in two different input models.
In the binary oracle setting, we managed to obtain matching upper and lower bounds up to
polylogarithmic factors, when we measure the performance of our estimator with respect to
the Euclidean norm. We did not investigate the problem of deriving sharp bounds for other
norms in this model. In the classical literature, sample-optimal estimators for general norms
were given in [LM19b]. One case that could be interesting to further study is the `∞-norm,
since it arises naturally in our quantum algorithm as well as in the applications we consider. By
combining the one-dimensional result with a union bound, one can obtain a classical estimator
that achieves a precision of maxj∈[d]

√
Var[Xj ] log(d/δ)/n, whereas quantumly we obtained√∑

j∈[d] Var[Xj ] log(d/δ)/n. It would be interesting to figure out whether some combination of
these two approaches can be shown to be optimal in all regimes.

One further observation is that we do not assume to have any knowledge about Σ beforehand.
Some preliminary considerations seem to indicate that in some `p-norms, especially where p < 2,
it might be useful to know bounds on the individual diagonal entries of this covariance matrix.
Whether these considerations are fundamental, or can be worked around, is also an interesting
question to address in the future.
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