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ABSTRACT
Short-circuit evaluation denotes the semantics of propositional con-
nectives in which the second argument is evaluated only if the first
is insufficient to determine the value of the expression. Compound
statements are evaluated from left to right. Short-circuit evaluation
is widely used in programming, with negation and sequential con-
junction and disjunction as primitives. We study the question of
which laws axiomatise short-circuit evaluation. In MSCL (memoris-
ing short-circuit logic), atoms (propositional variables) evaluate to
true or false, and in the evaluation of a compound statement, the
first evaluation result of each atom is memorised. Hence, MSCL is
’Non-commutative propositional logic with short-circuit evaluation’
and atomic evaluations cannot cause a side effect. Next, we consider
the case that atoms can also evaluate to the truth value ’undefined’.
For two- and three-valued MSCL, we present evaluation trees as an
intuitive semantics and provide complete independent equational
axiomatisations.
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1. Introduction

This paper is about non-commutative propositional logic, which can be motivated by
two simple examples from the setting of programming under the assumption that
short-circuit evaluation is the evaluation strategy for the Boolean connectives: the sec-
ond argument is evaluated only if the first argument does not suffice to determine the
(evaluation) value of the expression.

(1) Consider the evaluation of a Boolean condition of the form

(f (x) �= 0) ∧ (g(x, y) > 17)

for functions f and g, where it is known (or very likely) that the evaluation of
the first conjunct is easier/faster than that of the second conjunct. This can be a
reason to distinguish this condition from its symmetric counterpart.
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(2) Consider the evaluation of the more specific condition

(x �= 0) ∧ (y/x > 17),

where the second conjunct can only be evaluated if the first one is true. This is a
very good reason to distinguish this condition from its symmetric counterpart.

We consider sequential conjunction as the primary connective and sequential
disjunction as a derived connective, and we use the asymmetric notations

∧�� and ∨��

that emphasise their left-to-right interpretation: the small circle indicates that the left
argument must be evaluated first (this notation stems from Bergstra et al. (1995)).
Short-circuit evaluation combines well with negation, and sequential (equational)
versions of De Morgan’s laws are valid, such as

¬(x ∧�� y) = ¬x ∨�� ¬y.

In Section 8, we briefly discuss some other variants of sequential connectives.
A natural question is: Which logical laws axiomatise short-circuit evaluation? There

are different answers to this question, depending on assumptions about the type of
side effects that may occur and the different truth values used. Concerning the latter,
we distinguish the following two cases:

(A) The case in which atoms (propositional variables) always evaluate to either true or
false, thus the case of two-valued propositional logic with sequential connectives.

(B) The case that atoms always evaluate to one of the three truth values true, false, or
undefined (as in the second example).

We first discuss case (A) and briefly recall free short-circuit logic, FSCL for
short (Bergstra & Ponse, 2012; Bergstra et al., 2013; Ponse & Staudt, 2018). In FSCL,
two sequential propositions are identified if and only if they always have the same
evaluation value under short-circuit evaluation. Here ‘always’ refers to any possible
assumption about the truth value of atoms in any evaluation state, and to the side
effects that may occur in the evaluation process: we speak of an atomic side effect if the
evaluation of an atom in a compound expression changes (influences) the evaluation
result of the subsequent atoms that must be evaluated to determine the value of the
expression. For example, in FSCL the sequential proposition a ∧�� a is not equivalent
with a or with a ∧�� (a ∨�� a). So FSCL is a logic for reasoning about sequential proposi-
tions that may have atomic side effects without any restriction, or, stated differently, a
logic that is immune to atomic side effects. In Ponse and Staudt (2018) an equational
axiomatisation of FSCL is provided, three typical axioms are (x ∧�� y) ∧�� z = x ∧�� (y ∧�� z),
F ∧�� x = F, and x ∧�� F = ¬x ∧�� F (where the constant F represents falsehood).

The logic MSCL, memorising short-circuit logic (Bergstra & Ponse, 2012; Bergstra
et al., 2013), is meant for reasoning about sequential propositions with the property
that atomic side effects do not occur: in the evaluation of a compound statement the
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first evaluation result of each atom is memorised. In this logic the sequential connec-
tives are not commutative, for example, a ∧�� F and F ∧�� a are not equivalent (the first
sequential proposition requires evaluation of atom a, the second does not). We provide
a complete equational axiomatisation of MSCL. Some typical MSCL -consequences are
x ∧�� x = x and x ∧�� (y ∧�� x) = x ∧�� y. Also, each FSCL -axiom holds in MSCL (MSCL
comprises FSCL).

The logic SSCL, static short-circuit logic (Bergstra & Ponse, 2012; Bergstra et al., 2013),
is for reasoning about sequential propositions with the property that atomic side
effects do not occur and that the sequential connectives are commutative. Typical
laws for SSCL are those of equational propositional logic, and short-circuit evaluation
is nothing more than a possible evaluation strategy. Of course, SSCL comprises MSCL.

Case (B). In this case, the starting point is that atoms, and therefore sequential
propositions, can evaluate not only to truth and falsehood, but also to a third truth
value undefined. We use the constant U to represent undefinedness. Three typical laws
we adopt come from McCarthy’s three-valued logic (McCarthy, 1963):

U ∧�� x = U and ¬U = U and F ∧�� x = F.

We provide a definition of FSCLU, free short-circuit logic with undefinedness, which is an
extension of FSCL with the constant U that implies the above laws. We present a set
of equational axioms for FSCLU. However, we do not have a completeness result and
leave this as an open question.

Next, we define MSCLU, memorising short-circuit logic with undefinedness, as an
extension of MSCL with the constant U that also implies the three laws mentioned
above. Extending the equational axiomatisation for MSCL with the axiom ¬U = U
provides a complete axiomatisation of MSCLU. Also, MSCLU comprises FSCLU.

The two-valued logic SSCL cannot be extended with the constant U and these three
laws because commutativity of ∧�� implies F = F ∧�� U = U ∧�� F = U.

Structure of the paper and main results. In Section 2, we discuss evaluation trees,
which model the evaluation of a sequential proposition and were introduced
in Staudt (2012). We recall the main results on FSCL, in particular, its equational
axiomatisation EqFSCL for closed terms.

In Section 3, we define ‘memorising evaluation trees’ by a transformation on the
evaluation trees for FSCL, and memorising se-congruence as the equality of such trees.

In Section 4, we provide an (equational) axiomatisation EqMSCL of memorising
se-congruence. Furthermore, we show that the axioms of EqFSCL are derivable from
EqMSCL, and discuss some consequences and an alternative axiomatisation.

In Section 5, we recall the definitions of the short-circuit logics mentioned above.
These definitions stem from Bergstra et al. (2013), Bergstra and Ponse (2012) and
employ the conditional – a ternary connective introduced by Hoare (1985) – as a hidden
operator.

In Section 6, we prove that EqMSCL corresponds with MSCL in the sense that both
define the same equational theory, so EqMSCL is an equational axiomatisation of
MSCL.
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In Section 7, we consider the constant U and adjust the definition of evaluation trees
accordingly. We prove that EqMSCLU = EqMSCL ∪ {¬U = U} is a complete axiomati-
sation of memorising se-congruence with U. Then, we provide definitions of FSCLU and
MSCLU and prove that EqMSCLU axiomatises MSCLU.

In Section 8, we discuss some issues related to three-valued logics. Then we pro-
vide an alternative definition of SSCL that is based on four simple axioms for Hoare’s
conditional connective.

In Section 9, we come up with some conclusions and open questions.
Notes. (1) All derivations from equational axiomatisations were checked with the

theorem prover Prover9, and all independence results were found with help of the tool
Mace4, see McCune (2008) for both tools. Detailed yet readable summaries of these
proofs are added as appendices.

(2) Combined with Ponse and Staudt (2018), this paper subsumes most of Bergstra
et al. (2013). Two topics discussed in the last paper are ‘repetition-proof’ and ‘contrac-
tive’ short-circuit logic; we aim to cover these topics in a future paper.

2. Evaluation trees and axioms for short-circuit evaluation

In this section, we summarise the main results of Ponse and Staudt (2018): evaluation
trees and an axiomatisation of their equality are presented.

Given a non-empty, countable set A of atoms, we first define evaluation trees.

Definition 2.1: The set TA of evaluation trees over A with leaves in { T, F} is defined
inductively by

T ∈ TA, F ∈ TA, (X � a � Y) ∈ TA for any X , Y ∈ TA and a ∈ A.

The operator _ � a � _ is called tree composition over a. In the evaluation tree X � a �
Y , the root is represented by a, the left branch by X and the right branch by Y.

The depth d : TA → N of an evaluation tree is defined by d( T) = d( F) = 0 and
d(Y � a � Z) = 1 + max(d(Y), d(Z)).

The leaves of an evaluation tree represent evaluation results (so we use the con-
stants T and F for true and false). Next to the formal notation for evaluation trees, we
also use a more pictorial representation. For example, the tree

F � b � ( T � a � F)

can be represented as follows, where � yields a left branch, and � a right branch:

In order to define a short-circuit semantics for negation and the sequential connec-
tives, we first define the leaf replacement operator, ‘replacement’ for short, on trees in
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TA as follows. For X ∈ TA, the replacement of T with Y and F with Z in X, denoted

X[ T �→ Y , F �→ Z]

is defined recursively by

T[ T �→ Y , F �→ Z] = Y ,

F[ T �→ Y , F �→ Z] = Z,

(X1 � a � X2)[ T �→ Y , F �→ Z] = X1[ T �→ Y , F �→ Z] � a � X2[ T �→ Y , F �→ Z].

We note that the order in which the replacements of leaves of X is listed is irrele-
vant and adopt the convention of not listing identities inside the brackets, e.g. X[ F �→
Z] = X[ T �→ T, F �→ Z]. By structural induction, it follows that repeated replacements
satisfy

X[ T �→ Y1, F �→ Z1][ T �→ Y2, F �→ Z2]

= X[ T �→ Y1[ T �→ Y2, F �→ Z2], F �→ Z1[ T �→ Y2, F �→ Z2]].

We define the set SA of closed (sequential) propositional statements over A by the
following grammar (a ∈ A):

P ::= T | F | a | ¬P | P ∧�� P | P ∨�� P,

where T is a constant for the truth value true and F for false, and refer to its signature
by

�SCL(A) = {∧�� , ∨�� , ¬, T, F, a | a ∈ A}.

We interpret propositional statements inSA as evaluation trees by a function se (abbre-
viating short-circuit evaluation).

Definition 2.2: The unary short-circuit evaluation function se : SA → TA is defined as
follows, where a ∈ A:

se( T) = T, se(¬P) = se(P)[ T �→ F, F �→ T],

se( F) = F, se(P ∧�� Q) = se(P)[ T �→ se(Q)],

se(a) = T � a � F, se(P ∨�� Q) = se(P)[ F �→ se(Q)].

The overloading of the symbol T in se( T) = T will not cause confusion (and
similarly for F). As a simple example we derive the evaluation tree for ¬b ∧�� a:

se(¬b ∧�� a) = se(¬b)[ T �→ se(a)] = ( F � b � T)[ T �→ se(a)]

= F � b � ( T � a � F),

which can be visualised as in (Picture 1). Also, se(¬(b ∨�� ¬a)) = F � b � ( T � a � F).
An evaluation tree se(P) represents short-circuit evaluation in a way that can be com-
pared to a truth table for propositional logic, in that every possible evaluation of P
is represented. However, there are some important differences with truth tables: in



JOURNAL OF APPLIED NON-CLASSICAL LOGICS 239

Table 1. EqFSCL , a set of axioms for se-congruence.

F = ¬ T (F1)
x ∨�� y = ¬(¬x ∧�� ¬y) (F2)
¬¬x = x (F3)
T ∧�� x = x (F4)
x ∨�� F = x (F5)
F ∧�� x = F (F6)
(x ∧�� y) ∧�� z = x ∧�� (y ∧�� z) (F7)
¬x ∧�� F = x ∧�� F (F8)
(x ∧�� F) ∨�� y = (x ∨�� T) ∧�� y (F9)
(x ∧�� y) ∨�� (z ∧�� F) = (x ∨�� (z ∧�� F)) ∧�� (y ∨�� (z ∧�� F)) (F10)

se(P), the sequentiality of P’s evaluation is represented, and the same atom can occur
multiple times in se(P).

Definition 2.3: The binary relation se-congruence, notation =se, is defined on SA by

P =se Q ⇐⇒ se(P) = se(Q).

In Staudt (2012), Ponse and Staudt (2018), it is proved that the axioms in Table 1
constitute an equational axiomatisation of se-congruence:1

Fact 2.4: For all P, Q ∈ SA, EqFSCL � P = Q ⇐⇒ P =se Q.

This implies that the axioms in Table 1 axiomatise free short-circuit logic
FSCL (defined in Section 5) for closed terms, and for this reason, this set of axioms
is named EqFSCL. Some comments: axioms (F1)–(F3) imply sequential versions of
De Morgan’s laws, and thus a sequential variant of the duality principle. Axioms
(F4)–(F6) define how the constants T and F interact with the sequential connectives,
and axiom (F7) defines the associativity of ∧�� .

Axiom (F8) defines a typical property of a logic that characterises immunity for side
effects: not only are the evaluation results of x ∧�� F and ¬x ∧�� F always false, but for
any P ∈ SA the evaluations of P and ¬P accumulate the same side effects.

Axiom (F9) expresses another property that concerns possible side effects: because
the evaluation result of x ∧�� F is always false, y is always evaluated in (x ∧�� F) ∨�� y and
determines the evaluation result, which is also the case in (x ∨�� T) ∧�� y. Note that the
evaluations of P ∨�� T and P ∧�� F accumulate the same side effects.

Axiom (F10) defines a restricted form of right-distributivity of ∨�� and (by duality) of
∧�� : if x evaluates to true, both sides further evaluate y ∨�� (z ∧�� F), and if x evaluates
to false, z ∧�� F determines the further evaluation result (which is then false, and by
axiom (F6), y ∨�� (z ∧�� F) is not evaluated in the right-hand side).

The dual of P ∈ SA, notation Pdl, is defined as follows (for a ∈ A):

Tdl = F, adl = a, (P ∧�� Q)dl = Pdl ∨�� Qdl,

Fdl = T, (¬P)dl = ¬Pdl, (P ∨�� Q)dl = Pdl ∧�� Qdl.

The duality mapping ( )dl : SA → SA is an involution, that is, (Pdl)dl = P. Setting xdl =
x for each variable x, the duality principle extends to equations, e.g. the dual of
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axiom (F7) is (x ∨�� y) ∨�� z = x ∨�� (y ∨�� z). From (F1)–(F3) it easily follows that EqFSCL sat-
isfies the duality principle, that is, for all terms s, t over �SCL(A),

EqFSCL � s = t ⇐⇒ EqFSCL � sdl = tdl.

We conclude this section with two properties of EqFSCL that were proved in Ponse
and Staudt (2018).

Fact 2.5: Let EqFSCL− = EqFSCL \ {(F1), (F3)}. Then,

EqFSCL− \ {(F8), (F10)} � (F1), (F3), and thus EqFSCL− � EqFSCL,

and the axioms of EqFSCL− are independent if A contains at least two atoms.

We kept (F1) and (F3) in EqFSCL because omitting them hinders intuition too much.

3. Evaluation trees for memorising short-circuit evaluation

In this section, we introduce memorising evaluation trees and ‘memorising se-
congruence’.

A short-circuit evaluation is memorising if in the evaluation of a compound state-
ment the first evaluation result of each atom is memorised. Typically, the following
sequential version of the absorption law holds under memorising evaluations:

x ∧�� (x ∨�� y) = x. (Abs)

Equation (Abs) can be explained as follows: if x evaluates to false, then x ∧�� (x ∨�� y)

evaluates to false as a result of the evaluation of the left occurrence of x (and (x ∨�� y) is
not evaluated); if x evaluates to true, the second evaluation of x in the subterm (x ∨�� y)

also results in true (because it is memorising) and therefore y is not evaluated.
A perhaps less obvious property of memorising evaluations is the following:

(x ∨�� y) ∧�� z = (¬x ∧�� (y ∧�� z)) ∨�� (x ∧�� z). (Mem)

If x evaluates to true, then z determines the evaluation result of both expressions
because the evaluation result of x is memorised; if x evaluates to false, the evaluation
result of both expressions is determined by y ∧�� z because the right disjunct (x ∧�� z) of
the right-hand side also evaluates to false.

Below we define the memorising evaluation function as a transformation on evalu-
ation trees. This transformation implements the characteristic of memorising evalua-
tions starting at the root of an evaluation tree and removes each second occurrence of
a label a according to its first evaluation result. Intuitively, memorising evaluations are
those of propositional logic, except that the sequential connectives are not commu-
tative. For example, a ∧�� b and b ∧�� a represent different evaluations, and thus are not
equivalent.
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Definition 3.1: The unary memorising evaluation function

mse : SA → TA

yields memorising evaluation trees and is defined by

mse(P) = m(se(P)).

The auxiliary function m : TA → TA is defined as follows (a ∈ A):

m( T) = T,

m( F) = F,

m(X � a � Y) = m(La(X)) � a � m(Ra(Y)).

For a ∈ A, the auxiliary functions La : TA → TA (‘Left a-reduction’) and
Ra : TA → TA (‘Right a-reduction’) are defined by

La( T) = T,

La( F) = F,

La(X � b � Y) =
{

La(X) if b = a,

La(X) � b � La(Y) otherwise,

and

Ra( T) = T,

Ra( F) = F,

Ra(X � b � Y) =
{

Ra(Y) if b = a,

Ra(X) � b � Ra(Y) otherwise.

As an example we depict se(a ∧�� (b ∧�� a)) and the memorising evaluation tree
mse(a ∧�� (b ∧�� a)):

From a more general point of view, a memorising evaluation tree is a decision tree,
that is, a labelled, rooted, binary tree with internal nodes labelled from A and leaves
labelled from { T, F} such that for any path from the root to a leaf, the internal nodes
receive distinct labels (cf. Moret, 1982). We note that the number of semantically differ-
ent formulas is bounded by a function on |A|, which is an essential difference with the
short-circuit logic FSCL. For |A| = n (recall n > 0), the number of memorising evaluation
trees is Tn = n(Tn−1)

2 + 2 with T0 = 2 (so the first few values are 6, 74, 16430).2

Equality of memorising evaluation trees defines a congruence on SA.
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Definition 3.2: Memorising se-congruence, notation =mse, is defined on SA by

P =mse Q ⇐⇒ mse(P) = mse(Q).

In the remainder of this section, we prove that =mse is indeed a congruence, and we
start with some auxiliary results.

Lemma 3.3: For all a, b ∈ A, f , f ′ ∈ {L, R}, and X , Y ∈ TA,

(1) If b �= a then fa(f ′
b(X)) = f ′

b(fa(X)),
(2) fa(m(fa(X))) = fa(m(X)),
(3) fa(m(X)) = m(fa(X)),
(4) m(fa(X[T �→ F, F �→ T])) = m(fa(X))[T �→ F, F �→ T],
(5) fa(X[T �→ Y]) = fa(X)[T �→ fa(Y)],
(6) If m(X) = m(Y) then m(fa(X)) = m(fa(Y)),
(7) m(fa(m(X))) = m(fa(X)).

Proof: See Appendix A.1. �

Definition 3.4: On TA, define the auxiliary functions

∼¬X = X[ T �→ F, F �→ T],

X ∧̃�� Y = X[ T �→ Y],

X ∨̃�� Y = X[ F �→ Y].

Hence, ∼¬(se(P)) = se(¬P), se(P) ∧̃�� se(Q) = se(P ∧�� Q), and se(P) ∨̃�� se(Q) = se(P ∨��
Q).

Lemma 3.5: The relation =mse is a congruence on SA.

Proof: It suffices to show that for X , Y ∈ TA, if m(X) = m(X ′) and m(Y) = m(Y ′), then
m(∼¬X) = m(∼¬X ′), m(X ∧̃�� Y) = m(X ′ ∧̃�� Y ′), and m(X ∨̃�� Y) = m(X ′ ∨̃�� Y ′).

The case for m(∼¬X follows by case distinction on the form of X. The base cases X ∈
{ T, F} are trivial, and if X = X1 � a � X2, then m(X) = m(X ′) implies that X ′ = X ′

1 �
a � X ′

2 for some X ′
1, X ′

2 ∈ TA, and

m(La(X1)) = m(La(X ′
1)) and m(Ra(X2)) = m(Ra(X ′

2)). (Aux1)

Write [neg] for the leaf replacement [ T �→ F, F �→ T] and derive

m(∼¬X) = m((X1 � a � X2)[neg])

= m(La(X1[neg])) � a � m(Ra(X2[neg]))

= m(La(X ′
1[neg])) � a � m(Ra(X ′

2[neg])) by La.3.3.4 and (Aux1)

= m(∼¬X ′).

The case for m(X ∧̃�� Y) = m(X ′ ∧̃�� Y ′): for readability we split the proof obligation into
two parts.
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(A) m(X ∧̃�� Y) = m(X ′ ∧̃�� Y). This follows by induction on the depth of X. The base
cases X ∈ { T, F} are simple (note that if X = T and m(X) = m(X ′), then X ′ = T and we
are done).

If X = X1 � a � X2 and m(X) = m(X ′), then it must be the case that X ′ = X ′
1 � a �

X ′
2 for some X ′

1, X ′
2 ∈ TA, and m(La(X1)) = m(La(X ′

1)) and m(Ra(X2)) = m(Ra(X ′
2)), thus

(Aux1) holds. Derive

m(X ∧̃�� Y) = m((X1 � a � X2) ∧̃�� Y)

= m(X1[ T �→ Y] � a � X2[ T �→ Y])

= m(La(X1[ T �→ Y])) � a � m(Ra(X2[ T �→ Y]))

= m(La(X1)[ T �→ La(Y)]) � a � m(Ra(X2)[ T �→ Ra(Y)]) by La.3.3.5

= m(La(X1) ∧̃�� La(Y)) � a � m(Ra(X2) ∧̃�� Ra(Y))

= m(La(X ′
1) ∧̃�� La(Y)) � a � m(Ra(X ′

2) ∧̃�� Ra(Y)) by IH and (Aux1)

= · · · = m(X ′ ∧̃�� Y).

(B) m(X ∧̃�� Y) = m(X ∧̃�� Y ′). This follows by induction on the depth of X. The base cases
X ∈ { T, F} are trivial. If X = X1 � a � X2 derive

m(X ∧̃�� Y) = m((X1 � a � X2) ∧̃�� Y)

= m(X1[ T �→ Y] � a � X2[ T �→ Y])

= m(La(X1[ T �→ Y])) � a � m(Ra(X2[ T �→ Y]))

= m(La(X1)[ T �→ La(Y)]) � a � m(Ra(X2)[ T �→ Ra(Y)]) by La.3.3.5

= m(La(X1) ∧̃�� La(Y)) � a � m(Ra(X2) ∧̃�� Ra(Y))

= m(La(X1) ∧̃�� La(Y ′)) � a � m(Ra(X2) ∧̃�� Ra(Y ′)) by La.3.3.6 and IH

= · · · = m(X ∧̃�� Y ′).

The proof for the case m(X ∨̃�� Y) = m(X ′ ∨̃�� Y ′) is similar. �

4. Axioms for memorising se-congruence

In this section, we provide an axiomatisation of memorising se-congruence. Further-
more, we provide a number of convenient consequences of this axiomatisation and
briefly discuss an alternative axiomatisation.

In Table 2, we present a set of equational axioms for =mse and we call this set EqM-
SCL (this is a simplified version of EqMSCL as introduced in Bergstra & Ponse, 2012;
Bergstra et al., 2013). To enhance readability, we renamed the EqFSCL-axioms used:
(F1) → (Neg), (F2) → (Or), and (F4) → (Tand).

Theorem 4.1: For all P, Q ∈ SA, EqMSCL � P = Q ⇒ P =mse Q.

Proof: By Lemma 3.5, the relation =mse is a congruence on SA, so it suffices to show
that all closed instances of the EqMSCL-axioms satisfy =mse. We first prove this for
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Table 2. EqMSCL, a set of axioms for memorising
se-congruence.

F = ¬ T (Neg)
x ∨�� y = ¬(¬x ∧�� ¬y) (Or)
T ∧�� x = x (Tand)
x ∧�� (x ∨�� y) = x (Abs)
(x ∨�� y) ∧�� z = (¬x ∧�� (y ∧�� z)) ∨�� (x ∧�� z) (Mem)

axiom (Abs). It suffices to show that for all X , Y ∈ TA, m(X ∧̃�� (X ∨̃�� Y)) = m(X), which
follows by structural induction on X. The base cases are trivial. If X = X1 � a � X2 we
use a simple consequence of Lemma 3.3.5:

For all a ∈ A and X , Y , Z ∈ TA, La(X[ T �→ (Y � a � Z)]) = La(X[ T �→ Y])

and Ra(X[ T �→ (Y � a � Z)) = Ra(X[ T �→ Z]). (Aux2)

Derive

m((X1 � a � X2) ∧̃�� ((X1 � a � X2) ∨̃�� Y))

= m(X1[ T �→ B] � a � X2[ T �→ B]) with B = (X1 � a � X2)[ F �→ Y]

= m(La(X1[ T �→ B])) � a � m(Ra(X2[ T �→ B]))

= m(La(X1[ T �→ (X1[ F �→ Y])])) � a � m(Ra(X2[ T �→ (X2[ F �→ Y])])) by (Aux2)

= m(La(m(X1[ T �→ (X1[ F �→ Y])]))) � a�
m(Ra(m(X2[ T �→ (X2[ F �→ Y])]))) by La.3.3.7

= m(La(m(X1 ∧̃�� (X1 ∨̃�� Y)))) � a � m(Ra(m(X2 ∧̃�� (X2 ∨̃�� Y))))

= m(La(m(X1))) � a � m(Ra(m(X2))) by IH

= m(La(X1)) � a � m(Ra(X2)) by La.3.3.7

= m(X1 � a � X2).

In a similar way, it easily follows that all closed instances of the first three axioms (Neg),
(Or), and (Tand) satisfy =mse. The case for axiom (Mem) is a bit more complex, in
Appendix A.2, we provide a detailed proof. �

Before we prove that EqMSCL is a complete axiomatisation of memorising se-
congruence (Theorem 4.9), we discuss some consequences of EqMSCL. The next
theorem implies that se-congruence is subsumed by memorising se-congruence.

Theorem 4.2: EqMSCL � EqFSCL.

Proof: With help of the theorem prover Prover9, see Appendix A.3. �

In the proof of Theorem 4.2, the EqFSCL-axioms are derived in a particular order to
obtain useful intermediate results. The double negation shift ¬¬x = x (F3) is derived
first, which justifies the use of the duality principle in subsequent derivations. For easy
reference, we mention here some auxiliary results that are used in Section 6.
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Fact 4.3: The following equations are derivable from EqMSCL (see Appendix A.3):

x
(Abs)= x ∧�� (x ∨�� F)

(F5)= x ∧�� x, (Idempotence)

x ∧�� y = (x ∧�� F) ∨�� (x ∧�� y), (Ar1)

x ∨�� y = (¬x ∧�� y) ∨�� x. (Ar2)

We note that x ∨�� F
(F5)= x easily follows from EqMSCL, and so do the auxiliary results

(Ar1) and (Ar2).
Also, the following two equations are derivable from EqMSCL:

(x ∧�� y) ∨�� (¬x ∧�� z) = (¬x ∨�� y) ∧�� (x ∨�� z), (M1)

(x ∧�� y) ∨�� (¬x ∧�� z) = (¬x ∧�� z) ∨�� (x ∧�� y). (M2)

With memorising evaluations, these terms express ‘if x then y else z’.

A typical EqMSCL-consequence is x ∧�� (y ∧�� x) = x ∧�� y (cf. the last example on
memorising evaluation trees). First derive

¬x ∧�� F
(F8)= x ∧�� F

(Ar2)′= (¬x ∨�� F) ∧�� x
(F5)= ¬x ∧�� x, (C1)

where (Ar2)′ is the dual of (Ar2). Hence,

x ∧�� y = (¬x ∨�� y) ∧�� x by (Ar2) ′

= (x ∧�� (y ∧�� x)) ∨�� (¬x ∧�� x) by (Mem), (F3)

= (x ∧�� (y ∧�� x)) ∨�� (¬x ∧�� F) by (C1)

= (¬x ∧�� F) ∨�� (x ∧�� (y ∧�� x)) by (M2)

= x ∧�� (y ∧�� x). by (F8), (Ar1) (C2)

Another convenient result on EqMSCL, used in Section 6, is the following.

Theorem 4.4: The following equations are derivable from EqMSCL, where (LD) abbrevi-
ates left-distributivity of ∧�� :

x ∧�� (y ∨�� z) = (x ∧�� y) ∨�� (x ∧�� z), (LD)

((x ∧�� y) ∨�� (¬x ∧�� z)) ∧�� u = (x ∧�� (y ∧�� u)) ∨�� (¬x ∧�� (z ∧�� u)). (M3)

Proof: With help of the theorem prover Prover9, see Appendix A.4. �

In order to prove the completeness of EqMSCL, we use normal forms.

Definition 4.5: Memorising SCL Normal Forms (mSNFs ) are inductively defined:

• T and F are mSNFs , and
• (a ∧�� P) ∨�� (¬a ∧�� Q) is an mSNF if a ∈ A, and P and Q are mSNFs that do not

contain a.
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We write MSNF for the set of all mSNFs .

The following functions on MSNF are used to compose mSNFs .

Definition 4.6: For a ∈ A, the function Ta : MSNF → MSNF is defined by

Ta( T) = T, Ta( F) = F,

Ta((b ∧�� P1) ∨�� (¬b ∧�� P2)) =
{

P1 if b = a,

(b ∧�� Ta(P1)) ∨�� (¬b ∧�� Ta(P2)) otherwise.

For a ∈ A, the function Fa : MSNF → MSNF is defined by

Fa( T) = T, Fa( F) = F,

Fa((b ∧�� P1) ∨�� (¬b ∧�� P2)) =
{

P2 if b = a,

(b ∧�� Fa(P1)) ∨�� (¬b ∧�� Fa(P2)) otherwise.

So, Ta removes the a-occurrences in an mSNF under the assumption that a eval-
uates to T (and Fa does this under the assumption that a evaluates to F). Note that
for each P ∈ MSNF , both Ta(P) and Fa(P) are also mSNFs . In order to compose
mSNFs , we use the following lemma (for proof see Appendix A.5).

Lemma 4.7: For all a ∈ A, P ∈ SA, and Q ∈ MSNF ,

(1) EqMSCL � a ∧�� (P ∧�� Q) = a ∧�� (P ∧�� Ta(Q)),
(2) EqMSCL � ¬a ∧�� (P ∧�� Q) = ¬a ∧�� (P ∧�� Fa(Q)),
(3) EqMSCL � a ∧�� (P ∨�� Q) = a ∧�� (P ∨�� Ta(Q)),
(4) EqMSCL � ¬a ∧�� (P ∨�� Q) = ¬a ∧�� (P ∨�� Fa(Q)).

Lemma 4.8: For each P ∈ SA there is P′ ∈ MSNF such that EqMSCL � P = P′.

Proof: We first prove three auxiliary results on mSNFs .

(1) For each mSNF P, there is Q ∈ MSNF such that EqMSCL � ¬P = Q. This follows
by induction on the structure of P. If P ∈ { T, F} this is trivial, and otherwise P =
(a ∧�� P1) ∨�� (¬a ∧�� P2). Now derive from EqMSCL

¬((a ∧�� P1) ∨�� (¬a ∧�� P2)) = (a ∧�� ¬P1) ∨�� (¬a ∧�� ¬P2).

By induction, there are mSNFs Qi such that EqMSCL � ¬Pi = Qi and that clearly
do not contain a. Let Q = (a ∧�� Q1) ∨�� (¬a ∧�� Q2), then EqMSCL � ¬P = Q.

(2) If P, Q ∈ MSNF , then there is R ∈ MSNF such that EqMSCL � P ∧�� Q = R. This fol-
lows by induction on the structure of P. If P ∈ { T, F} this is trivial, and otherwise
P = (a ∧�� P1) ∨�� (¬a ∧�� P2). Now apply Equation (M3):

((a ∧�� P1) ∨�� (¬a ∧�� P2)) ∧�� Q = (a ∧�� (P1 ∧�� Q)) ∨�� (¬a ∧�� (P2 ∧�� Q)).

By induction, there are mSNFs Ri such that EqMSCL � Pi ∧�� Q = Ri. Let R = (a ∧��
Ta(R1)) ∨�� (¬a ∧�� Fa(R2)), then by Lemma 4.7.1-2, R is the mSNF that satisfies

EqMSCL � P ∧�� Q = R.
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(3) If P, Q ∈ MSNF , then there is R ∈ MSNF such that EqMSCL � P ∨�� Q = R. This
also follows by induction on the structure of P. If P ∈ { T, F} this is trivial, and
otherwise, P = (a ∧�� P1) ∨�� (¬a ∧�� P2). Now derive from EqMSCL

((a ∧�� P1) ∨�� (¬a ∧�� P2)) ∨�� Q = (a ∧�� (P1 ∨�� Q)) ∨�� (¬a ∧�� (P2 ∨�� Q)).

By induction, there are mSNFs Ri such that EqMSCL � Pi ∨�� Q = Ri. Let R = (a ∧��
Ta(R1)) ∨�� (¬a ∧�� Fa(R2)), then by Lemma 4.7.3-4, EqMSCL � P ∨�� Q = R.

Next, we prove the lemma by induction on the structure of P. If P ∈ { T, F} this
follows immediately. If P = a, then

EqMSCL � a = (a ∧�� F) ∨�� a by idempotence and (Ar1)

= (¬a ∧�� F) ∨�� (a ∧�� T) by (F8) and (F5)′

= (a ∧�� T) ∨�� (¬a ∧�� F) by (M2).

If P = ¬Q1, P = Q1 ∧�� Q2, or P = Q1 ∨�� Q2, then by induction there are mSNFs Ri with
EqMSCL � Qi = Ri. Now apply the appropriate auxiliary result. �

Theorem 4.9: For all P, Q ∈ SA, EqMSCL � P = Q ⇐⇒ P =mse Q.

Proof: (⇒) This is Theorem 4.1.
(⇐) By Lemma 4.8 there are P′, Q′ ∈ MSNF such that EqMSCL � P = P′, Q = Q′, and

thus by Theorem 4.1, P =mse P′ and Q =mse Q′. Because =mse is a congruence, P′ =mse

Q′. We show by structural induction on P′ that P′ = Q′, and thus EqMSCL � P = Q. The
base cases are trivial, and if P′ = (a ∧�� P1) ∨�� (¬a ∧�� P2), then it must be the case that
Q′ = (a ∧�� Q1) ∨�� (¬a ∧�� Q2). Furthermore,

mse(P′) = m(se((a ∧�� P1) ∨�� (¬a ∧�� P2)))

= m(se(a ∧�� P1)[ F �→ se(¬a ∧�� P2)])

= m(se(P1) � a � se(¬a ∧�� P2))

= m(La(se(P1))) � a � m(Ra(se(¬a ∧�� P2)))

= m(se(P1)) � a � m(Ra( F � a � se(P2))) (a does not occur in P1)

= mse(P1) � a � mse(P2), (a does not occur in P2)

and mse(Q′) = mse(Q1) � a � mse(Q2) follows in a similar way. By induction, Pi = Qi,
and hence P′ = Q′. �

Theorem 4.10: The axioms of EqMSCL are independent.

Proof: By Theorem 7.12 (which states that a superset of EqMSCL is independent). �

We end this section by mentioning two alternatives for EqMSCL.
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Proposition 4.11: Replacing axiom (Mem) in EqMSCL by (M1), and either (M3) or

((x ∧�� y) ∨�� (¬x ∧�� z)) ∧�� u = (¬x ∧�� (z ∧�� u)) ∨�� (x ∧�� (y ∧�� u))

(thus, (M3)’s commutative variant) constitutes an alternative for EqMSCL.

Both these sets of axioms are independent (by Mace4, McCune, 2008). With Prover9
(McCune, 2008), derivations of (Ar1), (Ar2), (M2), and (Mem), respectively, are sim-
ple. Furthermore, associativity of ∧�� (F7) follows easily (in contrast to the proof of
Theorem 4.2):

(x ∧�� y) ∧�� z = ((¬x ∧�� F) ∨�� (x ∧�� y)) ∧�� z by (Ar1), (F8)

= (¬x ∧�� ( F ∧�� z)) ∨�� (x ∧�� (y ∧�� z)) by (M3), (F3)

= ((x ∧�� F) ∨�� (x ∧�� (y ∧�� z))) by (F6), (F8)

= x ∧�� (y ∧�� z). by (Ar1)

5. The conditional connective and three short-circuit logics

In this section, we consider Hoare’s conditional, a ternary connective that can be used
for defining the sequential connectives of �SCL(A). Then, we recall the definitions of
free short-circuit logic (FSCL), memorising short-circuit logic (MSCL ), and static short-
circuit logic (SSCL ) that were published earlier.

In 1948, Church introduced (in Church, 1948) the conditioned disjunction connective
[p, q, r], which, following the author, may be read ‘p or r according as q or not q’. Church
showed that the conditioned disjunction together with constants t and f for truth en
falsehood, form a complete set of independent primitive connectives for the proposi-
tional calculus. Finally, he also noted that for propositional variables p, q, r, the dual of
[p, q, r] is simply [r, q, p], so that

to dualize an expression of the propositional calculus in which the only connectives occur-
ring are conditioned disjunction, t, and f, it is sufficient to write the expression backwards
and at the same time to interchange the letters t and f.3

Apparently unaware of Church’s conditioned disjunction, Hoare introduced the
ternary conditional connective

p � q � r

(in Hoare, 1985) that has the same truth table as [p, q, r] and provided eleven equa-
tional axioms to show that the conditional and two constants for truth and falsehood
characterise the propositional calculus. We adhere to Hoare’s notation.

A more common expression for the conditional x � y � z is ‘if y then x else z’,
which emphasises that y is evaluated first, and depending on the outcome of this
partial evaluation, either x or z is evaluated, which then determines the evaluation
result. So, the evaluation strategy prescribed by this form of if-then-else is a prime
example of a sequential evaluation strategy. In Hoare (1985), an equational axioma-
tisation of propositional logic is provided that only uses the conditional. Furthermore,
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Table 3. The set CP of axioms for proposition algebra.

x � T � y = x (CP1)
x � F � y = y (CP2)
T � x � F = x (CP3)
x � (y � z � u) � v = (x � y � v) � z � (x � u � v) (CP4)

it is described how the sequential connectives and negation are expressed in this set-
up, although the sequential nature of the conditional’s evaluation is not discussed in
this paper. Hoare’s axiomatisation over the signature

�CP(A) = {_ � _ � _ , T, F, a | a ∈ A}

consists of eleven axioms, including those in Table 3. In Section 8, we present a concise
and simple alternative for this axiomatisation.4

We extend the definition of the function se (Definition 2.2) to closed terms over
�CP(A) by adding the clause

se(P � Q � R) = se(Q)[ T �→ se(P), F �→ se(R)]. (addedClause)

The four axioms in Table 3, named CP (for Conditional Propositions), establish a
complete axiomatisation of se-congruence over the signature �CP(A):

For all closed terms P, Q over �CP(A), CP � P = Q ⇐⇒ se(P) = se(Q).

A simple proof of this fact is recorded in Bergstra and Ponse (2017, Thm.2.11) (and
repeated in Ponse & Staudt, 2018, Appendix A3).

With the conditional connective and the constants T and F, the sequential connec-
tives prescribing short-circuit evaluation are definable:

¬x = F � x � T, (defNeg)

x ∧�� y = y � x � F, (defAnd)

x ∨�� y = T � x � y. (defOr)

Note that these equations agree with the extension of the definition of the function
se in (addedClause) above: se(¬P) = se( F � P � T), se(P ∧�� Q) = se(Q � P � F), and
se(P ∨�� Q) = se( T � P � Q). Thus, the axioms in Table 3 combined with these three
equations, say

CP(¬, ∧�� , ∨�� ),

axiomatise equality of evaluation trees for closed terms over the enriched signature
�CP(A) ∪ �SCL(A).
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In order to capture memorising evaluations, the following axiom is formulated
in Bergstra and Ponse (2011):

x � y � (z � u � (v � y � w)) = x � y � (z � u � w) (CPmem)

The axiom (CPmem) expresses that the first evaluation value of y is memorised. We
define

CPmem = CP ∪ {(CPmem)}.

In forthcoming proofs, we use the fact that replacing the variable y in axiom (CPmem)
by F � y � T and/or the variable u by F � u � T yields equivalent versions of this
axiom:

(x � y � (z � u � v)) � u � w = (x � y � z) � u � w, (CPmem1)

x � y � ((z � y � u) � v � w) = x � y � (u � v � w), (CPmem2)

((x � y � z) � u � v) � y � w = (x � u � v) � y � w. (CPmem3)

This follows directly from CPmem. Furthermore, if we replace u by F in (CPmem), we find
the contraction law

x � y � (v � y � w) = x � y � w, (CPcon1)

and replacing u by T in axiom (CPmem3) yields the symmetric contraction law

(x � y � z) � y � w = x � y � w. (CPcon2)

With help of the tool Mace4 (McCune, 2008), it easily follows that the axioms of
CPmem are independent, and therefore, those of CP are also independent.

We write

CPmem(¬, ∧�� , ∨�� )

for the axioms of CPmem extended with Equations (defNeg)–(defOr). An important
property of CPmem(¬, ∧�� , ∨�� ) is that the conditional connective can be expressed with
the sequential connectives and negation. First, observe that it is trivial to derive

¬x ∧�� z = F � x � z, (1)

and hence

(x ∧�� y) ∨�� (¬x ∧�� z)

= T � (y � x � F) � ( F � x � z) by (defNeg)–(defOr), (1)

= ( T � y � ( F � x � z)) � x � ( F � x � z) by (CP4), (CP2)

= ( T � y � F) � x � z by (CPmem1), (CPcon1)

= y � x � z. by (CP3) (2)
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The following equation can be helpful, and can be similarly proved from
CPmem(¬, ∧�� , ∨�� ):

(x ∨�� z) ∧�� (¬x ∨�� y) = y � x � z. (3)

In Bergstra and Ponse (2012) and Bergstra et al. (2013), a set-up is provided for
defining (two-valued) short-circuit logics in a generic way with help of the condi-
tional by restricting the consequences of some CP-axiomatisation extended with
Equation (defNeg) (that is, ¬x = F � x � T) and Equation (defAnd) (i.e. x ∧�� y = y �
x � F) to the signature �SCL(A). So, the conditional connective is considered a hidden
operator.

The definition below uses the export operator of Module algebra (Bergstra et al.,
1990) to express this in a concise way: in module algebra, S X is the operation
that exports the signature S from module X while declaring other signature elements
hidden.

Definition 5.1: A short-circuit logic is a logic that implies the consequences of the
module expression

SCL = { T, ¬, ∧�� } (CP ∪ {(defNeg), (defAnd)}).

As a first example, SCL � ¬¬x = x can be proved as follows:

¬¬x = F � ( F � x � T) � T by (defNeg)

= ( F � F � T) � x � ( F � T � T) by (CP4)

= T � x � F by (CP2), (CP1)

= x. by (CP3) (4)

In Bergstra and Ponse (2012) and Bergstra et al. (2013), the following short-circuit logics
are defined:

Definition 5.2: Free short-circuit logic (FSCL) is the short-circuit logic that implies no
other consequences than those of the module expression SCL.

Memorising short-circuit logic (MSCL) is the short-circuit logic that implies no other
consequences than those of the module expression

{ T, ¬, ∧�� } (CPmem ∪ {(defNeg), (defAnd)}).

Static short-circuit logic (SSCL) is the short-circuit logic that implies no other conse-
quences than those of the module expression

{ T, ¬, ∧�� } (CPmem ∪ {(defNeg), (defAnd), F � x � F = F}).

To enhance readability, we extend these short-circuit logics with the constant F and
its defining axiom (Neg), which is justified by the SCL-derivation

F = F � T � T by (CP1)

= ¬ T, by (defNeg) (5)
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and with the connective ∨�� and its defining axiom (Or) (thus, x ∨�� y = ¬(¬x ∧�� ¬y))
by admitting equation (defOr) in SCL-derivations, that is, x ∨�� y = T � x � y. This last
extension is justified by

¬(¬x ∧�� ¬y) = F � (¬y � ( F � x � T) � F) � T by (defNeg), (defAnd)

= F � ( F � x � ¬y) � T by (CP4), (CP2), (CP1)

= ( F � F � T) � x � ( F � ¬y � T) by (CP4)

= T � x � y. by (CP2), (defNeg), (4) (6)

In Staudt (2012), Ponse and Staudt (2018), the following results are proved:

For all P, Q ∈ SA, FSCL � P = Q ⇐⇒ EqFSCL � P = Q ⇐⇒ P =se Q.

In the remainder of the paper, we will prove a correspondence result for MSCL and
EqMSCL, which establishes that the latter axiomatises MSCL.

6. Completeness of EqMSCL revisited

In this section, we prove that EqMSCL and MSCL are equally strong, that is, both
define the same equational theory. Hence, both constitute a complete axiomatisation
of memorising se-congruence.

Given a signature �, we write

T�,X

for the set of open terms over � with variables in X (typical elements of X are x, y, z,
u, v, w).

Definition 6.1: Define the following two functions between sets of open terms:

f : T�SCL(A),X → T�CP(A),X is defined by

f (bl) = bl for bl ∈ { T, F}, f (¬t) = F � f (t) � T,

f (a) = a for a ∈ A, f (t1 ∧�� t2) = f (t2) � f (t1) � F,

f (x) = x for x ∈ X , f (t1 ∨�� t2) = T � f (t1) � f (t2).

g : T�CP(A),X → T�SCL(A),X is defined by

g(bl) = bl for bl ∈ { T, F}, g(x) = x for x ∈ X ,

g(a) = a for a ∈ A, g(t1 � t2 � t3) = (g(t2) ∧�� g(t1)) ∨�� (¬g(t2) ∧�� g(t3)).

Lemma 6.2: For all t ∈ T�SCL(A),X , CPmem(¬, ∧�� , ∨�� ) � f (t) = t.

Proof: By structural induction on t. �

Lemma 6.3: For all s, t ∈ T�CP(A),X , CPmem(¬, ∧�� , ∨�� ) � s = t ⇒ CPmem � s = t.
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Proof: In an equational proof of CPmem(¬, ∧�� , ∨�� ) � s = t, each occurrence of one of
the Equations (defNeg), (defAnd), and (defOr) can be replaced by the correspond-
ing T�CP(A),X -identity. More precisely, any occurrence of ¬x = F � x � T can be
replaced by F � x � T = F � x � T, and similar for applications of (defAnd) and
(defOr).

Because s and t do not contain occurrences of ¬, ∧�� , and ∨�� , this yields an equational
proof of s = t in CPmem. �

Lemma 6.4: For all s, t ∈ T�CP(A),X , CPmem � s = t ⇒ EqMSCL � g(s) = g(t).

Proof: The g-translation of each CPmem-axiom is derivable in EqMSCL.
Axiom (CP1). g(x � T � y) = ( T ∧�� x) ∨�� (¬ T ∧�� y) = x = g(x).
Axiom (CP2). g(x � F � y) = ( F ∧�� x) ∨�� (¬ F ∧�� y) = F ∨�� y = y = g(y).

Axiom (CP3). g( T � x � F) = (x ∧�� T) ∨�� (¬x ∧�� F) = x ∨�� (¬x ∧�� F)
(F8)= x ∨�� (x ∧��

F)
(Abs)′= x = g(x).
The cases for axioms (CP4) and (CPmem) are spelled out in Appendix A.6. �

Theorem 6.5: For all terms s, t over �SCL(A), EqMSCL � s = t ⇐⇒ MSCL � s = t.

Proof: (⇒) It suffices to derive the axioms of EqMSCL from MSCL.
Axiom (Neg). See (5).
Axiom (Or). This follows from (6).
Axiom (Tand). T ∧�� x = x � T � F = x.
Axiom (Abs). x ∧�� (x ∨�� y) = ( T � x � y) � x � F

(CPcon2)= T � x � F = x.
Axiom (Mem). Denote (x ∨�� y) ∧�� z = (¬x ∧�� (y ∧�� z)) ∨�� (x ∧�� z) by L = R. Then

L = z � ( T � x � y) � F

= z � x � (z � y � F), by (CP4), (CP1)

R = T � ((z � y � F) � ( F � x � T) � F) � (z � x � F)

= T � ( F � x � (z � y � F)) � (z � x � F) by (CP4), (CP2), (CP1)

= [z � x � F] � x � [ T � (z � y � F) � (z � x � F)] by (CP4), (CP2)

= z � x � ( T � (z � y � F) � F) by (CPcon2), (CPmem2)

= z � x � (z � y � F). by (CP3)

(⇐)

MSCL � s = t ⇒ CPmem(¬, ∧�� , ∨�� ) � s = t by definition

⇒ CPmem(¬, ∧�� , ∨�� ) � f (s) = f (t) by Lemma 6.2

⇒ CPmem � f (s) = f (t) by Lemma 6.3

⇒ EqMSCL � g(f (s)) = g(f (t)). by Lemma 6.4
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Hence, it suffices to derive for all t ∈ T�SCL(A),X , EqMSCL � g(f (t)) = t. This follows
easily by structural induction, we only show the inductive case t = t1 ∨�� t2:

g(f (t1 ∨�� t2))
IH= (t1 ∧�� T) ∨�� (¬t1 ∧�� t2)

(M2),(F5)′= (¬t1 ∧�� t2) ∨�� t1
(Ar2)= t1 ∨�� t2.

�

Theorems 4.9 and 6.5 lead to the following result.

Corollary 6.6: MSCL axiomatises memorising se-congruence, and EqMSCL is an equa-
tional axiomatisation of MSCL.

7. Short-circuit logics with undefinedness

In this section, we include the third truth value undefined, represented by the constant
U. In the setting with the conditional connective, U is defined by the axiom

x � U � y = U, (CP-U)

which implies U ∧�� x = U ∨�� x = U and ¬U = U, and also F ∧�� U = F. Extending eval-
uation trees and the previous results on EqMSCL and MSCL to this setting turns out be
rather simple. Finally, we define two short-circuit logics with undefinedness based on
the extensions of CP and CPmem with the axiom (CP-U).

Definition 7.1: The set T U
A of U-evaluation trees over A with leaves in { T, F, U} is

defined inductively by

T ∈ T U
A , F ∈ T U

A , U ∈ T U
A , (X � a � Y) ∈ T U

A for any X , Y ∈ T U
A and a ∈ A.

The operator _ � a � _ is called U-tree composition over a. In the evaluation tree X �
a � Y , the root is represented by a, the left branch by X, the right branch by Y, and the
underlining of the root represents a middle branch to the leaf U.

Next to the formal notation for evaluation trees, we again introduce a more pictorial
representation. For example, the tree

F � b � ( T � a � F)

can be represented as follows, where � yields a left branch, and � a right branch:

An alternative representation of U-evaluation trees is obtained by replacing the middle
branches of internal nodes by underlined versions of these nodes.
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We extend the set SA to SU
A of closed (sequential) propositional statements over A

with U by the following grammar (a ∈ A):

P ::= T | F | U | a | ¬P | P ∧�� P | P ∨�� P,

and refer to its signature by �SCLU(A) = {∧�� , ∨�� , ¬, T, F, U, a | a ∈ A}.

We interpret propositional statements in SU
A as evaluation trees by extending the

function se (Definition 2.2).

Definition 7.2: The unary short-circuit evaluation function se U : SU
A → T U

A is defined
as follows, where a ∈ A:

se U( T) = T, se U(¬P) = se U(P)[ T �→ F, F �→ T],

se U( F) = F, se U(P ∧�� Q) = se U(P)[ T �→ se U(Q)],

se U(U) = U, se U(P ∨�� Q) = se U(P)[ F �→ se U(Q)],

se U(a) = T � a � F.

Examples: se U(a ∧�� U) = U � a � F and se U((a ∨�� T) ∧�� b) = ( T � b � F) � a �
( T � b � F) can be depicted as follows:

The extension to memorising evaluation trees in T U
A is straightforward

(cf. Definition 3.1). For readability, we also use the name ‘memorising evaluation trees’
(rather than ‘memorising U-evaluation trees’).

Definition 7.3: The unary memorising evaluation function

mseU : SU
A → T U

A

yields memorising evaluation trees and is defined by

mseU(P) = mU(se U(P)).

The auxiliary function mU : T U
A → T U

A is defined as follows (a ∈ A):

mU( T) = T, mU( F) = F, mU(U) = U,

mU(X � a � Y) = mU(L U
a (X)) � a � mU(R U

a (Y)).

For a ∈ A, the auxiliary functions L U
a : T U

A → T U
A (‘Left a-reduction’) and R U

a : T U
A →

T U
A (‘Right a-reduction’) are defined by

L U
a ( T) = T, L U

a ( F) = F, L U
a (U) = U,

L U
a (X � b � Y) =

{
L U

a (X) if b = a,

L U
a (X) � b � L U

a (Y) otherwise,



256 J. A. BERGSTRA ET AL.

and

R U
a ( T) = T, R U

a ( F) = F, R U
a (U) = U,

R U
a (X � b � Y) =

{
R U

a (Y) if b = a,

R U
a (X) � b � R U

a (Y) otherwise.

As an example, we depict se U(a ∧�� (b ∧�� ¬a)) and the memorising evaluation tree
mseU(a ∧�� (b ∧�� ¬a)):

We extend memorising se-congruence (=mse) to SU
A .

Definition 7.4: Memorising se U-congruence, notation =mseU , is defined on SU
A by

P =mseU Q ⇐⇒ mseU(P) = mseU(Q).

Both the extension of Lemma 3.5 to T U
A and the extension of the supporting

Lemma 3.3 are trivial: all inductive proofs require only one extra, trivial base case.

Lemma 7.5: The binary relation =mseU is a congruence on SU
A .

In Table 4, we extend the set of axioms EqMSCL to EqMSCLU by adding the axiom (4).
Defining Udl = U implies that EqMSCLU satisfies the duality principle.

Theorem 7.6: For all P, Q ∈ SU
A , EqMSCLU � P = Q ⇒ P =mseU Q.

Proof: By Lemma 7.5 =mseU is a congruence on SU
A . Clearly, ¬U =mseU U. The remain-

der of the proof is equal to the proof of Theorem 4.1. �

Some derivabilities in EqMSCLU:

U ∧�� F = (U ∧�� F) ∨�� F by (F5)

= (U ∨�� ( F ∨�� F)) ∧�� (U ∨�� F) by (Mem)′and (4)

Table 4. EqMSCLU, a set of axioms for memorising
se U-congruence over SU

A .

F = ¬ T (Neg)
x ∨�� y = ¬(¬x ∧�� ¬y) (Or)
T ∧�� x = x (Tand)
x ∧�� (x ∨�� y) = x (Abs)
(x ∨�� y) ∧�� z = (¬x ∧�� (y ∧�� z)) ∨�� (x ∧�� z) (Mem)
¬U = U (Und)
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= U, by (F5) and Idempotence (7)

U ∧�� x = (U ∨�� F) ∧�� x by (F5)

= (U ∧�� ( F ∧�� x)) ∨�� (U ∧�� x) by (Mem) and (Und)

= U ∨�� (U ∧�� x) by (F6) and (7)

= U. by (Abs)′ (8)

In order to prove the completeness of EqMSCLU, we again use normal forms.

Definition 7.7: Memorising SCLU Normal Forms (mSUNFs ) are inductively defined:

• T, F, U are mSUNFs , and
• (a ∧�� P) ∨�� (¬a ∧�� Q) is an mSUNF if a ∈ A, and P and Q are mSUNFs that do not

contain a.

We write MSUNF for the set of all mSUNFs .

The following functions on MSUNF are used to compose mSUNFs .

Definition 7.8: For a ∈ A the function TU
a : MSUNF → MSUNF is defined by

TU
a ( T) = T, TU

a ( F) = F, TU
a (U) = U,

TU
a ((b ∧�� P1) ∨�� (¬b ∧�� P2)) =

{
P1 if b = a,

(b ∧�� TU
a (P1)) ∨�� (¬b ∧�� TU

a (P2)) otherwise.

For a ∈ A the function FU
a : MSUNF → MSUNF is defined by

FU
a ( T) = T, FU

a ( F) = F, FU
a (U) = U,

FU
a ((b ∧�� P1) ∨�� (¬b ∧�� P2)) =

{
P2 if b = a,

(b ∧�� FU
a (P1)) ∨�� (¬b ∧�� FU

a (P2)) otherwise.

So, TU
a removes the a-occurrences in an mSUNF under the assumption that a eval-

uates to T (and FU
a does this under the assumption that a evaluates to F). Note that

for each P ∈ MSUNF , both TU
a (P) and FU

a (P) are also mSUNFs . In order to compose
mSUNFs , we use the following lemma.

Lemma 7.9: For all a ∈ A, P ∈ SU
A , and Q ∈ MSUNF ,

(1) EqMSCLU � a ∧�� (P ∧�� Q) = a ∧�� (P ∧�� TU
a (Q)),

(2) EqMSCLU � ¬a ∧�� (P ∧�� Q) = ¬a ∧�� (P ∧�� FU
a (Q)),

(3) EqMSCLU � a ∧�� (P ∨�� Q) = a ∧�� (P ∨�� TU
a (Q)),

(4) EqMSCLU � ¬a ∧�� (P ∨�� Q) = ¬a ∧�� (P ∨�� FU
a (Q)).

Proof: As the proof of Lemma 4.7 (in Appendix A.5), except that the inductive proofs
require one more trivial base case. �
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Lemma 7.10: For each P ∈ SU
A there is P′ ∈ MSUNF such that EqMSCLU � P = P′.

Proof: As the proof of Lemma 4.8, except that the inductive proofs require one more
trivial base case. �

Theorem 7.11: For all P, Q ∈ SU
A , EqMSCLU � P = Q ⇐⇒ P =mseU Q.

Proof: As the proof of Theorem 4.9, except that the inductive proof requires one more
trivial base case. �

Theorem 7.12: The axioms of EqMSCLU are independent.

Proof: See Appendix A.7. �

We extend CP with axiom (CP-U) and write CPU for this extension. Furthermore, we
extend the function se U (Definition 7.2) to closed terms over �CPU(A) by

se U(P � Q � R) = se U(Q)[ T �→ se U(P), F �→ se U(R)].

Proposition 7.13: For all closed terms P, Q over �CPU(A),

CPU � P = Q ⇐⇒ se U(P) = se U(Q).

Proof: See Appendix A.8. �

Below we define short-circuit logics with ‘undefinedness’.

Definition 7.14: A short-circuit logic with undefinedness is a logic that implies the
consequences of the module expression

SCLU = { T, U, ¬, ∧�� } (CPU ∪ {(defNeg), (defAnd)}).

We write CPU
mem for the extension of CPmem with axiom (CP-U).

Definition 7.15: Free short-circuit logic with undefinedness (FSCLU) is the short-circuit
logic that implies no other consequences than those of the module expression SCLU.

Memorising short-circuit logic with undefinedness (MSCLU) is the short-circuit logic
that implies no other consequences than those of the module expression

{ T, U, ¬, ∧�� } (CPU
mem ∪ {(defNeg), (defAnd)}).

Of course, we intend to provide equational axiomatisations for both these short-
circuit logics. For FSCLU, we discuss a conjecture in Section 8, and for MSCLU, we have
a similar result as before (cf. Corollary 6.6).

Theorem 7.16: For all terms s, t over �SCLU(A), EqMSCLU � s = t ⇐⇒ MSCLU

� s = t.
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Proof: The proof of Theorem 6.5 as well as the proofs of all supporting lemmas can be
easily extended to the signatures containing U. �

Theorems 7.11 and 7.16 imply the following result.

Corollary 7.17: MSCLU axiomatises memorising se U-congruence =mseU , and EqMSCLU

is an equational axiomatisation of MSCLU.

8. Discussion

In this section, we discuss some other variants of sequential connectives. Next, we
relate MSCLU to McCarthy’s three-valued logic and observe that we cannot relate
FSCLU to any well-known three-valued logic. We conclude with a note on two-valued
SSCL (which comprises an axiomatisation).

Boolean connectives that prescribe short-circuit evaluation often have specific
names or notations, for example, Dijkstra’s cand (conditional conjunction) and cor
used in the three-valued setting with undefined (see Dijkstra, 1976; Gries, 1981), or
the short-circuited connectives && and || as used in programming languages such
as C, Go, Java, and Perl. Short-circuit evaluation in C is discussed in e.g. Zimmermann
and Dold (2003). Other notations for the sequential connectives ∧�� and ∨�� with mem-
orising interpretation are � and � from computability logic (see, e.g. Japaridze, 2008),
and ⊗ and ⊕ from transaction logic (see, e.g. Basseda & Kifer, 2015, there called serial
connectives). However, MSCL is just a part of both these logics and it is questionable
whether its axiomatisation or semantics are of any relevance.

In Guzmán and Squier (1990), so-called Conditional logic is defined and axiomatised.
This logic is named after the discussion in Gries (1981, pp. 68–70) about logical laws for
the connectives cand and cor. Some typical equations that hold in conditional logic,
where cand and cor are written as ∧ and ∨, are

¬U = U, U ∧ x = U, F ∧ x = F, and (9)

(x ∧ y) ∨ (y ∧ x) = (y ∧ x) ∨ (x ∧ y). (10)

However, it is not so clear whether (Guzmán & Squier, 1990) follow the intentions
of Gries (1981). In the words of Pigozzi (1990):5

Consider now the protomatrix MC3 of McCarthy’s noncommuting conditional logic. Gries
seems clearly to have an assertional logic in mind when he deals with this protomatrix
in Gries (1981). On the other hand, in their detailed study of the logic MC3 carried out
in 1990, Guzmán and Squier deal exclusively with the equational logic. The exact connec-
tion between the assertional and the equational case is not clear, but it is certainly not as
strong as in the classical (Boolean) case.

When the binary connectives in (9) and (10) are replaced by ∧�� and ∨�� , equations (9)
are consequences in MSCLU, but (10) is not: a memorising evaluation tree with root a
is not equal to one with root b. In fact, omitting (10) from the axiomatisation provided
in Guzmán and Squier (1990) yields an axiomatisation as strong as EqMSCLU, which fol-
lows easily with Prover9 (McCune, 2008). Thus, MSCLU is a three-valued logic different
from conditional logic and is new, as far as we know. We refer to Bergstra et al. (1995)
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Table 5. An alternative set of CP-axioms for defining
SSCL.

x � T � y = x (CP1)
x � F � y = y (CP2)
(x � y � z) � y � F = y � x � F (CP3s)
x � (y � z � u) � v = (x � y � v) � z � (x � u � v) (CP4)

for an overview of three-valued logics and their axiomatisations, including conditional
logic (there called McCarthy’s three-valued logic, as in Nagata et al., 1975).

We did not find any work related to the three-valued logic FSCLU (Definition 7.15). It
seems that extending the equational axiomatisation EqFSCL with the axiom U ∧�� x =
¬U, say EqFSCLU, is an attractive option: EqFSCLU implies ¬U = U (and thus U ∧�� x =
U and U ∨�� x = U) and we could not find any desirable equation that is non-derivable.
Furthermore, if (F1) and (F3) are omitted, EqFSCLU is independent (compare Fact 2.5).
We formulate the following conjecture (see also challenge (2) in Section 9).

Conjecture 8.1: For all P, Q ∈ SU
A , FSCLU � P = Q ⇐⇒ EqFSCLU � P = Q.

We conclude this section with a few words on the definition of two-valued static
short-circuit logic SSCL (Definition 5.2). In Table 5, we provide an alternative set of
axioms for defining SSCL that is not a simple extension of CP or CPmem. Note that
axiom (CP3s) with y = T implies (CP3), and with y = F implies F � x � F = F (the
axiom that is used to define SSCL). These axioms are independent (which easily fol-
lows with Mace4, McCune, 2008). A proof of one of the axioms (CPmem1) or (CPmem3)
by Prover9 (McCune, 2008) is relatively simple (with the option kbo); for the first one, a
convenient intermediate result is

f(f(f(x,y,z),u,v),y,0)=f(f(x,u,v),y,0),

that is, ((x � y � z) � u � v) � y � F = (x � u � v) � y � F, and adding this as a
fifth axiom yields a comprehensible proof of (CPmem1).

However, finding a more simple axiomatisation of static se-congruence is not a goal
of this paper: the axiomatisation in Definition 5.2 is sufficiently simple and expresses
the fundamental intuitions appropriately. Reasons to present the axiomatisation in
Table 5 are its independence (contrary to CPmem ∪ { F � x � F = F}) and, of course,
its striking simplicity (cf. Hoare, 1985).

9. Conclusions

In Bergstra and Ponse (2011), we introduced ‘proposition algebra’, which is based on
Hoare’s conditional x � y � z and the constants T and F. We defined a number of
varieties of so-called valuation algebras in order to capture different semantics for the
evaluation of conditional statements, and provided axiomatisations of the resulting
‘valuation congruences’: CP (four axioms) axiomatises free valuation congruence (the
least identifying valuation congruence we consider), and the extension CPmem (one
extra axiom) axiomatises memorising valuation congruence, the most identifying val-
uation congruence below ‘sequential propositional logic’. Static valuation congruence
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can be axiomatised by adding the axiom F � x � F = F to CPmem, and can be seen
as an axiomatisation of sequential propositional logic.

In Bergstra and Ponse (2010, 2012), we introduced an alternative valuation seman-
tics for proposition algebra in the form of Hoare-McCarthy algebras (HMAs) that is
more elegant than the semantic framework provided in Bergstra and Ponse (2011):
HMA-based semantics has the advantage that one can define a valuation congruence
without first defining the valuation equivalence it is contained in.

In Bergstra and Ponse (2017), following the approach of Staudt (2012), we defined
evaluation trees as a simpler and more direct semantics for proposition algebra and
proved several completeness results for the valuation congruences mentioned above.

In Bergstra et al. (2013), we introduced ‘short-circuit logic’ as defined here (Defini-
tions 5.1 and 5.2). In Ponse and Staudt (2018), summarised in Section 2, we dealt with
the case of free short-circuit logic (FSCL ).

In this paper, we have shown that memorising short-circuit logic can be understood
and used without any reference to (or dependence on) the conditional connective, in
spite of the fact that it is defined with this connective: MSCL can also be seen as the
equational logic defined by EqMSCL, and with equality of memorising evaluation trees
as a simple semantics (Theorem 4.9). The meaning of a sequential proposition is deter-
mined by the entire process of its sequential evaluation, as modelled by its memorising
evaluation tree. This perspective explains why the sequential connectives are taken
to be non-commutative and why the constants T and F are not definable (and thus
included). In Section 4, we discussed the following properties of MSCL:

• The double negation shift, the duality principle, and associativity of the sequen-
tial connectives (all of these also hold in FSCL).

• Idempotence of the sequential connectives, and

x ∧�� (y ∨�� z) = (x ∧�� y) ∨�� (x ∧�� z), left − distributivity(LD)

x ∧�� (y ∧�� x) = x ∧�� y. (see (C2) for a proof)

None of these hold in FSCL.

Some perhaps less familiar properties of MSCL, none of which hold in FSCL, are the
following two characterisations of ‘if x then y else z’:

(x ∧�� y) ∨�� (¬x ∧�� z) = (¬x ∨�� y) ∧�� (x ∨�� z), (M1)

(x ∧�� y) ∨�� (¬x ∧�� z) = (¬x ∧�� z) ∨�� (x ∧�� y), (M2)

and the right-distributivity of ∧�� over ‘if x then y else z’, that is

(if x then y else z) ∧�� u = if x then (y ∧�� u) else (z ∧�� u),

which is characterised by

((x ∧�� y) ∨�� (¬x ∧�� z)) ∧�� u = (x ∧�� (y ∧�� u)) ∨�� (¬x ∧�� (z ∧�� u)). (M3)

In a similar way, the right-distributivity of ∨�� over ‘if x then y else z’ follows.
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In Sections 1 and 5, we briefly discussed static short-circuit logic: SSCL defines
a version of ordinary propositional logic (PL) by means of sequential connectives
that prescribe short-circuit evaluation and that are commutative. So, any equational
axiomatisation of PL is one for SSCL, provided the connectives are replaced by their
sequential counterparts (and x →�� y = ¬x ∨�� y). However, we think SSCL does not
yield interesting perspectives and is counterintuitive from a programming-oriented
point of view. For example, the identity a ∧�� b = b ∧�� a requires that their memoris-
ing evaluation trees should be considered equal. This either requires a transformation
of memorising evaluation trees according to some fixed ordering of atoms (compris-
ing a and b), which may not agree with the actual evaluation order, or an equivalence
relation on memorising evaluation trees that does not respect the evaluation order of
atoms.6

We conclude that MSCL provides a more natural view on sequential propositional
logic than SSCL.

In Section 7, we extended our main results to a three-valued setting by includ-
ing a constant U that represents McCarthy’s notion of undefinedness (Theorems 7.11
and 7.16). The extension to evaluation trees with leaves in { T, F, U} is straightforward,
and so is their memorising variant. The resulting short-circuit logic MSCLU satisfies
the duality principle, has a simple equational axiomatisation, and preserves all MSCL-
identities. We also introduced FSCLU, i.e. three-valued free short-circuit logic, and
raised the question of a complete equational axiomatisation for closed terms (Conjec-
ture 8.1). Finally, as observed in Section 1, two-valued SSCL cannot be extended in this
way because commutativity of the sequential connectives would imply that U = F.

In the Introduction, we distinguished short-circuit logics (SCLs) into two- or three-
valuedness. Another, more programmer-oriented criterion for distinction is whether or
not atomic side effects can occur in the evaluation of a conditional expression. If so,
then FSCL (or FSCLU) is the appropriate SCL; a typical example (allowed in many pro-
gramming languages) is a condition containing an assignment (as an atom) and some
examples are discussed in Ponse and Staudt (2018, Section 4.4). For the case where
atoms (and hence conditions) are ‘side effect free’, MSCL or MSCLU is the appropriate
logic to reason about their logical equivalences, and the choice of which of the two is
determined only by whether the atoms involved can yield the truth value undefined. A
sequential version of the second example in the Introduction, viz,

(x �= 0) ∧�� (y/x > 17),

is of course a typical example for using MSCLU. Other examples are mentioned
in Gries (1981) and concern for example arrays that are indexed out of their bounds.

Challenging questions and future work. A challenging question with respect to the
proof of Theorem 4.2, that is, EqMSCL � EqFSCL, is to find a shorter and more compre-
hensible proof of associativity. Alternatively, find another equational axiomatisation of
MSCL that is short and simple, uses only three variables, and admits a simple proof of
this theorem.

Two other challenges, following the discussion in Section 8:

(1) Find a convincing example that distinguishes MSCLU from Conditional Logic as
defined in Guzmán and Squier (1990).
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(2) Solve Conjecture 8.1, i.e. find out whether EqFSCLU axiomatises FSCLU for
closed terms. And, if this is the case, find out whether EqFSCLU and FSCLU define
the same equational theory.7 We note that we could not transfer the com-
pleteness proofs in this paper to FSCLU: we could not find suitable normal
forms (cf. Ponse & Staudt, 2018, Sect.2.2), and the conditional x � y � z is not
definable in FSCLU (cf. Bergstra & Ponse, 2011, Prop.12.1).

In future work, we want to cover two more short-circuit logics, ‘repetition-proof’
and ‘contractive’ short-circuit logic (see Bergstra et al., 2013), and to provide examples
of program fragments that illustrate all short-circuits logics defined (compare Ponse
& Staudt, 2018, Sect.4.4).

Notes

1. In Staudt (2012), the dual of axiom (F5) is used, and in Ponse and Staudt (2018),
se-congruence is called ‘free valuation congruence’.

2. See https://oeis.org/A065410.
3. For the conditioned disjunction, reference (Church, 1956) is often used, and also the

name conditional disjunction.
4. In 1963, Dicker provided in (Dicker, 1963) a set of five independent and simple axioms

for the conditioned disjunction. In Section 8 we provide a set of four independent and
simple axioms that is also complete.

5. The protomatrix mentioned is the set of truth tables for { T, F, U}.
6. In Bergstra and Ponse (2017), we defined static evaluation trees for CPmem ∪ { F � x �

F = F} according to the first requirement.
7. This last challenge generalises an open question about EqFSCL from Ponse

and Staudt (2018): For open terms s, t over �SCL(A), can EqFSCL � s = t ⇐⇒ FSCL � s =
t be proved?

8. We speak of ‘basic forms’ instead of normal forms in order to avoid intuitions from term
rewriting: for example, the basic form associated with action a is T � a � F, whereas
one would expect that the normal form of the latter is a.

9. Without loss of generality it can be assumed that substitutions happen first in equational
proofs (see, e.g. Aceto et al., 2008).
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Appendix. Detailed proofs

A.1 A proof of Lemma 3.3

Lemma 3.3: For all a, b ∈ A, f , f ′ ∈ {L, R}, and X , Y ∈ TA,

(1) If b �= a then fa(f ′
b(X)) = f ′

b(fa(X)),
(2) fa(m(fa(X))) = fa(m(X)),
(3) fa(m(X)) = m(fa(X)),
(4) m(fa(X[T �→ F, F �→ T])) = m(fa(X))[T �→ F, F �→ T],
(5) fa(X[T �→ Y]) = fa(X)[T �→ fa(Y)],
(6) If m(X) = m(Y) then m(fa(X)) = m(fa(Y)),
(7) m(fa(m(X))) = m(fa(X)).

Proof: (1) By structural induction on X. The base cases are trivial, and if X = X1 � c � X2 then
distinguish the cases c = a and c �∈ {a, b}:

Case c = a, subcase f = f ′ = L. Then La(Lb(X)) = La(Lb(X1) � a � Lb(X2)) = La(Lb(X1)) and
Lb(La(X)) = Lb(La(X1)), so by induction we are done.

Subcase f = L and f ′ = R. Then La(Rb(X)) = La(Rb(X1) � a � Rb(X2)) = La(Rb(X1)) and
Rb(La(X)) = Rb(La(X1)), so by induction we are done.

The remaining subcases follow in a similar way.
Case c �∈ {a, b}. All subcases for f and f ′ follow easily by induction.
(2) (fa(m(fa(X))) = fa(m(X)).) By induction on d(X). The base cases are trivial, and if X = X1 �

c � X2 then distinguish the cases c = a and c �= a:
Case c = a, subcase f = L. Then

La(m(La(X))) = La(m(La(X1 � a � X2)))

= La(m(La(X1)))

= La(m(La(X1)) � a � m(Ra(X2)))

= La(m(X)),

so induction is not needed in this case. The remaining subcase follows in a similar way.
Case c �= a, subcase f = L. Then

La(m(La(X))) = La(m(La(X1 � c � X2)))

= La(m(Lc(La(X1))) � c � m(Rc(La(X2))))

= La(m(Lc(La(X1)))) � c � La(m(Rc(La(X2))))

= La(m(La(Lc(X1)))) � c � La(m(La(Rc(X2)))) by La.3.3.1

= La(m(Lc(X1))) � c � La(m(Rc(X2))) by IH

= La(m(Lc(X1)) � c � m(Rc(X2)))

= La(m(X)).

https://doi.org/10.1080/11663081.2018.1448637
https://arxiv.org/abs/1206.1936
https://doi.org/10.1007/3-540-36498-6_23
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Note that d(Lc(X1)) ≤ d(X1) < d(X) and d(Rc(X2)) ≤ d(X2) < d(X). The remaining subcase
follows in a similar way.

(3) (fa(m(X)) = m(fa(X)).) By induction on d(X). The base cases are trivial, and if X = X1 �
c � X2 distinguish the cases c = a and c �= a:

Case c = a, subcase f = L. Then

La(m(X)) = La(m(La(X1)) � a � m(Ra(X2)))

= La(m(La(X1)))

= La(m(X1)) by La.3.3.2

= m(La(X1)) by IH

= m(La(X1 � a � X2))

= m(La(X)).

The remaining subcase follows in a similar way.
Case c �= a, subcase f = L. Then

La(m(X)) = La(m(Lc(X1)) � c � m(Rc(X2)))

= La(m(Lc(X1))) � c � La(m(Rc(X2)))

= m(La(Lc(X1))) � c � m(La(Rc(X2))) by IH

= m(Lc(La(X1))) � c � m(Rc(La(X2))) by La.3.3.1

= m(La(X1) � c � La(X2))

= m(La(X)).

Note that d(Lc(X1)) ≤ d(X1) < d(X) and d(Rc(X2)) ≤ d(X2) < d(X). The remaining subcase
follows in a similar way.

(4) (m(fa(X[ T �→ F, F �→ T])) = m(fa(X))[ T �→ F, F �→ T].) By induction on d(X). The base
cases are trivial, and if X = X1 � c � X2 distinguish the cases c = a and c �= a:

Case c = a, subcase f = L. Then La(X) = La(X1) and by induction we are done. The remain-
ing subcase follows in a similar way.

Case c �= a, subcase f = L. Write [neg] for the leaf replacement [ T �→ F, F �→ T]. Then

m(La(X[neg])) = m(Lc(La(X1[neg]))) � c � m(Rc(La(X2[neg])))

= m(La(Lc(X1[neg]))) � c � m(La(Rc(X2[neg]))) by La.3.3.1

= m(La(Lc(X1)))[neg] � c � m(La(Rc(X2)))[neg] by IH

= m(Lc(La(X1)))[neg] � c � m(Rc(La(X2)))[neg] by La.3.3.1

= (m(Lc(La(X1))) � c � m(Rc(La(X2))))[neg]

= m(La(X))[neg].

The remaining subcase follows in a similar way.
(5) (fa(X[ T �→ Y]) = fa(X)[ T �→ fa(Y)].) By induction on the structure of X. The base cases are

trivial, and if X = X1 � c � X2 distinguish the cases c = a and c �= a:
Case c = a, subcase f = L. Then La(X[ T �→ Y]) = La(X1[ T �→ Y]) and by induction

La(X1[ T �→ Y]) = La(X1)[ T �→ Y] = La(X)[ T �→ Y]. The remaining subcase follows in a similar
way.

Case c �= a, subcase f = L: La(X[ T �→ Y]) = La(X1[ T �→ Y]) � c � La(X2[ T �→ Y])
IH= La(X1)

[ T �→ La(Y)] � c � La(X2)[ T �→ La(Y)] = La(X)[ T �→ La(Y)]. The remaining subcase follows in
a similar way.

(6) (If m(X) = m(Y) then m(fa(X)) = m(fa(Y)).) By induction on d(X). The base cases are
trivial, and if X = X1 � c � X2 distinguish the cases c = a and c �= a:
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Case c = a, subcase f = L. Then m(La(X)) = m(La(X1)) and m(Ra(X)) = m(Ra(X2)), and
m(X) = m(Y) implies that Y = Y1 � a � Y2, so m(fa(X)) = m(fa(Y)). The remaining subcase
follows in a similar way.

Case c �= a, subcase f = L. Then m(X) = m(Y) implies that Y = Y1 � c � Y2, and m(Lc(X1)) =
m(Lc(Y1)) and m(Rc(X2)) = m(Rc(Y2)). Derive

m(La(X)) = m(Lc(La(X1))) � c � m(Rc(La(X2)))

= m(La(Lc(X1))) � c � m(La(Rc(X2))) by La.3.3.1

= m(La(Lc(Y1))) � c � m(La(Rc(Y2))) by IH

= m(Lc(La(Y1))) � c � m(Rc(La(Y2))) by La.3.3.1

= m(La(Y)).

The remaining subcase follows in a similar way.
(7) (m(fa(m(X))) = m(fa(X)).) By induction on d(X). The base cases are trivial. If X = X1 � c �

X2 then distinguish the cases c = a and c �= a:
Case c = a, f = L:

m(La(m(X))) = m(La(m(X1 � a � X2)))

= m(La(m(La(X1)) � a � m(Ra(X2))))

= m(La(m(La(X1))))

= m(La(m(X1))) by La.3.3.2

= m(La(X1)) by IH

= m(La(X)).

The remaining subcase f = R follows in a similar way.
Case c �= a, subcase f = L:

m(La(m(X))) = m(La(m(X1 � c � X2)))

= m(La(m(Lc(X1)) � c � m(Rc(X2))))

= m(La(m(Lc(X1))) � c � La(m(Rc(X2))))

= m(Lc(La(m(Lc(X1))))) � c � m(Rc(La(m(Rc(X2)))))

= m(La(Lc(m(Lc(X1))))) � c � m(La(Rc(m(Rc(X2))))) by La.3.3.1

= m(La(Lc(m(X1)))) � c � m(La(Rc(m(X2)))) by La.3.3.2

= m(La(m(Lc(X1)))) � c � m(La(m(Rc(X2)))) by La.3.3.3

= m(La(Lc(X1))) � c � m(La(Rc(X2))) by IH

= m(Lc(La(X1))) � c � m(Rc(La(X2))) by La.3.3.1

= m(La(X1) � c � La(X2))

= m(La(X)).

Note that d(Lc(X1)) ≤ d(X1) < d(X) and d(Rc(X2)) ≤ d(X2) < d(X). The remaining subcase
f = R follows in a similar way. �

A.2 Continuation of the proof of Theorem 4.1

Theorem 4.1: For all P, Q ∈ SA, EqMSCL � P = Q ⇒ P =mse Q.

Proof: The case for axiom (Mem). First derive

(X ∨̃�� Y) ∧̃�� Z = X[ F �→ Y][ T �→ Z]
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= X[ T �→ Z, F �→ Y[ T �→ Z]] (L)

and

(∼¬X ∧̃�� (Y ∧̃�� Z)) ∨̃�� (X ∧̃�� Z) = (X[ T �→ F, F �→ Y[ T �→ Z]])[ F �→ X[ T �→ Z]]

= X[ T �→ X[ T �→ Z], F �→ Y[ T �→ Z[ F �→ X[ T �→ Z]]]]. (R)

It suffices to show that for all X , Y , Z ∈ TA, m((X ∨̃�� Y) ∧̃�� Z) = m((∼¬X ∧̃�� (Y ∧̃�� Z)) ∨̃�� (X ∧̃�� Z)),
which follows by structural induction on X. The base cases are trivial.

If X = X1 � a � X2, we find by (L) that

m((X ∨̃�� Y) ∧̃�� Z)

= m(La(X1[ T �→ Z, F �→ Y[ T �→ Z]])) � a � m(Ra(X2[ T �→ Z, F �→ Y[ T �→ Z]])).

Furthermore, let [Rep] = [ T �→ X[ T �→ Z], F �→ Y[ T �→ Z[ F �→ X[ T �→ Z]]]], then

m((∼¬X ∧̃�� (Y ∧̃�� Z)) ∨̃�� (X ∧̃�� Z)) = m(La(X1[Rep])) � a � m(Ra(X2[Rep])). (Aux3)

With Lemma 3.3.5 it follows that (cf. (Aux2))

La(X1[Rep]) = La(X1[ T �→ X1[ T �→ Z], F �→ Y[ T �→ Z[ F �→ X1[ T �→ Z]]]]), (RepL)

Ra(X2[Rep]) = Ra(X2[ T �→ X2[ T �→ Z], F �→ Y[ T �→ Z[ F �→ X2[ T �→ Z]]]]). (RepR)

We derive

m(La(X1[ T �→ Z, F �→ Y[ T �→ Z]]))

= m(La(m(X1[ T �→ Z, F �→ Y[ T �→ Z]]))) by La.3.3.7

= m(La(m((X1 ∨̃�� Y) ∧̃�� Y))) by (L)

= m(La(m((∼¬X1 ∧̃�� (Y ∧̃�� Z)) ∨̃�� (X1 ∧̃�� Z)))) by IH

= m(La((
∼¬X1 ∧̃�� (Y ∧̃�� Z)) ∨̃�� (X1 ∧̃�� Z))) by La.3.3.7

= m(La(X1[Rep])). by (R) and (RepL)

In a similar way it follows with (RepR) that

m(Ra(X2[ T �→ Z, F �→ Y[ T �→ Z]])) = m(Ra(X2[Rep])),

so we find by (Aux3) that m((X ∨̃�� Y) ∧̃�� Z) = m((∼¬X ∧̃�� (Y ∧̃�� Z)) ∨̃�� (X ∧̃�� Z)). �

A.3 A proof of Theorem 4.2

Theorem 4.2: EqMSCL � EqFSCL.

Proof: With help of the theorem prover Prover9 (McCune, 2008). We derive the EqFSCL-axioms
in a particular order to obtain useful intermediate results. Recall that (n)′ represents the dual of
equation (n).

Axiom (F3). First derive

T ∨�� x
(Tand)= T ∧�� ( T ∨�� x)

(Abs)= T. (A1)

Hence,

x = ( T ∨�� T) ∧�� x by (Tand), (A1)

= ( F ∧�� ( T ∧�� x)) ∨�� ( T ∧�� x) by (Mem), (Neg)

= ( F ∧�� x) ∨�� x, by (Tand) (A2)

and

¬( F ∧�� ¬x) = ¬(¬ T ∧�� ¬x) by (Neg)
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= T ∨�� x by (Or)

= T. by (A1) (A3)

Hence, ¬( F ∧�� x)
(A2)= ¬( F ∧�� (( F ∧�� x) ∨�� x))

(Or)= ¬( F ∧�� ¬(¬( F ∧�� x) ∧�� ¬x))
(A3)= T, and thus

z = ( T ∨�� y) ∧�� z by (Tand), (A1)

= ( F ∧�� (y ∧�� z)) ∨�� ( T ∧�� z) by (Mem), (Neg)

= ¬(¬( F ∧�� (y ∧�� z)) ∧�� ¬z) by (Tand), (Or)

= ¬( T ∧�� ¬z) by ¬( F ∧�� x) = T

= ¬¬z. by (Tand) (F3)

Intermediate result 1 – Duality. By axioms (Neg), (Or), (F3), the duality principle holds.
Axiom (F6). F ∧�� x = F by (A1)′.
Axiom (F5). Instantiate (Mem) with x = F and y = T, and apply ¬ F = T and (Tand), (F6):

z = T ∧�� z
(Tand)′= ( F ∨�� T) ∧�� z

(Mem)= ( T ∧�� ( T ∧�� z)) ∨�� ( F ∧�� z)
(Tand),(F6)= z ∨�� F. (F5)

Intermediate result 2 – Idempotence. By axiom (F5), x = x ∧�� (x ∨�� F)
(Abs)= x ∧�� x.

Axiom (F8). We derive the dual equation. We write ‘Idemp’ for idempotence and first derive

x ∨�� T = (x ∨�� T) ∧�� T by (F5)′

= (¬x ∧�� ( T ∧�� T)) ∨�� (x ∧�� T) by (Mem)

= ¬x ∨�� x, by (F5)′ (A4)

and

¬x ∨�� T = x ∨�� ¬x. by (A4), (F3) (A5)

Hence

x ∨�� T = (¬x ∨�� x) ∧�� T by (A4), (F5)′

= (x ∧�� (x ∧�� T)) ∨�� (¬x ∧�� T) by (Mem)

= x ∨�� ¬x by (F5)′, Idemp

= ¬x ∨�� T. by (A5) (F8′)

Intermediate result 3 – four auxiliary results.

x ∧�� y = (x ∨�� F) ∧�� y by (F5)

= (¬x ∧�� ( F ∧�� y)) ∨�� (x ∧�� y) by (Mem)

= (x ∧�� F) ∨�� (x ∧�� y). by (F6), (F8) (Ar1)

x ∨�� y = (x ∨�� y) ∧�� T by (F5)′

= (¬x ∧�� y) ∨�� x. by (Mem), (F5)′ (Ar2)

x ∨�� y = (x ∨�� T) ∧�� (x ∨�� y) by (Ar1)′

= (¬x ∧�� (x ∨�� y)) ∨�� (x ∧�� (x ∨�� y)) by (Mem), (Tand)

= (¬x ∧�� (x ∨�� y)) ∨�� x by (Abs)

= x ∨�� (x ∨�� y). by (Ar2) (Ar3)

x ∨�� y = (¬x ∧�� y) ∨�� x by (Ar2)

= (¬x ∧�� (¬x ∧�� y)) ∨�� x by (Ar3)′

= x ∨�� (¬x ∧�� y). by (Ar2) (Ar4)
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Axiom (F9). First derive

(x ∨�� T) ∧�� F = (¬x ∧�� F) ∨�� (x ∧�� F) by (Mem), (Tand)

= (x ∧�� F) ∨�� (x ∧�� F) by (F8)

= x ∧�� F. by Idemp (A6)

Hence,

(x ∨�� T) ∧�� y = ((x ∨�� T) ∧�� F) ∨�� ((x ∨�� T) ∧�� y) by (Ar1)

= (x ∧�� F) ∨�� ((x ∨�� T) ∧�� y) by (A6)

= (x ∧�� F) ∨�� (¬(x ∧�� F) ∧�� y) by (F8)′

= (x ∧�� F) ∨�� y. by (Ar4) (F9)

Intermediate result 4 – three more auxiliary results.

(x ∧�� F) ∧�� y = x ∧�� F (Ar5)

x ∧�� (y ∧�� x) = x ∧�� y (Ar6)

(x ∧�� y) ∧�� x = x ∧�� y (Ar7)

First derive

(x ∧�� F) ∧�� F = ¬(x ∧�� F) ∧�� F by (F8)

= (¬x ∨�� T) ∧�� F

= ¬x ∧�� F by (A6)

= x ∧�� F, by (F8) (A7)

hence

(x ∧�� F) ∧�� y = (x ∧�� F) ∧�� ((x ∧�� F) ∧�� y) by (Ar3)′

= (x ∧�� F) ∧�� (((x ∧�� F) ∧�� F) ∨�� ((x ∧�� F) ∧�� y)) by (Ar1)

= (x ∧�� F) ∧�� ((x ∧�� F) ∨�� ((x ∧�� F) ∧�� y)) by (A7)

= x ∧�� F. by (Abs) (Ar5)

x ∧�� (y ∧�� x) = (x ∧�� x) ∧�� (y ∧�� x) by Idemp

= ((x ∧�� F) ∨�� x) ∧�� (y ∧�� x) by (Ar1), Idemp

= (¬(x ∧�� F) ∧�� (x ∧�� (y ∧�� x))) ∨�� ((x ∧�� F) ∧�� (y ∧�� x)) by (Mem)

= ((¬x ∨�� T) ∧�� (x ∧�� (y ∧�� x))) ∨�� (x ∧�� F) by (Ar5)

= ((x ∧�� F) ∨�� (x ∧�� (y ∧�� x))) ∨�� (x ∧�� F) by (F9), (F8)

= (x ∧�� (y ∧�� x)) ∨�� (x ∧�� F) by (Ar1)

= (x ∧�� (y ∧�� x)) ∨�� (¬x ∧�� x) by (A4)′

= (¬x ∨�� y) ∧�� x by (Mem)

= x ∧�� y. by (Ar2)′ (Ar6)

(x ∧�� y) ∧�� x = (x ∧�� y) ∧�� (x ∧�� (x ∧�� y)) by (Ar6)

= (x ∧�� y) ∧�� (x ∧�� y) by (Ar3)′

= x ∧�� y. by Idemp (Ar7)
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Axiom (F7). We use the following auxiliary results:

(x ∧�� y) ∧�� z = (x ∧�� F) ∨�� ((x ∧�� y) ∧�� z) (A8)

(x ∨�� y) ∧�� (y ∧�� z) = (x ∧�� F) ∨�� (y ∧�� z) (A9)

¬x ∨�� (y ∧�� z) = ¬x ∨�� ((x ∧�� y) ∧�� z) (A15)

and derive associativity of ∧�� as follows:

(x ∧�� y) ∧�� z = (x ∧�� F) ∨�� ((x ∧�� y) ∧�� z) by (A8)

= (x ∨�� (x ∧�� y)) ∧�� ((x ∧�� y) ∧�� z) by (A9)

= x ∧�� ((x ∧�� y) ∧�� z) by (Abs)′

= (¬x ∨�� ((x ∧�� y) ∧�� z)) ∧�� x by (Ar2)′

= (¬x ∨�� (y ∧�� z)) ∧�� x by (A15)

= x ∧�� (y ∧�� z). by (Ar2)′ (F7)

We derive the above auxiliary results in order:

(x ∧�� F) ∨�� ((x ∧�� y) ∧�� z) = ((x ∧�� F) ∨�� ((x ∧�� y) ∧�� z)) ∨�� (x ∧�� F) by (Ar7)′

= ((x ∨�� T) ∧�� ((x ∧�� y) ∧�� z)) ∨�� (x ∧�� F) by (F9)

= ((¬x ∨�� T) ∧�� ((x ∧�� y) ∧�� z)) ∨�� (x ∧�� F) by (F8)′

= (¬(x ∧�� F) ∧�� ((x ∧�� y) ∧�� z)) ∨�� ((x ∧�� F) ∧�� z) by (Ar5)

= ((x ∧�� F) ∨�� (x ∧�� y)) ∧�� z by (Mem)

= (x ∧�� y) ∧�� z. by (Ar1) (A8)

(x ∨�� y) ∧�� (y ∧�� z) = (¬x ∧�� (y ∧�� (y ∧�� z))) ∨�� (x ∧�� (y ∧�� z)) by (Mem)

= (¬x ∧�� (y ∧�� z)) ∨�� (x ∧�� (y ∧�� z)) by (Ar3)′

= (x ∨�� T) ∧�� (y ∧�� z) by (Mem)

= (x ∧�� F) ∨�� (y ∧�� z), by (F9) (A9)

The following auxiliary results lead to (A15):

(x ∨�� y) ∧�� (x ∨�� z) = (¬x ∧�� (y ∧�� (x ∨�� z))) ∨�� (x ∧�� (x ∨�� z)) by (Mem)

= (¬x ∧�� (y ∧�� (x ∨�� z))) ∨�� x by (Abs)

= x ∨�� (y ∧�� (x ∨�� z)). by (Ar2) (A10)

x ∨�� (¬x ∨�� y) = (¬x ∧�� (¬x ∨�� y)) ∨�� x by (Ar2)

= ¬x ∨�� x by (Abs)

= (¬x ∧�� ¬x) ∨�� x by Idemp

= x ∨�� ¬x. by (Ar2) (11)

x ∨�� ((x ∧�� z) ∨�� y) = x ∨�� ((¬x ∨�� (z ∨�� y)) ∧�� (x ∨�� y)) by (Mem)′

= (x ∨�� (¬x ∨�� (z ∨�� y))) ∧�� (x ∨�� y) by (A10)

= (x ∨�� ¬x) ∧�� (x ∨�� y) by (A11)

= x ∨�� (¬x ∧�� (x ∨�� y)) by (A10)

= x ∨�� (x ∨�� y) by (Ar4)

= x ∨�� y. by (Ar3) (A12)

x ∨�� y = x ∨�� ((x ∧�� z) ∨�� y) by (A12)
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= x ∨�� ((x ∧�� z) ∨�� (y ∨�� (x ∧�� z))) by (Ar6)′

= x ∨�� (y ∨�� (x ∧�� z)). by (A12) (A13)

x ∨�� (y ∧�� z) = x ∨�� (¬x ∧�� (y ∧�� z)) by (Ar4)

= x ∨�� ((¬x ∧�� (y ∧�� z)) ∨�� (x ∧�� z)) by (A13)

= x ∨�� ((x ∨�� y) ∧�� z). by (Mem) (A14)

¬x ∨�� (y ∧�� z) = ¬x ∨�� ((¬x ∨�� y) ∧�� z) by (A14)

= ¬x ∨�� ((¬x ∨�� (x ∧�� y)) ∧�� z) by (Ar4)

= ¬x ∨�� ((x ∧�� y) ∧�� z). by (A14) (A15)

We write ‘Assoc’ for (repeated) applications of associativity of ∧�� and ∨�� .
Intermediate result 5. In order to derive axiom (F10) we use the following two intermediate

results:

(x ∧�� y) ∨�� (¬x ∧�� z) = (¬x ∨�� y) ∧�� (x ∨�� z) (M1)

(x ∧�� y) ∨�� (¬x ∧�� z) = (¬x ∧�� z) ∨�� (x ∧�� y) (M2)

Equation (M1).

(x ∧�� y) ∨�� (¬x ∧�� z) = (x ∧�� y) ∨�� (¬x ∧�� (x ∨�� z)) by (Ar4)′

= (x ∧�� (y ∧�� (x ∨�� z))) ∨�� (¬x ∧�� (x ∨�� z)) by (A13)′

= (¬x ∨�� y) ∧�� (x ∨�� z). by (Mem) (M1)

Equation (M2). First derive

(x ∨�� y) ∧�� z = (x ∨�� y) ∧�� ((x ∨�� y) ∧�� z) by (Ar3)′

= (x ∨�� (x ∨�� y)) ∧�� ((x ∨�� y) ∧�� z) by (Ar3)

= (x ∧�� F) ∨�� ((x ∨�� y) ∧�� z), by (A9) (A16)

(x ∧�� F) ∨�� y = (¬x ∧�� F) ∨�� y by (F8)

= (¬x ∨�� T) ∧�� y by (F9)

= (x ∧�� y) ∨�� (¬x ∧�� y) by (Mem), (Tand)

= (¬x ∨�� y) ∧�� (x ∨�� y) by (M1)

= (¬x ∨�� (y ∨�� y)) ∧�� (x ∨�� y) by Idemp

= (x ∧�� y) ∨�� y, by (Mem)′ (A17)

(x ∨�� y) ∧�� z = (x ∧�� F) ∨�� ((x ∨�� y) ∧�� z) by (A16)

= (x ∧�� ((x ∨�� y) ∧�� z)) ∨�� ((x ∨�� y) ∧�� z) by (A17)

= ((x ∧�� (x ∨�� y)) ∧�� z) ∨�� ((x ∨�� y) ∧�� z) by Assoc

= (x ∧�� z) ∨�� ((x ∨�� y) ∧�� z). by (Abs) (A18)

Hence,

(x ∧�� y) ∨�� (¬x ∧�� z) = (¬x ∨�� y) ∧�� (x ∨�� z) by (M1)

= (¬x ∨�� y) ∧�� ((x ∨�� z) ∧�� (¬x ∨�� y)) by (Ar6)

= (¬x ∨�� (x ∧�� y)) ∧�� ((x ∨�� z) ∧�� (¬x ∨�� y)) by (Ar4)

= (¬x ∨�� (x ∧�� y)) ∧�� ((¬x ∧�� z) ∨�� (x ∧�� y)) by (M1)′

= (¬x ∧�� z) ∨�� (x ∧�� y). by (A18)′ (M2)
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Axiom (F10). First derive

(x ∨�� y) ∧�� z = (¬x ∧�� (y ∧�� z)) ∨�� (x ∧�� z) by (Mem)

= (x ∨�� (y ∧�� z)) ∧�� (¬x ∨�� z). by (M1), (F3) (A19)

Hence,

(x ∧�� y) ∨�� (z ∧�� F) = (x ∧�� (y ∨�� (z ∧�� F))) ∨�� (¬x ∧�� (z ∧�� F)) by (A19)′

= (x ∨�� (z ∧�� F)) ∧�� (¬x ∨�� (y ∨�� (z ∧�� F))) by (M1), (M2)

= (x ∨�� [(z ∧�� F) ∧�� (y ∨�� (z ∧�� F))])

∧�� (¬x ∨�� (y ∨�� (z ∧�� F))) by (Ar5)

= (x ∨�� (z ∧�� F)) ∧�� (y ∨�� (z ∧�� F)). by (A19) (F10)

�

A.4 A proof of Theorem 4.4

Theorem 4.4: The following equations are derivable from EqMSCL, where (LD) abbreviates left-
distributivity.

x ∧�� (y ∨�� z) = (x ∧�� y) ∨�� (x ∧�� z), (LD)

((x ∧�� y) ∨�� (¬x ∧�� z)) ∧�� u = (x ∧�� (y ∧�� u)) ∨�� (¬x ∧�� (z ∧�� u)). (M3)

Proof: With help of the theorem prover Prover9 (McCune, 2008).
Equation (LD). First derive

x ∨�� (y ∨�� z) = (x ∨�� y) ∨�� z by Assoc

= ((x ∨�� y) ∨�� x) ∨�� z by (Ar7)′

= x ∨�� (y ∨�� (x ∨�� z)), by Assoc (A20)

¬x ∨�� (y ∨�� (x ∧�� z)) = ¬x ∨�� (y ∨�� (¬x ∨�� (x ∧�� z))) by (A20)

= ¬x ∨�� (y ∨�� (¬x ∨�� z)) by (Ar4)

= ¬x ∨�� (y ∨�� z). by (A20) (A21)

Hence,

x ∧�� (y ∨�� z) = (¬x ∨�� (y ∨�� z)) ∧�� x by (Ar2)′

= (¬x ∨�� (y ∨�� z)) ∧�� (x ∨�� (x ∧�� z)) by (Abs)′

= (¬x ∨�� (y ∨�� (x ∧�� z))) ∧�� (x ∨�� (x ∧�� z)) by (A21)

= (x ∧�� y) ∨�� (x ∧�� z). by (Mem)′ (LD)

Equation (M3). First derive

x ∧�� (y ∧�� ((x ∨�� z) ∧�� u)) = (x ∧�� (y ∧�� (x ∨�� z))) ∧�� u by Assoc

= (x ∧�� y) ∧�� u by (A13)′

= x ∧�� (y ∧�� u). by Assoc (A22)

Hence,

((x ∧�� y) ∨�� (¬x ∧�� z)) ∧�� u = ((¬x ∨�� y) ∧�� (x ∨�� z)) ∧�� u by (M1)

= (¬x ∨�� y) ∧�� ((x ∨�� z) ∧�� u) by Assoc
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= (x ∧�� (y ∧�� ((x ∨�� z) ∧�� u))) ∨��

(¬x ∧�� ((x ∨�� z) ∧�� u)) by (Mem)

= (x ∧�� (y ∧�� u)) ∨�� (¬x ∧�� ((x ∨�� z) ∧�� u)) by (A22)

= (x ∧�� (y ∧�� u)) ∨�� ((¬x ∧�� (x ∨�� z)) ∧�� u) by Assoc

= (x ∧�� (y ∧�� u)) ∨�� ((¬x ∧�� z) ∧�� u) by (Ar4)′

= (x ∧�� (y ∧�� u)) ∨�� (¬x ∧�� (z ∧�� u)). by Assoc (M3)

�

A.5 A proof of Lemma 4.7

Lemma 4.7: For all a ∈ A, P ∈ SA, and Q ∈ MSNF ,

(1) EqMSCL � a ∧�� (P ∧�� Q) = a ∧�� (P ∧�� Ta(Q)),
(2) EqMSCL � ¬a ∧�� (P ∧�� Q) = ¬a ∧�� (P ∧�� Fa(Q)),
(3) EqMSCL � a ∧�� (P ∨�� Q) = a ∧�� (P ∨�� Ta(Q)),
(4) EqMSCL � ¬a ∧�� (P ∨�� Q) = ¬a ∧�� (P ∨�� Fa(Q)).

Proof: Statement 1 follows by induction on the structure of Q. If Q ∈ { T, F} this is trivial.
For the induction step there are two cases: if Q = (a ∧�� Q1) ∨�� (¬a ∧�� Q2), then derive from
EqMSCL (tacitly using Assoc)

a ∧�� (P ∧�� Q) = (a ∧�� (P ∧�� (a ∧�� Q1))) ∨�� (a ∧�� (P ∧�� (¬a ∧�� Q2))) by (LD)

= (a ∧�� (P ∧�� Q1)) ∨�� (a ∧�� (P ∧�� F)) by (C2), (A21)′, (F6)

= (a ∧�� P) ∧�� (Q1 ∨�� F) by (LD)

= a ∧�� (P ∧�� Ta(Q)), by (F5)

and if Q = (b ∧�� Q1) ∨�� (¬b ∧�� Q2), then derive from EqMSCL (tacitly using Assoc)

a ∧�� (P ∧�� Q)

= (a ∧�� (P ∧�� (b ∧�� Q1))) ∨�� (a ∧�� (P ∧�� (¬b ∧�� Q2))) by (LD)

= (a ∧�� (P ∧�� (b ∧�� (a ∧�� (P ∧�� Q1))))) ∨�� (a ∧�� (P ∧�� (¬b ∧�� (a ∧�� (P ∧�� Q2))))) by (C2)

= (a ∧�� (P ∧�� (b ∧�� (a ∧�� (P ∧�� Ta(Q1)))))) ∨��

(a ∧�� (P ∧�� (¬b ∧�� (a ∧�� (P ∧�� Ta(Q2)))))) by IH

= (a ∧�� (P ∧�� (b ∧�� Ta(Q1)))) ∨�� (a ∧�� (P ∧�� (¬b ∧�� ( Ta(Q2))))) by (C2)

= (a ∧�� P) ∧�� ((b ∧�� Ta(Q1)) ∨�� (¬b ∧�� ( Ta(Q2)))) by (LD)

= a ∧�� (P ∧�� Ta(Q)).

The remaining statements follow in a similar way. �

A.6 Continuation of the proof of Lemma 6.4

Lemma 6.4: For all s, t ∈ T�CP(A),X , CPmem � s = t ⇒ EqMSCL � g(s) = g(t).

Proof: The cases for axioms (CP4) and (CPmem).
Axiom (CP4). We use Equations (M1) and (M2) (see Fact 4.3), and (M3) and (LD) (see

Theorem 4.4), and we write ‘Assoc’ for associativity.

g(x � (y � z � u) � v)
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= (g(y � z � u) ∧�� x) ∨�� (¬g(y � z � u) ∧�� v)

= ([(z ∧�� y) ∨�� (¬z ∧�� u)] ∧�� x) ∨�� (¬[(z ∧�� y) ∨�� (¬z ∧�� u)] ∧�� v)

= ([(z ∧�� y) ∨�� (¬z ∧�� u)] ∧�� x) ∨�� ([(¬z ∨�� ¬y) ∧�� (z ∨�� ¬u)] ∧�� v)

= ([(z ∧�� y) ∨�� (¬z ∧�� u)] ∧�� x) ∨�� ([(z ∧�� ¬y) ∨�� (¬z ∧�� ¬u)] ∧�� v) by (M1)

= [(z ∧�� (y ∧�� x)) ∨�� (¬z ∧�� (u ∧�� x))]

∨�� [(z ∧�� (¬y ∧�� v)) ∨�� (¬z ∧�� (¬u ∧�� v))], by (M3)

and

g((x � y � v) � z � (x � u � v))

= (z ∧�� g(x � y � v)) ∨�� (¬z ∧�� g(x � u � v))

= (z ∧�� ((y ∧�� x) ∨�� (¬y ∧�� v))) ∨�� (¬z ∧�� ((u ∧�� x) ∨�� (¬u ∧�� v)))

= ([(z ∧�� (y ∧�� x)) ∨�� (z ∧�� (¬y ∧�� v))])

∨�� ([(¬z ∧�� (u ∧�� x)) ∨�� (¬z ∧�� (¬u ∧�� v))]) by (LD)

= (z ∧�� (y ∧�� x))

∨�� [((z ∧�� (¬y ∧�� v)) ∨�� (¬z ∧�� (u ∧�� x))) ∨�� (¬z ∧�� (¬u ∧�� v))] by Assoc

= (z ∧�� (y ∧�� x))

∨�� [((¬z ∧�� (u ∧�� x)) ∨�� (z ∧�� (¬y ∧�� v))) ∨�� (¬z ∧�� (¬u ∧�� v))] by (M2)

= [(z ∧�� (y ∧�� x)) ∨�� (¬z ∧�� (u ∧�� x))]

∨�� [(z ∧�� (¬y ∧�� v)) ∨�� (¬z ∧�� (¬u ∧�� v))]. by Assoc

Axiom (CPmem). As argued in Section 5, it is sufficient to derive axiom (CPmem1), that is,

(w � y � (z � x � u)) � x � v = (w � y � z) � x � v.

This is straightforward, a detailed proof is provided in Appendix A.6. Derive

g((w � y � (z � x � u)) � x � v) = (x ∧�� g(w � y � (z � x � u))) ∨�� (¬x ∧�� v) by (2)

= (x ∧�� M) ∨�� (¬x ∧�� v),

g((w � y � z) � x � v) = (x ∧�� g(w � y � z)) ∨�� (¬x ∧�� v) by (2)

= (x ∧�� N) ∨�� (¬x ∧�� v),

so it suffices to derive x ∧�� M = x ∧�� N. We use one auxiliary result and we write (n)′ for the dual
version of equation (n), and ‘Idemp’ for idempotence.

x ∧�� F = (x ∧�� F) ∧�� y by (F6), Assoc

= (x ∧�� ¬x) ∧�� y. by (C1), (F3) (A23)

Hence,

x ∧�� M = x ∧�� g(w � y � (z � x � u))

= x ∧�� ((y ∧�� w) ∨�� (¬y ∧�� ((x ∧�� z) ∨�� (¬x ∧�� u))))

= x ∧�� ((¬y ∨�� w) ∧�� (y ∨�� ((x ∧�� z) ∨�� (¬x ∧�� u)))) by (M1)

= x ∧�� ((y ∨�� ((x ∧�� z) ∨�� (¬x ∧�� u))) ∧�� (¬y ∨�� w)) by (M2)

= x ∧�� ((y ∨�� ((¬x ∧�� u) ∨�� (x ∧�� z))) ∧�� (¬y ∨�� w)) by (M2)

= [x ∧�� (y ∨�� ((¬x ∧�� u) ∨�� (x ∧�� z)))] ∧�� (¬y ∨�� w) by Assoc

= [(x ∧�� y) ∨�� (x ∧�� ((¬x ∧�� u) ∨�� (x ∧�� z)))] ∧�� (¬y ∨�� w) by (LD)
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= [(x ∧�� y) ∨�� ((x ∧�� (¬x ∧�� u)) ∨�� (x ∧�� (x ∧�� z)))] ∧�� (¬y ∨�� w) by (LD)

= [(x ∧�� y) ∨�� (((x ∧�� ¬x) ∧�� u) ∨�� (x ∧�� z))] ∧�� (¬y ∨�� w) by Assoc, Idemp

= [(x ∧�� y) ∨�� ((x ∧�� F) ∨�� (x ∧�� z))] ∧�� (¬y ∨�� w) by (A23)

= [(x ∧�� y) ∨�� (x ∧�� ( F ∨�� z))] ∧�� (¬y ∨�� w) by (LD)

= (x ∧�� (y ∨�� z)) ∧�� (¬y ∨�� w) by (Tand)′, (LD)

= x ∧�� ((y ∨�� z) ∧�� (¬y ∨�� w)) by Assoc

= x ∧�� g(w � y � z) by (3)

= x ∧�� N.

�

A.7 A proof of Theorem 7.12

Theorem 7.12: The axioms of EqMSCLU are independent.

Proof: All independence models were found with the tool Mace4 (McCune, 2008). In each
model M defined below, � F�M = 0 and � T�M = 1.

Independence of axiom (Neg). A model M for EqMSCLU \ {(Neg)} with domain {0, 1, 2} and
�U�M = 0 that refutes F = ¬ T is the following:

¬
0 0
1 2
2 1

∧�� 0 1 2
0 0 0 0
1 0 1 2
2 2 2 2

∨�� 0 1 2
0 0 0 0
1 1 1 1
2 0 1 2

Independence of axiom (Or). A model M for EqMSCLU \ {(Or)} with domain {0, 1} and �U�M = 0
that refutes T ∨�� F = ¬(¬ T
leftand¬ F) is the following:

¬
0 0
1 0

∧�� 0 1
0 0 1
1 0 1

∨�� 0 1
0 0 0
1 1 1

Independence of axiom (Tand). A model M for EqMSCLU \ {(Tand)} with domain {0, 1} and
�U�M = 0 that refutes T ∧�� F = F is the following:

¬
0 0
1 0

∧�� 0 1
0 0 0
1 1 0

∨�� 0 1
0 0 0
1 0 0

Independence of axiom (Abs). A model M for EqMSCLU \ {(Abs)} with domain {0, 1} and
�U�M = 0 that refutes T ∧�� ( T ∨�� F) = T is the following:

¬
0 0
1 0

∧�� 0 1
0 0 0
1 0 1

∨�� 0 1
0 0 0
1 0 0

Independence of axiom (Mem). A model M for EqMSCLU \ {(Mem)} with domain {0, 1, 2} and
�U�M = 2 that refutes ( F ∨�� T) ∧�� U = (¬ F ∧�� ( T ∧�� U)) ∨�� ( F ∧�� U) is the following:

¬
0 1
1 0
2 2

∧�� 0 1 2
0 0 0 0
1 0 1 2
2 2 1 2

∨�� 0 1 2
0 0 1 2
1 1 1 1
2 0 2 2
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Independence of axiom (4). A model M for EqMSCLU \ {(4)} with domain {0, 1} and �U�M = 0
that refutes ¬U = U is the following:

¬
0 1
1 0

∧�� 0 1
0 0 0
1 0 1

∨�� 0 1
0 0 1
1 1 1

�

A.8 CPU and evaluation trees

Finally, we prove Proposition 7.13: this is Theorem A.6 below. This text (excluding footnotes)
comes from Bergstra and Ponse (2017), although the signature has now been extended with
the constant U, and CP to CPU with the axiom (CP-U), that is, x � U � y = U.

Let CU
A be the set of closed terms over �CPU(A).

Definition A.1: Basic forms over A are defined by the following grammar

t ::= T | F | U | t � a � t for a ∈ A.

We write BF∗
A for the set of basic forms over A.

The following lemmas exploit the structure of basic forms.8

Lemma A.2: For each P ∈ CU
A there exists Q ∈ BF∗

A such that CPU � P = Q.

Proof: First we establish an auxiliary result: if P, Q, R are basic forms, then there is a basic form S
such that CP � P � Q � R = S. This follows by structural induction on Q.

The lemma’s statement follows by structural induction on P.
The base cases P ∈ { T, F, U, a | a ∈ A} are trivial, and if P = P1 � P2 � P3 there exist by

induction basic forms Qi such that CP � Pi = Qi , hence CP � P1 � P2 � P3 = Q1 � Q2 � Q3.
Now apply the auxiliary result. �

Lemma A.3: For all basic forms P and Q, se U(P) = se U(Q) implies P = Q.

Proof: By structural induction on P. The base cases P ∈ { T, F, U} are trivial. If P = P1 � a � P2,
then Q �∈ { T, F, U} and Q �= Q1 � b � Q2 if b �= a, so Q = Q1 � a � Q2 and se U(Pi) = se U(Qi).
By induction we find Pi = Qi , and hence P = Q. �

Definition A.4: Free valuation congruence, notation =se U , is defined on CU
A as follows:

P =se U Q ⇐⇒ se U(P) = se U(Q).

Lemma A.5: Free valuation congruence is a congruence relation.

Proof: Let P, Q, R ∈ CU
A and assume P =se U P′, thus se U(P) = se U(P′). Then se U(P � Q � R) =

se U(Q)[ T �→ se U(P), F �→ se U(R)] = se U(Q)[ T �→ se U(P′), F �→ se U(R)] = se U(P′ � Q � R),
and thus P � Q � R =se U P′ � Q � R. The two remaining cases can be proved in a similar
way. �

Theorem A.6 (Completeness of CPU for closed terms): For all P, Q ∈ CU
A ,

CPU � P = Q ⇐⇒ P =se U Q.
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Proof: (⇒)9 By Lemma A.5, =se U is a congruence relation and it easily follows that closed
instances of CPU-axioms are valid. In the case of axiom (CP4) this follows from

se U(P � (Q � R � S) � V)

= se U(Q � R � S)[ T �→ se U(P), F �→ se U(V)]

= (
se U(R)[ T �→ se U(Q), F �→ se U(S)]

)
[ T �→ se U(P), F �→ se U(V)]

= se U(R)[ T �→ se U(Q)[ T �→ se U(P), F �→ se U(V)], F �→ se U(S)[ T �→ se U(P), F �→ se U(V)]]

= se U(R)[ T �→ se U(P � Q � V), F �→ se U(P � S � V)]

= se U((P � Q � V) � R � (P � S � V)).

(⇐) Let P =se U Q. According to Lemma A.2 there exist basic forms P′ and Q′ such that CPU �
P = P′ and CPU � Q = Q′. By (⇒) we find P =se U P′ and Q =se U Q′, and because =se U is a
congruence, P′ =se U Q′. By Lemma A.3, P′ = Q′. Hence, CPU � P = P′ = Q′ = Q. �
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