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ABSTRACT
Document reranking (DR) and next query prediction (NQP) are
two core tasks in session search. They are often driven by the same
search intent and, hence, it is natural to jointly optimize both tasks.
So far, most models proposed for jointly optimizing DR and NQP
have focused on users’ short-term intent in an ongoing search
session. Because of this limitation, these models fail to account
for users’ long-term intent as captured in their historical search
sessions. In contrast, we consider a personalized mechanism for
learning a user’s profile from their long-term and short-term be-
havior to simultaneously enhance the performance of DR and NQP
in an ongoing search session.

We propose a personalized session search model, called Long
short-term session search, Network (LostNet), that jointly learns
to rerank documents for the current query and predict the next
query. LostNet consists of three modules: (1) a hierarchical ses-
sion-based attention mechanism, (2) a personalized multi-hop mem-
ory network, and (3) joint learning of DR and NQP. The hierarchical
session-based attention mechanism tracks the fine-grained short-
term intent in an ongoing session. The personalized multi-hop
memory network tracks a user’s dynamic profile information from
their prior search sessions so as to infer their personal search intent.
Jointly learning of DR and NQP is aimed at simultaneously rerank-
ing documents and predicting the next query based on outputs from
the above two modules. We conduct experiments on two large-scale
session search benchmark datasets. The results show that LostNet
achieves significant improvements over state-of-the-art baselines.

ACM Reference Format:
Qiannan Cheng, Zhaochun Ren, Yujie Lin, Pengjie Ren, Zhumin Chen,
Xiangyuan Liu, andMaarten de Rijke. 2021. Long Short-Term Session Search:
Joint Personalized Reranking and Next Query Prediction. In Proceedings of
the Web Conference 2021 (WWW ’21), April 19–23, 2021, Ljubljana, Slovenia.
ACM,NewYork, NY, USA, 10 pages. https://doi.org/10.1145/3442381.3449941

*Zhaochun Ren is the corresponding author.

This paper is published under the Creative Commons Attribution 4.0 International
(CC-BY 4.0) license. Authors reserve their rights to disseminate the work on their
personal and corporate Web sites with the appropriate attribution.
WWW ’21, April 19–23, 2021, Ljubljana, Slovenia
© 2021 IW3C2 (International World Wide Web Conference Committee), published
under Creative Commons CC-BY 4.0 License.
ACM ISBN 978-1-4503-8312-7/21/04.
https://doi.org/10.1145/3442381.3449941

1 INTRODUCTION
A search session refers to a short-term interval with multiple search
interactions [3, 13, 24, 26]. Search sessions play an important role
for understanding users’ information needs. During a search ses-
sion, a user may interact in different ways. Interactions with the
ranked list of results presented to them result in clicks and skips. In
addition, users may repeatedly revise a query (e.g., adding terms or
removing terms) so as to clarify their information need. These two
types of behavior are driven by the same underlying search intent.
To explore the underlying search intent behind these types of be-
havior, document reranking (DR) and next query prediction (NQP)
have attracted significant research efforts in research on session
search [see, e.g., 11, 36, 37]. It is known that DR and NQP may ben-
efit from each other [1]. Accordingly, recent work has proposed to
jointly optimize these two tasks [1, 2]. Two advantages have been
verified in these multi-task solutions: (1) they can learn more useful
representations by leveraging training signals from related tasks;
and (2) they can improve the generalization ability by benefiting
from the regularization effect. However, existing approaches to
this joint optimization problem only consider a user’s short-term
search intent in an ongoing session; the user’s long-term personal
preferences as exhibited during previous sessions are neglected.
During multi-session search, a user plays different roles in differ-
ent search scenarios [5]. Moreover, similar queries may express
different intents as different users have different characteristics.
Therefore, indiscriminately returning the same results to all users
may lead to inaccurate search results [9, 47, 52].

Intuitively, a personalized retrieval strategy is able to alleviate
the problems identified above by providing more personalized re-
sults. Two kinds of personalized information exists in long-term
behaviors [5, 8, 17, 58]: (1) similar past sessions; and (2) long-term
search roles and intents. Existing personalized retrieval approaches
using long-term search logsmostly focus on optimizing a ranked list
of documents using search logs, neglecting the NQP task [5, 15, 17].
For example, Ge et al. [17] leverage a hierarchical recurrent neu-
ral network with an attention mechanism to capture sequential
information for dynamic profiling, whereas Zhou et al. [58] uti-
lize memories to enhance user re-finding behavior in personalized
search. However, existing personalization approaches still have
several shortcomings: (1) it is hard to capture long-term search in-
tent; (2) a lack of fine-grained historical information reduces search
performance; and (3) low efficiency limits the potential applicability
in real-world settings.
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To be able to simultaneously improve the ranked list of docu-
ments and next query prediction in a manner that overcomes the
shortcomings listed above, we focus on a joint learning mechanism
that uses personalized profiling features from a user’s short- and
long-term behavior. The idea is illustrated in Fig. 1, with a user
who issues multiple queries and who has interacted with the search
engine during multiple previous sessions. By learning both short-
term and long-term user profiling features, our goal is to infer a
user’s personalized search intent so as to simultaneously rerank
documents and predict the next query.
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Figure 1: Personalized joint learning of document reranking
and next query prediction.

We operationalize this idea by employing External Memory Net-
works (EMNs) [49, 55] to model a user’s long-term profiling infor-
mation with an external memory module. Because they allow for
long-term preservation, instant updates, and effective operations,
EMNs have shown promising performance in many sequential
prediction tasks, such as question answering [28], task-oriented
dialogue systems [6], and sequential recommendation [12]. EMNs
contain a memory matrix to store the states separately in memory
slots, which enable long-term preservation and instant updates;
they also support complex and proper operations on the matrix to
leverage previous information.

Specifically, we propose a personalized session search model,
called Long short-term session search Network (LostNet), that
jointly learns to rerank documents for the current query and pre-
dict the next query. LostNet is organized into three main steps:
(1) modeling session-level search intent, (2) personalized search
intent tracking, and (3) joint learning of document ranking and
query recommendation. We propose a hierarchical session-based
attention mechanism to infer the session-level intent. Then, a multi-
hop external memory network learns the user’s long-term profile.
And, finally, a joint learning framework is applied to optimize the
reranked list of documents and the query prediction results. We
conduct experiments on two large-scale benchmark datasets to eval-
uate the effectiveness of LostNet. The results confirm the positive
effect of capturing the user’s long-term search intent in enhanc-
ing both DR and NQP. We find that LostNet achieves significant
improvements over state-of-the-art baselines.

Our contributions can be summarized as follows: (1) a person-
alized approach to jointly optimize document reranking and next
query prediction; (2) a multi-hop memory network to learn the
user’s long-term profile; (3) a hierarchical session-based attention

mechanism to model fine-grained session-level intent; and (4) ex-
tensive experiments to verify the effectiveness of LostNet, the long
short-term session search network.

2 RELATEDWORK
We discuss related work on neural information retrieval, search
result personalization, and memory-augmented neural networks.

2.1 Neural information retrieval
Deep neural networks have been successfully applied to informa-
tion retrieval to optimize the ranked list of documents [29, 37, 39].
The representation-based models [see, e.g., 19, 22, 45] utilize deep
neural networks to build representation vectors of queries and
documents for similarity matching. The interaction-based mod-
els [18, 40, 57] build local interactions between queries and docu-
ments to learn hierarchical matching patterns. Several approaches
have also been proposed by combing above two categories [23, 38].

As another important task in information retrieval, the task
of next query prediction (query suggestion) focuses on predicting
the next query in a search session [36]. Several deep learning ap-
proaches have been proposed [11, 25, 36, 56]. HRED [48] uses a
Hierarchical Recurrent Neural Network (HRNN) to encode a se-
quence of queries in the same session for next query generation.
ACG [14] augments the standard seq2seq model with query-aware
attention and a copy mechanism to capture a query’s importance
and repeat words from the session context. However, these models
only optimize either document ranking or query suggestion, which
ignores the mutual reinforcement between related retrieval tasks.

Multi-task learning use shared representations to learn multiple
tasks in parallel and to improve each task by leveraging the domain-
specific information shared in all related tasks [10]. Neural multi-
task learning methods have been applied to ad-hoc retrieval [1,
21, 31]. Particularly relevant to us is the work by Ahmad et al. [1],
who propose a neural framework that can jointly learn document
reranking and next query prediction for capturing the latent intent
embedded in a user’s search behavior.

Unlike existing approaches, we model a personalized mechanism
for learning a user’s profile from their short- and long-term behavior
to simultaneously enhance the performance of DR and NQP.

2.2 Search result personalization
Returning the same search results to all users limits the usefulness
of search engines. Personalization promises to improve a search
engine’s usefulness by providing more personalized results for indi-
vidual users [34]. Traditional personalized search methods profile
a user by extracting click-based and topic-based features from a
user’s search history [9, 15, 46, 50, 52]. To tackle sparsity and in-
completeness in user profiling, deep neural networks have been
applied to automatically learn personalized features in search result
personalization. Song et al. [47] propose a RankNet model based
on the personal search history and result preference. Li et al. [30]
generate deep semantic features from in-session contexts, and in-
tegrate them into the current ranking model. Ge et al. [17] utilize
a hierarchical recurrent neural network to model the sequential
information hidden in historical query-click data. Zhou et al. [58]
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utilize memories to support the identifcation of complex re-finding
behavior for personalized search.

Unlike previous studies that focus on learning a user’s profile to
optimize a ranked list of documents, we share personalized search
intent across related retrieval tasks, i.e., document reranking as
well as next query prediction.

2.3 Memory-augmented neural networks
External Memory Networks (EMNs) are composed of two compo-
nents: a memory bank that stores the latent states and a controller
that performs read/write operations to this bank [55]. With the
power to process sequential data effectively, EMNs have been suc-
cessfully applied to recommender systems. Chen et al. [12] lever-
age the external memory matrix to store and manipulate users’
historical records, which improves the performance of sequential
recommendation. Ebesu et al. [16] exploits various memory states
to model user-item interactions in recommendation. Huang et al.
[20] propose a knowledge enhanced sequential recommender that
incorporates knowledge base information to capture attribute-level
user preferences. Wang et al. [54] investigate collaborative neigh-
borhood information by means of an external memory module
to enhance session-based recommendation. However, EMNs have
rarely been applied to session search.

In this paper, we design a personalized multi-hop memory net-
work in LostNet to learn the user’s long-term profile. Unlike the
state-of-the-art personalized session search method [17], ours has
the advantage of long-term memorization, fine-grained profiling
and high efficiency.

3 PROBLEM FORMULATION
Before introducing our personalized reranking and query sugges-
tion framework, we first introduce notions and concepts used in
this paper. Following Ge et al. [17], a SAT-checked document is a
document that received positive feedback (e.g., clicks) from the user.
Given a queryQ , we assume that there is a set of SAT-checked docu-
mentsD. At time t , a search session St consists ofNt turns of search
interactions (e.g., query and clicks) from the user u. The search
session St is represented as a sequence of query-SAT checked docu-
ments pairs, i.e., St = [(Qt,1, Dt,1), (Qt,2,Dt,2), . . . , (Qt,Nt ,Dt,Nt )].
At the current time T , in a session-level search scenario, a user
u releases a query QT ,i at the i-th turn. Then the search engine
provides a list of top-M ranked candidate documents, i.e., Dcan

T ,i =

{Dcan
T ,i,1,D

can
T ,i,2, . . . ,D

can
T ,i,M }. Moreover, for the user u there is a se-

quence of historical search sessions Lu = [S1, S2, . . . , ST−1] during
the past T − 1 timesteps.

Next, we formalize our research target in this paper. Given user
u’s query click log Lu and current session ST , our target is to
establish a model to infer user u’s personalized search intent IT ,i
at the i-th turn in ST , where IT ,i is represented as a vector with
dimensionality ds . We aim to jointly predict the queryQT ,i+1 at the
(i +1)-st turn, and the probability of clickCT ,i,m for each candidate
document Dcan

T ,i,m , 1 ≤ m ≤ M .

4 METHOD
In this section, we describe the long short-term session search
network, abbreviated as LostNet. We first provide an overview of

LostNet. We then describe the architecture to model personalized
search intent. Finally, we detail the joint learning process of docu-
ment reranking and next query prediction.

4.1 Overview
For an issued query (e.g., “job hunting preparation”) in the current
session, without considering long-term information, the search
results will be about “preparation for different potential jobs.” How-
ever, given queries (e.g., “java runtime environment”) and SAT
documents (e.g., “dynamic programming algorithm”) in previous
sessions, it becomes evident about the user’s accurate intent, i.e.,
“looking for an algorithm engineer position.” Shown by this exam-
ple, we argue that the system can provide accurate search results
by by inferring the user’s long-term search intent.

We introduce the long short-term session search network (LostNet)
to infer the personalized search intent for jointly optimizing doc-
ument reranking and next query prediction. Fig. 2 provides an
overview of the personalized search process in LostNet. There are
three main ingredients: (A) session-level search intent tracking (see
§4.2); (B) personalized search intent tracking (see §4.3); and (C) doc-
ument reranking and next query prediction (see §4.4). Along with
LostNet, for (A) we propose a hierarchical session-based attention
mechanism to infer session-level search intent. Then, for (B) we
propose a multi-hop memory network to learn the user’s long-term
profile. Finally, we provide an optimized learning procedure in Lost-
Net for (C), where we apply a multi-task learning strategy to jointly
optimize document reranking and next query prediction.

4.2 (A) Tracking session-level search intent
We start by detailing how we model session-level search intent
within a session. Unlike previous methods, our method applies
a hierarchical session-based attention mechanism with recurrent
neural network (RNN) to learn the fine-grained session-level intent
representation. This mechanism is composed of two hierarchical
components: text (i.e., query and document) representation and
session-level intent representation.

4.2.1 Text representation. Within a session St , 1 ≤ t ≤ T , there is
a query-click sequence, i.e., St = [(Qt,1,Dt,1), . . . , (Qt,Nt ,Dt,Nt )],
where Nt is the number of turns in St . We consider each query and
document as a variable length word sequence. Given a J -length
sequence of words

[
w1,w2, . . . ,w J

]
, the model first embeds each

wordw j , 1 ≤ j ≤ J , into a de -dimensional embedding x j by looking
up in an embedding matrix E ∈ R |V |×de , i.e., x j = E(w j ). To better
understand the content presented in the text, we apply bidirectional
long short-term memories (LSTMs) (i.e., one forward and one back-
ward LSTM) to encode the sequence of words in both queries and
documents. As shown in Eq. 1, for each x j we obtain a hidden
representation hj by concatenating the hidden states generated by
BiLSTMs:
−→
hj = LSTM(

−→
h j−1,x j ),

←−
hj = LSTM(

←−
h j+1,x j ), hj =

[−→
hj ,
←−
hj
]
, (1)

Thus, we obtain a sequence of J hidden representations [h1,h2, . . . ,
h J ], hj ∈ R2dh , where dh refers to the dimension of the forward
and backward LSTM hidden unit. To detect the unbiased weight of
each word in a text, we present an inner-attention mechanism [53]
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Figure 2: Overview of our long short-term session search network (LostNet). Queries (e.g., “java runtime environment”) and
SAT-documents (e.g., “dynamic programming algorithm”) exist in past sessions. For a query in current session, LostNet infers
the personalized search intent based on the hierarchical session-based attention mechanism and the personalized memory
network. On this basis, LostNet jointly reranks candidate documents and predicts the next query.

to generate a fixed-length representation π ∈ R2dh , so we have:

π =

J∑
j=1

αhj · hj , αhj =
exp(vT1 tanh(W α

1 hj + b
α
1 ))∑J

l=1 exp(vT1 tanh(W α
1 hl + b

α
1 ))
, (2)

where αhj is the attention weight for hj , 1 ≤ j ≤ J , tanh(·) refers to
an element-wise tangent function, and v1 ∈ Rda ,W α

1 ∈ R
da×2dh ,

and bα1 ∈ R
da are parameters of our inner-attention mechanism.

During a search session St , at the n-th turn, after applying the
inner-attention procedure, we represent the query Qt,n as a dis-
tributional vector qt,n ∈ R2dh . We write dt,n ∈ R2dh to indicate
the average distributional vector of all clicked documents under
Qt,n . Therefore, after this process, we have an embedding sequence
representation of St as follows:

st =
[
(qt,1,dt,1), (qt,2,dt,2), . . . , (qt,Nt ,dt,Nt )

]
. (3)

4.2.2 Session-level intent representation. As the bottom layer of
our session-based attention mechanism, we get the within-session
query/document embedding representation via an inner-attention
layer, i.e., a fixed-length latent representation of each query and its
clicked documents. The upper layer of our session-based attention
mechanism concerns the session-level intent representation.

Given a search session St , we obtain its within-session represen-
tation st as a sequence of embedding representations of queries and
clicked documents. To accurately model the temporal information
hidden in such a query chain, we apply a GRU-based solution to
form the vector representation of st . Shown in purple in Fig. 2, at
the n-th interaction turn within session st , the GRU encoder takes
the (n − 1)-th turn’s hidden state and the current turn’s query-click

pair as the input, so we have:

st,n = GRU(st,n−1, [qt,n ,dt,n ]), st,n ∈ R
ds , (4)

where st,n refers to the hidden representation at the n-th turn in
session st , whereas st,0 is initialized by a zero vector, the parameters
in GRU are shared across all sessions. Thereafter, we have a variable
length sequence of hidden representations based on GRU encoders,
i.e., [st,1, st,2, . . . , st,Nt ]. As with the within-session embedding
representation, we still apply the inner-attention mechanism to
achieve focus of a session and infer a fixed-length intent repre-
sentation. Therefore, we obtain an attentive vector s̃t ∈ Rds . At
the i-th turn during ST , as there is no corresponding click for the
current query QT ,i , we assume that DT ,i = �, so that we have
dT ,i = 0. Therefore, we obtain a dynamic short-term search intent
representation s̃T ,i for the current session ST . Moreover, we have
s̃1, s̃2, . . . , s̃T−1 for previous sessions S1, S2, . . . , ST−1, which will be
applied to build the user’s long-term profile representation.

4.3 (B) Tracking personalized search intent
We propose a new memory augmented neural network to track the
user’s personalized search intent. Our method can be divided into
two main components: a personalized memory encoder (PME) and
a fusion gating layer (FGL). The PME encodes information from
previous sessions into a user profile representation, while the FGL
module selectively combines information from the current session
and the PME for inferring personalized search intent.

4.3.1 Personalized memory encoder. To explicitly store and mem-
orize information, memory networks apply an external memory
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as a large array of slots. Given a user u, to address their long-
term search interest, we apply a external memory module with
k matrix slots to store the hidden representations of the last k
sessions. We denote the personalized memory matrix as MT , so
we have MT = {mT−k ,mT−k+1, . . . , mt , . . . ,mT−1}, mt ∈ Rds ,
MT ∈ R

ds×k . Moreover, the PME uses H hops reading operations
with soft attention and first-in-first-out writing operations to access
the memory matrixMT .

Read operation. In fact, not all historical sessions are useful for
predictions in an ongoing session. To discriminate previous be-
haviors for building an effective user profile, we design multi-hop
reading mechanism to scrutinize previous sessions and highlight
important part dynamically according to present information need.
Given a user u, we assume there are already i turns of query refor-
mulations during the current session ST . We write r j ∈ Rds for a
reading vector to retrieve the memory matrixMT at the j-th hop
(1 ≤ j ≤ H ). To derive the output, oj , at the j-th hop, we let r j read
matrixMT as follows:

oj ← READ(MT , r j ). (5)

For r j , we initially set r1 as the short-term search intent represen-
tation s̃T ,i of the current session. For the j-th hop, 1 < j ≤ H , we
use both the output from the last hop oj−1 and s̃T ,i to derive an
updated reading vector r j :

r j = Rj (s̃T ,i + oj−1), (6)

where Rj ∈ Rds×ds is a learned parameter matrix, which will be
updated on each hop j . To specify the READ operation, we present
an attentive combination of memory slots, which is shown in Eq. 7:

zj,t =
exp(β · (r j )Tmt )∑T−1

l=T−k exp(β · (r j )Tml )
,∀t ∈ {T − k, . . . ,T − 1}

oj =
∑T−1

t=T−k
zj,t ·mt , oj ∈ R

ds ,

(7)

where zj,t refers to the attention weight of the t-th slot in memory
matrixMT at the j-th hop, and β is the strength parameter. After
the read operation, our model is able to combine new evidence into
the reading vector r j , which will guide to focus on and retrieve
more relevant personalized information in later accesses. After H
hops, we combine all outputs of read operations to generate the
long-term user profile, i.e., pT ,i =

∑H
j=1 α joj , where pT ,i ∈ Rds ,

and α1,α2, . . . ,αH ∈ R are learned weight parameters to recognize
the importance of the reading outputs at each hop j.

Write operation. At the beginning, we initialize the memory
matrix as �. We adopt a first-in-first-out mechanism to update the
memory matrix, which stores the user u’s latest k sessions. When
we write the memory, the earliest session is removed from the
memory matrix, and the new one is added into the queue. When
the memory matrix is not yet full, the session is directly added
without removing any existing session.

Efficiency analysis. We compare the efficiency of our memory
module to the RNN-based layers in our problem. In our algorithm,
we define the session-level calculation as one basic operation. In
terms of computational complexity, for each issued query, the RNN-
based layers have to recalculate k previous sessions’ information,

i.e.,O (k). Such low efficiency makes them not appropriate for broad
real-world applications. In contrast, our PME contains a memory
matrix to store the long-term states in memory slots separately,
which enables long-term information update instantly. Thus it will
decrease the time complexity toO (1) by using space-time tradeoffs.
Moreover, ourmemorymodule connects all sessionswith a constant
number of sequentially executed operations, whereas the RNN-
based layer requires O (k) sequential operations [51].

4.3.2 Fusion gating layer. To balance the impact of the short-term
search intent and long-term user profile, we use a fusion gating
mechanism to infer the personalized search intent IT ,i ∈ Rds at the
i-th turn in the ongoing session ST .

IT ,i = fT ,i · s̃T ,i + (1 − fT ,i ) · pT ,i , (8)

where the gate fT ,i ∈ Rds is derived by σ (W f s̃T ,i + V f pT ,i ),
whereas W f , V f refers to the ds × ds parameter matrices. The
personalized intent representation, IT ,i , will be used to enhance the
joint learning of document reranking and next query prediction.

4.4 (C) Joint learning
For the user u, at the i-th turn in session ST , we have the current
query QT ,i and a personalized search intent representation IT ,i .
We aim to derive the clicked probability CT ,i,m of the candidate
document Dcan

T ,i,m , (1 ≤ m ≤ M) using a sigmod function over IT ,i
andQT ,i ; and we apply a word-level attentive mechanism to predict
words in the next queryQT ,i+1. Details of each component are given
next.

4.4.1 Document reranking. Our goal is to rerank candidate doc-
uments in Dcan

T ,i according to their relevance w.r.t. QT ,i and IT ,i .
Using text representation procedure in Section 4.2.1, we obtain the
embedding representation qT ,i and dcanT ,i,m for the queryQT ,i and a
candidate document Dcan

T ,i,m , respectively. We first concatenate qT ,i
with IT ,i via a non-linear transformation, and then apply a sigmod
function to infer the click probability of dcanT ,i,m , i.e., CT ,i,m :

CT ,i,m = P(dcanT ,i,m |qT ,i , IT ,i )

= σ
(
(dcanT ,i,m )

T tanh(W P [qT ,i ; IT ,i ] + bP )
)
,

(9)

where 1 ≤ m ≤ M , andW P ∈ R2dh×(2dh+ds ), bP ∈ R2dh are param-
eters of our reranking component. Thereafter, candidate documents
are re-ordered according to these click probabilities.

4.4.2 Next query prediction. To predict the next query QT ,i+1, we
calculate the prediction probability of QT ,i+1 given QT ,i and IT ,i .
By decomposing P(QT ,i+1 |QT ,i , IT ,i ) intomultiplications of a series
of probabilities over adjacent words in QT ,i+1, we have:

P(QT ,i+1 |QT ,i , IT ,i ) =
∏ |QT ,i+1 |

y=1 P(wy |w1:y−1,QT .i , IT ,i ). (10)

We estimate this probability by using an LSTM-based decoding
procedure. We setW h0 ∈ Rdp×ds and bh0 ∈ Rdp as decoder param-
eters, and initialize the hidden state hdec0 as tanh(W h0 IT ,i + b

h0 ).
We use the following procedure to calculate the rest hidden states:

hdecy = LSTM(hdecy−1,xy−1),∀y ∈ {1, 2, . . . ,
��QT ,i+1

��}, (11)
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where hdecy ∈ Rdp , and xy−1 is the embedding of the generated
wordwy−1. Considering that users often retain words from their
last query [2], we apply an attentive method to enhance the influ-
ence of the current query QT ,i in predicting the words in QT ,i+1.
Specifically, we predict the y-th word in the next query QT ,i+1
based on a word-level attentive vector cy ∈ R2dh that encodes the
words in the current query QT ,i with respect to the y-th hidden
state of the decoder:

cy =

|QT ,i |∑
j=1

exp((hdecy )
T
W ahencj )∑ |QT ,i |

l=1 exp((hdecy )
T
W ahencl )

· hencj , (12)

where hencj is the j-th BiLSTM hidden representation when encod-
ing QT ,i , andW a ∈ Rdp×2dh is a parameter matrix. We use cy to
update the decoder hidden state h̃decy = tanh(W c [cy ;hdecy ]), where
h̃decy ∈ Rdp andW c ∈ Rdp×(2dh+dp ). Finally, we generate the y-th
wordwy in QT ,i+1 based on the following probability distribution
over the vocabulary V :

P(wy |w1:y−1,QT ,i , IT ,i ) = softmax(W дenh̃decy ). (13)

4.4.3 Joint optimization. For an issued query, LostNet reranks
candidate documents and predicts the next query given histori-
cal search sessions and the current session of the user. Therefore,
the training objective of LostNet consists of two terms. The first
term is the binary cross entropy loss for the document reranking:
Lrank =

−
1
M

M∑
m=1

[
C̄T ,i,m log(CT ,i,m ) + (1 − C̄T ,i,m ) log(1 −CT ,i,m )

]
(14)

where C̄T ,i,m ∈ {0, 1} represents a binary click label for Dcan
T ,i,m .

The second term is the negative log-likelihood loss for next query
prediction, which is shown in Eq. 15:

Lpre = −
∑ |QT ,i+1 |

y=1 log P(wy |w1:y−1,QT .i , IT ,i ). (15)

The final objective is the sum of Lrank and Lpre over all queries.

5 EXPERIMENTAL SETUP
We address the following research questions to guide our experi-
ments: (RQ1) How does LostNet perform on document reranking
and next query prediction? Does it outperform the baselines? (See
§6.1) (RQ2) What is the effect of long-term personalized informa-
tion? (See §6.2) (RQ3) How do the settings of PME influence the
performance? (See §6.3) (RQ4) What is the effect of our joint learn-
ing? How well does LostNet perform with single task learning
instead of joint learning? (See §6.4)

5.1 Datasets
We employ two benchmark datasets in our experiments: the AOL
search log [42]1 and SogouQ [33].2
• AOL: The AOL search log is an English language dataset con-
taining real users’ query click data from 1st March, 2006 to 31st

1http://www.cim.mcgill.ca/~dudek/206/Logs/AOL-user-ct-collection/
2https://www.sogou.com/labs/resource/q.php

Table 1: Dataset statistics.

Datasets Training users Validation users Test users
AOL 127,620 15,953 15,953
SogouQ 54,161 6,770 6,771

May, 2006 [42]. Since different clicks of a single query corre-
spond to multiple lines in the log, we merge consecutive identical
queries issued by the same user and aggregate their correspond-
ing clicked documents. Following Ahmad et al. [1, 2], we remove
all non-alphanumeric characters from the queries, and only use
document titles as the content. Like Jansen et al. [24], we use a
30-minute period between interactions as the session boundary,
and only consider sessions with more than two queries in the
experiments.
• SogouQ: SogouQ is a Chinese web search log dataset that in-
cludes about one month (June 2008) of queries and user clicks
from the Sogou search engine [33].We first extract titles of clicked
URLs from SogouT3 which is an internet corpus containing 130
million original web pages [32]. As the log lacks exact times-
tamps for issued queries, we follow [2, 26] to set the boundaries
between sessions based on the similarity between two consecu-
tive queries. Since SogouQ only provides one month search log,
we keep sessions with only one query to complement the number
of historical sessions for users.

In order to simulate the memory’s ability to dynamically store
historical sessions of a user, we divide users in the data into 8:1:1
as training, validation, and test set respectively. Following [17], we
also use a heuristic method to filter out spam users. Table 1 shows
detailed statistics for the two datasets.

5.2 Baselines and comparisons
We write LostNet for the overall process as described in Section 4,
which includes components (A), (B), and (C). We write LostNet-Short
for the model that only considers components (A) and (C), so it
uses a hierarchical session-based attention mechanism to model the
short-term search intent for the joint learning of DR and NQP. To
evaluate the effectiveness of LostNet, we compare it with a range
of methods for document reranking and next query prediction.

For document reranking, our baselines include both classical
and neural retrieval models. We consider BM25 [44] as a base-
line for classical retrieval methods. To compare with neural rank-
ing models, we consider baselines categorized in representation-
focused, interaction-focused, and combinations of both. We con-
sider DSSM [22], CLSM [45], and ARC-I [19] as baselines for rep-
resentation-focused models. We also consider ARC-II [19] and
DRMM [18] as baselines for interaction-focused models. As com-
binations of representation- and interaction-focused models, we
consider DUET [38] and Match Tensor [23].

To assess the performance of personalized document ranking,
our baselines also include two state-of-the-art personalized rank-
ing methods, HRNN+QA [17] and RPMN [58]. HRNN+QA extracts
user profiles using a query-aware attention model, whereas RPMN
applies external memories to enhance user re-finding behavior in
personalized search.

3https://www.sogou.com/labs/resource/t.php
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To assess the performance of next query prediction, we consider
HRED-qs [48], a hierarchical recurrent encoder-decoder model, as
a baseline in our experiments. Our baselines also include recent
work using sequence2sequence (seq2seq) models: Seq2seq [4] and
Seq2seq+Attn. [35].

To evaluate the joint learning performance, we also compare
LostNet with session search models using multi-task learning, i.e.,
M-NSRF [1], M-MATCH Tensor [1], and CARS [2].

5.3 Implementation details
We implement LostNet with Tensorflow and carry out experiments
on a Geforce RTX 2080 Ti GPU. We follow Ahmad et al. [1] to
limit the maximum available number of clicked documents per
query to 5, and set the maximum allowable length of query and
document (only the title) to 10 and 20 respectively. We use 300-
dimensional word vectors trained with GloVe [43] to initialize the
word embedding matrix E. We use a Gaussian distribution with
a mean of 0 and standard deviation of 0.01 to randomly initialize
model parameters. We use mini-batch SGD with Adam [27] for
end-to-end training. The batch size is selected from {8, 16, 32, 64}
to fit in single GPU memory and the learning rate is empirically
set to 10−4. In LostNet, the number of hidden neurons in each
of its encoders and decoders is determined by grid search based
on its performance on the validation set. Considering the balance
between efficiency and result quality, we set dh , ds , da , dp in the
sentence encoder, session-level GRU, session-level attention and
next query prediction to 256, 512, 256, and 512, respectively. We
vary the number of slots and reading hops in the user personalized
memory from {2, 4, 8, 16, 32} and {1, 3, 5}, respectively, to study
their effect. We adopt an early stopping strategy with a patience of
3 epochs and select the model that achieves the minimum loss on
the validation set.

5.4 Evaluation metrics
For the document reranking task, we employ threewidely-used eval-
uation metrics, i.e., mean average precision (MAP), mean reciprocal
rank (MRR), and normalized discounted cumulative gain (NDCG)
computed at positions one, three, five and ten. Following Ahmad
et al. [1], as search logs only contain clicked documents for each
query, we construct candidate documents by selecting top-ranked
documents using BM25 [44]. We sample 50 candidate documents
per query in the test set, and 5 candidates per query for training
and validation sets.

To assess the next query prediction performance, we consider the
users’ next submitted query as the ground-truth [48]. We conduct
evaluations in terms of two aspects: the abilities of generation
and discrimination. For evaluating the ability of generation, We
use BLEU scores [41] as the evaluation metrics, which have been
widely applied in many text generation tasks [7]. In addition, we
also report MRR scores to evaluate the discriminative ability in next
query prediction, where we use a co-occurrence based suggestion
model to generate candidates by following [48].

6 RESULTS AND ANALYSIS
6.1 Overall performance (RQ1)
We start by addressing RQ1 and evaluate the overall performance
of document reranking and next query prediction.

6.1.1 Document reranking. Table 2 lists the document reranking
performance of all models. We find that the neural retrieval models
achieve better performance than BM25 in terms of most of the
evaluation metrics, which indicates that lexical ranking models
suffer from the vocabulary gap problem. Among the neural ranking
models, we find that the interaction-focused models, and combi-
nations of representation- and interaction-focused models outper-
form representation-focused models. For both datasets, we observe
RPMN outperforms most of other baselines in the experiments,
which verifies the effectiveness of the personalization. Among
personalized search models, HRNN+QA achieves sub-optimal per-
formance, which suggests that a hierarchical RNN method has
difficulty performing long-term memorization and mining valid
information. Moreover, the original ranking position of candidate
documents is used as a additional feature in HRNN+QA. However,
such kind of feature is inaccessible in these two benchmark datasets.
RPMN outperforms HRNN+QA in terms of all metrics, which sug-
gests external memories are helpful for personalized multi-session
search. As expected, we see multi-task learning methods exhibit
an improvement over other baselines. Specifically, we see that M-
Match Tensor achieves a 1.25% (1.32%) increase over Match Tensor
in terms of MAP (average NDCG) on AOL dataset, which indicates
that incorporating a query prediction component is helpful for doc-
ument reranking. CARS performs the best among all multi-task
learning baselines, which confirms the validity of modeling the
associated clicks for document reranking.

Table 2 shows that LostNet significantly outperforms all base-
lines in terms of all evaluation metrics on both datasets. In terms
of MAP, LostNet obtains a 4.82% and 6.68% increase over the best-
performing baseline CARS on the two datasets, respectively. Thus
we conclude that leveraging multi-session personalized information
with memory networks is beneficial for document reranking.

6.1.2 Next query prediction. We evaluate the models in two ways:
(a) by identifying users’ next query from a list of candidate queries,
and (b) by generating users’ next query [2]. Table 3 shows the re-
sults for the two datasets. As expected, seq2seq performs worst.
However, the attention mechanism significantly enhances seq2seq
in terms of all evaluation metrics. Seq2seq+Attn. even obtains the
best performance among all baselines in terms of both BLEU-1 and
MRRmetrics on the SogouQ dataset, which confirms the value of ap-
plying word-level attention on current query. MNSRF outperforms
HRED-qs in terms of all BLUE scores and MRR by incorporating the
document reranking component, which indicates that multi-task
learning also enhances the next query prediction. LostNet outper-
forms all baselines with significant margins in terms of both BLEU
and MRR. This shows the advantage of our learned dynamic user
profiles and their utility to the query prediction task.

6.2 Impact of long-term search intent (RQ2)
To address RQ2, we compare the performance of LostNet and its
variant, LostNet-Short, on the document reranking and next query
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Table 2: Performance comparison of document reranking models on two datasets. Boldface indicates leading results. Signifi-
cant improvements over the best baseline results are marked with ∗ (paired t-test, p-value < 0.01).

AOL search log SogouQ

NDCG NDCG

Model type Model name MAP MRR @1 @3 @5 @10 MAP MRR @1 @3 @5 @10

Classical BM25 0.2520 0.2593 0.1546 0.2024 0.2306 0.2745 0.3067 0.3219 0.2004 0.2680 0.3029 0.3500

Represent.
Focused

DSSM 0.2657 0.2696 0.1753 0.2214 0.2572 0.2901 0.2861 0.2992 0.1476 0.2326 0.2805 0.3524
CLSM 0.3973 0.4285 0.3082 0.3744 0.3998 0.4354 0.2903 0.3026 0.1507 0.2381 0.2871 0.3540
ARC-I 0.4952 0.5266 0.3845 0.4697 0.5149 0.5620 0.4420 0.4676 0.3502 0.4166 0.4501 0.4901

Interact.
Focused

DRMM 0.3386 0.3685 0.2543 0.3024 0.3353 0.3796 0.2350 0.2515 0.1601 0.2000 0.2252 0.2573
ARC-II 0.5786 0.6102 0.4925 0.5613 0.5972 0.6340 0.4558 0.4806 0.3634 0.4303 0.4652 0.5041

Represent.
& Interact.

DUET 0.5635 0.6056 0.5149 0.5444 0.5724 0.6108 0.5233 0.5551 0.4767 0.5031 0.5270 0.5565
Match Tensor 0.6796 0.7124 0.6402 0.6687 0.6905 0.7175 0.5672 0.5990 0.5215 0.5490 0.5713 0.6010

Personalized HRNN+QA 0.3697 0.4283 0.3924 0.4671 0.4925 0.5197 0.3876 0.5108 0.2921 0.3195 0.3405 0.3764
RPMN 0.5674 0.5739 0.4807 0.5539 0.5739 0.5981 0.6006 0.6097 0.5007 0.5922 0.6160 0.6404

Multi-task
M-NSRF 0.6856 0.7194 0.6484 0.6759 0.6978 0.7225 0.5798 0.6098 0.5217 0.5630 0.5881 0.6189
M-Match Tensor 0.6881 0.7212 0.6512 0.6771 0.6989 0.7255 0.5865 0.6167 0.5301 0.5681 0.5946 0.6270
CARS 0.7426 0.7598 0.6482 0.7448 0.7653 0.7859 0.6295 0.6547 0.5657 0.5983 0.6345 0.6779

Ours LostNet-Short 0.7603∗ 0.7830∗ 0.7214∗ 0.7535∗ 0.7721∗ 0.7916∗ 0.6579∗ 0.6799∗ 0.5993∗ 0.6425∗ 0.6662∗ 0.6944∗
LostNet 0.7784∗ 0.8001∗ 0.7397∗ 0.7732∗ 0.7908∗ 0.8092∗ 0.6716∗ 0.6945∗ 0.6131∗ 0.6590∗ 0.6811∗ 0.7078∗

Table 3: Performance comparison of next query prediction
models on two datasets. Boldface indicates leading results.
Significant improvements over the best baseline results are
marked with ∗ (paired t-test, p-value < 0.01).

AOL search log (English) SogouQ (Chinese)
BLEU BLEU

Model 1 2 3 4 MRR 1 2 3 4 MRR
Single-task learning

Seq2seq 4.1 0.0 0.0 0.0 0.2204 2.0 0.3 0.0 0.0 0.4185
Seq2seq+Attn. 20.8 8.3 3.5 1.3 0.3172 44.5 19.6 8.8 3.2 0.5870
HRED-qs 20.8 8.3 3.7 1.5 0.3320 38.4 15.3 7.9 3.4 0.5216
Multi-task learning

M-Match Tensor 2.3 0.4 0.1 0.0 − 5.0 0.9 0.2 0.0 −

M-NSRF 22.0 9.3 4.5 2.0 0.3501 41.9 18.0 9.3 5.1 0.5747
CARS 10.9 6.1 3.4 1.7 0.3230 28.9 19.7 9.2 5.8 0.5521
Personalized multi-task learning

LostNet-Short 30.2∗ 14.1∗ 8.4∗ 4.0∗ 0.3781∗ 49.2∗ 23.7∗ 11.3∗ 6.6∗ 0.6168∗
LostNet 32.1∗ 14.3∗ 8.1∗ 3.3∗ 0.4283∗ 49.7∗ 23.7∗ 11.5∗ 6.8∗ 0.6262∗

prediction tasks. LostNet-Short refers to LostNet without the long-
term search intent, that uses an hierarchical session-based attention
mechanism to process the sequential interactions in an ongoing
session for joint learning of DR and NQP. As shown in Table 2,
without modeling information about past sessions, LostNet suffers
a significant performance drop in the document reranking task.
Specifically, LostNet obtains improvements over LostNet-Short of
2.38% and 2.08% in MAP on the two datasets, respectively. With
regard to average NDCG score, the relative improvements over
LostNet-Short are 2.45% and 2.25%, respectively. This indicates
that it is useful to combine short-term search interest and a user’s
long-term search profile for better document reranking. We also
report their query prediction performance in Table 3. We observe
that LostNet outperforms LostNet-Short in most cases. In terms

of average BLEU score, LostNet achieves a 1.94% (0.99%) increase
over LostNet-Short on the AOL (SogouQ) dataset; in terms of MRR,
LostNet offers improvements of up to 13.28% and 1.52%, respectively.
We conclude that modeling long-term search interactions helps to
learn a more precise user profile, and consequently yield better
reranking and query prediction results.

6.3 Setting the personalized memory encoder
(RQ3)

To address RQ3, we analyze the influence of two parameters of
the personalized memory encoder, the number of hops H and the
memory size k . We report our results in Fig. 3 for (a) document
reranking, and (b) next query prediction on the AOL dataset. We
observe that: (1) LostNet with more hops achieves better perfor-
mance, which indicates the effectiveness of a multi-hop mechanism
during dynamic profile learning. (2) The performance of LostNet in
terms of MAP increases with the growth of the memory size; and
the query prediction performance measured by MRR has a roughly
similar trend. This is because more historical session information is
used for predicting the next click and query. (3) The performance
of LostNet improves rapidly when the memory size is fewer than
8. With the increase of the memory size, the performance gain
gradually diminishes in both tasks. Hence, it is reasonable to adopt
a first-in-first-out mechanism to maintain the latest k sessions in
user memory matrix, as a more recent session should contribute
more than an older one to the current search.

The discussions above show that accurately inferring person-
alzied search intent depends on the degree to which we are able
to incorporate previous session information. We conclude that our
proposed PME is able to effectively exploit evidence from historical
search activities and yield better personalization.
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Table 4: Ablation on joint learning for performance analysis of LostNet.
AOL search log (English) SogouQ (Chinese)

NDCG BLEU NDCG BLEU
LostNet variant MAP @1 @3 @5 @10 1 2 3 4 MAP @1 @3 @5 @10 1 2 3 4
w/o Recommender 0.7713 0.7363 0.7647 0.7817 0.8010 − − − − 0.6292 0.5805 0.6129 0.6344 0.6595 − − − −

w/o Ranker − − − − − 31.6 13.3 7.4 3.0 − − − − − 49.8 23.7 10.8 6.3
LostNet 0.7784 0.7397 0.7732 0.7908 0.8092 32.1 14.3 8.1 3.3 0.6716 0.6131 0.6590 0.6811 0.7078 49.7 23.7 11.5 6.8

(a) Evaluation on document reranking. (b) Evaluation on query suggestion.

Figure 3: Performance comparison of LostNet with differ-
ent numbers of hops and slots in user personalized memory
component on the AOL dataset.

6.4 Effect of joint learning (RQ4)
To answer RQ4, we turn off the document reranking and query
prediction components in LostNet, one at a time. The empirical
results on the two datasets are summarized in Table 4. We first train
LostNet without query prediction to purely focus on document
reranking. We find a significant decrease in reranking performance,
which indicates the utility of supervision signals from the query
recommender to the ranker. Then, when the document ranker is
disabled, we observe that the prediction performance of LostNet
also receives a consistent drop in terms of all BLEU scores on the
AOL dataset. This shows that a regularization effect of document
reranking task improve the generalization ability of query predic-
tion task.

As to the SogouQ dataset, LostNet with joint learning achieves
a 6.74% increase over the condition without prediction in terms
of MAP on the reranking performance, and it achieves a 1.21%
increase over the condition where it is learns without the reranker
in terms of the average BLUE score on prediction performance.
By leveraging the training signals of the two objectives, our joint
learning framework learns more effective shared representations,
which is suitable for two related tasks. Hence, we conclude that
joint learning of these two tasks for our proposed personalized
approach mutually benefits both tasks.

7 CONCLUSION
We have considered the task of personalized joint learning of docu-
ment reranking and next query prediction. Previous work on this
joint learning task has mostly neglected to use a user’s long-term
information. In our work, we have identified three main challenges:
(1) the difficulty of capturing long-term search intent, (2) the lack
of fine-grained information about session-level search intent, and

(3) low efficiency during profiling information from previous ses-
sions. We have proposed a long short-term session search net-
work (LostNet) to address these challenges. LostNet is composed
of three components: (1) session-level intent tracking, (2) person-
alized search intent tracking, and (3) joint learning of document
reranking and query recommendation. In our experiments, we
have demonstrated the effectiveness of LostNet, finding significant
improvements over state-of-the-art baselines for both document
reranking and next query prediction on two benchmark datasets.

Limitations of our work concern the fact that we do not use
collaborative information in neighborhood sessions [54] and the
lack of external knowledge in LostNet. As to future work, we plan
to apply other users’ sessions so as to enhance the current session
search. Also, our solution can be transferred to broader domains
related to sequential interactions between users and a system. And
it would be interesting to study LostNet in an online setting. Lastly,
we would like to integrate external domain knowledge to further
improve the performance of LostNet.
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