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WALD-EM: Wald Accumulation for Locations and Durations
of Eye Movements
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Describing, analyzing, and explaining patterns in eye movement behavior is crucial for understanding visual
perception. Further, eyemovements are increasingly used in informing cognitive processmodels. In this article, we
start by reviewing basic characteristics and desiderata for models of eye movements. Specifically, we argue that
there is a need for models combining spatial and temporal aspects of eye-tracking data (i.e., fixation durations and
fixation locations), that formal models derived from concrete theoretical assumptions are needed to inform our
empirical research, and custom statisticalmodels are useful for detecting specific empirical phenomena that are to be
explained by said theory. In this article, we develop a conceptual model of eye movements, or specifically, fixation
durations and fixation locations, and from it derive a formal statistical model—meeting our goal of crafting amodel
useful in both the theoretical and empirical research cycle. We demonstrate the use of the model on an example of
infant natural scene viewing, to show that the model is able to explain different features of the eye movement data,
and to showcase how to identify that the model needs to be adapted if it does not agree with the data. We conclude
with discussion of potential future avenues for formal eye movement models.

Keywords: eye movements, eye-tracking, fixation durations, fixation locations, evidence accumulation
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As only a relatively small region on the retina provides the highest
detail of the visual input, the human visual system heavily relies on
the ability to control the gaze and movement of the eye over

a stimulus (Duchowski, 2007). Much of the current research intends
to determine the mechanisms and factors1 that guide visual attention
through fixations and saccades, that is, periods of fixing the visual
input relatively steady on the retina and periods of abrupt move-
ments, respectively, as understanding these mechanisms provides
insights into visual and attentional control and their impact on
perception. Additionally, studying eye movements is not only
essential for understanding perception and attentional control but
can also inform variety of other topics, such as the study of higher
cognitive processes like decision rules in economic games (Polonio
et al., 2015), strategic differences in analogical reasoning tasks
(Hayes et al., 2015; Kucharský et al., 2020), or individual assess-
ment (Chen et al., 2014), to name a few.

Previous research distinguishes the mechanisms and factors that
guide visual attention into three groups (Itti & Borji, 2014; Schütt
et al., 2017; Tatler & Vincent, 2008). These groups can be roughly
described as bottom-up, top-down, and systematic tendencies. The
bottom-up factors include features of the visual environment, such
as distribution of colors and contrast across the visual field, etc.
Many of the so-called saliency models aim to determine and detect
these features (Itti & Koch, 2001; Tatler et al., 2011; Xu et al.,
2014). The top-down factors and mechanisms include character-
istics and states of the observer, such as their motivation, purpose,
task, (background) knowledge, or individual differences (De Haas
et al., 2019). The third group includes factors that are neither purely
bottom-up (i.e., not necessarily tied to features in the environment)
nor top-down (i.e., not necessarily unique to states or characteristics
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of observers), but rather experimentally observed phenomena
(Tatler & Vincent, 2008). Systematic tendencies are believed to
be relatively stable across stimuli, participants, and tasks, such as
fixation biases (e.g., central bias; Tatler, 2007; Tseng et al., 2009;
van Renswoude et al., 2019) or saccadic biases (e.g., horizontal and
leftward bias; Foulsham et al., 2013, 2018; Le Meur & Liu, 2015;
van Renswoude et al., 2016).
Apart from experimental work establishing individual factors that

influence gaze behavior, important aspect of understanding the
mechanism behind the observed behavior is proposing theoretical
and statistical models that are able to describe, explain, or predict
empirical data and observed phenomena. There are many models
with varying levels of abstraction, theoretical substance, the phe-
nomena they aim to explain, and the type and level of data they are
able to explain (LeMeur & Liu, 2015; Malem-Shinitski et al., 2020;
Nuthmann, 2017; Reichle & Sheridan, 2015; Schütt et al., 2017;
Schwetlick et al., 2019; Tatler et al., 2017; Trukenbrod & Engbert,
2014; Zelinsky et al., 2013). In this article, we develop a new
conceptual model of eye movements, and flesh it out in the form of
a statistical model.

Model Requirements

Two prominent questions regarding eye movement behavior that
require explanation are when and where (Findlay & Walker, 1999;
Tatler et al., 2017), that is, what is the mechanism behind the timing
of saccades and fixation durations, and what is the mechanism
behind selecting fixation locations. Predominantly, these questions
are asked separately by building models explaining either fixation
durations or fixation locations (Nuthmann et al., 2010; Schütt et al.,
2017; Tatler et al., 2017). However, better understanding of visual
behavior is perhaps only possible when consideringwhere andwhen
people look simultaneously (Tatler et al., 2017). It is of interest to
consider spatial and temporal phenomena in one model, as these are
likely not independent of each other (e.g., Henderson et al., 2013;
Nuthmann, 2017). In this article, we propose a new account of how
to model eye movements both spatially and temporally in a joint
framework.
One of the critical features of theory-driven models of any

behavior is the ability to generate data, given its set of assumptions.
This enables to assess whether a model is successful in generating
phenomena that are putatively explained by said theory (Borsboom
et al., 2020; Robinaugh et al., 2020), and also makes it possible to
make counterfactual investigations. That is, we might use it to
answer the question “according to the model, what would have
happened if something would have occurred, but it did not?,” which
is useful for hypothesis generation and essentially more precise
testing of theories underlying the models (e.g., Nuthmann et al.,
2010). This is generally a useful approach that enables to check the
explanatory adequacy of the underlying theory, inform us about
where to look for crucial piece of evidence, and as such serving a
crucial part of the theoretical cycle (Borsboom et al., 2020). Build-
ing data generative models of eye movements have a long tradition
in the eye-tracking literature. In fact, the traditional approach to
evaluate eye movement models typically involves simulating eye
movement data from a model and comparing the synthetic data to
experimentally established phenomena (Schütt et al., 2017).
Additionally to being used as generative models, formal modeling

approaches are widely used in the empirical cycle as well in form of

statistical models, where they play a crucial role in detecting and
establishing new phenomena from the collected data (Wagenmakers
et al., 2018). Thus, as dynamic models of eye movements gain
importance in theoretical and experimental research, parameter
estimation and model comparison are also gaining importance.
This requires being able to specify a model as a statistical model
(i.e., a probability distribution of the data given a set of parameters)
that can be used to estimate the parameters (either using maximum
likelihood or Bayesian approaches), and use the statistical machin-
ery for assessing the uncertainty in parameter estimates and to
conduct model comparisons (e.g., Malem-Shinitski et al., 2020;
Schütt et al., 2017).

Detecting new phenomena is of great interest for eye movement
researchers. For example, in studying phenomena such as the
central bias (i.e., relative preference to focus on the center of
the screen compared to other areas), there is an ongoing debate
whether it can be explained away as a manifestation of bottom-up
effects (such as distributions of objects on the screen) or whether it
is a real systematic bias somehow ingrained in our visual system,
and how to disentangle these explanations (Tatler, 2007; Tseng
et al., 2009; van Renswoude et al., 2019). Having a possibility to
modify the model such that it includes or excludes the central bias,
would enable us to pit these explanations against each other.
Through model comparison and parameter estimation, we can
then assess whether and quantify to what extent these different
factors come into play. Thus, it is important that a model can be
modified to include, exclude, or modify the functional form of the
effect of different factors or mechanisms influencing the eye
movement behavior.

Furthermore, it is highly likely that eye movement characteristics
will depend on individual differences, differences between different
populations, or within-person differences due to development
(De Haas et al., 2019). It is thus important to be able to model
these differences in one coherent modeling framework by allowing
to specify parameters in the model to, for example, differ between
populations or as random terms in a hierarchical fashion.

Models that are possible to use both in the theoretical cycle
(i.e., as formal manifestations of a theory to check that the theory
explains phenomena that it set out to explain) and empirical cycle
(i.e., to assess the evidence for new phenomena that need expla-
nation) are generally difficult to develop and rare, so rare that these
two purposes of scientific models are often discussed as
completely separate entities (Smaldino, 2017). However, having
a model that is both statistical and informed by the underlying
theory often offers deeper insights into the underlying mechanisms
(Borsboom et al., 2020; Rodgers, 2010), and provides additional
opportunities to learn both about the model and the natural
phenomena (McElreath, 2020, pp. 525–552). In cognitive psy-
chology, such models are sometimes referred to as cognitive
process models, as they describe the cognitive processes that
underlie the data, and possess parameters that often have clear
interpretations (Forstmann & Wagenmakers, 2015).

Outline

In this article, we propose a model that explains fixation locations
and fixation durations simultaneously, and is (a) generative (i.e., can
make predictions about the locations of fixations at a particular
time), (b) statistical (i.e., has a proper likelihood function),
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(c) modifiable (i.e., can be expanded to include different factors,
including random factors), and (d) can be interpreted as a cognitive
process model.
The structure of this article is as follows. In the next section, we

introduce the model in conceptual terms, that is, describe the
architecture of the model to highlight the core assumptions which
yield the model interpretable as a cognitive process model, while
abstracting from particular analytic choices. Then, we show how to
derive a particular realization of the model. This will involve laying
out concretely what analytic choices we made to make the model
tractable. We lay out several factors that can optionally be included
in the model, and apply different versions of the model to real data to
answer substantive questions, thereby illustrating the model flexi-
bility and usefulness. In the following sections, we limit ourselves
mostly to the domain of free scene viewing. We believe that the
proposed model could be extended or adapted further to other
contexts or paradigms, but that is not the focus of the current article.
We will refer to the new model as WALD-EM, standing for

“Wald accumulation of locations and durations of eye movements.”
Reasons for this name will become apparent in the following
description of the model.

Conceptual WALD-EM Model

Our model describes eye movement data as x and y coordinates
and durations of fixations, and aims to provide answers to the
questions aboutwhen andwhere simultaneously. As such, it consists
of two parts: One that corresponds to the question when, and one
that corresponds to the question where. These two parts are then
intertwined together to capture potential dependencies between
these two.

Model for When

A typical human (adult) in typical situations makes on average
one saccade in 200–400 msec. The distribution of fixation durations
is characteristically positively skewed with typically positive rela-
tionship between the mean and a variance, much like typical
distributions of response times in decision tasks (Palmer et al.,
2011). Hence, it is reasonable to borrow from the response time
modeling literature, that is, evidence accumulation models, such as
LATER (Carpenter & Williams, 1995), Linear Ballistic Accumula-
tion (Brown & Heathcote, 2008), or Diffusion Decision (Ratcliff &
McKoon, 2008).
In our model, we represent the fixation duration as the time it takes

the observer to make a decision to make a saccade. The decision
process represents information uptake from a current location up to a
point where the currently fixated location does not bring additional
information compared to potential information sources at other
locations. We assume that information uptake is a continuous-time
stochastic process that rises to a threshold with some drift and noise
level. The time to make the decision to make a saccade is the first
passage time of this process. The simplest model for such a time is the
Wald distribution with three parameters: drift (ν), decision boundary
(α), and standard deviation of the noise (σ), one of which needs to be
fixed for identifiability purposes (Chhikara & Folks, 1988). Apart
from that the Wald distribution is a reasonable candidate as it reflects
the noisy evidence accumulation process (a process that has been
deemed as a neurally plausible mechanism for decision processes,

Anders et al., 2016), it has previously also been shown to fit fixation
durations well (Palmer et al., 2011). Figure 1 shows the mechanism
that gives rise to the Wald distribution.

Other models contain similar data generating processes for fixa-
tion durations. For example, the LATEST model (Tatler et al.,
2017) assumes that the fixation duration is also the time to make
a decision to make a saccade to a new location. Our model assumes
stochastic random walk accumulation, whereas LATEST assumes a
linear ballistic process. Further our model assumes only one deci-
sion process at a time, whereas LATEST assumes many accumu-
lators running in parallel. CRISP (Nuthmann et al., 2010) and ICAT
(Trukenbrod & Engbert, 2014) models also rely on a stochastic
randomwalk underlying the fixation durations. In CRISP and ICAT,
however, decisions to make a saccade can be canceled by additional
processes, whereas our proposal is simpler in that passing the
threshold immediately triggers a saccade. Further, in ICAT and
CRISP, the stochastic rise to threshold is thought of as an autono-
mous timer, suggesting an inherent (but stochastic) rhythmically to
saccades, whereas our accumulator depends not only on internal
characteristics of the observer, but their surroundings as well.

Model for Where

After the observer concludes that there is an advantage to move to
another location, it is time to make a saccade.

Figure 1
Illustration of the Process That Results in a Wald Distribution.
Evidence Starts at 0 and Accumulates as a Wiener Process With a
Drift ν (displayed as Arrow) Until it Reaches a Threshold α. The
Process is Inherently Noisy as Shown by 500 Different Traces
Generated With the Same Parameters (Grey Lines). The First
Passage Time (The Time it Takes to Trespass the Threshold α
for the First Time) Results in a Wald Distribution (Displayed on
Top)
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Each location of the stimulus provides some amount of attraction
to the observer. We call a function that maps the stimulus coordi-
nates to that attraction an intensity function and denote it as:
λ∶ℝ2 → ℝ+, and will write it as λ(x, y|s), where s stands for the
current fixation. The total amount of intensity of the whole stimulus
is the integral (sum) of all the points of the stimulus:
Λ = ∫ ∫ λðx, yjsÞdxdy. In essence, we assume that when observers
decide where to go next, they pick a random location from a
distribution proportional to this function. The function may or
may not depend on the current or previous fixations, depending
on whether we assume a homogeneous (static over time) or hetero-
geneous (evolving over time) process, and can be adjusted depend-
ing on the researcher’s questions and desires.
In general, we will represent the intensity function as a combina-

tion of different factors that influence the intensity of different
locations. These factors may represent different features and can
be combined in different ways (see Barthelmé et al., 2013). For
example, we can build the intensity function such that it combines
bottom-up features of the stimulus (e.g., saliency) with systematic
tendencies (e.g., central bias or horizontal bias), and so forth. Some
of the factors can be thought of as representing information provided
by the stimulus, assuming that locations that are rich in the infor-
mation they provide will be attractive to fixate—and so will have a
high intensity. However, people not always fixate on locations with
a lot of information. Later, it will be important to make a distinction
between two types of factors that combine in the intensity. The first
group of factors will encompass those that in some sense represent,
or encode, information provided by the stimulus, such as objects,
shapes, colors, edges, faces, etc.2 We will denote the combination of
these factors as λ2(x, y|s) and the integral

Λ1 =
ðð

λ1ðx, yjsÞdxdy (1)

will represent the total amount of information provided by the
stimulus. The second group comprises factors that do not represent
information of the stimulus but influence the attractiveness of the
potential locations in another way, for example, heightening the
intensity near the center of the stimulus would represent a cen-
tral bias.

Combining Models for When and Where

The crucial part of the WALD-EM is how it relates the model for
when and the model for where to each other. Recall that we
conceptualize fixation duration as a period of evidence accumula-
tion from a stimulus, and that information that provides this
evidence is a part of the intensity maps. However, not all infor-
mation is accessible at any single fixation (which is why we make
saccades in the first place). Indeed, human vision is limited by the
fact that only at the fovea, the place of the retina where the light
falls from roughly around the center of gaze, great detail is
available. This provides a key insight that the fixation durations
should be dependent on how much information is available at the
particular location the observer currently fixates. The physiologi-
cal aspects of foveal, parafoveal, and extrafoveal vision are out of
the scope of this article, but similar to other attempts for modeling
of eye movements (Schütt et al., 2017; Schwetlick et al., 2019;
Trukenbrod & Engbert, 2014), we represent the fact that vision is

sharpest inside the fovea by implementing a so-called “attentional
window.” This window suppresses intensity of locations relatively
farther from the center of gaze, and effectively limits the total
information that is accessible to the observer given the current
fixation location.

In essence, we define an attentional window as a function
a∶ℝ2 → ℝ ∈ ½0, 1� and denote it as a(x, y|s), where s stands for
the x and y coordinates of the current fixation. The value of a
corresponds to the proportion of the intensity of locations at (x, y)
given the current fixation location s. To get a representation of the
actual intensity of different locations, given a particular fixation
location s, we can multiply the intensity function by this attentional
window:

ωðx, yjsÞ = aðx, yjsÞ × λðx, yjsÞ, (2)

and the total amount of accessible intensity during a particular
fixation s is Ω = ∫ ∫ωðx, yjsÞdxdy; the total amount of information
accessible to the observer at a particular location will be denoted as

Ω1 =
ðð

ω1ðx, yjsÞdxdy =
ðð

aðx, yjsÞ × λ1ðx, yjsÞdxdy. (3)

Figure 2 illustrates this concept with examples in one
dimension.

The concept of attentional window is important in our model as it
provides a link between the model for when and model for where to
enable dependencies between the two. Specifically, we make the
model of when depend on the model of where, and the attention
window specifies how does that happen. In the following, we make
this link explicit. In themodel forwhen, the time it takes the observer
to make a decision (to make a saccade) can be modeled as a Wald
distribution with parameters drift ν and decision boundary α.
However, it is likely that fixation durations vary depending on
the surroundings of the current fixation location (Einhäuser et al.,
2020; Nuthmann, 2017; Nuthmann et al., 2010).

To link the model for when and where, we also make a distinction
between factors that do and do not represent information provided
by the stimulus, as we assume that only information has a potential
to influence the fixation duration (e.g., fixating on a location
particularly rich on detail will take longer on average than on a
location with only a uniform background) and not other factors that
do not provide information (e.g., central bias can attract people to
make a saccade toward the center of the screen, but there is no
immediately plausible mechanism for having longer fixation dura-
tions in the center of the screen compared to the edges just because it
is in the center). Generally, the dependency of the fixation durations
on fixation locations can be created in two ways, and the two
approaches are discussed here.

In the first approach, we can assume that upon arriving at a
location s, the observer harvests information from around that
location with a drift rate ν, and once the information available
from that location is depleted, the decision to Go is activated. In this
framework, the total amount of information available through the
attention window Ω1 would replace the decision boundary α in the
Wald model.

2 We use the term information for a lack of a better word, and do not use it
in a strict sense associated with the work of Shannon (1948).
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In the second approach, we can adopt the idea from LATEST
(Tatler et al., 2017) that the decision to make a saccade is based on
continual comparison of two hypotheses (Stay vs. Go), where the
“evidence” is based on the information provided if one or another
decision is adopted. The evidence supporting the decision to stay is
the total amount of information accessible through the attention
window (Ω1), whereas the evidence supporting the decision to Go is
the total amount of information provided by the stimulus (Λ1). In
this framework, the drift rate of theWald model equals the log of the
ratio of the two evidences:

ν = ln

�
Go

Stay

�
= ln

�
Λ1

Ω1

�
; (4)

and the evidence accumulation continues until the decision thresholdα
is reached. The second approach is consistent with the increasing
evidence that fixation durations are depending on a competition
between the current and potential future fixation locations
(Einhäuser et al., 2020). Crucially, both approaches share two main
predictions: (a) increasing the width of the attention window increases
the amount of information accessible through a single fixation, which
has the effect of prolonging (on average) fixation durations, and (b)
fixations in areas with a lot of information will have (on average)
longer durations than fixations in areas with low information.

Concrete WALD-EM Model

In the previous section, we described the model in conceptual
terms. However, in order to implement the model, there are several
choices to be made about how to model the contribution of different
factors, including their functional forms. Some of these choices will

be purely pragmatic and statistical rather than theoretical, and are
mostly motivated by the requirement to have a computationally
tractable and modifiable model.

The model can be difficult to implement due to the two-
dimensional integrals that are used to obtain the values of Λ1 (total
information on the stimulus) and Λ1 (total information available
through the attention window). The analytic tractability of these
integrals relies on the functional form of the functions λ(x, y) and
a(x, y), and consequently ω(x, y). This obstacle can be solved in two
ways. However, these two approaches are not necessarily exclusive—
later we apply a model combining both approaches. The two
approaches we present here are not the only possible solutions,
but are perhaps the most straightforward. Examples of other possible
approaches are discussed in Gelman and Meng (1998), Wang and
Wong (2007), and Azevedo-Filho and Shachter (1994).

First, it is possible to divide the stimulus into a grid of discrete
locations, leading to an approximation of the continuous space,
which leads to tractability regardless of the functional forms (i.e.,
integrals become sums) at the expense of loosing precision due to
the discrete approximation. The degree of precision is arbitrary as it
can be increased or decreased by changing the size of the cells in
the grid, but could quickly lead to a computational bottleneck for
fine-grained approximations due to the explosion of the number of
terms to be summed.

Second, the construction of the functions at play can be carefully
selected such that the integrals are analytically tractable. This avoids
the need to specify the arbitrary precision of the discrete approach,
and potentially leads to less computational burden. However, it may
limit the flexibility of the model, as analytic solutions are possible
only for a limited number of functional forms.

Figure 2
The Left Panel Shows an Example Intensity Function λ(x) as a Function of Location Along the x-Coordinate. The
Middle Panel Shows the Attention Window Given That the Current Fixation Is at sx = 55 (Top) or sx = 20
(Bottom). The Right Panel Shows the Intensity Accessible Through the Attention Window
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Modeling λ Lambda

The model for the function λ that converts the coordinates of the
stimulus to intensity can be achieved in different ways. We generally
desire to include different factors in the model, for example, central
and directional biases, information about locations of objects on the
scene, etc. This can be achieved by following (Barthelmé et al., 2013):

λðx, yÞ = Φ
�X

βkf kðx, yÞ
�
; (5)

where βk is a weight of a factor k, fk is a function that maps factor k to
the locations (x, y), and Φ is analogous to a link function in GLMs.
Particularly suitable candidates for this function are Φ(x) = exp(x),
Φ(x) = x, Φ(x) = ln(exp(x) + 1) or their combinations (see
Barthelmé et al., 2013, for the discussion of the differences between
them).
In our application, we use Φ to be an identity function, which by

using appropriate restrictions (specified below Equation 6) results in
a mixture model:

λðx, yÞ =
X

πkf kðx, yÞ, (6)

where πk ∈ [0,1] and
X

πk = 1, f kðx, yÞ ≥ 0∀x, ∀y, and
∫ ∫ f kðx, yÞdxdy = 1, making the λ(x, y) a proper probability density
over a plane. The value of πk then corresponds to the relative importance
of a factor k, and fk(x, y) corresponds to a distribution of x and y locations
under that factor. By definition, the value of Λ = 1 (total intensity of
stimulus) for whatever setting of the parameters. A particularly attrac-
tive property of such definition is the fact that the separation between the
factors that represent information on the stimulus from the factors that
do not is straightforward. For example, if the first and second factors
(k = 1 and k = 2) encode objects on the screen and saliency (which can
plausibly play a role in fixation durations), whereas the third factor
(k = 3) encodes a central bias (which arguably does not influence
fixation durations) then we can simply drop the third factor from the
calculations used in the model for fixation durations, and define λ1(x,
y) = π1f1(x,y) + π2f2(x,y), and Λ1 = π1 + π2.
Conceptually, a canonical interpretation of such formulation is that

the mixture represents a generative model where the observer chooses
the next fixation by first randomly selecting a factor kwith probability
πk and then selects the location by randomly drawing from the density
of the chosen factor fk (Barthelmé et al., 2013). It is questionable
whether this assumption is the most realistic—for example, taking
Φ = exp(x) (a log-additive model) corresponds to observers combin-
ing all factors into one meshed weighted map which determines the
next fixation, an approach taken by Barthelmé et al. (2013)—the
difference being that whereas the mixture model formulation allows
to identify (with some probability) which particular factor was
responsible for emitting a particular fixation, it is not the case for
other models where all factors cause all fixations at the same time, but
some have more influence than others. We believe that which
approach is more realistic can be addressed by empirical comparison
of different models that differ in these kinds of assumptions.

Calculating Ω

The crucial step is to determine the value of Ω (or Λ1)—the total
intensity available after filtering through the attention window a(x,y|
s). Recall that:

Ω =
ðð

ωðx, yÞdxdy =
ðð

aðx, yÞλðx, yÞdxdy. (7)

Given the specification λ introduced in Equation 6, we can
rewrite it as:

Ω =
ðð

aðx, yÞ
X

πkf kðx, yÞdxdy

=
X

πk
ðð

aðx, yÞf kðx, yÞdxdy, (8)

from which it is clearly visible that choice of the functional form of
the attention window a(x, y) and the individual factors fk(x, y)
determine whether the model will be tractable without approxima-
tion through discretization. One of the possibilities to satisfy this is
to model each fk(x, y) as a bivariate normal distribution, and a(x, y)
as a kernel of a bivariate normal distribution. Further, we will
assume that the dimensions are uncorrelated, thus fk(x, y) = fk(x)
fk(y) and a(x, y) = a(x)a(y), where fk(.) is a Normal distribution
with parameters μk and σk for the appropriate dimensions, and a(.)
is similarly the gaussian kernel with center at the current fixation
(s) and scale parameter σa in the appropriate dimension. This
allows us to rewrite the double integral in Equation 8 into a product
of two integrals:

Ω =
X

πk
ð
aðxÞf kðxÞdx

ð
aðyÞf kðyÞdy, (9)

which has a simple analytic solution:ð
aðxÞf kðxÞdx

=
ð

1ffiffiffiffiffiffiffiffiffiffi
2πσ2k

q exp

�
−
ðx− μkÞ2

2σ2k

�
exp

�
−
ðx− sxÞ2
2σ2a

�
dx

=
1ffiffiffiffiffiffiffiffiffiffi
2πσ2k

q ð
exp

�
−
ðx− μkÞ2

2σ2k
−
ðx− sxÞ2
2σ2a

�
dx

=
1ffiffiffiffiffiffiffiffiffiffi
2πσ2k

q ð
exp

�
−
σ2aðx− μkÞ2 + σ2kðx− sxÞ2

2σ2aσ2k

�
dx

=
1ffiffiffiffiffiffiffiffiffiffi
2πσ2k

q ð
exp

2
6664−

ðσ2a + σ2kÞ
�
x− σ2aμk+σ2k sx

σ2a+σ2k

�
2
+ σ2aσ2k

σ2a+σ2k
ðμk − sxÞ2

2σ2aσ2k

3
7775dx

=
1ffiffiffiffiffiffiffiffiffiffi
2πσ2k

q exp

�
−

ðμk − sxÞ2
2ðσ2a + σ2kÞ

�ð
exp

2
6664−

ðσ2a + σ2kÞ
�
x− σ2aμk+σ2k sx

σ2a+σ2k

�
2

2σ2aσ2k

3
7775dx

=
1ffiffiffiffiffiffiffiffiffiffi
2πσ2k

q exp

�
−

ðμk − sxÞ2
2ðσ2a + σ2kÞ

� ffiffiffiffiffi
2π

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2aσ2k

σ2a + σ2k

s

=
σaffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

σ2a + σ2k
q exp

�
−

ðμk − sxÞ2
2ðσ2a + σ2kÞ

�
; (10)

and equivalently in the y dimension.
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Finally, we use the parametrization where the drift rate ν
varies with the location of the fixation (Section 2.3). Combining
the previous two equations, we can write the drift rate as
follows:

νjs,σa,λ = lnðΛ1Þ − lnðΩ1Þ

= ln
XK
k=1

πk − ln
XK
k=1

exp

�
ln πk +

X2
i=1

�
lnσai −

lnðσ2ai + σ2kiÞ
2

−
ðμki − siÞ2
2ðσ2ai + σ2kiÞ

��
, (11)

where the iteration over i only makes explicit the integration
over x and y dimensions. The above expression was purposely
written in the log-sum-exp-log form explicitly to bring it in line
with its computational implementation (which is more stable in
this form). In case not all factors provide information, the only
change in Equation 11 would be the term K in the first summa-
tion (e.g., if the first two factors belong to λ1 but not the third,
k = 3 would be replaced with k = 2).

Likelihood

Assuming data in the form of d ∈ ℝT
+ as the durations and

s = ðsx, syÞ ∈ ℝT×2 as the x and y coordinates of T observed fixa-
tions, the likelihood of the model can be written as:

Lðθjd, sÞ =
YT
t=1

λðtÞðsðtÞx ; sðtÞy jπ, μ, σÞ × f W ðdðtÞjνðtÞ; αÞ, (12)

where the superscript for λ means that the intensity function might
change during the course of time (which we show later), and ν(t

changes depending on the current location through Equation 11. fW
stands for the p.d.f. of the Wald distribution.
In general, assuming K factors included in the model, the model

can haveK parameters π1, : : : ,πK, 2 × K parameters μ1, : : : ,μK (each
a vector of 2 for x and y direction), 2 × K parameters σ1, : : : ,σK
(each a vector of 2 for the x and y directions), 2 parameters for σa (the
width of the attention window in the x and y directions), and the
decision boundary α, totaling 5K + 3 − 1 free parameters. Depend-
ing on the actual factors included in the model, we will be able to fix
or equate some parameters to reduce the number of parameters to be
estimated, although it is not necessary to do so.

Including Saliency

An important branch of models that describe and predict dis-
tributions of fixation locations are saliency models. In our model,
saliency can play a role as one of the factors determining the eye
movement behavior. We define a saliency model (Itti et al., 1998;
Itti & Koch, 2000) as an algorithm that takes the image (stimulus) as
an input, and which produces an output, usually by assigning each
pixel a value representing the local saliency of that pixel. Common
features that these models consider important are local-global
contrasts in color, intensity, and edges.
Saliency models enjoy a lot of success in predicting eye move-

ment behavior and thus it seems reasonable to include some form of
a saliency map as one of the factors in our model. Unfortunately,
given the nature of the output of saliency models, it is not possible to

implement the model fully analytically, and we will instead use
discretization. To further reduce the computational complexity, we
will reduce the resolution of the output of a saliency map.

Let’s define a saliency map as Sal, where each of its element
assigns a saliency to a pixel (in this context, pixels can be resized to
contain multiple physical pixels of the display). Having I pixels in
one dimension and J pixels in the other dimension, we have a total
number of P = I × J pixels. We standardize the output of a saliency

algorithm to ensure that
XP
p=1

salp = 1.

To include saliency into the model for where, we obtain a
representation of the saliency on a continuous space of the x and
y coordinates by defining the intensity function of saliency as a two-
dimensional step function:

f ðx, yÞ = salpðx,yÞ
h × w

, (13)

where p(x,y) returns the index of a pixel which is a super set of the
position x and y, and where h and w is the height and width of the
pixel. Standardization by the area of the pixel ensures that after
converting the saliencymap Sal to the intensity function, the volume
∫ ∫ f ðx, yÞdxdy amounts to 1.

To include saliency into the model for when, we need to adopt
additional simplifications as to evaluate the integral ∫ ∫ aðx, yÞ×
f ðx, yÞdxdy. We define xp and yp as the x and y coordinates of the
center of a pixel p, respectively, and approximate f(x, y) as:

f ðx, yÞ ≈
XP
p=1

salpNormalðxjxp, κÞNormalðyjyp, κÞ, (14)

which leads to (using results in Equation 8):ðð
aðx, yÞf ðx, yÞdxdy

≈
XP
p=1

salp
σ2a

σ2a + κ
exp

�
−
ðxp − sxÞ2 + ðyp − syÞ2

2ðσ2a + κÞ
�
; (15)

which we can further simplify by letting κ → 0:

ðð
aðx, yÞf ðx, yÞ ≈

XP
p=1

salp exp
�
−
ðxp − sxÞ2 + ðyp − syÞ2

2σ2a

�
. (16)

These steps enable us to approximately compute the drift rate by
substituting the discrete saliency map with a continuous function.

However, this implementation still requires serious computa-
tional resources: for example, fitting a model that includes a saliency
map of resolution of 800 × 600 pixels would mean summing up
P = 800 × 600 = 480,000 terms for every fixation in every itera-
tion of the fitting procedure.

There are generally three ways to alleviate the problem of
computational complexity. First, it is possible not to include the
discrete factor in the model for when, but only include it into the
factor forwhere. However, leaving it out does not solve the problem,
but rather avoids it altogether. Second, it is possible to downsample
the output of the saliency map. Indeed, many saliency algorithms
already output the saliency map that has a resolution smaller than the

WALD-EM 673

T
hi
s
do
cu
m
en
t
is
co
py
ri
gh
te
d
by

th
e
A
m
er
ic
an

P
sy
ch
ol
og
ic
al

A
ss
oc
ia
tio

n
or

on
e
of

its
al
lie
d
pu
bl
is
he
rs
.

T
hi
s
ar
tic
le

is
in
te
nd
ed

so
le
ly

fo
r
th
e
pe
rs
on
al

us
e
of

th
e
in
di
vi
du
al

us
er

an
d
is
no
t
to

be
di
ss
em

in
at
ed

br
oa
dl
y.



original image (e.g., by a factor of 16 in each of the dimensions, Itti
et al., 1998). Having an input image of dimensions of 800 × 600
pixels then leads to quite substantial reduction: Instead of summing
up 480,000 terms we need to sum up only about 2,000. Down-
sampling the saliency maps to have smaller resolution than the input
image is also desirable from a measurement perspective as the eye-
tracking devices likely have measurement error that translates to
several pixels of the input image. Downsampled saliency maps then
correspond better to the level of precision of the data. Third, it is
possible to limit the summation only for the terms that lie in a
relative proximity from the current fixation. For example, the
attention window lets through only at most 1.1% of the total weights
of the pixels that lie at a distance of 3σa or more, essentially meaning
that many of the terms in the sum are basically zero. Leaving out the
pixels that are that far from the current fixation can reduce the
number of terms to be summed by a great amount while not
sacrificing much of the computational accuracy. Downsampling
and limiting the summations are not mutually exclusive and can be
used at the same time—an approach we take in the practical
implementation of our model.

Application: Infant Scene Viewing

Here, we apply a particular realization of the model to data by van
Renswoude et al. (2020) to demonstrate its use in applied context.
This data set was originally collected with the aim to investigate the
role of bottom-up versus top-down factors in infants’ eye move-
ments. Specifically, the data set was collected to assess whether
object familiarity is associated with specific patterns in eye move-
ment behavior of infants when looking at pictures of real-world
scenes. In the following application, we are interested in the extent
to which four different factors influence the distribution of fixation
locations and the timing of saccades.
The four factors that we considered are the (a) locations (and

sizes) of objects on the scene (van Renswoude et al., 2020; Xu et al.,
2014), (b) saliency (Itti & Koch, 2000, 2001; Itti et al., 1998),
(c) exploitation (i.e., tendency to make repeated fixations in a
relative proximity to a previous fixation; Malem-Shinitski et al.,
2020), and (d) central bias (van Renswoude et al., 2019).
The model was fitted on half of the data set (with the other half

used for a following cross-validation). To accommodate individual
differences between participants, we generalized the model using
hierarchical modeling (the details are explained below). As such, we
obtain assessment of the individual differences between the parti-
cipants in terms of their tendency to dwell longer on current
locations (captured by the decision boundary), and the width of
their attention window.

Data Descriptive

The data contains recordings of 47 participants looking at 29
static pictures selected from the pool of 700 images created by Xu
et al. (2014). 39 participants looked at all 29 stimuli (min = 5,
mean = 27.6, median = 29, max = 29 viewed images per partici-
pant). The mean number of fixations per trial was 11.4 (SD = 4.3);
the total number of fixations in the data set is 14,807.
We split the data set into two parts, one of which we used to

estimate the parameters of a model (number of fixations = 7,207),
and one of which we used to validate the predictions of the model.

We counter balanced the number of trials per participant in the two
sets to ensure that both data sets contain some data from all
participants and all items. The details of the procedure are available
at https://github.com/Kucharssim/WALD-EM/blob/master/scripts/
prepare_data.md.

The exact form of splitting the data in this way had the following
reasons. First, the aim of this article is not to generalize findings, but
rather as a conceptual proof of concept—that the model is applicable
to eye-tracking data and captures some interesting patterns in the
data. Second, being able to generalize to a population is contingent
on additional requirements besides cross-validation procedure, such
that the participants and stimuli were randomly selected from the
target population. We did not define which population of infants we
would like to generalize to, and do not assess whether they indeed
represent that population. Further, we know for certain that the 29
stimuli are not randomly selected from the pool of 700 images by Xu
et al. (2014), making it difficult to generalize even to this pool, and
even more problematic to some more general population of static
images. Lastly, in terms of our goals, our procedure is more robust
against differences between the train and test sets caused by
randomly splitting small sets of data. Usually, for smaller data
sets, procedures such as k-fold cross-validation (or leave-one-out)
is usually done for this purpose, compared to split half cross-
validation. However, k-fold cross-validation was not an option
due to the computational demands of the model. Thus, by giving
up aspirations for generalizing our findings, our splitting procedure
ensured that we could still perform cross-validation, but ensuring
that potential problems of cross-validation are not caused by
randomly choosing an “outlying” participant or stimulus into the
train or test sets.

Initial Model

The model contains four factors that determine the fixation
locations, two of which are included in the model for fixation
duration.

The model for where is composed of four factors, and so we can
describe the distribution of fixation locations as follows:

ðx, yÞ∼
X4
k=1

πkf kðx, yjθkÞ, (17)

where πk are the weights of different factors and fk is the distribution
of a factor k with parameters θk.

The first factor is the location and sizes of objects on the
scene. We assume that each object on the scene can have different
level of attractivity and that larger objects distribute their total
attractivity over larger area. This idea can be expressed by another
mixture:

f 1ðx, yjθ1Þ =
X
j

ωjNormalðxjcenterxj, γ

× widthjÞNormalðyjcenteryj, γ × heightjÞ, (18)

where ωj are the individual attractivities of different objects on
a particular image. Parameter γ is a scaling factor that stretches
or compresses the attractivity of objects proportionally to their
sizes.
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The second factor is the saliency, which we treated as described in
Equation 13.
The third factor can be described as an exploitation factor, and

captures the phenomenon that people tend to linger close to the
current fixation location: we model it as a bi variate normal
distribution centered at the fixation location at time t to predict
the fixation location at time t + 1:

f 3ðx, yjθ3Þ = Normal ðxjstx, σeÞ Normal ðyjsty, σeÞ (19)

The fourth factor represents the central bias, and is modeled as a bi
variate normal distribution centered at the center of the screen
(xc = 400, yc = 300)

f 4ðx, yjθ4Þ = Normalðxj400; σdÞNormalðyj300; σdÞ (20)

For the fixation durations, we only consider the first two factors
influential: the latter two factors do not stand for information
presented on the screen, but rather spatial biases, and therefore
should not have any influence on saccade timing.
The model for fixation duration can be summarised as follows:

d∼Waldðν, αÞ

ν = lnðπ1 + π2Þ

− ln

�ðð
aðx, yjσaÞ

�
π1f 1ðx, yjθ1Þ + π2f 2ðx, yjθ2Þ

�
dxdy

�
.

We also modeled the individual differences between participants
by modeling their decision boundary and width of the attention
window as random terms. Because both of these parameters need to
be positive, we modeled them on the log scale:

lnðαiÞ = μα + zi � σα
zi ∼Normalð0,1Þ,

where αi stands for the decision boundary of participant i, and μα
with σα are the estimated group mean and standard deviation of the
parameter α on the log scale. The same approach was taken for the
attention window σa.
We used weakly informative priors on the parameters that were

based on prior predictive simulations done when building the model
(Schad et al., 2019). The priors are accesible at the model file:
https://git.io/JfjuJ.
We implemented the model using the probabilistic programming

language Stan (Carpenter et al., 2017) interfacing with R (R Core
Team, 2020) using the package rstan (Guo et al., 2020; Stan
Development Team, 2020). The following additional R packages
were used to produce the output (in no particular order): Open-
ImageR (Mouselimis, 2019), Rcpp (Eddelbuettel & Balamuta,
2017; Eddelbuettel et al., 2020), ggforce (Pedersen, 2019a), gtools
(Warnes et al., 2020), here (Müller, 2017), imager (Barthelme,
2020), knitr (Xie, 2015, 2020), patchwork (Pedersen, 2019b),
plotrix (Lemon et al., 2019), pracma (Borchers, 2019), tidybayes
(Kay, 2020), and tidyverse (Wickham, 2019;Wickham et al., 2019).
Throughout the development of the model, we conducted simulation
studies to validate our implementation. The results are documented
in the following folder of our project repository https://github.com/
Kucharssim/WALD-EM/tree/master/documents. The current (small)

simulation results are encouraging in terms of parameter recovery,
but we did not invest our resources into a full validation study due to
the computational demands of the model.

Results—Initial Model

We ran 10MCMC chains with random starting values and default
tuning parameters set by Stan. Each chain ran for 1,000 warm up and
1,000 sampling iterations, resulting in a total of 10,000 samples used
for inference. The model ran without any divergent transitions. We
examined the potential scale reduction factor R̂, trace plots, auto
correlations, and the number of effective samples to identify poten-
tial problems with convergence. We did not find indications of poor
convergence, and thus proceed with interpreting the model.

Posterior Predictive Checks

We generated posterior predictives for the data set used for
estimating the parameters, and for the hold out data set, to assess
whether the fitted model reproduces the observed patterns in the
data, and whether the patterns that the model picks up from the data
carry over to the hold out data set. This enables us to contrast
features that are desirable to be captured by the model (i.e., patterns
that are present both in the fitting and hold out data set), from
features that are not so desirable to be captured by the model
(i.e., patterns that are present in fitting but not hold out data set).

The model is able to capture the characteristic distribution of the
fixation durations, as documented in Figure 3, although the model
predicts a slightly fatter right tail than that of the data. We also
inspected the model’s predictions of the fixation durations for
individual participants, to assess whether it captures their individual
differences. Figure 4 shows that the model is well able to capture
individual differences between participants in respect to their fixa-
tion durations.

The model also reproduces the distributions of fixation locations.
Figure 5 shows an example for one particular stimulus (image
number 251 from Xu et al., 2014). The top-right in Figure 5 dis-
plays the four factors included in the model, which combine
proportionally to their weights to the posterior predictive distribu-
tion (labeled as predicted fixations).

Next to the variables used to fit the data (fixation durations and
fixation locations), we also checked on other quantities implied by
the model. Specifically, we checked whether we can reproduce the
distribution of saccade amplitudes and the distribution of saccade
angles (as these derivative measures provide additional insights into
the model performance, for example, Henderson & Hayes, 2018).
Saccade amplitude was measured as the Euclidean distance between
two successive fixations in units of pixels. Saccade angle was
calculated as an angle in radians between the horizontal axis of
the screen and the vector that connects two successive fixations.

Figure 6 shows the observed versus predicted distributions of
saccade amplitudes on one example stimulus (shown in Figure 5).
The model usually captures the distribution of saccade amplitudes
relatively well, exhibiting two modes. Figure 6 shows the observed
versus predicted distributions of saccade amplitudes on the same
stimulus. The prediction of saccade angles is relatively good, as the
model picks up patterns of saccade directions specific to a specific
stimulus. As an illustration, Figure 7 shows that the model captures
saccade directions in the top-right and bottom-left directions on the
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stimulus shown in Figure 5. However, overall the model does not
capture well excess of saccades in the horizontal direction (see
Figure 12), which could be an indication that the model needs to
be expanded with a factor that represents a horizontal bias
(van Renswoude et al., 2016).

Parameter Estimates

The results indicated that the most important factor driving
fixations was the locations of objects on the scene (weight = 0.37,
95%CI [0.35, 0.40]), followed by exploitation (weight = 0.30, 95%
CI [0.28, 0.31]), saliency (weight = 0.18, 95% CI [0.16, 0.20]), and
central bias (weight = 0.16, 95% CI [0.14, 0.17]).
The parameter that controls sizes of objects as identified by Xu

et al. (2014) indicated that people fixate relatively close to the
centroids of the objects (scale = 0.23, 95% CI [0.22, 0.24]). The
exploitation region had a standard deviation σ = 34.58 (95% CI
[33.15, 36.06]) pixels, whereas the central bias region had a
standard deviation σ = 93.84 (95% CI [88.65, 98.91])) pixels.

Relatively speaking, central bias is less focused than the exploita-
tion factor.

Extended Model

The original model fared well capturing the distribution of
fixation durations and the overall distribution of fixation locations,
and was able to a small degree to capture an excess of horizontal
saccades without this being explicitly built into themodel. However,
the discrepancy between the model’s predictions and data show that
the tendency to make horizontal saccades is particularly noteworthy
and possibly needs an extra explanation.

To explore whether we can improve the model’s capability to
reproduce the amount of saccades in the horizontal direction, we
extended the model. Specifically, we added another factor into the
model for fixation locations, representing the horizontal bias. To
create a factor that represents a saccadic bias (such as horizontal
bias), instead of location preferences, it is possible to transform
fixation locations (x and y coordinates) into a saccade representation
(angle θ and amplitude r of a saccade):

Figure 3
Predicted (Red) Versus Observed (Green) Distribution of the Fixation Durations; Pre-
dictions Using the Initial Model. Left Panel Shows Histogram of the Empirical Data Versus
the Density Estimate Using Gaussian Kernel of the Posterior Predictives. Right Panel
Shows Empirical Cumulative Distribution Functions. Top Panel Shows the Data Used for
Fitting the Model, Bottom Panel the Hold out Data Used for Cross-Validation

Note. See the online article for the color version of this figure.
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θ = arctan
�
Δy
Δx

�
r =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δx2 + Δy2

p
,

(21)

whereΔx = xt − xt − 1 andΔy = yt − yt − 1 represent a fixation as the
difference of the x and y coordinates compared to the previous fixations
(we set x0 = 400 and y0 = 300 as that is the middle of the screen).
That way, we can substitute a factor of locations with a factor of

saccade angles and amplitudes:

f ðx, yÞ = f ðθ, rÞ
r

, (22)

where the denominator r is the Jacobian determinant representing
the stretching of the space after the change of variables from
cartesian to polar coordinates: dxdy = rdrdθ.
To create the joint density of the angle and amplitude, we express

it using the chain rule of probability:

f ðθ, rÞ = f ðθÞ × f ðrjθÞ: (23)

The important part of this factor is the distribution of saccade
angles, for which we specify the following distribution:

f ðθÞ = 0.5 vonMises ð0, κÞ + 0.5 vonMises ðπ, κÞ, (24)

which specifies a mixture of von Mises distributions with centers
fixed to 0 and π (i.e., right and left direction, respectively), and a
concentration κ which is estimated from the data. The mixture
weights are fixed to 0.5 as we assume that saccades in the left
direction are equally attractive as saccades to the right direction.

The conditional density f(r|θ) is chosen to be a uniform stretched
over the interval between 0 and the maximum saccade length that
would not fall outside of the screen if it was launched from the
position (xt−1,yt−1) under the direction θ.

The generative mechanism for such a joint density is the follow-
ing. First, the observer draws a saccade angle from the distribution
f(θ). Then, the observer draws a point along a line under the sampled
angle θ, that goes between location (xt−1,yt−1) and the edge of the
screen. This point is the new fixation position.

Figure 8 shows and example of the function f(θ,r) on the screen
coordinates, with (xt−1,yt−1) set to the center to the screen, and κ = 15.

The rest of the model stayed the same.

Results—Extended Model

We fitted the extended model in the same way as the initial model:
We ran 10 MCMC chains with random starting values and default
tuning parameters set by Stan. Each chain run for 1,000warm up and
1,000 sampling iterations, resulting in a total of 10,000 samples used
for inference. The model ran without any divergent transitions. We
examined the convergence diagnostics, to find that we could not
identify potential problems with convergence. Thus, we proceed
with interpreting the model.

Posterior Predictive Checks

We conducted posterior predictive checks the same way as
with the previous model: Comparing the predicted and observed
distribution of fixation durations, fixation locations, saccade ampli-
tudes, and saccade angles. The extended model performed similar to

Figure 4
Posterior Predictive Checks for the Individual Differences in Fixation Durations. Left Panel Shows the Observed
(-Axis)x and Predicted (-Axis)y Mean Fixation Durations for Each Participant Separately. Right Panel Shows the
Observed (Red) Versus Predicted (Blue) Mean Fixation Durations, 20% and 80% Quantiles (Whiskers). The Top
Panel Shows the Results in Training Set, Bottom Panel Shows the Results in the Test Set

Note. See the online article for the color version of this figure.
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the initial model in terms of the first three variables (see Figures 9
and 11). As Figure 12 demonstrates, the extended model did better
in terms of reproducing the overall distribution of saccade angles—
being able to reproduce the excess of saccades going in the
horizontal direction better after we have explicitly added a factor
that represents horizontal bias. However, it is still visible that there is
still some potential to improve the model predictions. Figure 10
shows that the model is well able to capture individual differences
between participants in respect to their fixation durations.

Model Comparison Using Cross-Validation

To assess whether the extended model did better at predicting the
data compared to the initial model, we computed the log-likelihood of
the hold-out set under the two models, given the posterior distributions
of the parameters. This way, we obtained distributions of the log-
likelihood for the two models based on their out-of-sample perfor-
mance which we use for cross-validating the models. To compare the
two distributions, we computed the distribution of the log-likelihood
differences: Δ logL = logLðModel2Þ − logLðModel1Þ: Positive va-
lues mean that the extended model predicted the hold-out data better
than the initial model, and negative values mean that the initial model
predicted the hold-out data better than the initial model.
The log-likelihood difference distribution (median = 45.77, IQR

[15.18, 77.06]) indicated that the extended model was better at

predicting the hold-out data than the intitial model: adding horizon-
tal bias into the model increased the model’s predictive success.

Parameter Estimates

The estimates indicated that the most important factor were the
objects on the scene (weight = 0.35, 95% [0.33, 0.37]), followed
by exploitation (weight = 0.31, 95% CI [0.29, .32]), saliency
(weight = 0.14, 95% CI [0.13, 0.16]), central bias (weight = 0.13,
95% CI [0.11, 0.15]), and lastly the horizontal bias (weight = 0.07,
95% CI [0.06, 0.8]); Tables 1 and 2).

The parameters that control the individual factors were very similar
to those of the initial model. The parameter that controls sizes of objects
indicated that people fixate relatively close to the centroids of the
objects (scale = 0.23, 95% CI [0.22, 0.24]). The exploitation region
had a scale (σ = 34.28, 95% CI [32.80, 35.78]) of about a third of that
of the central bias (σ = 98.68, 95%CI [93.42, 103.99]). The additional
parameter that controls the concentration of the horizontal bias was
estimated to κ = 18.36, 95% CI [13.4, 24.11].

Benefits of Joint Modeling of Fixation
Locations and Fixation Durations

The application of the model presented in the article showed that
the model is able to fit a particular data set relatively well.

Figure 5
Example of the Model for Fixation Locations on the Stimulus Created by Xu et al. (2014; Top Left
Panel). The Four Factors Influencing the Fixation Locations are Depicted in the Top Right
Quadrant. The Bottom Left Panel Shows the Observed Fixation Locations, and the Bottom Right the
Draws From the Posterior Predictive Distribution of the Fitted Model

Note. See the online article for the color version of this figure.
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The strength of our approach is that it can model both fixation
durations and fixation locations concomitantly. This has two general
benefits compared to models that consider fixation durations and
fixation locations separately. In this section, we discuss these
benefits more explicitly.
First, having different sources of data gives us more information

to estimate parameters of interest. For example, one could fit some
variant of a mixture model to fixation locations to estimate the
importance of various factors that influence eye movements. How-
ever, in our model, the weights of these factors not only play a role
for the fixation locations, but also come into play when calculating
the drift rate of the Wald process, therefore they are informed by the
fixation durations as well. This benefits parsimony of our models as
well as introduces the potential to estimate parameters with greater

precision, allowing us to even estimate parameters that would have
been otherwise hardly identifiable.

Second, modeling fixation locations and durations together en-
ables us to capture some dependencies between the two. Potentially,
this could lead to modeling phenomena that occur in both spatial and
temporal dimensions. In the case of the current approach, the model
has a built-in global dependency between locations and durations
due to the way it represents their joint probability. Specifically, the
distribution of fixation durations depends both on the individual
characteristics of the observer (by having two parameters vary
between participants), but also on the surroundings of the current
fixation. The surroundings of the observers’ fixation are taken into
account when evaluating the drift rate of the Wald process, where
the intensity function is passed through the attention window.

Figure 6
Observed (Blue) Versus Predicted (Red) Saccade Amplitude on One Particular Stimulus;
Predictions Using the Initial Model. Top Panel Shows the Data Used for Fitting the Model,
Bottom Panel the Hold out Data Used for Cross-Validation

Note. See the online article for the color version of this figure.
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The intensity function is concurrently the function that (stochasti-
cally) determines fixation locations. Thus, the model makes the
prediction that fixations on locations that are more likely to be
fixated than others will (on average) be longer than locations that are
relatively less likely to be fixated. Conceptually, locations with a lot
of information will have a lot of attraction, and lead to more fixations
and longer durations.
To test that the model’s predictions are accurate in this respect, we

derive the following two hypotheses3 that follow from the model’s
predictions. (a) The model is able to predict individual fixation

durations. Because the model already explains individual differ-
ences in fixation durations, we will look into the correlation between
predicted and observed fixation duration for each participant sepa-
rately. A positive correlation within a participant suggests that the
model is able to pick up information around the fixation location to
adjust its prediction about the fixation duration. (b) Both in the data
and in the model, there exists a positive correlation between how
often (or how likely) a particular area on the image is fixated, and a
mean fixation duration in that area. To test this hypothesis, we split
images into a grid and calculate the correlations for each image
separately (there might be differences between images that we left
unmodelled). For both hypotheses, we used the Bayesian inference
scheme for correlations developed by Ly et al. (2018). We present
the results both for the training set, the test set, and with the two sets
combined. Here we show the results from the extended model. The
results from the initial model are nearly identical.

Figures 13 and 14 show the results related to hypothesis (a) that
the model’s predictions positively correlate with the observed
fixation durations. Figure 13 shows the scatterplot between the
mean of the predictive distribution for each fixation duration and
the observed fixation durations, superimposed by the regression line
for each participant separately. Figure 14 shows the corresponding
Pearson’s correlation coefficients and their Bayes factors (testing
null hypothesis of no correlation versus alternative hypothesis of
positive correlation). We calculated the same for the train set (“In
sample”), the test set (“Out of sample”), and the two data set
combined (“Combined”). Overall, most of the correlations were
positive, suggesting that the model is able to pick up some infor-
mation about the surroundings of a fixation to inform the fixation
duration. However, the correlations were relatively low and some
correlations remained in the region where the Bayes factor does not

Figure 7
Observed (Blue) Versus Predicted (Red) Saccade Angle on One Particular Stimulus. Plot
on the Left Shows the Data Used for Fitting the Model, Plot on the Right Shows the Hold out
Data Used for Cross-Validation

Note. See the online article for the color version of this figure.

Figure 8
Example of the Joint Density of Saccade Angle and Saccade
Amplitude Plotted on the Screen Dimensions. The Density High-
lights Saccades in the Left and Right Directions Relative to the
Current Fixation (In This Figure, the Center of the Screen),
Representing the Horizontal Bias

Note. See the online article for the color version of this figure.

3 N.B. these hypotheses were formulated post hoc, based on the feedback
from an anonymous reviewer to whom we are thankful for this idea.
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strongly prefer either the null or the alternative, suggesting that
much of the variability of fixation durations is yet to be explained by
additional mechanisms.
Figures 15 and 16 show the results related to hypothesis (b) that

there is a relationship between fixation duration and fixation prob-
ability, that is, that locations that are more frequently visited are also
fixated with longer durations. To assess this hypothesis we first split
each image into a grid of 50 × 50 pixels, leading to 16 × 12 cells in
the grid in each image. For each cell, we calculated the probability of

fixating inside of it using the model’s predictive distribution for the
fixation locations, and the predicted and observed mean fixation
durations. As before, we conducted this calculation for the train set,
test set, and combined data. Figure 15 shows the scatterplot of the
log probability of fixating a particular cell of the grid and the log
mean fixation duration, with superimposed regression line for each
image separately. The top panel shows the relation that was found in
the data, the bottom panel shows the relation that is reproduced by
the model. Figure 16 further shows the observed Pearson’s correla-
tion and the corresponding Bayes factors testing the null hypothesis
of no correlation versus the alternative hypothesis of positive
correlation. For the majority of images (except for three images
that show correlations near zero), there appears to be a positive
relation between probability of fixating a particular location and the
mean fixation duration at that location. Arguably the relationship is
stronger in the model than in the data (see Figure 15). However, one
needs to keep in mind that the mean observed fixation durations are
noisy because they are often calculated from only a couple of
fixations inside a particular cell of the grid. Whether this is a
sufficient explanation or there is additional model misspecification

Figure 9
Predicted (Red) Versus Observed (Green) Distribution of the Fixation Durations; Pre-
dictions Using the Extended Model. Left Panel Shows Histogram of the Empirical Data
Versus the Density Estimate Using Gaussian Kernel of the Posterior Predictives. Right
Panel Shows Empirical Cumulative Distribution Functions. Top Panel Shows the Data
Used for Fitting the Model, Bottom Panel the Hold out Data Used for Cross-Validation

Note. See the online article for the color version of this figure.

Table 1
Descriptives of the Posterior Distribution of the Factor Weights
Under the Initial Model

Quantiles

Factor Mean SD 2.5% 97.5%

Objects 0.36 0.01 0.34 0.39
Saliency 0.17 0.01 0.16 0.19
Exploitation 0.33 0.01 0.32 0.35
Central bias 0.13 0.01 0.11 0.15
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that causes this discrepancy is a potentially interesting avenue for
future research. Taken together, these results demonstrate that the
model is able to capture some global dependency of fixation
durations on the attractivity of location of the image.

Conclusion and Discussion

This article presents arguments that theoretically grounded statisti-
cal models are important for validating predictions of the emerging
theoretical framework against observed phenomena as well as detect-
ing new empirical phenomena to be explained by said theory. Our
model is grounded in the theoretical assumptions that can be verbally
summarized as follows: (a) fixation durations depend on observers
harvesting information from the stimulus, which is a noisy accumu-
lation process, (b) saccades are launched when the observer concludes
that staying at the current location is no longer advantageous over
moving to another location, (c) picking a new location depends on an

internal “intensity”map over the stimulus, which is a combination of
different “factors,” such as information on the screen or for example
systematic tendencies that highlight certain locations in contrast to
others, and (d) observers harvest information from the relative
proximity of the center of gaze, subjected to the limitations of their
visual acuity—an assumption that provides the link between fixation
durations and fixation locations. We consider these the core theoreti-
cal assumptions of the model. From this listing of assumptions, it
should be evident that we are relativelymore vague on themechanism
behind selection of the location of the next saccade. This is because
the model offers flexibility by making use of “factors” that influence
this selection, and because these “factors” on their own can represent
different theoretical viewpoints. For example, original saliency mod-
els, such as that of Itti et al. (1998), can be considered a theory of
fixation selection of itself, as it describes the rise of saliency map as
neurons firing according to surround-background differences in
image intensity, contrast of colors, and orientation of edges. We
think this is a strength of our model as it allows to “plug-in” different
explanations of the data without having to heavily modify the model.

In this article, we developed a model to analyze eye movement
data by specifying a joint probability distribution of the fixation
duration and fixation locations. To our knowledge, this is the first
attempt to model fixation durations and fixation locations by
defining a joint likelihood function of these two random variables.
Using Bayesian inference, we were able to fit and extend the model
such that the predicted patterns of the fixation durations and fixation
locations align very closely with those of the observed data.
Drawing upon the strengths of specifying models using likelihood
functions (Schütt et al., 2017), we demonstrated how to diagnose,

Figure 10
Posterior Predictive Checks for the Individual Differences in Fixation Durations. Left Panel Shows the Observed
(-Axis)x and Predicted (-Axis)y Mean Fixation Durations for Each Participant Separately. Right Panel Shows the
Observed (Red) Versus Predicted (Blue) Mean Fixation Durations, 20% and 80% Quantiles (Whiskers). The Top
Panel Shows the Results in Training Set, Bottom Panel Shows the Results in the Test Set

Note. See the online article for the color version of this figure.

Table 2
Descriptives of the Posterior Distribution of the Factor Weights
Under the Extended Model

Quantiles

Factor Mean SD 2.5% 97.5%

Objects 0.35 0.01 0.33 0.37
Saliency 0.14 0.01 0.13 0.16
Exploitation 0.31 0.01 0.29 0.32
Central bias 0.13 0.01 0.11 0.15
Horizontal bias 0.07 0.01 0.06 0.08
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improve, and compare models so that they capture phenomena of
interest present in real data. An example application showed that
adding horizontal bias to the model improved the model’s ability to
capture the distribution of saccade angles.
The advantage of this approach is that it is possible for the model

to be fitted to data (given that it is a statistical model with a
likelihood function) and used to generate new data that can be
contrasted with observed phenomena (such as distribution of sac-
cade angles). In case the model does not perform well in capturing
these phenomena, it can be iteratively modified or improved until the
model does so, or is ultimately rejected. Further, the model provides
a relatively straightforward interpretation of the model parameters,
facilitating the inference and possibly theorizing about the underly-
ing mechanisms.

In our application, the results suggested that the most important
factors determining eye movement behavior are the locations of
objects on a scene, immediately followed by the tendency to make
repeated fixations in a location nearby the current fixation. Salience
and central bias had lower importance, and horizontal bias the least,
although all factors made a significant contribution to fitting the data.

With respect to the central and horizontal biases, there is an
ongoing debate on what is exactly the cause of these phenomena.
Possible explanations range from being caused entirely by the image
content (e.g., objects mostly aligned in the center of the images, or
objects mostly aligned along horizontal axes or the horizon), to
being some sort of interaction between image content and systematic
bias toward centers or horizontal saccades, to being completely
explained by systematic tendencies, caused by physiological,

Figure 11
Observed (Blue) Versus Predicted (Red) Saccade Amplitude on One Particular Stimulus;
Predictions Using the Extended Model. Top Panel Shows the Data Used for Fitting the
Model, Bottom Panel the Hold out Data Used for Cross-Validation

Note. See the online article for the color version of this figure.
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learned or strategic aspects (Foulsham et al., 2013, 2018; LeMeur &
Liu, 2015; Tatler & Vincent, 2008; Tseng et al., 2009; van
Renswoude et al., 2016, 2019). It is also possible that these three
sources of the observed “biases” are not mutually exclusive. The
model would be able to generate some central and horizontal bias
with only the objects and saliency factors, representing the first
category. In our model, we ended up using additional central bias
and horizontal bias factors that were modeled as completely inde-
pendent of the image content, hence representing the third category
(independent of image content). Including these additional factors
improved the fit of the model above factors that encode the image
content, lending some credit to the third type of explanations.
However, apart from the need of replicating this finding on other
data sets, one needs to also implement central and horizontal biases
that explicitly interact with the image content. Then, it will be
possible to test all these explanations against each other.
In this article, our focus was mainly on free scene viewing, and so

was our example. We hope and believe that the current model can be
adapted to different contexts as well, as is it so easily modified that it
can include different factors or possibly various terms that accom-
modate various experimental designs or research questions. For
example, it should be possible to use the model to compare
demographic (e.g., adults versus infants) or experimental groups
(e.g., free viewing instructions versus visual search instructions),
providing alternatives to already established analytic methods (e.g.,
Coutrot et al., 2018), or even adopt the model to specific purposes—
such as strategic influences on eye movements in cognitive tasks
(e.g., Kucharský et al., 2020) or economic games (e.g., Polonio
et al., 2015).
This article followed an unusual strategy in model comparison,

and that leads to some considerations regarding generalizability of

our findings. The strategy of splitting the data set into two parts
allows us to assess the adequacy of the models to describe patterns in
the data that were not used for fitting the model. Thus, cross-
validation procedures (e.g., model comparison) are possible. How-
ever, the splitting procedure ensured that for each trial, whether or
not included in the train or test sets, the model has some information
about the participant (from other trials done by that participant) and
the stimulus (from other participants on that stimulus) in that trial.
Thus, the data in the test set cannot be considered completely out of
sample in the traditional sense, which is one of the requirements
for generalizability (next to additional assumptions). The cross-
validation still gives us information about overfitting, but does not
aim for generalizing to a new population. This means that if we talk
about one model fitting better than another model, we mean it is
better at capturing patterns in the current sample of participants
looking at the current sample of stimuli.

Extensions and Future Directions

Although the final model fits relatively well, there are plenty of
ways to make it better in the future. For example, previous research
suggested that the central bias is slightly more stretched in the
horizontal compared to the vertical dimension (Clarke & Tatler,
2014; Tatler, 2007). In our application, we hold the width of the
central bias in two dimensions equal. This could have created a
slight misfit of the central bias factor, and could also underestimate
the model’s ability to produce saccade angles in the horizontal
direction. Further, we hold the widths of factors in the model
constant wherever possible to make the simplest model we could
apply do the data, and so this limitation can relate also to the
exploitation factor and the attention window (both of which we

Figure 12
Predicted Versus Observed Distribution of Saccade Angles Under the Initial (Left) and Extended
(Right) Model, Over All Stimuli in the Data Set; The Top Panel Displays the Data Set Used to Fit the
Model, Bottom Displays the Hold out Data Set

Note. See the online article for the color version of this figure.
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assume is spherical). We also modeled all factors as independent
normal distributions. In general, this assumption is not strictly
necessary, and could be relaxed by specifying the components as
bivariate normal, that is, estimating their correlations. Luckily, these
issues can be solved easily in case the data indicate to do so.

Potential model misspecification could also arise from modeling
the horizontal bias. It has been shown that von Mises distribution is
not necessarily optimal for describing the distribution of the saccade
angles, due to the fact that the real distributions of saccade angles are
typically more peaked than what von Mises distribution allows

Figure 13
The Mean of the Posterior Predictive for the Fixation Durations (x-Axis) vs the Observed Fixation
Durations (y-Axis) for Each Participant Separately. The Scatterplot Suppresses Outliers Above 1 s.
Regression Lines Are Superimposed to Highlight the Variability Between Participants

Note. See the online article for the color version of this figure.

Figure 14
The Correlations Between Predicted Mean Fixation Duration and Observed Fixation Duration for
Each Participant Separately and the Log Bayes Factors Testing the Null Model (No Correlation) vs
The Alternative (positive Correlation, Specified by Stretched β (10, 10) Truncated at Zero). The Dotted
Lines Show the Region of “Anectdotal” Evidence (Bayes Factor Between 1/3 and 3), That is, There is
Not Enough Information to Say Anything Meaningful About Presence or Absence of the Correlation
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(Mulder et al., 2020). We used the von Mises distribution because it
is relatively well known and can be fitted easily in Stan, whereas
alternative distributions—such as the power Batchelet distribution
as proposed by Mulder et al. (2020)—would make the implemen-
tation much more complicated. A second potential misspecification
of the horizontal bias could be that the current implementation
assumes that at any point in time, it is equally likely to make a
saccade to the left direction as to right direction. However, this is
likely not true, as intuitively we could think that having a fixation
very close to a left border of the scene would lead to a rightward
saccade with a very high probability (Clarke et al., 2017). This
assumption could have underestimated the weight of the horizontal
bias contribution compared to the other factors.
Additional model misspecifications could arise from modeling

many parameters as fixed across participants and stimuli. In the
current model, we only modeled the most obvious source of
individual differences—the width of the attention window and
the decision boundary—as random between participants. Impor-
tantly, these parameters only affect fixation durations, therefore the
current model cannot capture individual differences in selecting
fixation locations. However, it is probable that to better account for
the patterns in the data (and to justify generalizibility to a population
of observers and a population of stimuli; Yarkoni, 2019), we would
need to model many of the currently fixed parameters as random.

For example, it is desirable to assume that participants can differ in
the weights of the different factors, or that the importance of
different factors are different even in different stimuli. Being able
to generalize beyond the current data set was however not the focus
of this article. However, the model is relatively flexible and includ-
ing parameters as random should be possible in future applications.
However, as explained above, the aim of this article is not a
generalization per se, for this reason, the current model is perhaps
not unreasonably simplistic. Additionally, allowing the model to
capture random effects does not automatically ensure generalizabil-
ity, and additional effort and checks need to be put in place when
designing the experiment.

The current implementation of the model does not capture differ-
ences between images. This means that one is not able to investigate the
effect of the differences of total saliency or other factors, such as the
number of objects on the screen, between different images on the eye
movement behavior. This is due to the constraint that (a) the factor
weights sum to 1 and are set equal between images and (b) observed
factors (such as saliency) are normalized before entering themodel. It is
possible to either relax these constraints or add more parameters
accounting for the differences between images, which is a candidate
for future extensions. However, careful development and validation of
different approaches should precede the application. As such, it is not
presented in this article.

Figure 15
The Correlations Between the Log of the Predicted Probability of Fixation and the Log of the Mean
Fixation Duration of Cells in the Grid. Superimposed are the Regression Lines Per Each Image
Separately. Regression Lines are Superimposed to Highlight the Variability Between Items. The
Top Panel Shows the Relationship in the Data, the Bottom Panel Shows the Relationship
Reproduced by the Model

Note. See the online article for the color version of this figure.
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It is possible that the proposedmechanism underlying themodel’s
architecture will need to be adapted in the future. For example, our
assumption is that observers linger on a current fixation for the time
it takes to decide to move to another location. It is possible that a
different mechanism drives fixation durations. We also assume that
the time it takes to select a new fixation location, and plan and
execute the saccade is zero, that observers plan new target fixations
only one step ahead (ignoring preplanned saccades), or that once a
decision to make a saccade is made, there is no stopping in launching
it—assumptions that were relaxed in different modeling approaches
(Nuthmann, 2017; Nuthmann et al., 2010; Trukenbrod & Engbert,
2014). We also assume that different factors combine in an additive
manner (and can only increase the intensity), which may not be a
realistic assumption (Barthelmé et al., 2013)—for example, a typi-
cal factor that is plausibly affecting fixation locations is the inhibi-
tion of return, which inhibits intensity of locations that were already
visited (Klein, 2000). We believe that such alternative conceptual
ideas could be contrasted with the current model by developing new
mathematical and statistical models that concretely implement these.
Having specific models that are derived from concrete theoretical
assumptions will hopefully facilitate our understanding of the real
generative mechanisms (Borsboom et al., 2020; Schütt et al., 2017)
that are relevant in eye-movement research.
We believe that similar attempts to modeling eye movements can

influence both experimental practice as well as the theoretical advance-
ments in the eye-tracking research. We made our code available online
(https://github.com/Kucharssim/WALD-EM), along with additional
materials that provide details about building and applying the model,
so that other researchers can seek inspiration and help, if they wish to
use our ideas for furthering their own work. Additional work should be

done on the front of model validation through more extensive simula-
tion studies. We hope that the current model will eventually be
superseded by a better one—which would be a good sign of a healthy
progress of our scientific understanding of visual perception. In the
meantime, we hope that the proposed model will spark interest in
applied and theoretical research of eye movements and provide
valuable insights.
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