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Chapter 1

Introduction

1.1 Motivation

Machine Translation is one of the most complex tasks in Natural Language Pro-
cessing; intuitively, one has to deal with the complexity of not a single, but of
two languages and their relationship. Reordering, which results from word-order
differences between languages, constitutes a central problem in modelling this re-
lationship. For word-based models (and phrase-based models by extension), that
assume one-to-one equivalence between source and target words, a sentence of
n words has n! possible target reorderings. Exploring this space is infeasible for
natural-language sentences that average 20 to 40 tokens in Machine Translation
datasets, occasionally exceeding 100 tokens.

How do sentences grow that long? Consider this sentence, taken from the
European Parliament proceedings1:

(1) Therefore, let me conclude by expressing my special thanks to the Euro-
pean parliament for its support for the Commission’s efforts towards better
financial management of the European union’s budget.

This sentence is built around a main verb frame let me conclude, recursively
modified to form the full sentence:

(2) Let me conclude.
Therefore, let me conclude by expressing my thanks.
(. . . ) expressing my special thanks to the parliament for its support.
(. . . ) thanks to the European parliament for its support for the Commis-
sion’s efforts.
(. . . )

1https://www.statmt.org/europarl/

1

https://www.statmt.org/europarl/
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2 Chapter 1. Introduction

At the clause level, the verb frame is modified by the discourse marker therefore
and the adjunct of manner by expressing my thanks. This phrase is modified in
turn by the qualifying adjective special and the prepositional adjunct phrases to
the parliament and for its support. Both phrases are modified in turn by more
adjectives and prepositional phrases, and so on until we obtain the full sentence.

At all stages of modification, we find syntactically complete sentences. At the
same time, modifiers may fill different semantic roles: while special only qualifies
thanks, European restricts the meaning of parliament; and both to the parliament
and for its support are semantic arguments of thanks 2 3. Most modifiers in this
example contribute significantly to the meaning of the full sentence, and let me
conclude would in fact poorly summarize it—modifiers are optional syntactically,
not per se semantically. That modifiers may correspond to core arguments and
or be restrictive is a fact of linguistic economy; without it, one could never thank
anybody without providing a reason, and Thank you! would be an ill-formed
expression.

1.1.1 Adjunction and recursion

Syntactic modification partakes in a general and simple mechanism to build com-
plex sentences from simple ones: adjunction, as modifiers, or adjuncts, simply
adjoin to the phrases they modify. Adjunction plays a large part in linguistic
recursion, even if it does not account for it entirely. Recursion can in fact also
apply to syntactic complements:

(3) I see that you believe that she thinks that we consider . . .

In Tree-Adjoining Grammar (TAG, Joshi et al., 1975; Joshi and Schabes,
1997), recursion is accounted for by substitution on one hand, for syntactic com-
plements, and adjunction on the other hand. Adjunction then does not only apply
to syntactic modification, but also to other phenomena (Kroch and Joshi, 1985),
like wh-fronting:

(4) This is what I see that you believe that she thinks that we consider []

and raising:

(5) I see that you are inclined to believe that she thinks that we consider . . .

These phenomena, syntactic modification included, can separate syntactic de-
pendents over long distances:

2Filling the roles of ‘Recipient’ and ‘Cause’ for PropBank (Palmer et al., 2005), see: http:
//verbs.colorado.edu/propbank/framesets-english-aliases/thank.html

3In FrameNet and Frame Semantics Fillmore (1976, 1982, 1985); Fillmore and Baker (2001),
both are ‘core Frame Elements’ (‘Addressee’ and ‘Reason’) of the ‘Judgment-direct-address’
frame for ‘thank’: https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.
xml?frame=Judgment_direct_address

https://verbs.colorado.edu/propbank/framesets-english-aliases/thank.html
https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.
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1.1. Motivation 3

(6) I see now, but it had been on my mind for a while, and the look you gave
me the other day has made it completely clear to me, that you believe (. . . )

This makes them interesting for translation and for reordering, as long-distance
dependencies extend the range of reorderings that need accounting for.

1.1.2 Adjuncts in translation

How do adjuncts behave in translation? Consider the French translation of Ex-
ample 1:

(7) Permettez-moi donc de conclure en remerciant tout particulièrement le par-
lement européen pour le soutien qu’il apporte aux efforts de la commission
en vue d’une meilleure gestion financière du budget de l’union européenne.

Like its English counterpart, this sentence is built by adjunction around a main
verb frame, permettez-moi de conclure:

(8) Permettez-moi de conclure
Allow me to conclude
“Let me conclude”

(9) Permettez-moi donc de conclure en remerciant le parlement.
Allow me therefore to conclude by thanking the Parliament.
“Therefore, let me conclude by expressing my thanks to the Parliament”

(10) (. . . ) remerciant tout particulièrement le parlement européen
(. . . ) thanking all particularly the Parliament European
“(. . . ) expressing my special thanks to the European Parliament”

(11) (. . . ) pour le soutien qu’il apporte aux efforts de la commission
(. . . ) for the support that it brings to the efforts of the commission
“(. . . ) for its support for the Commission’s efforts”

Adjunction appears to proceed largely in parallel in the French sentence and its
English counterpart. This parallelism can be explained in part by syntactic sim-
ilarity in both languages. For instance, the adjuncts of manner en remerciant le
parlement and by expressing my thanks are both expressed with gerunds. But the
parallelism goes further than that, aligning adjuncts of different syntactic types,
like the adverbial/adjectival adjunct pair tout particulièrement/special. The par-
allelism is not total however: le parlement in Example 9 is a syntactic argument
of remerciant, whereas it is expressed as an adjunct in English; qu’il apporte and
de la commission in Example 11 are adjuncts with a restrictive interpretation
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4 Chapter 1. Introduction

to le soutien and aux efforts, whereas they are expressed as determiners in the
English sentence.

These cases can be attributed to different choices of expressions and structures
in English and French. A classical example of this is the distinction between verb-
framed and satellite-framed constructions and languages (Talmy, 1991), where
motion paths are predominantly expressed through verbs or adjuncts:

(12) elle a traversé la Manche à la nage
she crossed the Channel swimming
“she swam across the Channel”

French and other Romance languages, but also Hebrew and Turkish are verb-
framed as they express the path of motion through verbs, while English and other
Germanic languages but also Russian or Mandarin to some extent are satellite-
framed as they express the path through adjuncts (Slobin, 2004). Similar alter-
nations let heads, adjuncts and arguments switch between languages, or conflate
lexically (Dorr, 1994; Nikolaev et al., 2020).

In chapter 3, I report on an analysis of adjunct alignment in French and
English. This analysis shows a high degree of parallelism in adjunction between
both languages in translation data. While the parallelism may be less far-reaching
in different language pairs, it generally rests on the fact that adjunction provides
a simple, generic syntactic operation to express secundary semantic arguments
and meaning specification.

1.1.3 Compositional translation

The question of how to represent each side of a translation system, and how
both adapted representations should be put in relation for translation, is a cen-
tral problem of translation modelling (Yngve, 1957). In particular, models can
either emphasize the transfer aspect of translation, or the translation equivalence
between a sentence and its translation. This is what compositional translation
models do, as they explain meaning equivalence between the different parts of a
sentence and its translation through a compositional process.

In (M.T. Rosetta, 1994), Appelo and colleagues describe a compositional, rule-
based Machine Translation system based on Montague Grammar. In that system,
both sides of the data are described with a variant of Montague Grammar, but
the translation grammar itself is also designed to be compositional, as the authors
propose to transfer Frege’s principle of compositionality to translation:

Two expressions are each other’s translation if they are built up from
parts which are each other’s translation, by means of translation-
equivalent rules.

(M.T. Rosetta, 1994, p.17)
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in addition , a broader mandate is required .

il faut également lui donner un mandat plus large .

r0: S → 〈 X | X 〉
r1: X → 〈 X . | X . 〉
r2: X → 〈 il faut X1 lui donner X2 | X1 X2 is required 〉
r3: X → 〈 également | in addition , 〉
r4: X → 〈 un mandat X | a X mandate 〉
r5: X → 〈 plus large | broader 〉

Figure 1.1: Example rule decomposition with Hiero.

Inventorizing translation-equivalent rules to adequately cover translation pheno-
mena and linguistic situations forms a major challenge for such a system.

In Statistical Machine Translation (SMT), syntax-based models like GHKM
(Galley et al., 2004, 2006) and hierarchical phrase-based models like Hiero (Chi-
ang, 2005) are compositional from the onset, as they are built on syntax-directed-
transduction grammars and Synchronous Context-Free Grammar (SCFG, Lewis
and Stearns, 1968; Aho and Ullman, 1972). Such grammars explain sentence
pairs by decomposition in translation-equivalent fragments through transduction
rules like those shown in Figure 1.1. These grammars are compositional in the
sense of the Rosetta principle, as each translation rule puts translation-equivalent
parts in relation, and as rule application preserves translation equivalence.

These models are robust compared to rule-based models, as they are data-
based and thus capture translation equivalences that would be hard to predict.
However, the relation to monolingual compositionality is generally lost: syntax-
based models generally apply syntax to only one side of the data, whereas Hiero
grammars are asyntactic on both sides. In Hiero, SCFG translation rules are ac-
quired on word-aligned training data, and are subsequently applied on the source
side, producing candidate translations that may or may not form grammatical,
meaningful sentences. Linguistically motivated adaptations of the model like
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Syntax-Augmented Machine Translation (Zollmann and Venugopal, 2006), pre-
sented in Chapter 2, allow to guide rule selection, but at a high computational
cost. Besides, syntactic refinement of SCFG nonterminals introduces rule sparsity,
and constraints that diminish the generality of the model. It is not a coincidence
either that syntax would in general be used on only one side in Syntax-Based
SMT: syntax imposes in fact constraints that are reminiscent of RBMT, resulting
in lesser coverage of possible translation-equivalent expressions. For instance, the
equivalence between tout particulièrement and special in Example 10 might be
overlooked by syntax-based models.

In current-day Neural Machine Translation models (Sutskever et al., 2014;
Bahdanau et al., 2015; Vaswani et al., 2017), the relationship between source
sentences and their translations becomes hidden, while the need to explicitly
state their reordering disappears. The self-learning abilities of neural networks
have opened the way to the syntactic interpretation of encoder representations
(Shi et al., 2016; Tang et al., 2018; Chang and Rafferty, 2020). In relation to
the linguistic motivations of TAG for instance, Wilcox et al. (2018) show that
RNN language models can learn to identify wh-filler-gap dependencies and some
of the syntactic-island constraints associated with them. Meanwhile, the interest
for guiding data-based translation with syntax is undiminished (Sennrich and
Haddow, 2016; Bastings et al., 2017; Chen et al., 2017; Li et al., 2017; Currey and
Heafield, 2019; Bugliarello and Okazaki, 2020), and word alignments have been
proposed to improve neural attention (Cohn et al., 2016; Alkhouli and Ney, 2017;
Zhang et al., 2017). So while this work deals with Statistical MT rather than
Neural MT, we trust that the more linguistically oriented results presented here
will still be relevant for neural models.

1.2 Objective
The main objective of this thesis is to investigate how modelling adjunction con-
tributes to compositional, phrase-based SMT:

How does adjunction, an elementary syntactic recursion tool sup-
porting semantic relevance, fit in asyntactic, compositional models
of translation?

Concretely, this work aims at utilizing adjunction as a source of linguistic
information to improve hierarchical phrase-based SMT models. Adjunction pro-
vides a different, more coarse sort of information than the syntactic labels which
have been generally used for enriching Hiero models, so one can ask how to use
adjunction in these models. This work primarily looks at adjuncts as a source of
information for guiding recursion, but as part of this, we also look at the effect
of modelling adjunct optionality and of adjunct labelling in Hiero. The utility
of adjunction for translation modelling in Hiero is investigated in Chapter 4. In
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Chapter 5, we utilize adjuncts to improve reordering models for phrase-based
preordering.

More generally, the objective of this thesis is to contribute an answer to the
translation-modelling problem outlined earlier in section 1.1.3: what kind of lin-
guistic knowledge, or representation level should be encoded in translation models?

In SMT, phrase-based models (Koehn et al., 2003; Chiang, 2005) on one hand,
and syntax-based models (Yamada and Knight, 2001; Galley et al., 2004) on
the other hand, stand against each other in their approach to syntax and non-
syntactic phrases, but generally agree that the truth is in the middle. As we will
see in Chapter 2, Phrase-based SMT has been looking at linguistic information as
a means to guide models, while Syntax-based SMT has had to surmount inherent
syntactic constraints. This work inscribes itself in research to guide phrase-based
models with syntax, with an interest in the respective values of syntactic con-
straints and asyntactic phrases.

Within phrase-based SMT, phrase-based models have superseded early word-
based approaches (Brown et al., 1993), and hierarchical models like Hiero (Chiang,
2005) have shown useful for reordering-intensive language pairs. In this perspec-
tive, this work aims at answering whether modelling adjunction provides benefits
over generic recursion. To this end, experiments in this work compare the effects
of adjuncts to those of arguments on one hand, and constituents on the other
hand.

1.3 Contribution

The main contribution of this thesis is the application of adjunction to hierarchical
phrase-based models. Adjunction has been used before in SMT, in syntax-based
models (Nesson et al., 2006; DeNeefe and Knight, 2009; Liu et al., 2011). Syntax-
based models lend themselves naturally to the formal application of adjunction as
in Synchronous TAG (Shieber and Schabes, 1990), as they perform a transduction
between the syntactic parse tree of a sentence and the surface form of its transla-
tion or between two syntactic trees. Distinguishing adjunction from substitution
rules allows these models to generalize over syntactic modification and to learn
more compact grammars. Applying adjunction in hierarchical phrase-based mod-
els may seem counterintuitive in this respect: hierarchical phrase-based models
perform a transduction between surface forms through an SCFG extracted from
word-aligned data, leaving little room for a formal application of adjunction. But
we are considering here adjunction from a more general perspective—that also
motivates STAG in fact (Shieber and Schabes, 1990; Shieber, 2007)—of a syntac-
tic recursion operation with a potential to apply synchronously, in parallel across
a bilingual bitext.
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The question of the degree to which adjunction applies synchronously in trans-
lation data has received little attention, despite its relevance for STAG. This ques-
tion is addressed in Chapter 3, where we measure to what degree adjuncts align to
adjuncts through hierarchical word alignments. This chapter contributes a corpus
study of adjunct equivalence in translation data, as well as an evaluation of the
effect of experimental conditions on adjunct equivalence. Besides, we compare the
translation equivalence of adjuncts to that of arguments, to determine whether
adjuncts and arguments behave differently in terms of translation equivalence.
Our corpus study shows that both adjuncts and arguments are synchronous to
a high degree in French-English, suggesting that it is semantic relevance in the
broad sense that favors synchronous behaviour, while adjuncts and arguments do
tend to preserve their role in translation. Comparing empirical measures of syn-
chronous adjunction and complementization, we find that synchronous adjunction
is indicative of translation compositionality, and synchronous complementization
primarily of syntactic similarity.

Chapter 4 tackles the contribution of adjunction to translation modelling in
Hierarchical Phrase-based SMT. The contribution of this chapter is threefold:

• we propose an extension to Hiero that leverages on adjunction in two ways:
first by exploiting the long-distance dependencies introduced by adjuncts to
relax phrase-span extraction constraints; and secondly by exploiting adjunct
optionality to extract rules by factoring out adjuncts. Our first extension
gives beneficial results for English-Chinese and English-Japanese, showing
the utility of long-range rules, also for English-Chinese. The second exten-
sion provides promising results for English-Japanese.

• we analyze the relative contributions of span-length and adjunct-crossing
constraints in our first extension. This analysis shows that the performance
of the model actually rests on adjunct-constrained rules, which efficiently
filter useless short-range rules.

• we compare adjunct-based constraints to constraints based on arguments
or constituents. This analysis shows that argument-based constraints tend
to be as beneficial as adjunct-based constraints, while constituent-based
constraints perform best. In other words, it is a closer adherance to lin-
guistic recursion through constituency(-crossing) constraints that benefits
Hiero most.

Finally, we look at the role that adjunction plays in reordering in Chapter 5. In
this work, we use adjuncts to refine the latent reordering grammar of Stanojević
and Sima’an (2015), to be used for preordering reordering-intensive language
pairs. We show that adjuncts are informative for reordering in English-Japanese
and English-Chinese, providing large gains over fully latent reordering for English-
Japanese. When comparing adjuncts to arguments and constituents, we find that



557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult
Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021 PDF page: 21PDF page: 21PDF page: 21PDF page: 21
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constituency benefits English-Japanese the most, while adjuncts carry most of the
improvement in performance. Further refinements of the reordering grammars
show that adjuncts also differ from arguments in reordering, as the information
they bring appears to be local to reordering rules.

1.4 Outlook

Chapter 2 introduces SMT, starting with word-alignment models. We then
present phrase-based models, their hierarchical variant Hiero and linguistic en-
richment in Hiero. We end with a short presentation of syntax-based models and
of applications of adjunction and STAG in Syntax-Based SMT.

Chapter 3 deals with the following question: to what extent do adjuncts translate
as adjuncts, and how do adjuncts compare to arguments in this respect? We
are interested in answering this question both in general, and in experimental
conditions, where adjuncts are identified from syntactic parses, and translation
equivalence is established through word alignments. We present first a corpus
study of adjunct alignment in a manually annotated French-English subset of
the Europarl corpus, then show how automatic tools (word alignments, parsing)
affect adjunct alignment in experimental conditions. We end with measures of
adjunct alignment in experimental conditions.
The work in this chapter is based on the following publication:

• Sophie Arnoult and Khalil Sima’an. How synchronous are adjuncts in trans-
lation data?. In SSST 2014.

Chapter 4 addresses the following question: how does adjunction fit in the com-
positional, phrase-based model provided by Hiero, and does adjunction constitute a
useful guide for this model? We start by extending the Hiero grammar with long-
range rules, selected to respect adjunct boundaries. We then present a second
extension, leveraging on adjunct optionality to extract more rules by excising
adjuncts. In the rest of the chapter, we further analyze the first extension, to
evaluate the respective contributions of asyntactic, short-range Hiero rules and of
the adjunct-based, long-range rules added by our model. We end by comparing
adjunct-based constraints to constraints based on arguments or constituents.
The work in this chapter is based on the following publications:

• Sophie Arnoult and Khalil Sima’an. Modelling the Adjunct/Argument dis-
tinction in Hierarchical Phrase-Based SMT. In DMTW 2015.

• Sophie Arnoult and Khalil Sima’an. Factoring Adjunction in Hierarchical
Phrase-Based SMT. In DMTW 2016.
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10 Chapter 1. Introduction

Chapter 5 focuses on the reordering properties of adjunction for Machine Trans-
lation: are adjuncts informative of translation reordering? We present an exten-
sion to the latent PCFG reordering grammar of Stanojević and Sima’an (2015),
where adjuncts are used to split reordering nonterminals prior to latent splitting.
The grammar can then be used to preorder source sentences for a phrase-based
system. We present experiments with this grammar on English-Chinese, English-
Japanese, English-German and German-English, showing large gains for English-
Japanese. We complement this work with label-refinement experiments, using
either hard or soft constraints, and with a comparison of adjuncts to arguments
and constituents in reordering.
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Chapter 2

Background: Statistical Machine
Translation and Adjunction

Statistical Machine Translation (SMT, Brown et al., 1988, 1990, 1993) is grounded
in the double idea that translation can be seen as a decoding process, and that
translation equivalence can be specified at the word level. Section 2.1 introduces
the translation model of Brown et al. (1988, 1990). This model is based on a
noisy-channel approach: sentences to be translated are seen as the output of a
noisy channel, and translating amounts to decoding original sentences.

The translation model is parametrized at the word level by a series of align-
ment models, the IBM models (Brown et al., 1993), introduced in section 2.2.
Each successive model builds on the preceding one to account for lexical collo-
cations and reordering. Alignment is unidirectional however, and the translation
model cannot account for interdependencies on the target translation side.

The SMT models that developed thereafter build upon the word alignments
of Brown et al. (1993), but capture translation equivalence beyond the word level,
and provide richer reordering models.

Phrase-Based models capture translation equivalence at the phrase level, by
extracting aligned phrase pairs from symmetrized word alignments. Phrase-Based
SMT (Koehn et al., 2003), presented in section 2.3, assembles phrase pairs se-
quentially at decoding, using a reordering model to score target reorderings. Hier-
archical Phrase-Based SMT (Hiero, Chiang, 2005, 2007), presented in section 2.4,
provides a compositional view of translation, by recasting Phrase-Based models
as Synchronous Context-Free Grammars. Reordering is then directly modelled by
the translation grammar. Hiero grammars are too generic however. Section 2.5
presents approaches to enrich Hiero with linguistic information.

Syntax-Based models (Yamada and Knight, 2001; Galley et al., 2004) base
translation equivalence on the alignment of a sentence string to a syntactic parse
of its translation. The syntactic structure on either side directly provides a com-

11
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12 Chapter 2. Background: Statistical Machine Translation and Adjunction

positional model for translation equivalence and reordering. Syntax-Based models
are characterized as tree-to-string, string-to-tree or tree-to-tree, depending on the
syntactic nature of the source sentence and its translation.

Section 2.6 introduces the GHKM model of rule extraction (Galley et al.,
2004), and its string-to-tree instantiation by Galley et al. (2006). The linguistic
constraints imposed on Syntax-Based models limit their coverage. One way of
improving coverage consists in factoring out adjunction, as proposed in Tree-
Adjoining Grammar (TAG, Joshi et al., 1975).

Section 2.7 introduces TAG, its synchronous variant STAG (Shieber and Sch-
abes, 1990), and their applications to SMT by Nesson et al. (2006), DeNeefe and
Knight (2009) and Liu et al. (2011).

2.1 Statistical Machine Translation

Statistical Machine Translation (SMT; Brown et al., 1993) followed on Example-
Based MT (EBMT; Nagao, 1984) as a fully data-based approach to Machine
Translation. In contrast to EBMT, SMT provides a word-level decomposition of
parallel data, coupled with a statistical decision mechanism for candidate trans-
lations.

2.1.1 The Noisy-Channel approach

Brown et al. (1990) propose to model translation as a generative, noisy-channel
process, where sentences to translate are seen as the encodings of source sentences.
Translating then amounts to decoding sentences into their ‘source’ sentences.
Given a sentence f of language F , decoding aims at finding the sentence ê of goal
language E that maximizes their joint probability:

ê = argmax
e∈E

P (e, f) = argmax
e∈E

P (f |e) · P (e) (2.1)

where P (e) is the probability assigned to e by a language model and P (f |e) is the
translation-model probability. The translation space E is determined in practice
by the translation model’s learned translation units and their compositionality
(through the sequential or hierarchical nature of the model).

Following (Och et al., 1999; Och and Ney, 2002), the generative formulation of
the translation problem gave way to discriminative models. These models allow
for more control over the output and the translation process, while still combining
a language and a translation model; whereas the translation model ensures that
translations are adequate, the language model ensures their fluency.
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2.1.2 Language model

The language model generally assumed in SMT is n-gram language model, where
the probability of a sentence is decomposed into word probabilities conditioned
on a limited history:

P (e = wn
1 ) =

n∏
i=1

P (wi|wi−1
i−k) (2.2)

where k is the order of the language model. Values of three to five are typical,
depending on the amount of training data. Unseen and rare events are accommo-
dated through smoothing (Chen and Goodman, 1998), and in particular modified
Kneser-Ney smoothing (Kneser and Ney, 1995).

2.1.3 Translation model

The translation model aims at explaining how sentences in E generate sentences
in F while allowing for efficient estimation. This requires a decomposition of the
sentence pair 〈e, f〉 into smaller units of translation, the nature of which depends
on the model.

While the IBM models of Brown et al. (1990, 1993) presented next propose
a word-pair decomposition, Phrase-Based SMT (Koehn et al., 2003), presented
in section 2.3, regroups word alignments to perform a phrase-pair decomposi-
tion. Hierarchical Phrase-Based SMT (Chiang, 2005), presented in section 2.4,
performs the same phrase-pair decomposition as Phrase-Based models, but pro-
vides a hierarchical composition mechanism over them. In Syntax-Based SMT
(Yamada and Knight, 2001; Galley et al., 2004), presented in section 2.6, decom-
position is constrained by syntax, typically on one side of the data only, leading
to a tree-to-string or string-to-tree decomposition as in the GHKM model (Galley
et al., 2004, 2006).

While early generative models proposed alternatives to the word-alignment
IBM models (Yamada and Knight, 2001; Marcu and Wong, 2002 inter alia), most
subsequent models have built upon lexical alignment through word-alignment
models.

2.2 Word alignments

Word alignment models allow to decompose translation data at the word level.
In the IBM models of Brown et al. (1993) presented in section 2.2.1, word align-
ments are treated as hidden variables in a generative model: English words are
seen as generating French words following some hidden word alignment. The re-
sulting alignments are unsatisfactory for modelling translation equivalence: they
are unidirectional, allowing to align several English source words to a same French
word, but not the other way around; untranslated French words can be explained
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in[Null] addition , a broader mandate is required .

il faut également lui donner un mandat plus large .

Figure 2.1: Example of English/French word alignment. Each French word is
generated either by an English word or by the Null token.

by a null English word, but tend to be aligned to non-equivalent uncommon
words in practice. These models are also unsatisfactory for translation proper, as
they provide no means to recover untranslated English words. Symmetrization
(Och et al., 1999; Och and Ney, 2003) and symmetrized models (Liang et al.,
2006), presented in section 2.2.2, provide multiple word equivalence in both di-
rections while reducing noisy alignments. They form the basis for phrase-based
and syntax-based translation models.

2.2.1 The IBM models

Brown et al. (1993) propose a series of generative models over words to model
the relationship between an English source sentence e and its French translation
f. These models assume that French words are generated from words in the
source sentence, a Null token being reserved for French words without an English
equivalent. As Figure 2.1 shows, each French word is aligned once and only once,
while English words may remain unaligned or align to distinct French words. The
word alignments between source and target words form hidden parameters, that
are refined by each successive model. Model parameters are estimated with the
EM algorithm (Dempster et al., 1977).

IBM1 and IBM2

The first two models (IBM1 and IBM2) assume that French words are gener-
ated independently of each other, allowing for exact parameter estimation. Both
models follow a generative story in three steps, given a source sentence e:

1. select a length m for the French sentence

2. for each position j in the French sentence, select an English word at position
aj to generate the aligned French word

3. for each j, and aligned position aj, select a French word fj

Both models make the same simplifying assumptions:
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2.2. Word alignments 15

• sentence length m is generated with a uniform probability ε, assume some
finite maximum for m;

• lexical translation is conditioned on the English word eaj a French word is
aligned to:

P (fj|aj1, f j−1
1 , e) = t(fj|eaj)

The models differ in their assumptions for the alignment model: Model 1 assumes
a uniform probability distribution on aligned positions, while Model 2 conditions
aligned positions on the position in the French sentence and on the lengths of the
French and English sentences.

Consequently, both models are parametrized by lexical translation probabili-
ties t(f |e), and Model 2 is additionally parametrized by alignment probabilities
a(i|j, l,m), where i and j stand for English and French positions, and l and m
stand for English and French sentence lengths. In training, the lexical translation
probabilities are first estimated under Model 1. They are then used to initialize
parameter estimation for Model 2.

The HMM model of word alignment

The alignment parameter of Model 2 allows to learn alignment distributions for
French words occurring in different sentence positions. In English-to-French align-
ments, the model would learn that French positions tend to align to similar posi-
tions in English; in English-to-German alignments, the model would reflect differ-
ences in verb position, but word order freedom in German is also likely to result
in flatter distributions. In this context, the independence assumptions between
the generation of French words are unfortunate. In the example of Figure 2.1, the
alignment estimates for the French-English positions 1-7 and 2-8 (the positions of
the word pairs il/is and faut/required) are likely to be low, but the independence
assumptions further hide the relationship between these alignments.

Consequently, Model 2 is generally replaced by the HMM model of Vogel
et al. (1996). They model word alignments as a Markov process, with aligned
English positions aj as hidden states. Aligned positions have then a 1-order
dependence on the aligned position of the precedent French word, resulting in
smoother alignments.

The HMM is then parametrized by transition probabilities between aligned
positions, and by lexical translation probabilities for its emissions. Like Model
2, the HMM model is initialized with lexical translation probabilities estimated
with Model 1.

Models 3 and 4

Model 3 accounts for one-to-many alignments between the English and French
sides, by means of a fertility parameter φe, which controls how many words each
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in addition , a broader mandate is required .

il faut également lui donner un mandat plus large .

Figure 2.2: Example of symmetric English/French word alignment. Unaligned
words result from alignments to null or disagreement during symmetrization.

English word generates. The generative story followed by Model 3 now consists
in selecting a fertility for each English word; selecting French words to associate
to each English word; and selecting positions for these French words.

Model 4 accounts for phrasal movement by reparametrizing French positions,
conditioning them on word classes of the aligned French word and of the previ-
ously aligned English word.

The dependence between French words introduced by the fertility parameter
prevents exact estimation, and parameters for Model 3 and Model 4 are thus es-
timated using hard EM: the model is initialized with Model 2 Viterbi alignments,
and only the space of neighbouring alignments is explored to collect expected
counts for the parameters.

2.2.2 Symmetrization

Notwithstanding the relaxed independence assumptions of the later IBM models,
word alignments remain unidirectional, and as such unable to capture many-
to-many alignments. Besides, unaligned French words are not always handled
appropriately in these models; uncommon unaligned words in particular tend to
be misaligned, a phenomenon referred to as garbage collection (Liang et al., 2006).

Och et al. (1999) propose to derive symmetric word alignments by training
word alignments in both translation directions, and selecting alignment links in
the union of both alignments. As word alignments only provide one-to-many
alignments, taking the intersection of both word alignments would block the cap-
ture of many-to-many alignments. On the other hand, the union of both align-
ments would retain noisy alignments (Moore, 2004) in both alignments. To reach
a middle ground, Och et al. propose an iterative procedure that starts from the
intersection of word alignments, and includes alignment links from the union that
can be reached by adjacency from links in the intersection.
Alternatively, Liang et al. (2006) propose to train IBM1 and HMM word align-
ments in both directions jointly, by constraining both models to agree on align-
ment links. The resulting alignments tend to be bijective and monotonic, while
being less sparse than intersected alignments. The agreement constraint effec-
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2.3. Phrase-Based SMT 17

in addition , a broader mandate is required .

il faut également lui donner un mandat plus large .

Figure 2.3: Word-aligned sentence pair with extractable phrases. Only phrase
pairs with a length of three tokens on the English side are represented here. Only
phrases containing alignment links can be extracted, and a length limit is imposed
in practice.

tively filters out the errors made by a single model, allowing the corresponding
words to be better aligned, while the HMM models also disfavors gaps in the
alignments.

2.3 Phrase-Based SMT

Phrase-Based SMT (PBMT, Koehn et al., 2003) builds upon the IBM models
by using word alignments to capture phrasal translations. The model closely
succeeded to the Alignment Template approach (Och et al., 1999; Och and Ney,
2002), taking over most of its methods while moving from abstract collocational
units of translation (‘alignment templates’) to lexical fragments (‘phrase pairs’).
Besides changing the units of translation from words to phrases, PBMT differs
from the IBM models by using a discriminative model, allowing for the incorpo-
ration of features beyond the translation model proper and the language model.

2.3.1 From words to phrases

Symmetrized word alignments provide the basis for the extraction of phrase pairs
in Phrase-Based SMT. The model extracts phrasal equivalents that are consistent
with word alignments: phrase pairs must contain at least one alignment link, and
words on either side of the phrase pair must be either unaligned or aligned to and
only to words on the other side. Figure 2.3 represents some of the phrase pairs
that can be extracted based on the symmetrized alignment of Figure 2.2.
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18 Chapter 2. Background: Statistical Machine Translation and Adjunction

2.3.2 Model

The model is defined as a log-linear model over features hi:

logP (e|f , s) =
∑
i

wi log hi(e, f , s) (2.3)

where s stands for a segmentation of the sentence pair (e,f) into phrase pairs.
Segmentation into phrase pairs is not modelled explicitely in Phrase-Based

SMT, the segmentation leading to the best model score being selected at decoding.
The model uses the following features:

• translation model (TM): these consist of phrase-translation and lexical
weights in both translation directions. Phrase-translation features provide
estimates for the translation of full phrases, while lexical weights use the
underlying word alignments to provide word-based translation scores for the
words in a phrase. Feature values for each phrase pair are computed during
training by taking relative-frequency estimates.

• language model (LM): this is typically an n-gram language model scored
at the sentence level.

• word penalty (WP): this feature controls the length of output transla-
tions.

• phrase penalty: this feature controls the number of phrase pairs for seg-
menting sentence pairs.

• unknown word penalty: unknown words are copied over at decoding.
This feature allows to control segmentation in the case of rare words—as
rare words may find a translation when they are part of phrase pairs but
not in isolation.

• distortion: this feature controls how much reordering may take place at
decoding. Distortion values record the distance on the source side between
adjacent phrases on the target side.

Feature weights are optimized against the BLEU score (Papineni et al., 2002)
through Minimum Error Rate Training (MERT, Och, 2003).

2.3.3 Decoding

Decoding aims at finding the best translation ê for a source sentence f . Decoding
proceeds by building translations from left to right, allowing for language model
scoring. Candidate translations are built sequentially, until all tokens in the
source sentence have been covered.
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2.3. Phrase-Based SMT 19

Input: il faut également lui donner un mandat plus large .

in addition ,

S3

one also has to

S6

give him a

a broader mandate

S7

is required

S9

broader mandate

.

S10

.

Figure 2.4: Two PBMT candidate translations with decoding states. The stacks
Si keep hypotheses covering i input words. The hypotheses shown in stacks S9

and S10 cover the same input words, but differ by their last translated source
words (for S9) and target words.

Decoding Phrase-Based models is NP complete (Knight, 1999): on one hand,
the exponential complexity of translation reorderings make decoding a Travel-
ling Salesman problem, and on the other hand, the combinatorial complexity of
searching for the best input sentence segmentation make decoding a Set Covering
problem.

Phrase-Based models consequently use approximate inference through beam
search Koehn et al. (2003). Beam search keeps distinct stacks to group hypothe-
ses that cover a same number of source words. The number of hypotheses in each
stack is limited by hypothesis recombination and pruning. Hypothesis recombi-
nation looks for hypotheses with a same search state (which regroups the infor-
mation need to compute further model costs: covered input words, last covered
source words and last translated words) and discards all but the best hypothe-
sis. Pruning is based on a combination of hypothesis model cost and a future
cost estimate. This estimate approximates model cost by parameters that can be
precomputed, namely phrase-pair translation probability estimates and language
model estimates for candidate phrase pairs.

Figure 2.4 illustrates decoding for the input, French sentence with two candi-
date translations: our example English sentence, and a more literal translation.
Producing the first translation incurs a high reordering cost for the model, be-
cause of the token distance between the phrases il faut and un mandat plus large
on one hand, and un mandat plus large and the period ‘.’.
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20 Chapter 2. Background: Statistical Machine Translation and Adjunction

2.3.4 Reordering

Reordering in PBMT is addressed by two models, a distortion model and a lexical
orientation model.

The distortion model simply counts the number of tokens between the source
sides of succeeding phrase pairs in candidate translations at decoding. The result-
ing feature captures how much reordering can be expected for a given language
pair and data, but cannot distinguish good from bad reorderings; ultimately,
reordering decisions are sanctionned by the language model, which itself has a
limited scope.

To improve reordering decisions for PBMT, Tillmann (2004) and Axelrod
et al. (2005) have proposed lexical orientation models: at training, phrase-pair
orientation counts are collected to estimate how often phrase pairs either follow
directly on preceding phrase pairs; are swapped on the source side with regard to
preceding phrase pair; or are discontinuous with regard to the preceding phrase
pair.

The lexical orientation model allows PBMT to model reordering preferences of
phrase pairs based on their lexical content. Besides, these reorderings are local as
they only consider neighbouring phrases. Hierarchical Phrase-Based SMT (Chi-
ang, 2005) learns hierarchical rules that capture the lexical context of reorderings,
allowing the model to perform better on complex, mid-range reorderings.

2.4 Hierarchical Phrase-Based SMT

Phrase-Based models capture idiomatic, phrasal translations, but they are limited
to continuous translation-equivalent phrase pairs. In our example sentence pair,
PBMT cannot capture the equivalence between if faut . . . lui donner and is
required, and would associate the unaligned phrase lui donner to either également
or un mandat. Neither option is satisfying from a compositional point of view.

Hierarchical Phrase-Based SMT (HPBMT, or Hiero, Chiang, 2005) allows to
capture discontinuous translation equivalences by casting Phrase-Based SMT into
Synchronous Context-Free Grammar (SCFG). Like PBMT, Hiero extracts phrase
pairs from the training data, but it then derives SCFG rules by abstracting phrase
pairs embedded in larger fragments.

2.4.1 Rule extraction

Like Phrase-Based SMT, Hiero extracts phrase pairs from parallel data, but fur-
ther derives SCFG rules from them. These consist of lexical rules on one hand,
which directly rewrite to a phrase pair, and hierarchical rules on the other hand,
which are obtained by excising embedded phrase pairs and which rewrite to a
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2.4. Hierarchical Phrase-Based SMT 21

in addition , a broader mandate is required .

il faut également lui donner un mandat plus large .

r0: S → 〈 X | X 〉
r1: X → 〈 X . | X . 〉
r2: X → 〈 il faut X1 lui donner X2 | X1 X2 is required 〉
r3: X → 〈 également | in addition , 〉
r4: X → 〈 un mandat plus large | a broader mandate 〉

Figure 2.5: Example sentence pair with a possible phrasal decomposition and
Hiero rules. The sentence pair can be derived by successive applications of the
glue rule r0, the hierarchical rules r1 and r2 and the lexical rules r3 and r4.

string of source/target tokens and synchronous nonterminals, as shown in Fig-
ure 2.5. The grammar is completed by abstract glue rules for sentence-level
rewritings.

The model uses only two nonterminal symbols, S for the top symbol, and a
single symbol X for hierarchical, word-alignment driven rewritings. As rule r2 in
Figure 2.5 shows, Hiero rules capture discontinous translation equivalences, but
also local reorderings. This allows Hiero to perform better than Phrase-Based
SMT in language pairs that exhibit complex reordering patterns, like Chinese-
English.

2.4.2 Features

Notwithstanding the reordering model, Hiero uses similar features as Phrase-
Based SMT. Derivations are scored in a log-linear model over a language-model
for the target side of the derivation and translation features.

logP (d|f) = wLM logPLM(e(d)) +
∑
i

wi

∑
r∈d

logPTMi
(r) (2.4)

Hiero uses essentially the same translation features as PBMT, owing to the lex-
ical character of rules. Translation features (translation probability estimates
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22 Chapter 2. Background: Statistical Machine Translation and Adjunction

conditioned on source and target, as well as lexical weighting features) and the
unknown-word penalty features carry over to Hiero, as does the phrase penalty,
which becomes a rule-application penalty.

2.4.3 Decoding

Decoding SCFG grammars like Hiero involves parsing the source sentence while
searching for the best or n-best synchronous derivations.

Parsing is based on the CYK+ (Chappelier and Rajman, 1998) algorithm,
an Early-parsing (Earley, 1970) variant of the Cocke-Younger-Kasami (CYK)
algorithm for parsing non-binary input. To combine and score hypotheses in the
parsing chart with the language model requires in principle splitting parsing states
by target-side n-grams. This contributes a high-order polynomial function of the
target-language vocabulary size to decoding complexity; for a nth-order language
model and a rank-2 grammar, one needs to store (n − 1)-grams on each side of
two nonterminals to compute the language-model term exactly. The cube-pruning
algorithm (Chiang, 2007) addresses this problem by approximating the language-
model score of partial hypotheses with unigram scores. The algorithm further
conducts beam search over parsing states, by deriving the best partial hypotheses
from lower states in the parsing chart and pruning lower-scoring hypothesis.

2.5 Linguistic enrichment in Hierarchical Phrase-
Based SMT

The Hiero grammar is too generic. In a CFG for monolingual parsing, syntactic
nonterminal labels control rewritings and limit overgeneration. These labels are
chosen to be linguistically adequate (Chomsky, 1957), and can further be refined
for statistical parsing (Klein and Manning, 2003; Petrov et al., 2006). In a SCFG
like Hiero’s, rewritings are based on word alignments and do not reflect linguistic
syntax. The asyntactic character of Hiero is reflected in the use of a single rewrit-
ing label X. The target-side language model consequently plays a large role in
validating candidate translations.

Besides, as the grammar is driven by word alignments, rewritings are not lead
by syntactical government as they would in syntax. The phrase pair 〈 un mandat
plus large | a broader mandate 〉 can be equally parsed with any of the following
rules, among others:

(13) X → 〈 un mandat plus large | a broader mandate 〉
X → 〈 X mandat plus large | X broader mandate 〉; X → 〈 un | a 〉
X → 〈 un mandat X | a X mandate 〉; X → 〈 plus large | broader 〉
X → 〈 un X plus large | a broader X 〉; X → 〈 mandat | mandate 〉
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2.5. Linguistic enrichment in Hierarchical Phrase-Based SMT 23

Table 2.1: SAMT labels are assigned to phrase spans depending on their syntactic
nature: full constituent of type Y ; an incomplete constituent missing a constituent
of type Z to form a constituent of type Y , either to the right (Y/Z) or to the left
(Y \Z); a pair of constituents Y + Z. Remaining phrase spans receive a default
label ‘X’.

label type label instance examples

Y ADV in addition
NN mandate

Y/Z NP/NN a broader
Y\Z NP/DT broader mandate
Y+Z ADV+, in addition ,
‘X’ (default) addition , a broader

This spurious ambiguity (Chiang, 2005) generates many alternative derivations for
a same translation. This is palliated by constraints on the form of rules: phrases
(for rule extraction) may not be bordered by unaligned words; nonterminals may
not be adjacent on the target side; and the (token) scope of the top nonterminal
S is limited heuristically.

These constraints limit the expressivity of the grammar, and its ability to
model long-range reorderings. Syntax-based refinement of nonterminals allows
to limit overgeneration, and to relax rule constraints and/or to refine long-range
reordering rules.

2.5.1 Syntax-Augmented Machine Translation

Zollmann and Venugopal (2006) proposed to use a syntax-based label set in-
spired from Combinatorial Categorical Grammar (Steedman, 2000) to refine Hi-
ero nonterminals. Their model, Syntax-Augmented Machine Translation (SAMT)
formed the starting point for the utilisation of different types of syntactic infor-
mation for the enrichment of hierarchical PBSMT models.

Applying syntax in Hiero requires a way of labelling phrases and phrase pairs
that do not in principle have a clear syntactic status. SAMT (Zollmann and Venu-
gopal, 2006) assigns CCG-like labels to phrase pairs based on phrase-structure
parses of the target side of the data. Given a target parse, every span of the
target string is assigned a phrasal label as given in Table 2.1.

Going back to the example sentences of Figure 2.4, SAMT labels allow to
differentiate between the two translations of également, the sentence-initial in
addition , and the pre-verbal also.

(14) X → 〈 il faut ADV+, lui donner NP | ADV+, NP is required 〉
ADV+,→ 〈 également | in addition , 〉
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24 Chapter 2. Background: Statistical Machine Translation and Adjunction

X → 〈 il faut ADV lui donner NP | one ADV has to give him NP 〉
ADV → 〈 également | also 〉

The distinction prevents the generation of the infelicitous translations:

(15) ∗ also a broader mandate is required
∗ one in addition , has to give him a broader mandate

2.5.2 Source-side disambiguation

Phrasal labels can also be derived from source-side syntax, and follow a different
labelling scheme. For instance, Li et al. (2012) propose to use source-side syntax
for Chinese-English, concatenating the POS tags of independent syntactic heads
in each source phrase. Applying source-side syntax allows to refine the selection
of target translations. This allows for instance to distinguish between two French
constructions employing il faut:

(16) X → 〈 il faut NP | NP is required 〉
X → 〈 il faut VP | one has to VP 〉

Li et al. (2012) further extend Hiero with abstract, nonterminal reordering rules.
These model the rewriting of syntactically-labelled nonterminals to pairs of mono-
tonically aligned or inverted nonterminals.

2.5.3 Limitations of syntactic label refinement

Phrase-labelling schemes produce rich nonterminal vocabularies. This adds to the
complexity of decoding, but also induces data sparsity for translation probability
estimates. Hanneman and Lavie (2013) coarsen for instance the label set by
merging target labels with similar distributions over source-side labels.

Besides, syntactic phrase labels impose hard rewriting constraints, which harm
translation as they become more fragmented. Soft constraint features can replace
hard labels: Marton and Resnik (2008) use features to mark whether phrases
match or cross the boundaries of a core set of syntactic labels; Chiang (2010)
applies soft tree-matching features for both the source and target sides. Huang
et al. (2010) match phrases against part-of-speech sequences to induce a distri-
bution over latent label vectors, and use similarity between vectors as a decoding
feature.

Other grammatical formalisms have been proposed instead of phrase-structure
or dependency grammar, as being more adapted to syntactic phrase labelling
or to translation. Almaghout et al. (2011) advocate the use of CCG labels,
as they are syntactically adapted to labelling incomplete syntactic phrases. Li
et al. (2013) employ again a single nonterminal, but apply source-side syntax
as a means to constrain rule extraction, forcing rewritings to constituents or
sequences thereof. Besides, they enrich the reordering model with predicate-
argument structure reordering features, as do Xiong et al. (2012).
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2.6 Syntax-Based SMT
Syntax-Based SMT Yamada and Knight (2001); Galley et al. (2004); Huang et al.
(2006) takes a syntactic parse of the source or target sentence as a ground to estab-
lish translation equivalence. As such, Syntax-Based SMT has opposite qualities
to Hierarchical Phrase-Based SMT: the grammar is unambiguous both in terms
of rules and rewritings, but dependence on syntax limits data coverage.

2.6.1 The GHKM model

Yamada and Knight (2001) proposed a generative model with operations trans-
forming a source tree into the observed translation sentence. Galley et al. (2004,
2006) use instead word alignments to extract xRs tree-transducer rules (Graehl
and Knight, 2004; Graehl et al., 2008) aligning a syntactic subtree to a CFG-
translation string. The resulting model, called GHKM after (Galley et al., 2004),
extracts rules as shown in Figure 2.6. Minimal rules are completed with composed
rules, which admit a predefined number of internal nodes, and allow to capture
common constructions. Finally, rule variants are introduced to reflect possible
attachments of unaligned words on the asyntactic, source side of the data.

Galley et al. (2006) apply the extracted rules in a string-to-tree setting, where
the best translation ê of an input sentence f is the one that maximises the joint
probability over f and e, and where the translation probability P (f |e) is summed
over tree-conditional probabilities:

ê = argmax
e∈E

P (e) ·
∑

π∈T (e)

P (f |π) · P (π|e) (2.5)

Translation model probabilities P (f |π) are decomposed over translation rules.
Translation-rule probabilities are normalized over nodes (conditioned on left-
hand-side symbol and span) and are estimated with EM over possible derivations.
Normalizing over nodes gives better estimates, notably as this limits the overall
weight of rules with unaligned source words.

Decoding is performed with the CKY algorithm, using binarized rules (Zhang
et al., 2006). Binarization decisions may be heuristic (left or right binarization),
or syntax driven: with head binarization, binarization is performed to the left
or the right depending on the position of the syntactic head (Wang et al., 2007).
Binarization decisions can be optimized per syntactic node with EM (Wang et al.,
2007, 2010).

2.6.2 Increasing coverage

Parallel-data coverage is limited in Syntax-Based SMT compared to Hierarchical
Phrase-Based SMT, even if rule composition allows to increase coverage compared
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in addition , a broader mandate is required .

in addition , a broader mandate is required .

in addition , a broader mandate is required .

in addition , a broader mandate is required .

IN

NN

NP

PP ,

DT JJR NN

NP

VBZ

VBN

VP

VP

S

.

il faut également lui donner un mandat plus large .

Minimal rules
S(x0:PP ,(,) x1:NP x2:VP x3:.) → x0 , x1 x2 x3

PP(IN(in) x0:NP) → x0

NP(x0:NN) → x0

NN(addition) → également
NP(x0:DT x1:JJR x2:NN) → x0 x2 x1

DT(a) → un
JJR(broader) → large

NN(mandate) → mandat
VP(x0:VBZ x1:VP) → x0 x1

VBZ(is) → il
VP(x0:VBN) → x0

VBN(required) → faut

Composed rules

PP(IN(in) NP(NN(addition))) → également
VP(VBZ(is) VP(VBN(required))) → il faut
NP(DT(a) x0:JJR x1:NN) → un x1 x0

Accounting for unaligned words

NP(DT(a) x1:JJR x2:NN) → un x1 plus x0

JJR(broader) → plus large
NN(mandate) → mandat plus

Figure 2.6: GHKM rule extraction. The GHKM model identifies frontier nodes
as syntactic nodes for which the yield forms a constituent phrase pair (boxed
nodes). A minimal set of rules is then extracted, each frontier node leading to
the extraction of one single rule. These rules are completed by composed nodes
admitting a predefined number of internal nodes. Additionally, unaligned words
on the source, asyntactic side are reattached to produce rule variants.
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to a model employing only minimal rules.
One way to increase coverage consists in relaxing extraction constraints. Liu

et al. (2007) notably propose to extract rules spanning over constituent sequences
rather than single constituents, and use auxiliary rules to integrate them into a
tree-to-string setting.

An alternative approach leverages on adjunction to extract more general rules
(DeNeefe and Knight, 2009; Liu et al., 2011).

2.7 Adjunction in Syntax-Based SMT

Adjunction has been proposed as a means to model linguistic recursion beyond
substitution. The Tree-Adjoining Grammar formalism introduced by Joshi et al.
(1975) provides a greater generative power than Context-Free Grammar, namely
that of mildly context-sensitive grammars. For linguistic applications, TAG is
interesting because it allows to capture dependencies locally, as recursion is fac-
tored away. Synchronous TAG (Shieber and Schabes, 1990) allows to apply TAG
properties to Machine Translation. Since Nesson et al. (2006) introduced Syn-
chronous Tree Insertion Grammar to reduce the complexity attached to TAG,
DeNeefe and Knight (2009) and Liu et al. (2011) have shown that adjunction can
be succesfully modelled for Syntax-Based SMT.

2.7.1 Tree-Adjoining Grammar

Tree-Adjoining Grammar (TAG, Joshi et al., 1975; Joshi and Schabes, 1997)
models linguistic recursion through adjunction. The grammar distinguishes ini-
tial trees and auxiliary trees, where central trees represent complete, elementary
sentences, and adjunct trees represent modifiers. The operation of adjunction
allows to derive more complex trees and sentences by combining auxiliary trees
and initial, or derived trees. TAG is more powerful than CFG, allowing to model
mildly context-sensitive languages (Joshi, 1985).

TAGs are generally lexicalized (Schabes et al., 1988), to reflect the linguis-
tic assumption that syntactic behaviour is encoded in the lexicon, as in Lexical
Functional Grammar (Kaplan and Bresnan, 1982) or Categorial Combinatorial
Grammar (Steedman, 2000). The syntactic arguments of a given lexical item
are then abstracted through substitution sites. Besides, TAGs allow to spec-
ify constraints on adjunction, allowing to specify nodes for which adjunction is
forbidden, compulsory, or allowed selectively for a subset of auxiliary trees.

Two properties characterize the expressive power of TAG: the Extended Do-
main of Locality (EDL), and Factoring Recursion from the domain of Dependen-
cies (FRD). The EDL refers to the ability of TAG trees to represent all arguments
of a lexical item in a same rule, in contrary to phrase-structure grammars, where
positing verb predicates (VP) for instance means that subjects and objects of a
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verb are rewritten in separate steps (Joshi and Schabes, 1997). The FRD directly
refers to the distinction between auxiliary trees (for recursion) and initial trees
(for dependencies). These properties make TAG interesting for the modelling of
subcategorizations and filler-gap dependencies, like in wh-movement (Kroch and
Joshi, 1985), but also idiomatic expressions (Abeillé and Schabes, 1989).

2.7.2 Synchronous Tree-Adjoining Grammar

Synchronous Tree-Adjoining Grammar (STAG, Shieber and Schabes, 1990) was
introduced to pair trees with their semantic interpretation, or alternatively, equiv-
alent trees in a target language. STAG allows to represent translation-equivalent
but syntactically-divergent forms for Machine Translation (Abeillé et al., 1990),
as shown in Figure 2.7.2.

Shieber (2007) further motivates the application of STAG for Machine Trans-
lation with bilingual dictionaries, in which entries are given without possible
modifiers—modification is thus viewed as applying synchronously to both sides
of the data. This is also the case with the modifiers represented by the auxiliary
trees in Figure 2.7.2.

2.7.3 Applications in SMT

Parsing complexity of STAG grammars is prohibitevely high: monolingual TAG
parsing complexity is in O(n6), and STAG parsing in O(n12). Nesson et al.
(2006) therefore propose to use Synchronous Tree Insertion Grammar for Ma-
chine Translation instead. Tree-Insertion Grammar (TIG, Schabes and Waters,
1995) restricts TAG by disallowing wrapping adjunction, where auxiliary trees
adjoin elements on both sides. Restricting adjunction to left or right adjunction
makes TIG equivalent to CFG in terms of generative power, while preserving the
TAG properties of extended domain of locality and factored recursion.

Nesson et al. (2006) associate each lexical item in the source and target vo-
cabulary with a set of abstract auxiliary trees, allowing for different adjoining
orientations on source and target side, but using a single nonterminal X. The
grammar is completed by abstract initial trees, with adjoining sites paired to
the abstract auxiliary trees, and allowing to rewrite to the empty string on one
side for unaligned words. EM is used to estimate auxiliary-tree probabilities for
each aligned word pair. Nesson et al. show that STIG can perform better than
Phrase-Based SMT for German-English, although their evaluation is restricted
to short sentences and a small training and evaluation set.

DeNeefe and Knight (2009) also use STIG, but their grammar represents
linguistic syntax on the English, target side of the data. Further, trees may be
unlexicalized, and adjunction sites and their orientation are marked for each node;
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Figure 2.7: Initial, auxiliary and derived STAG trees. The derived trees α3 and α4

are obtained by adjoining the auxiliary tree β1 to α1 and β2 and α2, respectively.
Substitution nodes in initial and derived trees are marked with a downarrow;
auxiliary trees adjoin to initial or derived trees by their foot node, marked with
an asterisk. Roots, substitution sites and foot nodes are linked synchronously in
each paired tree.
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nodes may have several adjunction sites, but adjunction sites cannot accept more
than one auxiliary tree. Rule extraction starts by parsing the English side of the
data, and identifying heads, arguments and adjuncts following (Collins, 2003) to
binarize the trees and extract TIG trees, following (Chiang, 2000). Synchronous
rules are extracted bottom-up, by aligning elementary trees to their source side,
and recursively extracting substitution and adjunction rules with their adjunction
sites.

Derivations are scored over substitution and adjunction rules with the proba-
bility distributions Psub and Padj, respectively, and an auxiliary distribution Pifadj,
which models adjunction decisions at each node (in both initial and auxiliary
trees, as the latter may also carry adjunction sites):

P (d) =
∏
rs

Psub(rs|labels(root(rs))) ·
∏
η∈rs

Pifadj(η)

·
∏
ra

Padj(ra|dir(ra), labels(root(ra))) ·
∏
η∈ra

Pifadj(η)

These distributions are estimated by counting. DeNeefe and Knight propose two
models for adjunction decisions: a joint model, where adjunction decisions at a
given node η are estimated jointly for all sites at the node; and an independent
model, where adjunction decisions are estimated independently for each site at η.

The full translation model is a log-linear model that further incorporates
Phrase-Based SMT lexical and phrasal features. DeNeefe and Knight evaluate
their model on Arabic-English, and show that their model benefits primarily from
the ability to generate new adjunction patterns.

Liu et al. (2011) also apply STIG to Machine Translation, but in a tree-to-
string setting. Rule extraction starts with GHKM minimal rule extraction (Galley
et al., 2004), to obtain substitution rules; those that exhibit adjunction patterns
further lead to adjunction rules (these are substitution rules with an adjoining
site at their root), and auxiliary rules that take the shape of TAG auxiliary trees.
Finally, composed rules are derived by combining the substitution, adjunction
and auxiliary rules, but allowing for a limited tree depth and source token count.
Adjunction patterns are detected by identifying type-preserving rewritings.

The probabilistic model follows that of Resnik (1992) for Probabilistic TAG
parsing (Chiang, 2000):

∑
α

Pi(α) = 1

∀η,
∑
α

Ps(α|η) = 1

∀η,
∑
α

Pa(α|η) + Pa(NONE|η) = 1
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Where Pi(•), Ps(•|η) and Pa(•|η) are probability distributions over initial trees,
substitution at node η, and adjunction at η, respectively. Parameters are esti-
mated by counting, and incorporated into a log-linear model (Liu et al., 2006).
At decoding, auxiliary rules and adjoining rules are recombined to form STSG
rules allowing for forest-based parsing (Mi et al., 2008).

Liu et al. evaluate their model on Chinese-English, and show improved per-
formance with regard to a STSG baseline (Liu et al., 2006). The model performs
on-par or better than Hiero, depending on the test set.
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Chapter 3
How synchronous is adjunction in

translation data?

The argument-adjunct distinction is central to most syntactic and semantic the-
ories. As optional elements that refine the meaning of a phrase, adjuncts are
important for recursive, compositional accounts of syntax, semantics and trans-
lation. In formal accounts of machine translation, adjuncts are often treated as
modifiers applying synchronously in source and target derivations. But how well
can the assumption of synchronous adjunction explain translation equivalence in
actual parallel data? To address this question, we first study synchronous adjunc-
tion in a manually annotated and aligned subset of standard machine translation
data. We then study the impact of automatic word alignments and adjunct
labelling heuristics on synchronous adjunction, and show that synchronous ad-
junction remains high in experimental conditions for French-English. Measures
of empirical synchronous adjunction in different parallel corpora suggest it is in-
dicative of translation compositionality.

The work in this chapter is based on the following publication: Sophie Arnoult
and Khalil Sima’an. How Synchronous are Adjuncts in Translation Data?. In
SSST 2014.

While this chapter investigates the same question as the publication, its con-
tent has been significantly revised: manual annotations are better motivated and
more consistent than previously; they include argument annotations, allowing for
a comparison of adjuncts and arguments. These annotations now form a signif-
icant part of this chapter, as they provide the material for a qualitative study
of translation equivalence of adjuncts and arguments, as well as a reference for
measuring the effect of automatic word alignments and adjunct identification
heuristics.

I implemented the code and conducted the research for both versions of the
work myself, under the guidance of Khalil Sima’an.

33
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34 Chapter 3. How synchronous is adjunction in translation data?

Chapter Highlights

Problem Statement

• Synchronous Tree Adjoining Grammar (STAG) models adjunction as a syn-
chronous process in parallel data, but the extent to which adjuncts behave
synchronously in translation data is unknown. Assessing the degree of align-
ment of adjuncts is important for linguistic enrichment of translation models
that rely on projecting annotations from one side of the data.

Research Questions

• To what extent is adjunction synchronous in translation data?

• How informative are empirical measurements of synchronous adjunction for
translation equivalence?

• Do adjuncts behave differently than arguments in terms of alignment?

Research Contributions

• A corpus study of adjunct and argument alignment in English-French trans-
lation data, showing notably that 80% of adjuncts are synchronous in these
conditions.

• An analysis of the effect of automatic word alignments and of parse-based
annotations on adjunct and argument alignment, from which we conclude
that the hypothesis of synchronous adjunction also holds in experimental
conditions.

• Measures of adjunct and argument alignment in experimental conditions
in several English-French datasets, showing that empirical synchronous ad-
junction is informative of translation compositionality.

3.1 Introduction
Most syntactic and semantic theories agree on the argument/adjunct distinction,
although they vary on the specifics of this distinction. Common to these the-
ories is that adjunction is a central device for language recursion: adjunction
contributes to semantic compositionality as it allows to modify initial but syntac-
tically complete phrases by adding optional phrases. Shieber and Schabes (1990)
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transfer the role of adjuncts from monolingual syntax (Joshi et al., 1975) to trans-
lation through Synchronous Tree Adjoining Grammars (STAG), and propose to
view adjunction as a synchronous operation for recursive, compositional trans-
lation. STAG therefore relies substantially on what Hwa et al. (2002) call the
Direct Correspondence Assumption, the notion that semantic or syntactic rela-
tions directly correspond across a bitext; with a notion of translation equivalence
based on word alignments, direct correspondence boils down to bijective projec-
tion through the word alignments. We know from various works—notably by
Hwa et al. (2002) and Fox (2002) for dependency relations, Arnoult and Sima’an
(2012) for adjuncts, and Padó and Lapata (2009) and Wu and Fung (2009) for se-
mantic roles—that the Direct Correspondence Assumption does not always hold,
as linguistic structures may diverge between languages (Dorr, 1994).

A question that has not received much attention is the degree to which the
assumption of synchronous adjunction is supported in human translation data.
This is crucial for the succesful application of linguistically-motivated STAG, but
attempts at answering this question empirically are hampered by a variety of
difficulties: translations may be more or less literal; annotation resources may
be inaccurate; and translation equivalence in SMT models is based on auto-
matic word alignments, which can be noisy. Consider for example the sentence
pair of Figure 3.1. This sentence pair is representative of standard translation
data in that both sentences are translation equivalent even though the equiva-
lence may be non-literal locally, as with cette attitude and it; in this case, word
alignments capture this relationship only partially. The sentence pair contains a
single, synchronous adjunct pair, considerably/grandement, which we can iden-
tify by the dependency modifier labels amod/mod. But how reliable are these
heuristics, especially considering the difficulty of disambiguating adjuncts from
arguments (Manning, 2003), notably for prepositional-phrase attachment (Merlo,
2003; Abend and Rappoport, 2010; Greenberg, 2014; de Kok et al., 2017)?

This chapter presents a corpus study of adjunct alignment in French-English
translation data, and relates gold measures of synchronous adjunction to empir-
ical measures based on word alignments and parse-based adjunct-identification
heuristics. To put these measures into context, we further compare adjuncts to
arguments in the corpus study, and adjuncts to syntactic complements for the
empirical measures.

Section 3.2 opens this work with a small corpus study of adjunct and ar-
gument alignment in French-English translation data. We present annotation
guidelines for a corpus of adjunct/argument annotations and alignments, and
analyze adjunct and argument alignment in that corpus. We show that about
80% of adjuncts and arguments are synchronous in French-English; the main dif-
ference between adjuncts and arguments lies in the ability of adjuncts to form
synchronous pairs in dissimilar syntactic contexts.

Section 3.3 considers the relationship between word alignments and manual
adjunct/argument alignments, showing that word alignments largely agree with
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it made the work considerably easier .

cette attitude a grandement facilité le travail .

dep nmod
dep

amod

oprd
p

det mod det
aux_tps obj

suj ponct

Figure 3.1: Aligning dependencies through word alignments.

manual alignments, while failures to align can be imputed to differences in syn-
tactic category and misaligned function words.

Section 3.4 deals with the relationship between parse-based labelling heuristics
and manual annotations. Abstracting away from differences in attachment of
adjunct-like constituents, we measure the agreement of parse-based heuristics
for adjuncts with gold annotations for three different parsers for English and
one French parser. While unlabelled F1 is high for adjuncts, reaching above 90%,
labelled F1 is lower, reflecting difficult cases of adjunct/argument disambiguation.

Finally, section 3.5 considers the relationship between experimental and gold
measures of synchronous adjunction. Adjunct/argument ambiguity plays here
too, as we find that about two thirds of adjuncts in extractable phrase pairs
correspond to gold synchronous adjunct pairs, while about 80% correspond to
gold synchronous pairs in general. Parsing both sides of the data further provides
us with a measure of synchronous adjunction in experimental conditions, which
is informative of gold synchronous adjunction, and appears to be indicative of
translation compositionality for translation corpora.

3.2 A corpus study of adjunct alignment

We start addressing the question of how synchronous adjunction is with a small-
scale study of adjunct and argument alignment in manually annotated and aligned
data. The main goal of this study is to answer how synchronous adjunction is in
general, and so to provide comparison material for measures of adjunct alignment
in experimental conditions. Besides, this study also aims at assessing whether
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3.2. A corpus study of adjunct alignment 37

adjuncts and arguments differ in their alignment.
The adjunct/argument distinction is one that is notoriously hard to make:

telling adjuncts from arguments demands in fact determining whether a con-
stituent is part of a construction or whether it is modifying it in a systematic
fashion. Adjuncts and arguments can be seen as both ends of a continuum (Man-
ning, 2003) in this respect, and models for prepositional-phrase attachment (Pan-
tel and Lin, 2000; Olteanu and Moldovan, 2005; Greenberg, 2014; de Kok et al.,
2017; Madhyastha et al., 2017) generally quantify the interaction between a head
and a dependent to assess whether the latter is selected by its head (an argument)
or selects it (an adjunct). Linguistic accounts also address the ambiguity of the
adjunct/argument distinction while proposing criteria for categorization (Dowty,
2000; Partee and Borschev, 2003; Kay, 2005).

Section 3.2.1 presents annotation criteria for adjuncts and arguments based
on (Dowty, 2000), as well for as criteria for their alignment. These criteria are
applied on a subset of the French-English Europarl corpus, for which section 3.2.2
provides basic statistics. Finally, section 3.2.3 provides measures of adjunct and
argument alignment in this dataset, and an analysis thereof.

3.2.1 Annotation criteria

Telling adjuncts from arguments

For this study, adjuncts in verbal context are identified following (Dowty, 2000):
a modifier Y is an adjunct of a phrase X if X has the same meaning on its own and
in the modified phrase [XY ]; adjuncts modify the meaning of phrases in the same
way. For instance in Example 17, on young people is annotated as an argument
and for young people as an adjunct: the first gives rise to a telic, goal-oriented
reading of the verb, while the second preserves its generic meaning.

(17) working [on young people]arg and [for young people]adj

In noun phrases, the adjunct/argument distinction is based on syntactic op-
tionality. Essentially, all noun-phrase modifiers are identified as adjuncts, except
for genitives and constituents of a fixed expression. Fixed expressions include:

• multi-word prepositional expressions: on the basis [of . . . ], in order [to . . . ];

• quantifying expressions: a plethora [of . . . ], a lot [of . . . ];

• proverbial expressions: les bras [ballants]1

Multi-word proper nouns, like Saudi Arabia, South Korea, Proinsias De Rossa,
are seen as a single term, and their constituents are left unannotated.

1lit., with hanging arms, i.e., helplessly.
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it made the work considerably easier

cette attitude a grandement facilité le travail

Figure 3.2: Aligning adjunct (shaded) and argument annotations. Alignment
between phrases is perform based on reference or event sharing.

Table 3.1: Statistics for the manually annotated corpus.

sentence length annotated constituents
lang min max avg total adj arg

en 2 88 35.07 1160 626 534
fr 2 113 39.50 1216 662 552

Purely syntactic complements are also excluded from the annotations. This
concerns:

• determiners

• impersonal pronouns

• coordinators

• complements of prepositions or conjunctions

• verb auxiliaries

Aligning adjuncts and arguments

Adjuncts or arguments are regarded as translation equivalent and aligned if: they
denote the same referent (for noun phrases), or event (for predicates); they modify
translation-equivalent phrases in a similar manner. For instance, in Figure 3.2, it
and cette attitude are aligned because they share the same referent, and consid-
erably and grandement because they modify a translation-equivalent expression
in a similar fashion.

3.2.2 Statistics

The corpus for this study consists of 100 sentences extracted from the French-
English Europarl corpus. About a third of tokens are annotated as heads of an
adjunct or argument. Other statistics are reported in Table 3.1.
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Figure 3.3 shows the distributions of the syntactic types of adjuncts and argu-
ments for each side of the corpus, and of the syntactic type of modified phrases.
These confirm known syntactic patterns in English and French: English em-
ploys more noun phrases and less prepositional phrases than French, for both
adjuncts and arguments. Besides, English employs more adjectival phrases and
less prepositional phrases than French for adjuncts. Looking at the type of mod-
ified phrases, we find slightly more nominal constructions in French, and more
verbal constructions in English.

Figure 3.3: Distributions of syntactic types and modified-phrase types (context)
for adjuncts and arguments in English and French.

3.2.3 Adjunct and argument alignment in translation data

Table 3.2 provides counts of adjunct and argument alignment in the corpus.
About 80% of adjuncts and arguments are synchronous in the corpus, arguments
following adjuncts by only a few points.

The rest of this section details the different types of alignment.
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Table 3.2: Adjunct and argument alignment in the manually aligned cor-
pus. Four types of alignment are considered: synchronous for synchronous ad-
juncts/arguments; switch for adjuncts and arguments that switch role to argu-
ment or adjunct; n-m for one-to-many or many-to-one alignments; unaligned for
remaining cases.

freq. alignment
synchronous switch n-m unaligned

adj en → fr 626 81.6 1.9 2.6 13.9
fr → en 662 77.2 3.9 4.7 14.2

arg en → fr 534 79.0 4.9 0.6 15.5
fr → en 552 76.2 2.2 0.7 20.7

Role switching

The corpus counts 38 cases of role switching, 12 English adjuncts and 26 ar-
guments switching to the opposite role in French. Most cases of role switching
concern NP adjuncts and VP arguments (18 of 38 cases); 11 cases occur between
VP adjuncts and VP arguments, and the remaining 9 cases between NP adjuncts
and arguments.

English role switching in an NP-VP contetx results mostly from attribu-
tive/predicative alternation, and French role switching from nominalized con-
structions:

(18) this is a necessary operation / cette opération est nécessaire

(19) la désindustrialisation d’une région entière / an entire region was desindus-
trialized

Cases of role switching concern VP modifiers and arguments result mostly
from active/passive alternation and/or differences in topic choice:

(20) the distinction is not made according to . . .
une telle distinction ne se base pas sur . . .

(21) the conference is not meant to be addressing this issue
ce sujet ne doit pas être abordé au cours de la CIG

Most cases of NP-NP role switching concern English genitives switching to
French prepositional modifiers:

(22) the European Parliament’s committee
la commission du Parlement européen
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Table 3.3: Top-three categories (by type and modified-phrase type) of unaligned
adjuncts and arguments, and their proportion.

freq. Top-three categories and proportions

adj en → fr 87 adjˆnp - 0.29 advˆvp - 0.16 ppˆnp - 0.11
fr → en 94 adjˆnp - 0.28 advˆvp - 0.19 ppˆnp - 0.15

arg en → fr 83 prnˆvp - 0.33 npˆvp - 0.23 adjˆvp - 0.12
fr → en 114 prnˆnp - 0.25 npˆvp - 0.24 ppˆnp - 0.16

N-M alignments

The corpus contains sixteen 1-2 and two 2-1 en-fr alignments. Thirteen of the 1-2
alignments concern the use of double negation in French (Example 23); the three
other 1-2 alignments concern coordinated prepositional phrases (Example 24)
and show a preference for having coordination within the scope of prepositions
in English, and outside of prepositions for French. The two 2-1 en-fr alignments
correspond to a negated adjective (Example 25) and a paraphrase (Example 26).

(23) I see no threats / je ne vois aucune menace

(24) on culture and education / de la culture et de l’éducation

(25) it is not acceptable / il est inacceptable

(26) the beaf and veal market / le marché de la viande

Unaligned adjuncts/arguments

Table 3.3 lists the top three categories of unaligned adjuncts and arguments for
both language directions.

Unaligned adjuncts are likely to be untranslated (Example 27), to switch to
the head of the translation-equivalent construction (Example 28), or to merge
lexically with their governor (Example 29):

(27) to give just one simple example / prenons un exemple simple

(28) for his sterling work / pour la qualité de son travail

(29) trade union / syndicat

Unaligned pronominal arguments may result from a personal/impersonal al-
ternation or from a change of construction:

(30) we still have / il reste
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Table 3.4: Proportion of synchronous adjuncts and arguments according to
syntactic similarity. Proportions are conditionned on constituents with an ad-
junct/argument translation equivalent, i.e. synchronous and role-switching ad-
juncts and arguments. For syntactic similarity, we distinguish similarity in syn-
tactic type and in the type of the modified phrase (context). Counts correspond
to the syntactic-similarity types.

same context different context
same type diff. type same type diff. type

adj
en → fr counts 394 81 35 12

P(synch) 0.990 0.988 0.857 0.846

fr → en counts 392 88 32 25
P(synch) 0.995 0.909 0.938 0.440

arg
en → fr counts 362 63 6 17

P(synch) 0.994 0.873 0.667 0.176

fr → en counts 364 56 9 5
P(synch) 0.989 0.982 0.444 0.6

(31) if they see a conflict / en cas de conflit

Like adjuncts, unaligned arguments are likely to merge with their governor in
the translation-equivalent construction:

(32) get our programme up to strength / renforcer notre programme

(33) took place / perpetué

Synchronous adjuncts and arguments

We have seen that about 80% of adjuncts and arguments are synchronous. How
do these figures relate to syntactic similarity between French and English? To
address this question, we look at adjuncts and arguments that have a translation-
equivalent adjunct or argument (whether they are synchronous or switch role),
and assess how their degree of synchronous alignment is affected by syntactic
similarity.

We use the syntactic type of aligned adjuncts and arguments, and the type
of their parent phrase to delimitate four categories of syntactic similarity. Ta-
ble 3.4 presents counts for each category, and the proportion of synchronous
adjuncts/arguments over all aligned adjuncts/arguments.

We find that the proportion of synchronous adjuncts is relatively invariant
to syntactic similarity. Arguments in contrary are unlikely to be synchronous in
dissimilar contexts.
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3.2.4 Summary

In this section, we have studied adjunct alignment using manual annotations and
alignments in a small subset of the French-English Europarl corpus. We have
compared alignment of adjuncts and arguments, and considered the relationship
between adjunct/argument synchronous alignments and syntactic similarity.

These are our main findings:

• Our annotations confirm some patterns of difference between English and
French, like a preference for nominalized constructions in French, or for
(prenominal) adjectival or nominal modifiers in English.

• Measures of adjunct/argument alignment do not show a striking difference
between adjuncts and arguments. We find that about 80% of adjuncts are
synchronous, against just a few points less for arguments. An apparent dif-
ference between adjuncts and arguments concerns unaligned cases, where
we observe different causes of unalignment: discourse markers form likely
categories for unaligned adjuncts and pronouns for arguments; both cate-
gories can be united as semantically light, and therefore more likely to be
untranslated.

• This confirms in the context of translation that adjuncts are more loosely
connected than arguments to the phrases they modify.

3.3 Synchronous adjunction and word alignments

In our corpus study, the alignment between adjuncts and arguments was estab-
lished manually. To what degree do word alignments agree with adjunct align-
ments? And to what extent can synchronous adjuncts be extracted for Phrase-
Based SMT or Hiero?

Section 3.3.1 presents the method used for relating adjunct alignments and
word alignments. Section 3.3.2 analyzes the relationship between manual annota-
tions and word alignment, and section 3.3.3 provides measures of the extractabil-
ity of synchronous adjuncts.

3.3.1 Matching word alignments and manual annotations

Word alignments for the annotated corpus are trained with the Berkeley Aligner
(Liang et al., 2006) on the full Europarl corpus, for sentence lengths up to 80
tokens. Permutation Trees (Zhang and Gildea, 2007; Zhang et al., 2008) are
used to represent the word alignments hierarchically and facilitate the search of
matching alignment spans. Figure 3.4 presents the example of Figure 3.2 with its
word alignment and permutation tree.
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it made the work considerably easier .

cette attitude a grandement facilité le travail .

0 1 4 5 62 3

0 1 2 3 4 75 6

0-6
0-7

0-1
0-2

2-5
3-6

6-6
7-7

0-0
0-0

2-2
2-2

2-3
5-6

4-5
3-4

2-2
5-5

3-3
6-6

4-4
3-3

5-5
4-4

Figure 3.4: Projecting adjuncts and arguments through permutation trees. Per-
mutations may be monotone (white), inverted (gray) or complex. Sequences of
monotone or inverted alignments are flattened.

Matching adjunct/argument alignments proceeds in two steps, by first com-
paring the source span of a given constituent to the source side of the permutation
tree; if this source span corresponds to a permutation node or a sequence of sib-
ling nodes, the span of the aligned constituent is compared to the target span of
the matched node.

Matching source spans to the permutation tree takes four forms:

tight the source span exactly matches the span of a permutation node or of a
sequence of sister nodes;

loose the source span covers a permutation node or a sequence thereof, and
includes bordering unaligned source positions;

null the source span covers unaligned source positions only;

fail the source span crosses permutation node boundaries or covers permutation
nodes partially.
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Given a source-matching permutation node or node sequence and an aligned
annotation, the same possibilities excepted null arise on the target side. This
leads to the following types of agreement between synchronous adjuncts or argu-
ments and word alignments:

tight both sides of the synchronous adjunct/argument match word alignments
tightly

loose both sides agree with the word alignments, but only loosely on one or both
sides

src-fail the source side of the synchronous pair disagrees with the word align-
ments (null or fail)

trg-fail the source side of the synchronous pair agrees with the word alignments,
but not the target side

The distinction between tight and loose synchrounous-pair agreement is rel-
evant for SMT: whereas Phrase-Based SMT (Koehn et al., 2003) allows for the
extraction of loose phrase pairs, Hiero (Chiang, 2005) only allows to tight phrase
pairs. In the example of Figure 3.4, it/cette attitude forms a loose phrase pair,
the work/le travail and considerably/grandement tight phrase pairs. The non-
synchronous adjunct easier is tight for word alignments, and would lead to the
tight phrase pair easier/facilité.

3.3.2 Adjunct agreement with word alignments

We start by considering single-sided agreement with word alignments, comparing
adjuncts to arguments as before, but also synchronous pairs and non-synchronous
adjuncts and arguments. Table 3.5 shows that source-side agreement of adjuncts
and arguments is high in general, while correlating with synchronous alignment.
Overall, adjuncts agree more often tightly, and arguments loosely. The most
notable difference between adjuncts and arguments concerns non-synchronous
constituents that disagree with word alignments: adjuncts show a higher preva-
lence of null-alignments, while arguments tend to agree only partially with word
alignments.

As Figure 3.5 shows, synchronous adjuncts that disagree with word align-
ments on their source side are predominantly prepositional phrases, in which the
preposition is likely to be misaligned. For synchronous arguments, the high pro-
portions of noun-phrases that fail to agree tightly may be caused by misaligned
determiners. Misalignment of function words across English and French gener-
ally explains failures to align, for all categories aside of pronouns, adjectival and
adverbial phrases.

Finally, cases of non-synchronous adjuncts that do agree with word alignments
represent adjuncts that switch role in translation, to arguments or heads, as in
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Table 3.5: Source-side agreement of adjuncts/arguments with word alignments.
Non-synchronous alignments include role-switching and n-m alignments.

synchronous source source-side agreement (%)
role role tight loose null fail

en→fr
yes adj 84.9 4.9 0.2 10.0

arg 77.3 8.3 0.5 14.0

no adj 32.8 14.7 28.4 24.1
arg 31.2 18.8 14.3 35.7

fr→en
yes adj 76.3 10.0 0.6 13.1

arg 72.5 13.7 0.7 13.0

no adj 19.9 15.9 23.8 40.4
arg 24.6 13.1 16.9 45.4

Figure 3.5: Distribution of English-side agreement types over syntactic categories,
for synchronous pairs.

the example of Figure 3.4, where the adjunct easier is translated as the verbal
head facilité.
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3.3.3 Extractability of synchronous adjuncts

Turning to the relation between synchronous adjuncts/arguments and phrase-pair
extractability, we find that single-side agreement from one side is echoed on the
other side, as shown in Table 3.6: synchronous loose agreements cumulate loose
agreements on the French and English sides; failures to align on the target side
echo source-side failures while being lower.

Table 3.6: Agreement of synchronous adjuncts/arguments with word alignments

tight loose src-fail trg-fail

en→fr adj 68.9 11.4 10.2 9.6
arg 61.4 17.1 14.5 7.1

fr→en adj 68.9 11.4 13.7 6.1
arg 61.8 17.3 13.7 7.8

In total, 70% of synchronous adjuncts form tight phrase pairs, against 60%
of arguments. Including loose alignments increases the proportion of extractable
synchronous adjuncts and arguments to 80%. This reflects the tendency of argu-
ments to agree only loosely with word alignments on either side.

3.3.4 Summary

We have evaluated in this section how word alignments affect measures of syn-
chronous adjunction. We find that word alignments agree largely with adjunct
and argument alignments, and that about 80% of synchronous adjuncts and ar-
guments can be extracted by phrase-based models; for Hiero and models relying
on tight agreement with alignments, phrase-extractability figures decrease to 70%
for adjuncts and 60% for arguments. Comparing adjuncts and arguments, we find
that arguments are less likely to agree tightly with word alignments. This can
be explained by the fact that arguments, more than adjuncts, are expressed with
categories containing function words, which are more likely to misalign.

3.4 Parsed-based adjunct heuristics

For linguistic enrichment of SMT models, including applications of adjunction
to SMT (DeNeefe and Knight, 2009; Liu et al., 2011), it is customary to apply
heuristics on parse labels. But to what degree do such heuristics agree with
adjuncts and arguments?

Section 3.4.1 presents mapping rules for adjuncts and syntactic complements
for a French dependency converter and three English parsers. Section 3.4.2 pro-



557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult
Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021 PDF page: 60PDF page: 60PDF page: 60PDF page: 60

48 Chapter 3. How synchronous is adjunction in translation data?

vides agreement scores between parse-based labels and gold adjunct/argument
annotations.

3.4.1 Parse-based adjunct/complement mapping rules

Parsers allow for a simple distinction between syntactic modifiers and comple-
ments: in phrase-structure parses, modifiers are constituents that have a sister
head and a mother of the same syntactic category, which requires knowing the
head of each constituent; dependency parsers employ dedicated modifier labels;
in CCG parses, modifiers are interpreted as functors that modify a category X
and return a constituent of the same category.

In this work, we identify adjuncts with syntactic modifiers. Modifier depen-
dency labels are adapted however, to avoid counting determiners and function
words as adjuncts. All non-adjuncts are defaulted to complements.

French dependency-based rules

French adjunct/complement labels are derived from the dependency converter of
Candito et al. (2010), which converts French phrase-structure parses from the
Berkeley Parser (Petrov et al., 2006) to dependency parses.

The modifier labels mod and mod_rel are mapped to adjuncts, as well as
the default label dep for noun-phrase modifiers. Closed-class dependents are
interpreted as arguments. This concerns leaf dependents with one of the following
part-of-speech tags: C, CL, P, P+D, D, PRO, PONCT. Remaining dependents are
interpreted as arguments.

English dependency-based rules

We use two different parsers to obtain dependency-based labels.
The first is the Pennconverter (Johansson and Nugues, 2007), which allows

to convert constituency to dependency parses with fine-grained annotations. The
Pennconverter is applied to the output of the Berkeley Parser as for the French
data. The labels ADV, APPO, AMOD and NMOD are mapped to adjuncts, exclud-
ing closed-class leaf dependents with the part-of-speech: CC, CD, DT, EX, IN, MD,
POS, PRP, PRP$, RP, SYM, TO, WDT, WP, WP$, or WRB. Remaining dependents are
interpreted as arguments.

The second is the Turbo parser2. The modifier labels AMOD, NMOD and VMOD
are mapped to adjuncts, excluding the same closed-class leaf dependents as for
the Pennconverter parses.

2http://github.com/andre-martins/TurboParser

http://github.com/andre-martins/TurboParser
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English CCG-based rules

EasyCCG (Lewis and Steedman, 2014) was used to obtain CCG parses for the
English data. The CCG parses are then converted to a dependency format (as
only adjuncts and arguments are to be annotated) by identifying in order: ab-
sorbtion rules (punctuation and conjunction tags become arguments), application
rules, and composition rules. Tags with the pattern X/X are treated as adjuncts
(but not tags with the pattern X[y]/X). The CCG syntax is preserved except for
determiners, which are functors in CCG, but which are mapped here to arguments
instead of heads of noun phrases.

3.4.2 Agreement between parse-based labels and gold an-
notations

We use two criteria to match the spans of parse trees and gold annotations:
strict and relaxed. The latter accounts for differences in attachment of adjuncts
(prepositional phrases or other), conjunctions and punctuation. Consequently,
the following spans are equivalent in the relaxed case:

(34) wherever they are based (Penn/Turbo)
wherever they are based . (CCG)
, wherever they are based (manual)

Agreement between parse-based and gold adjunct/argument annotations is
measured by iterating over parse trees and determining whether:

• the tree span matches that of a manual annotation, by either strict or relaxed
match. The comparison between both spans is symmetrical, taking both
tree and manual spans as reference. Parse labels are used to identify the
adjuncts, punctuation and conjuncts to abstract away for relaxed matches.
When a span approximately matches several manual annotations, preference
is given to the one with a matching head.

• the parse label matches the role of a matched annotation; complement labels
are matched to gold arguments, even though the two categories are not
entirely comparable, since complements include arguments and syntactically
motivated complements.

Agreement measures for both matching criteria and sets of parse-based labels
are summarized in Table 3.7. We find that:

• abstracting over adjuncts, punctuation and conjuncts for span matching has
a large positive effect on agreement, increasing not only precision but also
recall;
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• parse-based heuristics tend to interpret as adjuncts what our manual an-
notations interpret as arguments, as shown by lower labelled recall scores
for arguments, and the decrease between unlabelled and labelled precision
scores for adjuncts.

Table 3.7: Agreement of parsed adjuncts and complements with manual ad-
junct/argument annotations. Unlabelled recall is computed jointly for all ad-
junct/argument annotations. Parsed complements naturally have low precision
with regard to manual argument annotations, as they also cover syntactically
motivated complements.

unlabelled labelled
parser match role p r F1 p r F1

penn
strict adj 76.1 77.4 76.7 60.8 64.7 62.7

cmp/arg 22.5 77.4 34.9 18.0 58.3 27.5

relaxed adj 92.4 94.9 93.7 74.7 79.0 76.8
cmp/arg 28.7 94.9 44.0 22.0 71.6 33.7

cand
strict adj 71.4 77.1 74.2 59.4 68.9 63.8

cmp/arg 20.8 77.1 32.8 19.0 64.2 29.4

relaxed adj 89.0 94.2 91.5 74.3 84.6 79.1
cmp/arg 26.2 94.2 41.0 22.1 74.1 34.1

turbo
strict adj 67.0 75.8 71.1 50.9 72.0 59.6

cmp/arg 18.9 75.8 30.2 17.2 48.6 25.4

relaxed adj 81.4 92.2 86.5 62.2 87.5 72.7
cmp/arg 23.8 92.2 37.8 21.1 59.4 31.2

ccg
strict adj 44.5 50.0 47.1 43.1 56.5 48.9

cmp/arg 13.5 50.0 21.3 12.9 38.1 19.3

relaxed adj 77.3 90.3 83.3 66.2 86.7 75.1
cmp/arg 26.2 90.3 40.6 24.5 72.5 36.7

The manual annotations presented in section 3.2 only annotate arguments
that can be compared to adjuncts as part of the adjunct/argument distinction.
In the heuristics presented above, complements however regroup all non-adjuncts,
resulting in an awkward comparison between the sets of parse-based complements
and manually annotated arguments. As shown in Table 3.8, agreement figures for
complements and arguments improve if we exclude closed-class leaf dependents
and complements of syntactic heads, such as complements of prepositions. The
increase in precision does come at the price of a large drop in recall. Only for the
French set of labels do we obtain fair agreement measures for arguments.
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Table 3.8: Agreement of parsed complements with manual argument annotations
with relaxed span matching, comparing the effect of labelling all non-adjuncts as
complements (non-adj), to a stricter definition of arguments excluding function
words and arguments thereof (non-func).

unlabelled labelled
p r F1 p r F1

penn non-adj 28.7 94.9 44.0 22.0 71.6 33.7
non-func 45.9 79.8 58.3 35.2 45.4 39.6

cand non-adj 26.2 94.2 41.0 22.1 74.1 34.1
non-func 73.9 80.8 77.2 66.5 50.6 57.5

turbo non-adj 23.8 92.2 37.8 21.1 59.4 31.2
non-func 42.5 79.3 55.4 41.1 37.2 39.1

3.4.3 Summary

This section presented parse-based mapping rules for French and English adjuncts
and complements, and agreement measures between adjunct/complement labels
and gold adjunct/argument annotations. We proposed to match parse-based la-
bels and gold annotations based on span similarity, abstracting away differences
in attachment of surrounding punctuation, adjuncts and conjuncts. The unla-
belled precision of parsed adjuncts is high in this case, reaching about 90% for
the Pennconverter and the French converter. Labelling scores decrease for ad-
juncts, reflecting a tendency of parsers to interpret manual argument annotations
as modifiers, which is likely to point to difficult cases for the adjunct/argument
distinction.

Comparing syntactic complements to arguments is awkward as complements
include both arguments and syntactically motivated complements. Refining map-
ping heuristics for complements to better align to the argument-annotation crite-
ria of section 3.2.1 only partially improves agreement, as the increase in precision
is countered by a large decrease in recall. In the rest of this dissertation, we leave
aside the relationship between syntactic complements and semantically-motivated
arguments, and keep a distinction between adjuncts/modifiers on one hand and
complements on the other hand.

3.5 Synchronous adjunction in experimental con-
ditions

Knowing that word alignments and parse-based labels agree only partially with
synchronous adjuncts, to what degree can we expect parsed adjuncts in phrase
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pairs to translate as adjuncts? And how informative are measurements of syn-
chronous adjunction based on these word alignments and parse-based labels?

We address the first question in section 3.5.1, where we project parse-based
adjuncts and complements through word alignments and measure how often the
resulting phrase pairs correspond to gold synchronous adjuncts or arguments.
We find that two thirds of parsed adjuncts in extractable phrase pairs correspond
to gold synchronous adjuncts, and around 80% to synchronous pairs in general.
Section 3.5.2 considers the relationship between word-aligned, parse-based syn-
chronous alignments and gold synchronous alignments. We find that empirical
and gold synchronous alignments are mutually informative for adjuncts, albeit
modestly. Still, 80% to 90% of empirically synchronous adjuncts correspond to
gold synchronous adjuncts. Finally, section 3.5.3 provides experimental measures
of synchronous adjunct/complement alignment in a number of French-English
Machine Translation corpora. We show that empirical synchronous adjunction is
indicative of translation compositionality, and synchronous complementization of
syntactic similarity.

3.5.1 Projecting source-side annotations

Given parse-based labels for identifying adjuncts, how often can we expect phrase
pairs with an adjunct source to correspond to a gold synchronous adjunct? This is
relevant for the work presented in Chapter 4, as it relies on the Direct Correspon-
dance Assumption (Hwa et al., 2002) to project source-side adjunct annotations
through synchronous, SCFG rules. For comparison, we perform the same mea-
sures for parsed complements and synchronous arguments.

To this end, we select parse-based adjuncts and complements that are part
of extractable phrase pairs, and count how many correspond, first to a manual
annotation, and secondly to an aligned annotation. For phrase pairs, we con-
sider tight agreement with alignments on the source side, and we use the relaxed
span-matching criterion of section 3.4 to match parsed adjuncts/complements
and manual annotations on either side. Results are presented in Table 3.9. To
compensate for the low precision of complements with regard to argument anno-
tations, we also condition the counts of adjuncts and complements corresponding
to gold synchronous pairs on those that match the span of a manual source an-
notation.

In extractable phrase pairs, two thirds of parsed adjuncts correspond to a
gold synchronous pair (62.8% to 73.6%, depending on the parser). Isolating
complements that match argument spans result in a comparable degree of corre-
spondance with synchronous pairs.

Besides, 10 to 15% of adjuncts correspond to a gold aligned pair in the unla-
belled case. These cases point again to adjuncts that are difficult to distinguish
from arguments, and that correspond to synchronous arguments in our anno-
tations. If we abstract away from labelling differences, around 80% (73.9% to
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Table 3.9: Projecting parse adjunct/complement labels through word alignments.
Figures report the proportion of parsed constituents in extractable phrase pairs
with: a matching manual annotation (src) and a matching gold alignment (pair)
for both unlabelled and labelled cases; pairl corresponds to gold synchronous
adjuncts/arguments. pairl|srcu conditions synchronous matches on parsed con-
stituents with a matching source-annotation span.

unlabelled labelled
srcu pairu srcl pairl pairl|srcu

penn ADJ 94.8 87.2 80.0 73.6 77.6
CMP 35.3 32.1 26.8 24.4 69.0

turbo ADJ 83.4 77.0 68.1 62.8 75.3
CMP 30.3 26.7 27.0 24.1 79.4

ccg ADJ 80.5 73.9 71.0 65.0 80.7
CMP 31.7 28.7 29.9 27.2 85.9

cand ADJ 89.9 81.8 77.0 70.6 78.5
CMP 31.8 28.6 26.4 23.9 75.0

87.2%, depending on the parser) of parsed adjuncts correspond to a synchronous
adjunct or argument pair.

3.5.2 Experimental and gold synchronous alignments

Until now we have only applied parsed labels on one side of the data, and com-
pared them to manual annotations. It is interesting however to consider the
relation between source and target labels, and the experimental measures of syn-
chronous alignments one can derive from them, as they do not depend on manual
annotations and can thus be exploited on unannotated data.

In this section, we parse both sides of the data to relate experimental, parse-
based measures of synchronous adjunction with gold synchronous alignments.
We consider again only parsed adjuncts or complements on the source side of
extractable phrase pairs, and count first, how many form synchronous pairs based
on the role of their target counterpart; and secondly, how many correspond to gold
synchronous pairs with the same role. Measures are reported in Table 3.10. 80%
to 90% of phrase pairs with source and target adjunct labels correspond to manual
annotations, but mutual information between parse-based and gold synchronous
adjuncts is low. In a relatively high number of cases in fact, extractable parsed
adjuncts do correspond to gold synchronous adjuncts, but the target parser fails
to see their aligned counterparts as adjuncts. This again can reflect difficult cases
for the adjunct/argument distinction, that are cumulated over both sides of the



557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult
Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021 PDF page: 66PDF page: 66PDF page: 66PDF page: 66

54 Chapter 3. How synchronous is adjunction in translation data?

Table 3.10: Relationship between label identity L across extractable parsed ad-
juncts/complements and their correspondance G to a gold synchronous pair: mu-
tual information (in bits) and conditional probability.

role #l, g #l,¬g #¬l, g #¬l,¬g I(L;G) Pr(G|L)

penn → cand ADJ 257 45 100 83 0.079 0.85
CMP 172 482 73 279 0.003 0.26

turbo → cand ADJ 281 60 113 173 0.145 0.82
CMP 148 371 64 297 0.011 0.29

ccg → cand ADJ 280 45 101 160 0.183 0.86
CMP 153 377 90 274 0.002 0.29

cand → penn ADJ 251 42 78 95 0.132 0.86
CMP 173 478 55 249 0.006 0.27

cand → turbo ADJ 273 52 56 85 0.138 0.84
CMP 144 361 84 366 0.010 0.29

cand → ccg ADJ 189 17 140 120 0.137 0.92
CMP 112 231 116 496 0.017 0.33

data.
Measures for complements are expectedly low, and only a quarter to a third

of synchronous complements correspond to gold synchronous arguments. We
interpret the remaining cases as indicative of syntactic similarity between French
and English.

3.5.3 Synchronous adjunction in translation data

We now apply our measures of empirical synchronous adjunction and complemen-
tization to different corpora. Are there any differences between corpora relating
to these measures?

To answer this question, we measure synchronous adjunction for three different
corpora: the Europarl corpus at large3; a News Commentary dataset4; and the
Canadian Hansards5. Word alignments are trained for each dataset with the
Berkeley Aligner (Liang et al., 2006). Measures are taken for all three English
parse-based label sets, in order to see if there are consistent differences between
corpora across the different label sets. Figures are reported in Table 3.11, showing

3release v7, http://www.statmt.org/europarl/
4http://www.statmt.org/wmt08/shared-task.html
5House and Senate training data, https://www.isi.edu/natural-language/download/

hansard/

http://www.statmt.org/europarl/
http://www.statmt.org/wmt08/shared-task.html
https://www.isi.edu/natural-language/download/
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Table 3.11: Parse-based synchronous pairing in French-English corpora.

manual Europarl News Com. Hansards

penn → cand ADJ 61.2 65.7 63.3 59.3
CMP 69.8 67.7 64.2 66.7

cand → penn ADJ 62.6 63.1 64.6 54.2
CMP 72.8 70.8 69.7 70.8

turbo → cand ADJ 52.9 53.7 52.8 47.8
CMP 65.6 65.5 62.1 67.9

cand → turbo ADJ 69.4 66.7 70.2 62.1
CMP 60.5 60.7 59.4 61.9

ccg → cand ADJ 54.2 55.1 54.1 49.4
CMP 65.7 64.6 61.2 66.1

cand → ccg ADJ 43.9 42.1 45.9 38.7
CMP 45.3 46.4 45.7 47.2

that this is in fact the case for the Canadian Hansards, where adjunct alignment
figures are consistently lower than for the Europarl or News-Commentary dataset.

Factoring the effect of sentence length on synchronous adjunction (see Fig-
ure 3.6) shows that the difference between the Hansards and the Europarl and
News Commentary corpora plays for all sentence lengths, but is most pronounced
in short to average-length sentences. The lesser difference between corpora in long
sentences can be explained by the larger degree of compositionality in these sen-
tences, while shorter sentences are more likely to contain, and be affected by
non-compositional constructions, like idiomatic expressions. The lower degree of
synchronous adjunction in the Hansards suggests that translations are less litteral
in that data set. Conversely, we can assume that data from legal or technical do-
mains would display a higher degree of adjunct alignment. This suggests that
parse-based synchronous adjunction could be used for data selection to select
more regular, compositional translations for training translation systems.

3.5.4 Summary

This section considered the relation between synchronous adjunction in experi-
mental conditions—with parse-label mappings to identify adjuncts and comple-
ments, and word-alignment based translation equivalence—and gold synchronous
adjunction, with manually identified and aligned adjuncts and arguments.

About two thirds of parsed adjuncts on the source side of extractable phrase
pairs correspond to gold synchronous adjuncts. Figures increase by 10 to 15% if
we do not require labels to match with the gold annotations, pointing to adjuncts
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Figure 3.6: Parse-based synchronous adjunction/complementization as a function
of sentence length, for the Pennconverter/Candito label mappings.

that are annotated as arguments in our corpus, and that are likely to constitute
difficult cases for the adjunct/argument distinction.

Equating source-side and target side labels in extractable adjuncts provides
us with a measure of synchronous adjunction in experimental conditions. This
measure is informative of gold synchronous adjunction, as 80% to 90% of empir-
ical synchronous adjuncts correspond to gold synchronous adjuncts. This is the
case for only a quarter of complements, as they regroup semantically-motivated
arguments and syntactically motivated complements.

When comparing synchronous adjunction and complementization in different
French-English corpora, we find that synchronous complementization remains
stable across corpora, while synchronous adjunction is noticeably lower for one
of the corpora, the Canadian Hansards. Differences in synchronous adjunction
with other corpora play mostly in short to average-length sentences, pointing to
a larger degree of compositionality in longer sentences in general. We conclude
that empirical synchronous complementization is mostly indicative of syntactic
similarity, and synchronous adjunction of translation compositionality.
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3.6 Conclusion
This chapter explored synchronous adjunction from a linguistic and empirical
perspective. We studied synchronous adjunction in a manually annotated corpus,
evaluated the effect of word alignments and parse-based labelling heuristics on
measures of synchronous adjunction, and ended with a comparison of empirical
synchronous adjunction in French-English translation corpora.

Our corpus study is based on French-English parliament proceedings from the
Europarl corpus. Unaligned adjuncts and arguments reflect the nature of parlia-
mentary language, which allows for locutions and a certain degree of freedom in
translations. Even then, the translation data in this corpus are highly composi-
tional in terms of adjunction, as 80% of adjuncts translate to adjuncts. We find
that arguments behave similarly to adjuncts in translation data, differing only in
the flexibility of adjuncts in switching contexts. Evaluating parse-label heuris-
tics showed that parsers interpret many of our annotated arguments as modifiers.
As arguments and adjuncts are synchronous to the same degree, and as they
are affected by word alignments in the same way, one can conclude that the ad-
junct/argument distinction is not relevant for translation and for these modifiers.
We will consequently interpret these modifiers as adjuncts in the rest of this work.

Word alignments and parse-based labelling heuristics affect experimental mea-
sures of synchronous adjunction. If one abstracts from labelling differences how-
ever, around 80% of parsed adjuncts in extractable phrase pairs correspond to a
synchronous pair. We conclude from this that we can rely on the Direct Corre-
spondence Assumption when applying adjunction in Hierarchical Phrase-Based
SMT, as we will in the next chapter.

Experimental measures of synchronous adjunction show that 80% to 90% of
synchronous modifiers correspond to gold synchronous adjuncts, abstracting from
differences in labelling and adjunct attachment. These measures further appear
to be indicative of translation compositionality, as the variations we observe be-
tween corpora are consistent across parse-based labelling heuristics, and affect
mostly short and average-length sentences. In comparison, synchronous comple-
mentization appears to capture syntactic similarity, as it corresponds to only a
quarter to gold synchronous arguments, and is stable across corpora.
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Chapter 4
Adjunction for Hierarchical Phrase-Based

SMT

Hierarchical translation models adopt a compositional view of translation as they
model sentences and their translations through synchronous grammars. And
while the grammar is constrained to the syntax of one side of the corpus in
Syntax-Based models, Hierarchical Phrase-Based models are in principle only
constrained by phrasal constraints on word alignments. Knowing how translation
compositionality relates to monolingual syntax is important for structuring the
search space in these models: linguistic information allows for better constraints
and better performance. In this chapter, we look at adjunction and the role it
plays in translation compositionality for Hierarchical Phrase-Based models. We
show that adjunction forms a useful basis for extraction constraints in hierarchical
models, not only because it extends their long-range capacity, but also because
it effectively filters short-range phrase pairs. We show however that it is a closer
adherance to linguistic recursion through constituency(-crossing) constraints that
benefits Hiero most.

The work in this chapter is based on the following publications:

• Sophie Arnoult and Khalil Sima’an. Modelling the Adjunct/Argument dis-
tinction in Hierarchical Phrase-Based SMT. In DMTW 2015.

• Sophie Arnoult and Khalil Sima’an. Factoring Adjunction in Hierarchical
Phrase-Based SMT. In DMTW 2016.

The work in (Arnoult and Sima’an, 2015) represents a first attempt to utilize
the adjunct/argument distinction for Hierarchical Phrase-Based SMT. In that
work, we used adjunct/argument labels on both sides of a French-English bitext
to derive synchronous labels. This provided little or no improvement over Hiero.
In (Arnoult and Sima’an, 2016), we proposed to utilize adjunction to selectively
add long-range rules to the Hiero grammar and to generalize rules by factoring
out adjuncts. This chapter complements that work with an analysis of the respec-
tive effects of standard Hiero constraints against adjunct-driven constraints, and

59
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with a comparison of adjunct-based constraints to constraints based on syntactic
complements or constituents.
I conducted the research for both works myself, under the guidance of Khalil
Sima’an. Experiments were carried with an in-house grammar extracter built by
Gideon Maillette de Buy Wenniger, and which I extended for the implementation
of my own models.

Chapter Highlights

Problem Statement

• Hiero (Chiang, 2005) offers a compositional view of translation while being
agnostic about linguistic notions guiding compositionality. The latter can
however help guiding this model towards better translations.

Research Questions

• How does adjunction fit in asyntactic, compositional models of translation?

• Is adjunction a useful source of information for hierarchical phrase-based
models?

• How does adjunction compares to argumenthood or constituency in this
respect?

Research Contributions

• We propose an extension to Hiero that leverages on two properties of ad-
junction, long-distance dependencies and optionality, to extend the gram-
mar with adjunct-based long-range rules and with rules gained by factoring
out adjuncts.

• We analyze the effect of Hiero span-length constraints against adjunct-
crossing constraints, and show that the latter not only extend the long-range
expressiveness of the model but also effectively filter short-range phrase-
based rules.

• We further analyze the effect of adjunct-based constraints against con-
straints based on syntactic complements or constituency, and show that
it is a better modelling of recursion through constituency constraints that
benefits the model the most.
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4.1 Introduction

Hierarchical models of translation integrate reordering into their lexical transla-
tion model, and this imposes constraints on their expressivity as the complexity
of reordering is exponential for SMT (Knight, 1999; Bisazza and Federico, 2016).
In Hiero (Chiang, 2005), the reordering space is constrained by a limit on the
decoding span, which is accompanied by a constraint on extraction spans. Longer
fragments have to be concatenated monotonically by the application of so-called
‘glue rules’, unless reordering extensions are provided (Mylonakis and Sima’an,
2011; Huck et al., 2012).

This is problematic for complex reorderings spanning long distances. Consider
for example the sentence pair in Figure 4.1. On the English side, the relative

those workers A have shown that

who have made the switch A

to the solar power industry

dat hebben de medewerkers bewezen A

die zijn overgestapt A

naar de zonne-energiesector

Figure 4.1: Example sentence; adjuncts introduce long-distance dependencies and
complex reorderings (here a 2-4-1-3 permutation).

phrase who have . . . industry separates the subject those workers from the verb
form have shown. As Hiero limits the length of extracted phrase pairs, this
dependency cannot normally be captured, and the translation model may fail to
translate have shown as a third person plural. A second issue is at play here, that
of complex reordering. The limited extraction capacity of Hiero is not problematic
when alignments between source and target are simple, as for the second adjunct
(to the solar power industry) in Figure 4.1; Hiero can then capture and recombine
fragments monotonically. When alignments are complex however, as with the
permutation on the left in Figure 4.1—note also that this complex permutation
is caused in part by the different placement of the relative phrase in the English
and Dutch sentences—they can only be captured if their length falls within the
extraction length limit.

Relaxing extraction constraints for phrase pairs that contain adjuncts would
allow us to achieve two goals: capturing lexical (syntactic or semantic) dependen-
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cies that are obscured by intervening adjuncts; and capturing phrase pairs with
complex underlying alignments that cannot be reconstructed otherwise by Hiero.
In the example of Figure 4.1, this would mean that one can extract rules for each
of the three fragments shown in the figure, and that the two rules rewriting to
adjuncts in that example could be applied to other adjuncts, regardless of their
length.

The notion that adjuncts introduce long-distance dependencies forms the lin-
guistic motivation for Tree-Adjoining Grammars (Joshi and Schabes, 1997). For-
mally, adjunction was introduced by Joshi et al. (1975) in Tree-Adjoining Gram-
mars (TAG), as an operation to model recursion. Factoring recursion allows for
a compact grammar of initial trees where dependencies are kept local (Joshi and
Schabes, 1997). TAG grammars are able to generate unseen adjunction patterns
(Chiang, 2000). Shieber and Schabes (1990) introduced a synchronous variant of
TAG, Synchronous Tree-Adjoining Grammar, that has been applied in Syntax-
Based SMT (DeNeefe and Knight, 2009; Liu et al., 2011). We propose here to
leverage on the role played by adjunction in recursion in the context of Hierar-
chical Phrase-Based SMT. By selectively relaxing extraction constraints around
adjuncts, we leverage on some of the long-distance dependencies introduced by
adjunction. Besides, we experiment with enriching the grammar by factoring out
adjuncts to leverage on adjunct optionality.

The adjunct/argument distinction forms an interesting notion for linguistic
enrichment of Hiero, as it is generic and pertains to the syntax-semantics inter-
face. Syntactic enrichment of Hiero with phrase-structure labels (Zollmann and
Venugopal, 2006) is in fact directed at improving syntactic cohesion on the target-
side, regardless of synchronous validity. More semantically motivated sources of
syntactic enrichment, with dependencies (Li et al., 2012) or CCG (Almaghout
et al., 2011), still create large grammars with little or no guarantee of translation
compositionality. Generic refinement methods like that of Maillette de Buy Wen-
niger and Sima’an (2013) directly target the synchronous nature of the data but
are not linguistically informative. Semantically oriented annotations, such as
predicate-argument structures (Xiong et al., 2012; Li et al., 2013) provide better
guarantees of translation compositionality and have proved useful for English-
Chinese. In particular, Li et al. (2013) combine a Predicate-Argument-Structure
(PAS) reordering model, which they derive from projecting source-side PAS to
the target side, with generic syntactic constituency constraints, which allow them
to lift the standard length limit on extracted phrase pairs. In this work, we also
use generic syntactic constraints to lift heuristic span-length constraints, but our
focus is on adjunction and its generic syntactic/semantic value.

This chapter is organized as follows. Section 4.2 presents the experimen-
tal setup. The adjunct-based extraction model is presented in section 4.3; we
show that the added rules improve performance for English-Japanese, and for
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English-Chinese given further refinement with adjunct labels. Section 4.4 ex-
tends this model by leveraging on adjunct optionality to extract more rules,
again showing gains for English-Japanese. Section 4.5 provides additional ex-
periments for the analysis of adjunct-driven extraction, by balancing Hiero and
syntactic constraints, and comparing adjunct to constituency constraints; we find
that adjunct-based extraction constraints effectively filter uninformative short-
range rules, while constituency-based constraints further improve performance
for English-Japanese and English-Chinese. Section 4.6 concludes this chapter.

4.2 Experimental set-up

Adjunct annotations are obtained from dependency labels, essentially by mapping
modifier labels to adjuncts, as explained in section 4.2.1. The data for experi-
ments are described in section 4.2.2, experimental settings in section 4.2.3, and
evaluation metrics in section 4.2.4.

4.2.1 Identifying adjuncts

Adjuncts are identified heuristically, based on dependency labels—we use the
Turbo parser1 for this work.

Dependents with a modifier label AMOD, NMOD or VMOD are mapped to adjuncts
in principle, as well as dependents of enumerations and conjunctions. This follows
from a dependency analysis that treats one of the conjuncts as the head, and
conjunctions and other conjuncts as its dependents. To this end, the head-final
representation employed by the Turbo parser is replaced by a nested one, as shown
in Figure 4.2.1; to support the adjunct reading of enumerations and conjunctions,
dependents with a punctuation label P are therefore also mapped to adjuncts.

a , b and c a , b and c

Figure 4.2: Modifying the representation of enumerations and conjunctions. Dot-
ted lines represent adjuncts.

Function words are excluded even if they carry an adjunct-like label (AMOD,
NMOD, VMOD and P). Leaves in the dependency tree with one of the following POS
tags are identified as function words: DT, EX, IN, POS, MD, PRP, PRP$, RP, SYM, TO,
WDT, WP, WP$, WRB, ..
Possessors in genitive constructions (dependents to the immediate left of a de-
pendent with a POS part of speech) are also reinterpreted as arguments.

1http://www.cs.cmu.edu/~ark/TurboParser/

http://www.cs.cmu.edu/~ark/TurboParser/
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4.2.2 Data

Models were tested on four language pairs: English-Chinese, English-Japanese,
English-Dutch and English-French.

The English-Chinese data were taken from the MultiUN corpus (Eisele and
Chen, 2010), limited to sentences of up to 40 tokens. The development and
test set consist each of 2000 sentences, drawn randomly without replacement
from the corpus (after having removed English-side duplicates). Word align-
ments were trained on the rest of the corpus (ca. 5.6M sentence pairs). The
language model was trained on the Xinhua section of the Chinese Gigaword cor-
pus (LDC2003T09).

The English-Japanese data were taken from the NTCIR-8 patent translation
task, using sentences between 4 and 50 tokens. The NTCIR-7 development sets
were used for tuning, and the NTCIR-9 test sets (both English-Japanese and
Japanese-English) for testing.

The English-Dutch data were taken from the Europarl corpus (v7). Develop-
ment and test sets of 2000 sentence pairs each were extracted following the same
method as for the English-Chinese data.

The English-French data were taken from the Europarl corpus (v7), limited
to sentences of up to 40 tokens. We used the Europarl 2006 development and test
sets.

For all language pairs except English-Chinese, word alignments were trained
on the training corpus, the language model was trained on the target side of
the training corpus. For all language pairs, the translation models were trained
on 500k random sentence pairs from the training corpora. For English-Chinese,
translation models were additionally trained on 2M sentence pairs, randomly
selected from the training corpus. Table 4.1 summarizes the sizes and average
sentence length of the different data sets.

Table 4.1: Data-set sizes

train dev test

fr sentences 500k 2.0k 2.0k
avg. tokens 20.6 29.0 29.7

nl sentences 500k 2.0k 2.0k
avg. tokens 27.4 27.6 27.1

zh sentences 500k 2M 2.0k 2.0k
avg. tokens 22.5 22.5 22.7 22.6

ja sentences 500k 2.1k 2.9k
avg. tokens 26.9 26.3 26.5
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4.2.3 Experimental settings

Word alignments were trained with GIZA++ using ‘grow-diag-final-and’ sym-
metrization (Och and Ney, 2003) for all language pairs except English-Japanese,
for which the Berkeley aligner was used (Liang et al., 2006).

The language model is a 4-gram language model with modified Kneser-Ney
smoothing, trained with KenLM (Heafield et al., 2013).

All models use an extended set of dense features (not counting adjunction
features), following Maillette de Buy Wenniger and Sima’an (2013). Feature
weights are tuned with MIRA (Cherry and Foster, 2012), for 20 iterations. Tuning
was performed three times to compensate for tuner instability (Clark et al., 2011).

Decoding was performed with Joshua (Li et al., 2009), relaxing the decoding
span to 100 tokens for all models except the Hiero baseline. This allows to apply
hierarchical rules that may span the entire sentence in the case of the extended
models.

4.2.4 Evaluation

Evaluation was performed using Beer2. We report BLEU (Papineni et al., 2002),
BEER (Stanojević and Sima’an, 2014) and TER (Snover et al., 2006) scores
computed over three optimization runs with p values computed by approximate
randomization Clark et al. (2011). We add a reordering-oriented metric in the
form of mean LR-KB1 values (Birch and Osborne, 2011), giving equal weight to
the Kendall τ and BLEU-1 components.

The grammar sizes that are reported in a number of experiments concern
grammars filtered by the test set.

4.3 Adjunct-driven extraction

Hiero limits phrase spans for rule extraction through a max-phrase-length con-
straint (of typically 10 tokens). This limit is needed to restrict the number of
extractable phrases, that may grow exponentially with sentence length. But this
limit also rests on an assumption that lexical dependencies and reorderings are
sufficiently captured by short-range translation rules.

We show in this section how one can use adjuncts to selectively relax extrac-
tion constraints, and that the rules gained in this manner provide new, useful
information for English-Japanese, English-Chinese, but also for English-French
to a lesser extent.

The extraction constraints are presented in section 4.3.1. The resulting model
can be augmented with minimal labelling, as explained in section 4.3.2, and/or

2https://github.com/stanojevic/beer

https://github.com/stanojevic/beer
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with extraction features, which are presented in section 4.3.3. Experiments are
presented in section 4.3.4.

4.3.1 Extraction constraints

We use adjunction as a guide for extending rule extraction for larger phrases. As
with Hiero, extraction and rewriting are unconstrained for all phrases under max-
phrase-length. For larger phrases, extraction is subjected to three constraints:
max-effective-length, non-adjunct-crossing, and max-target-symbols. Rewriting in
larger phrases is also constrained to respect adjunct boundaries, by applying the
non-adjunct-crossing constraint and a non-adjunct-masked constraint. For the
application of extraction constraints, contiguous adjunct sequences are regrouped
and treated as single adjuncts.

max-effective-length

Hiero applies a max-phrase-length limit on extraction spans. Let us replace this
constraint by max-effective-length, where the effective length is defined as the
phrase length less the token count of the adjuncts contained in it (disregarding
adjuncts embedded in other adjuncts). Let a phrase φ, that contains α0..αn

top-level adjunct subphrases, its effective length λ(φ) is:

λ(φ) = len(φ)−
n∑

i=0

len(αi)

Note that adjunct phrases have zero effective length under this definition (they
are always extractable). In practice, max-effective-length is set to the same value
as max-phrase-length.

non-adjunct-crossing

This constraint prevents the extraction of larger phrases that cross adjuncts, or
groups of adjuncts. This forces rewriting to an adjunct group as a whole. When
rewriting from an adjunct group, one only forbids adjunct crossings, allowing
rewriting to sub-groups.

non-adjunct-masked

This rewriting constraint prevents rewriting to phrases that are contained by
adjuncts in a given phrase pair: combined with the non-adjunct-crossing con-
straint, this forces rewriting to phrase pairs that contain or are disjoint from
adjuncts contained in a phrase pair.
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max-target-symbols

As span length is relaxed, the number of right-hand-side symbols on the target
side may increase even if the number of source-side symbols is restricted. This
happens in particular with idiomatic expressions, but can also be a sign of noisy
data. To keep the number of target-side symbols close to the number of source-
side symbols, we restrict the number of target-side symbols to max-phrase-length.

Table 4.2 shows a possible derivation for the example of Figure 4.1. Extracting
rules from larger phrases allows to capture long-range dependencies and reorder-
ings inaccessible to Hiero. While rule r1 is likely in fact to be learned by Hiero in
a different context, rule r2 displays a pattern (extraposed modifier in the Dutch
sentence but not in the English sentence) that is only likely to occur with a long
modifier.

Table 4.2: Example rules for the sentence pair of Figure 4.1

r1 X → 〈 X that , dat X 〉
r2 X → 〈 those workers A[1] have shown ,

hebben de medewerkers bewezen A[1] 〉
r3 A → 〈 X [1] made the switch A[2] , X [1] overgestapt A[2]〉
r4 X → 〈 who have , die zijn 〉
r5 A → 〈 to the solar power industry , naar de zonne-energiesector 〉

4.3.2 Labelling

To further guide the model, one can apply labelling to distinguish adjuncts from
other phrases. We experimented with two schemes. In the first scheme, rules
and rule gaps receive a label A when they correspond to a source adjunct, and Ax
when they correspond to adjunct sequences of size x; a default label is used in
other cases (see Table 4.2).

In the second scheme, adjunct-sequence labels are simplified to A, while their
size x appears in the following feature:

fx = e1−x (4.1)

For other rules (adjuncts and other phrase pairs), fx is taken to be 1.

4.3.3 Features

The model uses two rule features to distinguish larger phrase pairs from Hiero-
extractable phrase pairs: a long-distance feature, corresponding to the proba-
bility estimate that a rule was extracted from a larger phrase pair (exceeding
Hiero’s max-phrase-length); and an adjunct-crossing feature corresponding to the
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Table 4.3: Effect of max decoding span dmax on Hiero

dmax BLEU BEER TER LR-KB1

en-ja 10 31.0 12.3 57.1 0.287
100 33.5 14.1 54.8 0.305

en-zh 10 21.8 11.2 63.8 0.265
100 21.7 11.2 64.4 0.262

en-zh (2M) 10 23.3 12.6 61.8 0.273
100 23.4 12.6 62.0 0.268

en-fr 10 32.9 22.2 53.9 0.390
100 32.7 22.0 54.3 0.388

en-nl 10 27.5 16.4 59.5 0.300
100 27.4 16.3 59.7 0.300

Boldface marks significant improvement with p ≤ 0.05

probability that a rule was extracted from a (shorter) phrase pair violating the
non-adjunct-crossing constraint.

4.3.4 Experiments

To see the effect of extracting long-range rules, one needs to also relax the de-
coding span, especially for rules that involve complex reorderings. To allow for a
fair comparison with a Hiero baseline, we therefore relax the decoding span for
both Hiero and our adjunct-based extraction model.

We first evaluate the effect of relaxing the decoding span for Hiero, and show
that this in itself improves English-Japanese translation. We then present exper-
imental results on adjunct-based extraction, and complement these experiments
with labelling experiments.

Relaxing the decoding span

Hiero limits the search space for the decoder by limiting decoding span. This limit
must be relaxed to allow for the application of the long-range extraction rules
gained by adjunct-based extraction. Rather than following the same approach
for decoding as for extraction—by relaxing decoding span selectively based on
adjuncts—, we opt here for relaxing the decoding span to a large value for all
models.

Table 4.3 compares system performance for Hiero with a relaxed decoding
span of 100 against the default decoding span of 10. Relaxing the decoding span
has a large beneficial effect for English-Japanese.For this language pair, where
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Table 4.4: Effect of extraction constraints: standard Hiero constraints vs.
adjunct-based constraints (H/adjs)

BLEU BEER TER LR-KB1

en-ja Hiero 33.5 14.1 54.8 0.305
H/adjs 34.2 14.8 53.6 0.309

en-zh Hiero 21.7 11.2 64.4 0.262
H/adjs 21.9 11.4 64.1 0.261

en-zh (2M) Hiero 23.4 12.6 62.0 0.268
H/adjs 23.7 12.7 62.0 0.271

en-fr Hiero 32.7 22.0 54.3 0.388
H/adjs 33.0 22.1 53.9 0.390

en-nl Hiero 27.4 16.3 59.7 0.300
H/adjs 27.5 16.3 59.7 0.299

Boldface marks significant improvement with p ≤ 0.05

verb-object order is notably inverted, relaxing the decoding span is necessary to
correctly translate longer sentences; we see here that locally-learned rules and the
reorderings they capture are applicable to long-range reorderings. For the other
language pairs, locally-learned rules do not generalize well to larger contexts, or
at least not enough to outweigh the increase in errors due to misapplied rules.

Decoding span is relaxed for all models and language pairs in the remainder
of this chapter, allowing us to focus on extracted rules.

Adjunct-driven extraction constraints

We now look at the effect of selectively relaxing extraction spans around adjuncts.
As Table 4.4 shows, adjunct-based extraction provides a further boost to English-
Japanese performance, and more modest improvements for the other language
pairs.

While English-French and English-Dutch are challenging language pairs for
Hiero, as their reorderings are largely monotonic or hard to capture in the case
of English-Dutch (split) verb reorderings, the modest improvements for English-
Chinese are perhaps more surprising. We see next that this language pair benefits
most from further guidance.

Guiding the model with features and labelling

We now look at the effect of the features and labelling schemes presented in
sections 4.3.3 and 4.3.2. As Table 4.5 shows, English-Chinese benefits most from
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Table 4.5: Effect of features (f) and/or labelling (A or Ax) on a model with
adjunct-driven extraction constraints (H/adjs)

BLEU BEER TER LR-KB1

en-ja

H/adjs 34.2 14.8 53.6 0.309
+f 34.4 14.8 53.4 0.309
+Ax 34.2 14.6 53.7 0.309
+f,A 34.3 14.6 53.4 0.310

en-zh

H/adjs 21.9 11.4 64.1 0.261
+f 22.0 11.3 64.1 0.260
+Ax 22.1 11.4 64.3 0.261
+f,Ax 22.3 11.4 63.9 0.263
+f,A 22.3 11.4 64.3 0.261

en-zh (2M) H/adjs 23.7 12.7 62.0 0.271
+f,A 23.9 12.8 62.2 0.270

en-fr H/adjs 33.0 22.1 53.9 0.390
+f,A 32.7 21.9 54.2 0.389

en-nl H/adjs 27.5 16.3 59.7 0.299
+f,A 27.3 16.2 59.7 0.299

Boldface and italics mark significant positive, respectively negative difference with p ≤ 0.05

helping the model discriminate adjunct rewritings from other rewritings and rules.

Examples

Inspection of output translations shows several cases of improved lexical selection
and reordering for French. For instance in Table 4.6, adjunct-based extraction
allows to capture the dependency between enthusiasm and wane in the first ex-
ample, and the dependency between outpost (retranchement) and of europe in the
second example. In these cases however, one also sees that Hiero is led astray by
the increased decoding span.

Summary

Using adjuncts to extract long-range rules for Hiero is beneficial for reordering-
intensive language pairs like English-Japanese and English-Chinese.

Adjunct-based constraints are particularly useful for English-Japanese. While
long-range inversion in that language pair can be addressed by relaxing the decod-
ing span, the long-range rules gained by adjunct-based extraction further benefit
the model.
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Table 4.6: Example translations

src the problem is that , if you set a date , there is a danger that the enthusiasm
for reform in these countries will wane .

Hiero le problème est que , si vous wane fixer une date , il y a un risque que l’
enthousiasme de réforme dans ces pays .

H/adjs le problème est que , si vous fixer une date , il y a un risque que l’ enthou-
siasme de réforme dans ces pays diminue .

src because of its geopolitical position as the last outpost of europe , at the
crossroads with the middle east and north africa , the importance of malta
goes far beyond its geographical size and its small population.

Hiero en raison de sa position en tant que dernier retranchement géopolitique ,
au carrefour avec le moyen-orient et l’ afrique du nord , l’ importance de
malte va bien au-delà de sa taille et sa petite population géographique de
l’ europe .

H/adjs en raison de sa position en tant que dernier retranchement géopolitique de
l’ europe , à la croisée des chemins avec le moyen-orient et l’ afrique du nord
, l’ importance de malte va bien au-delà de sa taille et sa petite population
géographique .

Long-range rules gained by adjunct-based extraction also benefit English-
Chinese translation, albeit modestly. Labelling and features improve perfor-
mance, suggesting that short-range and long-range rules are not directly dis-
tinguishable for the system.

Finally, adjunct-based extraction yields some improvement for English-French,
but mostly because it allows to correct mistakes made by Hiero when increasing
the decoding span.

4.4 Factoring out adjuncts

The grammars extracted with adjunct-based constraints are only loosely related
to adjunction: rewriting is not constrained beyond adjunct-boundary violations
(rewriting is phrase-based), and adjuncts are not excised to extract initial and
auxiliary trees (Chiang, 2000). In this section, we consider adjunct optionality as
a source of generalization for the grammar: we assume that source-side adjuncts
are optional, and that they align to optional adjuncts on the target side, and we
derive new extraction phrase pairs by excising these adjunct pairs. This follows
(Arnoult and Sima’an, 2012), where this idea is applied to a (non hierarchical)
phrase-based model. We leverage the hierarchical nature of Hiero by applying
substitution in these generalized phrase pairs.

Compared to STAG, our grammar is thus not more compact, instead it is aug-
mented with derived rules that are obtained by generalizing adjunction patterns
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in the training data.

4.4.1 Model

The adjunct-factoring model builds upon the adjunct-based extraction model of
section 4.3. For each extracted phrase pair in the training data, one first extracts
rules by standard substitution. Besides, for each adjunct contained in the phrase
pair, one instantiates a copy of the extraction phrase where the adjunct is blind:
the adjunct blocks the extraction of overlapping gaps, and its yield is excised
from the rule. Rules are then extracted by phrase substitution from this copy.

The combinations of adjuncts that can be excised from a phrase grow expo-
nentially with the number of adjuncts in the phrase. Even if this number remains
small in general, adjunct factorization is applied to all phrases, in an extraction
space that is already increased by extending extraction-phrase spans. Grammar
size increase is contained accordingly by excising only one adjunct at a time
in adjunct-group phrases, and one adjunct group (or stand-alone adjunct) at a
time in other phrases. Besides, we modify the source parses for enumerations by
nesting enumeration tails, as explained in section 4.2.1.

Table 4.7 shows some of the resulting rules for the example of Figure 4.1.

Table 4.7: Rules added by adjunct factorization

r6 X → 〈 those workers have shown , hebben de medewerkers bewezen 〉
r7 X → 〈 those X [1] have shown , hebben de X [1] bewezen 〉
r8 X → 〈 those workers have X [1] , hebben de medewerkers X [1] 〉
r9 X → 〈 X [1] have X [2] , hebben X [1] X [2] 〉

Adjunct factorization allows to create new lexical rules, like r6, and new hier-
archical rules by substitution, like rules r7 to r9. Substitution is slightly restricted
with regard to Hiero, as it is allowed only to the left or right of blind adjuncts.

4.4.2 Experiments

Table 4.8 presents results for the adjunct factorization model. Next to the usual
evaluation metrics, we report the size of the grammar filtered by the test set:
Gsrc refers to the number of source-side rule types, and G to the number of rule
types. Factorizing out adjuncts appears useful for English-Japanese, but not so
for English-Chinese, where the added rules generally decrease performance. In
English-Chinese, factoring out adjuncts increases the number of source rules ap-
plicable to the test set (Gsrc) by only 5% (from 0.8M to 0.86M rules for the smaller
training set, and from 1.15M to 1.2M rules for the larger one), against 16% for
English-Japanese. Adjuncts may align less well across English and Chinese (pos-
sibly because of unaligned tokens) than they do between English and Japanese,
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Table 4.8: Experimental results for the adjunct-factorization model

|Gsrc| |G| BLEU BEER TER LR-KB1

en-ja, 500k
H/adjs 1.00 7.25 34.2 14.8 53.6 0.309
+opt 1.16 12.8 34.5 14.9 53.2 0.311
+opt,f,A 2.82 27.9 34.6 15.0 53.2 0.312

en-zh, 500k
H/adjs 0.80 7.86 21.9 11.4 64.1 0.261
+opt 0.86 10.6 21.3 11.0 64.5 0.259
+opt,f,A 2.15 23.5 21.5 11.1 63.7 0.262

en-zh, 2M
H/adjs 1.15 23.9 23.7 12.7 62.0 0.271
+opt 1.20 31.9 23.4 12.6 61.7 0.272
+opt,f,A 3.18 70.5 23.6 12.6 61.5 0.273

Boldface and italics mark significant positive, respectively negative difference w.r.t H/adjs
with p ≤ 0.05. Grammar sizes are in million rules.

resulting in less usable options on the source side, and accordingly less usable
options on the target side.

4.4.3 Summary and future work

Excising adjuncts and their aligned counterpart amounts to creating rules that
rewrite to the empty string, which pushes the independence assumption taken
by SCFG to the extreme. While this assumption yields direct improvement for
English-Japanese, results for English-Chinese are negative. This may be due to
a lesser alignment of adjuncts (or to noisy word alignments in general) in the
English-Chinese data, leading to relatively more ungrammatical target rules.

An interesting alternative for modelling adjunct optionality would be to em-
ploy abstract adjunction rules, rewriting to an adjunct nonterminal and a default
X nonterminal, allowing for left and right reorderings on the source and target
side. The limited number of adjuncts in the data, possibly combined with a
dedicated adjunction-site nonterminal, should largely limit the risk of spurious
ambiguity normally associated with abstract rules in Hiero, while splitting ad-
junct nonterminals into leftwise and rightwise target-side reorderings, following
the lexicalized reordering SCFG of Mylonakis and Sima’an (2010), would capture
adjunct reordering preferences. Such a model would not only allow to model ad-
junct optionality, but adjunction as a formal operation, similarly to applications
of STAG in Syntax-Based models (DeNeefe and Knight, 2009; Liu et al., 2011).

tel:00 7.25 34.2 14.8 53.6 0
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4.5 Balancing constraints

Adding long-range rules that abstract over adjuncts is beneficial for reordering-
intensive language pairs like English-Chinese and English-Japanese. In this sec-
tion, we consider two questions raised by this improvement. First, what is the
relative contribution of the added long-range rules to the grammar and the ex-
traction constraints that underlie them? Does performance simply improves from
a larger grammar? To answer this question, we study in section 4.5.2 the effect
of constraining extraction to adjunct-based rules only, and the effect of extract-
ing short-range adjunct-based rules only. We find that adjunct-based constraints
are central to performance in English-Japanese and to a lesser extent in English-
Chinese, but that English-French also benefits from short-range adjunct-based
constraints.

Secondly, we ask in section 4.5.3 whether adjuncts provide a specific advantage
over constituents for extraction constraints. We find that this is in fact the
case for English-French, but not for English-Japanese and English-Chinese, where
constituency-based constraints provide the best performance.

Before going into these questions, we first introduce simpler adjunct con-
straints in section 4.5.1.

4.5.1 Simplifying extraction constraints

The models proposed above employ a complex set of rewriting constraints, as spe-
cific constraints apply to adjunct groups. We remove adjunct-group constraints
here and replace them by simple adjunct-boundary constraints. Extracted phrase
pairs in the simplified H/adj model satisfy at least one of the following constraints:

• the source phrase spans up to the length allowed by Hiero (max-phrase-
length);

• the source phrase does not cross adjunct boundaries, and its effective length
is within limit of max-phrase-length.

As shown in Table 4.9, the simplified extraction constraints lead to a slight
increase in grammar size and while improving translation performance3.

Simplifying adjunct-rewriting constraints provides a modest improvement for
English-Chinese, and a significant one for English-Japanese. We use these sim-
plified constraints in the remainder of this chapter.

3Implementing new extraction constraints exposed a bug that affected the limit on the
number of target-side symbols, reducing it for hierarchical rules. This results in differences in
scores for Hiero and H/adjs with regard to sections 4.3 and 4.4, the only notable difference
being a BLEU jump from 34.2 to 34.6 after correction.
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Table 4.9: Adjunct-based extraction with adjunct-group constraints (H/adjs) vs.
simplified constraints (H/adj)

|G BLEU BEER TER LR-KB1

en-ja
Hiero 6.71 33.4 14.1 54.7 0.303
H/adjs 8.42 34.6 15.0 53.5 0.311
H/adj 9.28 35.0∗ 15.2∗ 53.2 0.314

en-zh
Hiero 6.99 21.8 11.1 64.5 0.261
H/adjs 8.12 21.9 11.2 64.5 0.260
H/adj 9.48 22.0 11.4 64.2 0.262

en-fr
Hiero 22.2 32.8 22.0 54.1 0.389
H/adjs 27.1 32.9 22.0 54.1 0.389
H/adj 33.1 32.9 21.9 54.2 0.388

Boldface marks significant difference with p ≤ 0.05 w.r.t. Hiero, and an asterisk significant
difference w.r.t. H/adjs.
Grammar sizes are reported in millions.

4.5.2 Contribution of Hiero and adjunct-constrained rules

We now turn to a comparative analysis of span-length and adjunct constraints, so
as to evaluate the relative contribution of syntactically constrained, short or long-
range rules compared to syntactically unconstrained, short-range (Hiero) rules.
We consequently compare four model variants:

• Hiero: constrained span length

• H/adj: either span-length or adjunct constraint

• adj: adjunct constraint only

• H+adj: both span-length and adjunct constraints

Table 4.10 reports grammar size (filtered by the test set) and model performance
for these variants. Comparing H+adj to Hiero shows that adjunct constraints are
useful in the short range: removing rules that violate adjunct boundaries decreases
grammar size by 30% to 60%, while bringing about a significant improvement in
performance for English-Japanese, and a modest one for English-Chinese and
English-French.

Comparing adj to H+adj shows that adjunct constraints are useful in the
long range too, at least for English-Japanese and English-Chinese: lifting the
span constraint increases grammar sizes by 30% to 50%, and provides another
significant improvement for English-Japanese, and a modest improvement for
English-Chinese. Performance decreases slightly for English-French, as the lesser
degree of reordering limits the effect of the added long-range rules.
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Table 4.10: Contribution of constrained vs. unconstrained and short-range vs.
long-range rules

|G| BLEU BEER TER LR-KB1

en-ja
Hiero 6.71 33.4 14.1 54.7 0.303
H+adj 4.79 34.1 14.4 54.1 0.308
adj 6.15 34.9 15.1 53.0 0.315
H/adj 9.28 35.0 15.2 53.2 0.314

en-zh
Hiero 6.99 21.8 11.1 64.5 0.261
H+adj 4.17 21.8 11.2 63.7 0.263
adj 5.72 22.0 11.3 63.6 0.263
H/adj 9.48 22.0 11.4 64.2 0.262

en-fr
Hiero 22.2 32.8 22.0 54.1 0.389
H+adj 8.79 33.0 21.9 53.9 0.389
adj 13.3 32.9 21.9 54.1 0.388
H/adj 33.1 32.9 21.9 54.2 0.390

Boldface marks significant difference with p ≤ 0.05 w.r.t Hiero. Grammar sizes are in
millions.

Comparing H/adj to adj confirms that short-range rules that violate adjunct
constraints are not useful on the whole: they increase grammar size by 50% to
150%, while hardly affecting performance.

The improvement brought by the H/adj model therefore does indeed result
from the addition of long-range rules, but we also see that syntactically uncon-
strained, short-range rules actually bring little benefit. For language pairs with
little reordering such as English-French, it is sufficient to extract short-range,
adjunct-based rules; for reordering-intensive language pairs like English-Japanese
and English-Japanese, there is additional benefit to relaxing span constraints to
capture long-range rules.

4.5.3 Relevance of adjunct-based constraints

Relaxing extraction constraints around adjuncts is based on the assumption that
adjuncts introduce long-distance dependencies. We are not considering linguistic
extraction phenomena however, but plain syntactic modification. In the long-
range, we may find that arguments, and in general syntactic complements, are
also involved in relevant dependencies and reorderings. We can therefore ask
how constraints based on syntactic complements, or more generally constituents,
compare to adjunct-based constraints.

To this effect, we compare models with adjunct-based, complement-based
and constituent-based extraction, adj, cmp and con respectively. We obtain
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Table 4.11: Comparing adjunct, complement and constituency constraints

|G| BLEU BEER TER LR-KB1

en-ja
adj 6.15 34.9 15.1 53.0 0.315
cmp 5.88 35.0 15.2 53.0 0.314
con 4.71 35.2 15.3 52.8 0.316

en-zh
adj 5.72 22.0 11.3 63.6 0.263
cmp 5.58 22.0 11.4 63.5 0.266
con 4.12 22.2 11.4 63.0 0.267

en-fr
adj 13.3 32.9 21.9 54.1 0.389
cmp 12.7 32.7 21.8 54.4 0.388
con 7.42 32.7 21.9 54.1 0.388

Boldface marks significant difference w.r.t. adj (p ≤ 0.05). Grammar sizes are in millions.

constituent and complement annotations from dependency parses, labelling all
non-adjuncts as complements. Table 4.11 shows that constituent-based extrac-
tion performs better for reordering-intensive language pairs (English-Chinese and
English-Japanese), while adjunct-based extraction is still preferable for English-
French. While this supports the idea that abstracting out adjuncts allows to
capture more interesting lexical dependencies than abstracting out complements,
complement-based constraints may also block relevant phrasal chunks . In the
example of Figure 4.1, complement-based constraints forbid in fact the extraction
of phrasal rules like who have X, as the verb phrase have made the switch . . . is
seen as a constituent by the parser.

4.6 Conclusion

In this chapter, we have exploited adjunct properties for Hiero in two ways: to
guide the extraction of long-range rules, and to derive more rules by factoring out
adjuncts.

We first showed that adjuncts are useful for guiding the extraction of long-
range rules, increasing the performance of Hiero for reordering-intensive language
pairs like English-Chinese and English-Japanese, and also English-French to a
lesser extent.

Pushing adjunct optionality through to derive new phrase pairs for rule ex-
traction however proved useful for English-Japanese, but not for English-Chinese,
as the model creates too many useless target rules. Abstract adjunction rules
would likely be more efficient for modelling optionality: while abstract rules are
a source of spurious ambiguity in Hiero, a limited number of source phrases can
form adjuncts, preventing spurious ambiguity to a large degree. One could simply
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augment the Hiero grammar with adjunction rules and adjunct labels to account
for possible reorderings, and possibly an adjunction-site label to prevent spurious
ambiguity from leftmost or rightmost right-hand-side rewritings. Such a grammar
would constitute a full-fledged Synchronous Phrase-Based Adjunction Grammar
(SPAG).

Separating the relative contributions of syntactic and length constraints re-
veals that adjunct-based extraction constraints not only contribute useful long-
range rules for reordering-intensive language pairs, but also that they effectively
filter short-range rules, and in some cases can advantageously replace span-length
constraints. We found in fact that short-range, hiero-extractable rules that violate
adjunct boundaries tend to either harm or provide no benefit for system perfor-
mance. These results are consistent with the work of Cherry (2008) on phrase
cohesion. As Li et al. (2013) also observe, the negative results obtained by Koehn
et al. (2003) with syntactic constraints concern extremely strict constraints, as
phrase pairs were restricted to full constituents. Our results confirm that well-
chosen syntactic constraints are in fact important in Hierarchical Phrase-Based
SMT.

Comparing adjuncts to syntactic complements or constituents in general fur-
ther showed that constituency-based constraints are best for structuring long-
range reorderings for Hiero, with little or no difference between adjuncts and
complements. We found that adjunct-based constraints were best for English-
French, as enforcing other constituency-based constraints blocks useful phrasal
chunks.

Comparing lexical metrics like BLEU and reordering-oriented metrics like
BEER and LR-KB1 shows that our models improve both reordering and lexi-
cal selection for English-Japanese, while improvement in English-Chinese seems
to be mostly lexical. In the next chapter, we turn to reordering models and to
the role that adjuncts play in reordering.
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Chapter 5
The role of adjunction in reordering

Reordering is integrated in the translation model in Hierarchical Phrase-Based
SMT, and it is guided lexically as rewriting rules combine lexical terminals and
abstract nonterminals. Reordering models in Phrase-Based SMT also condition
on source and target lexical information. In contrast, reordering models used for
preordering are trained to reorder based on source-lexical information and word
alignments alone. In this work, we show that core source-syntactic information,
in the form of adjuncts or constituents, can be advantageously used to improve re-
ordering models. To elicit the role played by adjuncts as a category in reordering
proper, we use adjuncts to guide the latent reordering grammar of Stanojević and
Sima’an (2015). We combine latent reordering nonterminal splits with adjunct-
based splits, and show that this improves preordering for English-Japanese, and
English-Chinese to a lesser extent. Compared to syntactic arguments, adjuncts
appear to be directly informative to reordering, and their role appears to be local
to rules.

I performed the research myself, under the guidance of Khalil Sima’an. The
code for this work is based on the code of Miloš Stanojević. I implemented the
extensions for this work, and performed all experiments myself.

79
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Chapter Highlights

Problem Statement

• Reordering is a crucial aspect of SMT. For linguistic models of reordering,
the challenge lies in determining which linguistic aspects of a source sentence
explain its reordering in a target sentence.

Research Questions

• Are adjuncts informative for reordering models?

• What is the part played by adjuncts in reordering compared to other con-
stituents?

Research Contributions

• We extend the latent reordering grammar of Stanojević and Sima’an (2015)
with adjunct-based splits to make explicit the relation between adjunction
and reordering.

• We present experiments with refined hard and soft splits, where dependency
information is used as an external signal to learning.

• We show that adjuncts are informative as a whole for reordering, while their
contribution to reordering appears to be local to rules.

5.1 Introduction

We have seen in the previous chapter that adjunction and constituency form use-
ful guides for translation modelling in hierarchical phrase-based models, notably
as they allow to capture long-range dependencies and increase the model’s ex-
pressiveness in the long-range. We turn in this chapter to the role played by
adjuncts in reordering proper. We hypothesize that adjuncts contribute largely
to reordering, as they tend to be preserved in translation, and as they engage in
specific reordering patterns at different levels in a sentence. As Figure 5.1 shows
for instance, adjectives like asylum precede nouns in English as in Chinese, while
larger adnominal modifiers like to asylum procedures follow the noun in English
but precede it in Chinese.
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access to asylum procedures may even be hindered

•

•

•
•

•
• • • • •

bìhù chéngxù de tígōng shènzhì yě kěnéng shòuzǔ

Figure 5.1: A simple reordering between English and (Mandarin) Chinese. Per-
mutations in this example are either monotone or inverted (arcs). Adjuncts (white
nodes) engage in specific reordering patterns and provide core syntactic informa-
tion for reordering.

Constructions involving adjunction concern about half of the word-order fea-
tures listed in the World Atlas of Language Structures (Dryer and Haspelmath,
2013). As shown in Table 5.1, adjuncts appear to contribute the most to reorder-
ing between English on one hand and Chinese and Japanese on the other hand,
either because they are reordered with regard to their head, or because they are
reordered internally. In particular, oblique objects and relative phrases can span
long distances, making them informative for the reordering of large fragments.

This makes adjuncts an interesting source of information for preordering mod-
els that only rely on source information and word-aligned data to perform reorder-
ing. For models that use source syntax (Xia and McCord, 2004; Genzel, 2010;
Lerner and Petrov, 2013), it is interesting to determine which aspects of syn-
tax are informative for reordering, also because rule-based preordering models
(Collins et al., 2005; Isozaki et al., 2010b) can be hard to beat. Zhou et al. (2019)
for instance use the head-finalization rules of Isozaki et al. (2010b) to reorder En-
glish sentences to Japanese and create additional training data for low-resource
Neural MT. Preordering models that do not use syntax (Tromble and Eisner,
2009; DeNero and Uszkoreit, 2011; Neubig et al., 2012; Stanojević and Sima’an,
2015) also do not depend on syntactic resources and are not hampered by their
limitations—as Khalilov and Sima’an (2012) show with their study on the ef-
fect of oracle preorderings on back-end translation, source parse trees severely
limit the benefit of preordering. These models are however charged with inducing
from lexical information the syntax that is relevant for reordering. We show here
that core syntactic information, in the form of adjuncts or constituents, can be
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Table 5.1: Main word-order features from the WALS database and their values in
English, German, Mandarin Chinese and Japanese. We distinguish features that
involve an adjunct and its governor, from features that involve the dependent and
head of an adjunct (adjunct internal). Boldface marks a difference in word order
with regard to English, whereas dashes mark an absence of dominant word order.

Feature English German Chinese Japanese

order between adjunct dependent and governor
oblique, object and verb VOX - XVO XOV
genitive and noun - N-gen gen-N gen-N
relative clause and noun N-rel N-rel rel-N rel-N
adjective and noun adj-N adj-N adj-N adj-N
numeral and noun num-N num-N num-N num-N
degree word and adjective deg-A deg-A deg-A deg-A
adjunct-internal order
adposition and noun phrasea ad-N ad-N - N-ad
adverbial subordinator and clause initial initial n.a. final
other features
subject and verb SV SV SV SV
object and verb VO - VO OV
demonstrative and noun dem-N dem-N dem-N dem-N
position of polar question particles n.a. n.a. final final
position of interrogative phrases initial initial not init not init
negative morpheme and verb neg-V neg-V neg-V V-neg
a Assuming that phrases marked by adpositions generally function as adjuncts. This is not

always the case: Japanese notably marks objects with an adposition.

informative for unsupervised models.
We take the latent PCFG reordering grammar of Stanojević and Sima’an

(2015) as a basis for refinement with adjunct annotations. This model allows
to cover the full space of reorderings, while lending itself naturally to syntactic
enrichment through labelling. We combine adjunct-based nonterminal splits with
latent nonterminal splits to evaluate the effect of adjuncts in reordering, and show
that this leads to large gains for English-Japanese reordering. Splitting adjuncts
and non-adjuncts is a very simple refinement, which can be complemented with
additional information such as dependency labels. We use dependencies to refine
adjunct-driven and constituency-driven grammars with either hard splits, or us-
ing dependency labels as additional observations during learning, and show that
adjunct-driven grammars benefit most from local enrichment, and constituency-
driven grammars from richer contextual information in the form of first-order
dependency labels.
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The reordering model of Stanojević and Sima’an (2015) is introduced in sec-
tion 5.2. Section 5.3 presents extensions to this grammar using adjunct, con-
stituent and complement splits. Grammar refinements with dependency labels
are presented in section 5.4. Section 5.5 complements this work with an analysis
of the grammars.

5.2 Background: a generative PCFG model for
reordering

We first present the latent reordering grammar of Stanojević and Sima’an (2015),
as it forms the basis for our study of adjunction in reordering.

5.2.1 Model

Stanojević and Sima’an (2015) propose to model reordering with a PCFG gram-
mar having the source vocabulary as terminals and permutation operators as
nonterminals. The grammar is induced from source sentences s and their reorder-
ings s′1. Reorderings are obtained by projecting source words to target positions
given by word alignments, that are modified heuristically to ensure one-to-one
projections.

The alignment between source sentences and their reorderings can then be
represented as a tree of elementary permutations: monotone, inverted, and non-
binarizable permutations of four or more elements (Wu, 1997). Besides, two
separate monotone nonterminals, P01 and P10 are used for unaligned words and
their right/left neighbour. The reordering grammar nonterminal vocabulary is
completed by a start symbol S, and a set of preterminal symbols, one for every
word type. Table 5.2 lists the set of inner nonterminals.

Table 5.2: Nonterminal vocabulary of the reordering grammar, preterminals not
included. Subscript indices correspond to reordered positions.

arity nonterminals

2 P12, P21, P01, P10, S
4 P2413, P3142

5 P24153, P25314, P31524, P35142, P41352, P42513

1I use here the term ‘reordering’ for full sentences, and the term ‘permutation’ for any
sequence of tokens or nonterminals; a reordering is thus a permutation of a full sentence.
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5.2.2 Learning

Nonterminals are split once prior to training following Isozaki et al. (2010a), while
rule probabilities are modified with a small amount of noise to break symmetry.
Nonterminals are not merged afterwards. The unary trick is applied to prevent
the blow up of the grammar (with l latent splits, a nonterminal of arity r can
rewrite through (|N |l + |T |)r rules, where N is the set of nonterminals and T
the set of preterminals). The grammar is then modified to let nonterminals
rewrite in two steps: each nonterminal (except the start symbol) first rewrites
deterministically to positional variants; each positional variant then rewrites to
a nonterminal through a unary rule. The grammar is trained with expectation-
maximisation (Dempster et al., 1977), applying the inside-outside algorithm (Lari
and Young, 1990) on the permutation forests defined by source sentences and
their reorderings (as consecutive monotone or inverted alignments give rise to
alternative branchings).

5.2.3 Parsing

Parsing uses the CYK+ algorithm (Chappelier and Rajman, 1998) to construct
possible derivations of a sentence s into a reordering s′. Minimum Bayes Risk
(MBR) is then used to search for the reordering π̂ that minimizes the expected
Kendall-tau loss in a set Π of reorderings:

π̂ = argmin
π

∑
π′∈Π

Lossτ (π, π′)P (π′) (5.1)

where the Kendall-tau loss between two reorderings π and π′ counts the propor-
tion of index pairs that are reordered differently in π and π′:

Lossτ (π, π′) =

∑
i,j∈|π|:i<j zij

n(n− 1)/2
(5.2)

with
zij =

{
1 if sign(π(j)− π(i)) 	= sign(π′(j)− π′(i))
0 otherwise (5.3)

and the set Π of reorderings is obtained by Monte-Carlo sampling.

5.3 Making adjuncts explicit in reordering
To study the effect of adjunct annotations in the unsupervised reordering gram-
mar of Stanojević and Sima’an (2015), we start simply by splitting permutation
nonterminals into adjuncts and non-adjuncts, complementing these hard splits
by latent splits. We also experiment with constituent and complement splits
for comparison. Experiments show that adjuncts are beneficial for reordering



557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult
Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021 PDF page: 97PDF page: 97PDF page: 97PDF page: 97

5.3. Making adjuncts explicit in reordering 85

in English-Japanese, and although constituent splits provide additional benifts,
adjuncts play the largest role in constituent reordering.

Section 5.3.1 presents the adjunct-driven reordering model, section 5.3.2 the
experimental setup for experiments in this section and the rest of this chapter,
and section 5.3.3 ends this section with experimental results.

5.3.1 Driving reordering with adjuncts

Combining hard and latent labels

To account for adjuncts, we split nonterminal labels into two separate labels for
each type of permutation: one for nonterminals that correspond to an adjunct,
and one for non-adjuncts, which then regroups both non-adjunct constituents
and nonconstituents2, as shown in Figure 5.2. Preterminal labels are left undif-
ferentiated, and are common to adjuncts and non-adjuncts. Adjunct splits are
then completed by latent splits. This is a simple scheme, and one that allows
to compare grammars with this manual split to latent-only grammars: in the
experiments that follow, grammars with an adjunct split further use twice less
latent splits than latent-only grammars.

Taccess Tto Tasylum Tprocedures

P21 P12

A21

P21

Figure 5.2: Permutation forest with adjunct/non-adjunct permutations, prior to
latent splitting. P12 stands for a non-adjunct monotonic binary permutation, P21

and A21 stand for non-adjunct and adjunct binary inverted permutations, and
Tterm for a preterminal.

Training

Training utilizes source adjunct annotations alongside with source sentences and
their reorderings. These annotations are obtained from dependency parses: mod-

2One could also distinguish nonterminals based on the nature of their children. This however
would lead to 2r labels for each permutation nonterminal of arity r, resulting in overspecific
complex permutation labels.
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ifier labels, excluding function words, are mapped to adjuncts; remaining depen-
dents are mapped to complements.

After mapping permutations in the training data to either adjuncts or non-
adjunct permutations, permutations are split automatically, as with the fully-
latent grammar.

Parsing

Source sentences are parsed directly with the reordering grammar, without con-
straining them with adjunct annotations. Permutation trees are sampled as with
the fully-latent grammar, and all trees yielding the same reordering are aggre-
gated to find the best permutation, regardless of adjunct/non-adjunct labelling
differences.

5.3.2 Experimental setup

Data sets

Experiments were performed on four language pairs: English-Japanese (en-ja),
English-Chinese (en-zh), English-German (en-de) and German-English (de-en).
The English-Japanese data consist of: 500k sentence pairs between 4 and 50
words from the NTCIR-8 patent translation task for training; the NTCIR-7 de-
velopment sets (2101 sentence pairs) for tuning; the NTCIR-9 English-Japanese
and Japanese-English test sets (2947 sentence pairs) for testing. The English data
are lowercased and tokenized with a modified version of the Moses tokenizer to
facilitate parsing.

The English-Chinese data are taken from the MultiUN corpus and consist of:
500k sentence pairs with a unique source side of 40 words at most for training;
2000 distinct sentence pairs for tuning and 2000 more distinct sentence pairs for
testing. The English data are lowercased and tokenized as above.

The English-German and German-English data consist of 500k sentence pairs
with up to 40 words from the Europarl corpus (v7), and of the WMT08 devel-
opment and test sets, filtered to keep sentences with at most 50 source words;
the development sets have 1790 sentence pairs for English-German, and 1850 for
German-English; the test sets have 1795 sentence pairs for English-German and
1836 for German-English. The data are true-cased, and tokenized as above.

Dependency annotations

The English data are parsed with the Turbo parser3, and the German data with
Parzu4. Punctuation marks that enclose dependents with a modifier label are

3http://www.cs.cmu.edu/~ark/TurboParser/
4https://github.com/rsennrich/ParZu

http://www.cs.cmu.edu/~ark/TurboParser/
https://github.com/rsennrich/ParZu
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identified as parenthetical markers; they are reattached under the head of the
parenthetical, and relabelled with a dedicated dependency label. Parses are pro-
jectivized (by reattaching crossing dependents to the head of the subtree that
dominates them), and multiple roots (for Parzu) are resolved by imposing a
precedence: verbal > nominal > other roots; secondary roots are relabeled by
concatenating the POS tag of the head to the ROOT label.

Training and parsing

Following Stanojević and Sima’an (2015), all reordering grammars are trained
with 10 iterations of expectation-maximiza-tion. Parsing is performed without
pruning, using 10000 sampled trees for MBR. Besides, non-binarizable permu-
tations over more than five elements are filtered out at training, and unaligned
words are attached by default to their right neighbour.

In most experiments, the baseline reordering grammar uses 16 latent splits
for binary nonterminals, and 2 for complex nonterminals; grammars with an
adjunct or other linguistically motivated hard split use 8 latent splits for binary
nonterminals, and do not split complex nonterminals further.

Evaluation

The reordering models are evaluated intrinsically by comparing the reordered
input sentence s′ against a gold reordering, and extrinsically by comparing trans-
lations of preordered sentences against a baseline translation system, following
Stanojević and Sima’an (2015).

For intrinsic evaluation, gold reorderings are obtained by applying a pretrained
word-alignment model on the source sentences, and accordingly projecting the
source words through the word alignments. In the case of one-to-many align-
ments, target positions are disambiguated by taking the mean. The reordering
of null-aligned source words is disambiguated by attaching unaligned words to
their right neighbour—or to their left neighbour in the absence of a right neigh-
bour. Reordering quality is evaluated by taking the Kendall τ score (Birch and
Osborne, 2011) of the reordered source (or the source in the case of the phrase-
based baseline) with regard to the gold reordering.

For extrinsic evaluation, the baseline translation system is a phrase-based
model trained with Moses using standard settings, and no lexicalized reordering
model—the distortion limit is 6 for tuning/decoding. Training data are aligned
with the Berkeley Aligner (Liang et al., 2006). The language model is a third-
order model with modified Kneser-Ney smoothing, trained with KenLM (Heafield
et al., 2013). The translation model used to evaluate the reordered data is trained
with the gold reorderings as source input. The model is trained once for all re-
ordering models, so that parsing with the reordering grammars only needs to be
applied to the development and test sets. Tuning is performed with batch Mira
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(Cherry and Foster, 2012), taking the best parameters out of 25 iterations. Tuning
is performed three times to compensate for tuning instability (Clark et al., 2011).
Translations are evaluated with BLEU (Papineni et al., 2002), BEER (Stano-
jević and Sima’an, 2014), and TER (Snover et al., 2006). Significance testing
is performed following Clark et al. (2011) through BEER5. For reference, Ta-
ble 5.3 provides the BLEU scores for the baseline translation system, and for the
preordered model used to evaluate the reordering grammars. Results show that
English-Japanese and English-Chinese have the highest potential for improvement
with preordering.

Table 5.3: Baseline translation results. PB-dist is a phrase-based baseline with a
distance-based reordering model; the Oracle results are obtained with a phrase-
based model trained and evaluated on preordered data (gold source reorderings).

en-ja en-zh en-de de-en
dev test dev test dev test dev test

PB-dist 24.4 27.3 25.2 24.8 17.8 18.1 24.5 24.4
Oracle 34.9 39.2 34.8 34.3 20.6 21.0 27.5 27.5

5.3.3 Comparing adjuncts, complements and constituents

We start by evaluating adjunct-driven reordering against a fully latent grammar
and against constituent-driven reordering. In a second experiment, we look into
the relative contribution of adjuncts, complements and constituents to reordering
in English-Japanese.

Contribution of adjuncts and constituents to reordering

Table 5.4 reports experiments comparing adjunct-informed and constituent-infor-
med reordering grammars to fully latent grammars and a Phrase-Based baseline.
The Kendall τ score measures the similarity between the word orderings of target
sentences and: source sentences for the Phrase-Based baseline; predicted reorder-
ings for the reordering grammars. Experiments are carried out on four language
pairs: English-Japanese, English-Chinese, English-German and German-English.

For English-Japanese, Kendall τ scores show that all reordering grammars
produce reorderings that are closer to target word order. For the fully latent re-
ordering grammar however, the predicted reorderings are not informative enough
to improve downstream translation scores compared to the Phrase-Based base-
line. This is different for the linguistically informed grammars, which get closer

5https://github.com/stanojevic/beer

https://github.com/stanojevic/beer
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Table 5.4: Contribution of adjuncts and constituents to reordering. PB-dist is
a phrase-based model with a distance-based reordering model; RG16,2 is a latent
reordering grammar with 16 latent splits for binary permutations and 2 splits for
higher-order permutations; RG-A8,1 and RG-C8,1 are latent reordering grammars
with an adjunct, respectively constituent split, completed with 8 latent splits for
binary permutations and no complex-permutation latent splits.

τ BLEU BEER TER

en-ja

PB-dist 0.683 27.3 10.6 60.9
RG16,2 0.715 27.3 10.6 60.6∗
RG-A8,1 0.751 29.4∗ 11.6∗ 58.5∗

RG-C8,1 0.756 29.8∗ 12.0∗ 57.8∗

en-zh

PB-dist 0.797 24.8 12.9 61.0
RG16,2 0.804 23.3 11.9 62.2
RG-A8,1 0.810 23.2 12.1 61.8
RG-C8,1 0.807 23.4 12.0 62.0

en-de
PB-dist 0.941 18.1 14.4 67.0
RG16,2 0.939 17.5 14.5 68.3
RG-A8,1 0.939 17.2 14.3 68.6
RG-C8,1 0.939 17.5 14.6 68.2

de-en

PB-dist 0.946 24.4 17.2 60.2
RG16,2 0.944 24.1 17.0 60.6
RG-A8,1 0.943 24.1 17.0 60.7
RG-C8,1 0.941 24.4 17.1 60.3

Boldface marks a significant improvement with p = 0.05 with regard to the baseline
reordering grammar RG16,2, and asterisks a significant improvement with p = 0.05 with
regard to PB-dist

than the fully latent grammar to target word orders, and for which the pre-
dicted reorderings succesfully leverage on the preordered phrase-based model.
Constituent-driven grammars perform better than adjunct-driven grammars, for
both intrinsic and extrinsic evaluation.

In English-Chinese, word-order differences are lesser than in English-Japanese,
as shown by the higher Kendall τ score between source and target (reported for
PB-dist). The reordering grammars learn to reorder closer to target word or-
ders, but to a lesser extent than for English-Japanese. The predicted reorderings
are also not informative for translation, compared to the PB-dist baseline. Lin-
guistically informed grammars, in particular the adjunct-informed grammar, still
perform slightly better than the fully latent baseline, both intrinsically and ex-
trinsically.

For English-German and German-English, the reordering grammars reorder
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away from the target orderings, and the predicted reorderings accordingly under-
perform on the translation task. The constituent-informed grammar does however
perform better than the fully latent grammar on translation, in spite of a slightly
lower Kendall τ score.

Contribution of complements to reordering

To complement the results with adjunct-informed and constituent-informed gram-
mars for English-Japanese, we experiment with complement splits. Table 5.5 re-
ports English-Japanese results for the reordering grammars of Table 5.4, for a
complement-informed grammar using a complement/noncomplement split, and
for a grammar with a three-way adjunct/complement/nonconstituent split.

Table 5.5: Contribution of adjuncts and complements in English-Japanese re-
ordering. RG-Cmp8,1 uses a complement/noncomplement split, RG-A/Cmp8,1

a three-way adjunct/complement/nonconstituent split, RG-A8,1 an adjunct/non-
adjunct split, and RG-C8,1 a constituent/nonconstituent split. All reordering
grammars are refined with 8 latent splits for binary nonterminals, and no further
split for complex nonterminals.

dev test
|G| τ BLEU τ BLEU BEER TER

RG16,2 2.19M 0.718 24.5 0.715 27.3 10.6 60.6

RG-Cmp8,1 1.48M 0.739 25.6 0.745 28.4 11.1 59.5
RG-A/Cmp8,1 1.75M 0.751 26.2 0.759 29.3 11.5 58.0
RG-A8,1 1.39M 0.750 26.2 0.751 29.4 11.6 58.5
RG-C8,1 1.55M 0.747 26.8 0.756 29.8 12.0 57.8

Complement/noncomplement splits are informative for reordering, but less so
than adjunct splits, and this shows especially in the translation results. Com-
bining information about complements and adjuncts through a three-way ad-
junct/complement/nonconstituent split increases the Kendall τ score compared
to adjunct/non-adjunct splits, but not the downstream translation results.

In conclusion, both adjuncts and complements inform the model about con-
stituent reordering, but adjuncts perform better as a category, both because
they lead to better results than complements on their own, and because the
adjunct/nonconstituent split operated in the three-way split model improves re-
sults for the complement/noncomplement split model (in contrary to the com-
plement/nonconstituent split for the adjunct/non-adjunct split model). The
lower results obtained by adjunct-informed grammars compared with constituent-
informed grammars shows however that there is something to be gained from
complements. The three-way split appears too restrictive in this respect, and it
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is likely both that only part of the complements are informative for reordering,
and that the informative complements should be merged with adjuncts.

Summary

In summary, we see that adjuncts are useful for guiding reordering, at least for
English-Japanese. While constituency in general leads to better reordering and
downstream translation than adjunction, further splitting non-adjuncts into com-
plements and non-constituents in the adjunct-informed grammar does not suffice
to bridge the gap. This is likely due to complements being less informative on the
whole as a reordering category than adjuncts, and to informative complements
behaving like adjuncts for reordering, so that these should be merged in a same
category.

For the other language pairs, the reordering grammars are not able to learn
sufficiently useful reorderings. Only for English-Chinese do we see some improve-
ment of adjunct-informed grammars compared to the fully-latent grammars. This
improvement is still not able to perform equally to the phrase-based baseline,
and that while oracle scores show similar potential for improvement to English-
Japanese. The next section addresses this issue with a number of refinements to
the grammars.

5.4 Grammar refinements

The poor reordering results of English-Chinese are surprising given oracle scores
and the number of adjunct-related reordering phenomena in this language pair.
In this section, we consider different grammar refinements to try and improve
English-Chinese preordering. We start by increasing the number of latent splits
in section 5.4.1, we refine adjunct hard splits with dependency annotations in sec-
tion 5.4.2, and we add dependency annotations as an external signal for learning
in section 5.4.3.

5.4.1 Increasing the number of latent splits

We consider first the effect of increasing the number of latent nonterminal splits,
both for fully-latent and adjunct-driven reordering grammars. As Table 5.6 shows,
doubling the number of nonterminals through latent splits in the baseline reorder-
ing grammar is beneficial both for English-Japanese and English-Chinese. For
adjunct-based grammars, further splitting also benefits English-Chinese, but not
English-Japanese, where excessive splitting removes the benefits of the linguis-
tic, adjunct bias. Increasing the number of nonterminals also has its limits for
fully-latent grammars, as can be observed for English-Japanese, where 24 latent
splits provide better performance than 32. We can further observe that intrinsic
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Kendall τ scores and extrinsic MT scores appear not to correlate for English-
Chinese, in contrary to English-Japanese: increasing the number of latent splits
increases MT scores but not the Kendall τ scores, while adjunct splits have the
opposite effect.

Table 5.6: Increasing the number of splits in latent-only and adjunct grammars.
Adjunct splits double the number of nonterminal labels, so that, e.g., RG16,2 and
RG-A8,1 have the same nonterminal vocabulary size. Grammar sizes are in million
rules.

|G| τ BLEU BEER TER

en-ja

RG16,2 2.19 0.715 27.3 10.6 60.6
RG24,2 3.24 0.736 28.8 11.1 59.1
RG32,2 4.29 0.733 28.6 11.2 59.3

RG-A8,1 1.39 0.751 29.4 11.6 58.5
RG-A16,1 2.71 0.730 28.2 10.9 59.6

en-zh

RG16,2 2.65 0.804 23.3 11.9 62.2
RG32,2 5.18 0.804 23.7 12.1 61.5

RG-A8,1 1.74 0.810 23.2 12.1 61.8
RG-A16,1 3.39 0.811 23.5 12.1 61.6

5.4.2 Refining hard adjunct splits

We turn to the effect of refining adjunct splits with dependency labels, to assess
whether the nature of syntactic dependencies is informative for reordering.

For adjunct-driven grammars, we split adjunct nonterminals by their depen-
dency label: adverbial (VMOD); adnominal (NMOD) or ad-adjectival (AMOD).
Each type of adjunct binary nonterminal is further split in 3 latent labels, so that
the resulting grammar uses almost the same number of splits as the reference
adjunct grammar. Non-adjunct binary nonterminals are split like the reference
adjunct grammar, in 8 latent splits. As before, complex nonterminals are not
refined further than the adjunct/non-adjunct distinction.

The same procedure is applied to constituent-driven grammars. Constituents
are now split into 13 labels: 12 Turbo-parser labels (ROOT, SUB, OBJ, PRD, VC,
SBAR, DEP, PMOD, NMOD, VMOD, AMOD, P) extended with a parenthetical,
apposition marker. Constituent labels are not split any further. Nonconstituent
binary labels are split into 8 latent labels as for the reference constituent-driven
grammar.

Results are presented in Table 5.7, showing that the adjunct refinement in
particular is beneficial for English-Chinese, with an improvement of 0.4 BLEU.
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Table 5.7: Refining reordering grammars with dependency information. RG-Ar8,1
uses three adjunct dependency-based labels with three latent splits for binary
labels, and eight latent splits for non-adjunct binary labels; RG-Ar16,1 splits non-
adjunct binary labels further into sixteen latent splits; RG-Cr8,1 splits constituent
labels by their dependency label, and nonconstituent labels by eight latent splits
for binary labels. Grammar sizes are in million rules.

|G| τ BLEU BEER TER

RG-A8,1 1.74 0.810 23.2 12.1 61.8
RG-Ar8,1 1.55 0.810 23.6 12.3 61.4

RG-C8,1 1.91 0.807 23.4 12.0 62.0
RG-Cr8,1 1.51 0.808 23.5 12.1 61.8

Taccess Tto Tasylum Tprocedures

P21 P12

A21

P21 subjˆroot

nmodˆsubj

pmodˆnmodphr

subjˆroot

nmodˆsubj

pmodˆnmod

nmodˆpmod

Figure 5.3: Permutation forest with first-order dependency emissions. Spans that
do not match a syntactic dependent receive a default label phr.

5.4.3 Adding observations

We have seen that adjuncts are informative for English-Chinese reordering, even
though the improvement they bring is modest, and that complementary linguistic
splitting through dependency labels further improves reordering. Further refin-
ing nonterminals increases however the risk of rule sparsity. When combining
hard and latent labels, it also becomes difficult to determine how many latent
splits each hard label should take, and it would then be advantageous to merge
labels after splitting, following Petrov et al. (2006). To further refine nontermi-
nals, we use syntactic annotations as additional observations to guide learning,
only keeping a hard distinction between adjuncts and non-adjuncts, or between
constituents and nonconstituents, as shown in Figure 5.3.
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Training and parsing

The emission rules form a new set of parameters for the model, that can be
simply integrated in the inside-outside algorithm. The dependency observations
are determined for the chart prior to computation, and are used only for parameter
estimation; no syntactic constraints are imposed during parsing.

Results

Table 5.8 reports results for the adjunct-driven and constituent-driven grammars
with zero-order and first-order dependency-label emissions. We find that zero-
order emissions slightly improve translation performance for the adjunct-driven
grammar, but not for the constituent-driven grammar—this is similar to the
results observed with refined label splits reported in Table 5.7. In contrast, first-
order emissions provide no improvement for the adjunct-driven grammar, but
improve both reordering and translation performance for the constituent-driven
grammar.

Table 5.8: Evaluation of Reordering Grammars with label emission for English-
Chinese. RG-A/Cx

8,1 is an adjunct-split, respectively constituent-split latent re-
ordering grammar with x-order dependency-label emissions.

Prec. τ BLEU BEER TER

RG-A8,1 0.810 23.2 12.1 61.8
RG-A0

8,1 0.700 0.810 23.4 12.2 61.6
RG-A1

8,1 0.624 0.811 23.2 11.9 61.9

RG-C8,1 0.807 23.4 12.0 62.0
RG-C0

8,1 0.765 0.807 23.4 12.0 62.1
RG-C1

8,1 0.672 0.811 23.8 12.3 61.6
Boldface mark significant improvements (with p ≤ 0.05) over the reference grammar
without soft constraints

Table 5.8 also gives precision figures for the prediction of dependency labels
when parsing the test set. Labelling precision is computed during sampling, by
sampling a dependency label from the distribution of syntactic labels for each
sampled permutation label. For each sampled tree, labelling precision counts the
proportion of correctly predicted syntactic labels given the reference dependency
parse; for nonconstituent nodes, the correct syntactic label is the default phr
label. The reported figures are averaged over the 1-best permutation trees after
MBR reranking.

Labelling-precision scores are naturally lower for first-order labels than zero-
order labels, but they are also lower for adjunct-driven grammars than for consti-
tuent-driven grammars. In constituent-driven grammars, the hard split between
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constituents and nonconstituents forms in fact a natural fit for the prediction of
syntactic labels, as only constituent permutation labels should match dependen-
cies. First-order emissions appear particularly informative for guiding constituent
permutations. In adjunct-driven grammars in contrast, non-adjunct permutation
labels correspond both to non-adjunct constituents and to nonconstituents. This
makes it harder to predict dependency labels accurately, and diminishes their
contribution to guiding permutations. That zero-order emissions benefit adjunct-
driven grammars more than first-order emissions may at the same time result
from adjunct reordering being more local than complement reordering: the dis-
tinction between, e.g., adnominal and adverbial modifiers is more informative for
reordering than the distinction between adnominal modifiers of subject or object
noun phrases. These results are confirmed by experiments with English-Japanese,
as shown in Figure 5.9. In contrary to English-Chinese however, the reordering
model does not benefit from the added observations.

Table 5.9: Extrinsic evaluation of reordering grammars with label emission for
English-Japanese.

BLEU BEER TER

RG-A8,1 29.4 11.6 58.5
RG-A0

8,1 29.1 11.7 58.7
RG-A1

8,1 27.9 11.0 59.6

RG-C8,1 29.8 12.0 57.8
RG-C0

8,1 28.8 11.6 58.4
RG-C1

8,1 29.5 11.9 57.8

Summary

Refining reordering grammars with dependency information provides additional
benefits to the adjunct/non-adjunct or constituent/nonconstituent distinction for
English-Chinese. Adjunct-driven reordering benefits from a distinction between
different adjunct types (adnominal, adverbial or ad-adjectival), while constituent-
driven reordering benefits from higher-order syntactic information. The locality
of improvements for adjunct-driven grammars agrees with the optional character
of adjuncts, so that adjuncts affect reordering, but only locally. We added depen-
dency information in two ways, first through hard splits, and secondly by taking
dependency labels as additional observations for learning. The first method is
limited by the risk of rule sparsity, and would benefit from merging labels af-
ter splitting, following Petrov et al. (2006). The second method depends on the
adequacy between permutations and dependencies, and favors grammars with a
constituent/nonconstituent split. And while this method provides benefits for
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English-Chinese, it also leads the model astray for English-Japanese. Feature-
based learning (Berg-Kirkpatrick et al., 2010) would provide a safer way to enrich
the model.

5.5 Analysis

Refining the grammars with dependency information improves English-Chinese
reordering, but only modestly. This section provides an analysis of results for
this language pair. We show in section 5.5.1 that the reordering grammars pri-
marily learn monotone reorderings for English-Chinese. This is confirmed by
inspection of rule distributions in section 5.5.2, where we see that adjuncts are
useful to delimitate linguistic contexts, but are no match against the domination
of monotonic rewritings.

5.5.1 Learning

Given the minor improvement in Kendall τ scores observed with adjunct-driven
grammars, one could wonder whether the reordering grammars perform any re-
ordering at all. To this end, we compare Kendall τ scores measured with regard
to the gold reorderings s′ (τ(ŝ′, s′)), to scores measured with regard to the source
word order (τ(ŝ′, s′)). Results are shown in Table 5.10 for a number of reordering
grammars, for English-Chinese and English-Japanese.

Table 5.10: Evaluating reorderings with regard to source sentences s and gold re-
orderings s′. RG16,2 and RG32,2 are latent reordering grammars, RG-C8, 1 a gram-
mar with constituent splits, RG-A8,1 a grammar with adjunct splits, and RG-A0

8,1

an adjunct-split reordering grammar with 0-order dependency-label emissions.

RG16,2 RG32,2 RG-C8,1 RG-A8,1 RG-A0
8,1

en-zh τ(ŝ′, s) 0.982 0.978 0.964 0.960 0.956
τ(ŝ′, s′) 0.808 0.809 0.812 0.815 0.815

en-ja τ(ŝ′, s) 0.922 0.892 0.743 0.844 0.821
τ(ŝ′, s′) 0.718 0.733 0.747 0.750 0.749

We find for English-Chinese that the predicted reorderings stay extremely
close to the source orderings, and are affected only a little by syntactic informa-
tion. With adjunct-split grammars, reordered sentences for Chinese still share
96% of index-pair orderings with the original source sentences. In contrast, dif-
ferent settings for the English-Japanese grammars have a strong effect on re-
ordering. One can then also observe that not all permutations of the source
are equally succesful at approaching gold reorderings. Adjunct-split grammars
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Figure 5.4: Variation of Kendall τ scores with the number of EM iterations for the
RG-A8,1 (squares) and the RG16,2 grammars (dots) for English-Chinese. Predicted
reorderings move towards gold reorderings (positive differences) and away from
source orderings (negative differences).

appear in this respect to perform more targeted permutations than constituent-
split grammars: while the constituent-split grammar RG-C8,1 alters the source
ordering more than the adjunct-split grammar RG-A8,1 (with a Kendall τ score
of 0.743 against 0.844), both have very similar reordering scores with regard to
the gold reorderings (0.747 and 0.750).

The lack of performance of the English-Chinese reordering grammars cannot
be blamed to premature ending of learning. As Figure 5.4 shows, Kendall τ
scores can still increase after 10 iterations of EM, but in fact they hardly do so
for adjunct-based grammars.

5.5.2 Rule distributions

The rule distributions learned by adjunct-driven reordering grammars also show
a prevalence of monotonic rule rewritings. Comparing for instance the rewritings
for non-adjunct monotone nonterminals P12 for English-Chinese and English-
Japanese in Table 5.11, one finds that the English-Chinese grammar learns at
best to distinguish between low and high rewritings: variant 3 specialized to-
wards low rewritings to terminals and permutations involving unaligned tokens;
and variants 0, 1 and 4 towards higher rewritings. Only variant 3 rewrites prefer-
ably to an inverted permutation through its rightmost child, but it does so with
a probability of 0.077—the four next monotonic rewritings receive together 0.16
of the probabibility mass for this nonterminal variant.

The English-Japanese distributions for P12 also show variants that specialize
in low rewritings (4 and 6 on the left, 0, 1 and 3 on the right) or higher rewritings
(all except 4 and 6 on the left). Besides, the higher leftmost rewritings specialize
in monotonic rewritings (2, 3, 5 and 7) or in inverted rewritings (0 and 3). Fur-
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Table 5.11: Top-8 P12 rewritings per latent split and positional variant for English-
Chinese and English-Japanese, for the adjunct-driven grammar A8,1. Nontermi-
nals Tterm are represented by their corresponding terminal term. Latent nonter-
minal variants are indicated by upper indices. P12 rewritings are grayed out for
readability.

left right

English-Chinese
0 P 7

12 P 4
12 P 6

12 P 5
12 P 2

12 P 1
12 P 3

12 P 4
21 . P 0

12 P 1
12 P 4

12 P 7
12 the P 6

12 P 5
12

1 P 7
12 P 6

12 P 5
12 P 3

12 P 2
12 P 4

12 P 1
12 P 6

01 P 0
12 . P 7

12 P 1
12 P 4

12 P 6
12 P 5

12 P 2
12

2 P 7
12 P 3

12 P 6
01 P 6

12 P 5
12 P 2

12 and P 1
01 P 2

12 P 7
12 P 6

12 to P 5
12 P 3

12 P 4
12 and

3 the P 6
01 P 1

01 P 4
01 and P 7

12 P 3
12 P 0

01 P 5
21 P 3

12 P 2
12 P 5

12 P 6
12 P 4

21 P 4
12 P 7

12

4 P 7
12 P 6

12 P 5
12 P 3

12 P 2
12 P 4

12 P 1
12 P 6

21 P 0
12 P 7

12 P 4
12 P 1

12 P 6
12 P 2

12 P 5
12 .

5 , P 7
12 and P 6

01 the P 6
12 P 5

12 P 1
01 P 2

12 P 7
12 P 6

12 P 5
12 P 3

12 P 4
12 P 1

12 P 0
12

6 , P 7
12 P 6

12 P 3
12 P 5

12 a P 2
12 and P 7

12 P 6
12 P 2

12 P 4
12 P 3

12 P 0
12 P 5

12 P 1
12

7 , P 7
12 P 6

12 ( P 5
12 P 3

12 P 2
12 P 4

12 P 7
12 and P 6

12 P 0
12 P 4

12 P 1
12 P 5

12 P 2
12

English-Japanese
0 P 6

12 P 3
21 P 5

21 A7
12 fig P 1

21 P 2
21 P 4

12 P 3
12 P 0

12 a P 4
01 the P 5

12 P 5
21 P 1

21

1 P 6
12 P 1

12 P 2
12 P 7

12 P 3
01 P 4

12 control P 5
12 to P 7

12 circuit signal P 1
12 is P 2

12 P 5
12

2 P 2
12 P 1

12 P 6
12 P 7

12 , P 3
01 P 4

12 P 5
12 P 7

12 and P 2
12 P 5

12 P 1
12 is P 3

12 P 1
21

3 P 5
21 P 1

21 is P 3
21 P 2

21 P 0
12 P3142 P 6

12 . P 3
12 P 0

12 P 4
01 P 0

01 formed P 5
21 P 1

21

4 the P 6
01 P 6

12 P 3
01 in P 1

01 P 2
01 P 1

12 P 7
12 the P 2

12 P 1
12 P 5

12 P 4
12 P 6

12 a
5 P 6

12 P 7
12 P 1

12 P 2
12 P 5

12 P 4
12 P 3

01 P 3
21 and P 7

12 ) is P 5
12 P 3

12 P 2
12 film

6 the a P 6
01 P 3

01 P 2
01 P 6

12 P 1
01 to P 7

12 P 2
12 P 1

12 P 5
12 P 4

12 be P 6
12 P 7

21

7 P 1
12 P 2

12 P 6
12 P 5

12 P 7
12 P 4

12 ( and P 7
12 P 5

12 1 P 1
12 P 2

12 2 ) 10

thermore, the distribution for the rightmost rewritings of variant 7 shows some
lexical specialization, namely into figures.

We find similar effects in the distributions of other permutation nonterminals.
Overall, the English-Japanese grammars are able to specialize lexically and to gen-
erate inverted permutations, in contrary to the English-Chinese grammars that
remain largely undifferentiated. This is reflected by entropy values for rule rewrit-
ings, for which summary statistics are presented in Table 5.12. Entropy is lower
on average for English-Japanese than for English-Chinese. The larger standard-
deviation values for English-Japanese reflect that some nonterminal-variant dis-
tributions specialize more than others. An extreme case of specialization is given
by two variants of A12 right-child rewritings that specialize in punctuation preter-
minals, both rewriting to a comma preterminal with a probability higher than
0.96.

Rule entropy is also lower for adjunct nonterminals, as they capture specific
linguistic information. For inverted adjunct permutations for instance, as shown
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Table 5.12: Rule entropy statistics for the binary nonterminals P12, A12, P21

and A21 of the adjunct-driven grammar A8,1, averaged over latent nonterminal
variants.

en-zh en-ja
left right left right

mean σ mean σ mean σ mean σ

P12 5.07 0.52 4.83 0.92 4.70 0.83 4.57 1.43
A12 3.12 0.56 4.44 0.70 3.05 0.44 3.41 1.97
P21 4.59 0.38 4.88 0.48 4.05 0.20 4.16 0.32
A21 3.23 0.36 4.18 0.49 2.64 0.77 2.53 0.68

in Table 5.13, English-Chinese latent nonterminals specialize either in lexical
rewritings to prepositions, or to abstract rewritings, where more room is given to
inversions and complex permutations. In particular, variant 5 is the only non-
terminal (of all binary permutation types) with a top rewriting to an inversion
nonterminal (with a probability of 0.24). Lexical specialization, here too, is more
advanced for English-Japanese, where all but two variants specialize to preposi-
tional rewritings, and one lexically oriented variant (5) also captures non-generic,
temporal prepositions.

Table 5.13: Top-10 A21 left-child rewritings per latent split for English-Japanese
and English-Chinese, for the adjunct-driven grammar A8,1.

en-zh

0 P 0
12 P 3

12 P 1
21 P 6

01 of P 4
01 in P2413 P 6

12 P 0
21

1 P 3
12 P 4

01 P 0
12 P 6

12 P 2
12 P 1

12 P 4
12 P 1

21 P 3
21 P 0

21

2 P 4
01 P 3

12 P 6
01 P 1

21 P 0
12 P 2

12 P 0
21 P 6

12 P 3
21 P 0

01

3 P 0
12 of P 3

12 P 4
01 in P2413 P 6

01 P 6
12 to P 1

21

4 of P 0
12 to P 3

12 P 6
12 P 4

01 P 2
12 mr. P2413 P25314

5 P 1
21 P 3

12 P 0
21 P 6

01 P 0
12 P 4

01 P 2
12 P 6

12 P 3
21 P 7

21

6 of in for by under P 0
12 between within with on

7 of in on for between P 0
12 to among by from

en-ja

0 of in from on by between via for to at
1 of in from to on for between through by at
2 of in from as to by on with P 4

21 at
3 to by at via of through in into from on
4 P 4

12 P 2
21 P 4

21 P 6
21 P 6

01 P 0
12 P 7

21 P 6
12 P 3

21 P 0
21

5 of in by from to between after on during as
6 as P 4

12 in to P 4
21 from P 0

12 P 6
01 on P 6

12

7 of in from by to on at when between through
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5.5.3 Summary

Adjuncts are useful guides for reordering in English-Chinese and English-Japa-
nese, as they delimitate relevant linguistic contexts, allowing to reorder faster
and/or better than with latent splits only. The informational benefit of adjuncts
is however no match against the predominance of monotonic rewritings in English-
Chinese. In particular, the adjunct nonterminals that capture inversion patterns
or complex permutations stand little chance of being rewritten to. The dominance
of monotonic rewritings in English-Chinese extends to lexical specialization, which
is much less advanced than for English-Japanese.

Reordering patterns are more limited in English-Chinese than in English-
Japanese, as shown previously in Table 5.1. Oblique arguments excepted, most
inversions concern noun phrases and their modifiers. As inversion patterns are
more isolated than in English-Japanese, they are harder for the generative PCFG
model to pick up.

5.6 Conclusion
In this chapter, we have studied the contribution of adjuncts to reordering, by
using them to guide the latent PCFG reordering grammar of Stanojević and
Sima’an (2015), and applying the resulting grammars to preordering for language
pairs with varying degrees of reordering.

Adjuncts and constituents are particularly informative for English-Japanese
reordering, yielding a gain of 2.5 BLEU points over the phrase-based and fully-
latent baselines. While constituent-driven grammars yield the best results, ad-
juncts play the larger part in their performance. Complements appear to in-
clude both informative and non-informative elements; semantically-motivated ar-
guments are likely to be the missing elements, and to be as relevant as adjuncts
in reordering.

English-Chinese preordering also benefits from information from adjuncts and
constituents, but to a much lower extent than English-Japanese, and that while
oracle scores show a similar potential for preordering in both language pairs. Re-
fining linguistic splits provides some improvement for English-Chinese: adjunct-
driven grammars notably benefit from rule-local information, and constituent-
driven grammars from higher-order information, in the form of first-order depen-
dency-label emissions. While the first result points to a local effect of adjunction
on reordering, the second points to the complexity of reordering in this language
pair. While local optimization is problematic in this case, the relatively small
gains obtained with adjunct splits, combined with the local character of adjunc-
tion for reordering, also suggest that adjuncts only play a minor role in reordering
for this language pair.



557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult
Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021 PDF page: 113PDF page: 113PDF page: 113PDF page: 113

Chapter 6

Conclusion

6.1 Summary

The objective of this dissertation was to investigate adjunction as a source of
linguistic information for hierarchical phrase-based translation. We took syn-
tactic modification as the main type of adjunction, similarly to applications of
STAG (Shieber and Schabes, 1990) in Syntax-Based SMT (DeNeefe and Knight,
2009; Liu et al., 2011). Unlike STAG however, we did not consider adjunction
as a formal operation, but considered the operands of adjunction—adjuncts, or
syntactic modifiers—as strings. Like STAG, we hypothesized that adjunction has
a semantic basis and that it operates synchronously in translation. We further
hypothesized that adjunction through syntactic modification explains most of re-
cursion in translation data, and tested this hypothesis in hierarchical phrase-based
translation modelling, whereby we also exploited adjunct optionality. Similarly,
we hypothesized that adjuncts explain most of reordering in translation data, and
tested this hypothesis in a latent reordering grammar for translation preordering.

Synchronous Adjunction in translation data
In Chapter 3, we evaluated the degree to which adjuncts translate as adjuncts in
translation data. To factor the effect of word alignments and parse-based adjunct-
labelling heuristics on synchronous adjunction, we performed measures both in a
corpus study with manually annotated and aligned adjuncts, and in experimen-
tal conditions. For the corpus study, we contrasted adjuncts to arguments to
assess whether arguments entering in the adjunct/argument distinction behaved
differently in translation. We found that adjuncts and arguments engage to a sim-
ilar degree in synchronous alignments, and that adjuncts only differ by a higher
flexibility in aligning in different syntactic contexts. We further found that the
distinction between adjuncts and arguments does not have to be fine-grained for
translation in experimental conditions, as synchronously aligned parsed modifiers
also include annotated arguments. For experimental measures of adjunct align-
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ment, we contrasted parsed adjuncts to complements. We found that synchronous
adjunction is more sensitive to data than synchronous complementization, espe-
cially in the short to medium range. We conclude from this that synchronous
adjunction is indicative of translation compositionality, and synchronous comple-
mentization primarily of syntactic similarity. All in all, we conclude that adjuncts
and arguments are equally synchronous in translation, only parse modifier labels
are more likely to correspond to synchronous adjuncts and (oblique) arguments,
while non-modifier labels regroup both synchronous arguments (like subjects or
objects), and non-synchronous arguments reflecting syntactic idiocracies.

Adjunction in Hierarchical Phrase-Based SMT
In Chapter 4, we assumed that adjuncts play a central role in recursion for trans-
lation, and extended Hiero (Chiang, 2005) by relaxing span-length constraints
around adjuncts. We found that adjuncts are useful for driving recursion in hier-
archical phrase-based models, as adjunct-crossing constraints not only allow for
useful long-range rules, but also effectively filter short-range rules. Comparing ad-
juncts to complements and constituents showed however that constituents tend to
be the better guide for synchronous recursion. This is consistent with the results
of Chapter 3, where we saw that a quarter of complements in French-English
correspond to synchronously-aligned arguments. We also leveraged on adjunct
optionality to extend the grammar by excising adjuncts at rule extraction, ob-
taining promising results for English-Japanese. An interesting extension would
consist in adding abstract adjunction rules to the model, thereby targetting the
selection properties of adjunction more than optionality only, and implementing
adjunction as a formal operation in Hierarchical Phrase-Based SMT.

Adjunction in reordering
In Chapter 5, we hypothesized that adjuncts collectively explain most of reorder-
ing in translation, and tested this hypothesis by utilizing adjuncts as a source of in-
formation in the latent reordering grammar of Stanojević and Sima’an (2015). We
found that adjuncts explain most of reordering in English-Japanese constituent-
based reordering, while constituents are more informative on the whole. This is
consistent again with the results of Chapter 3 and Chapter 4. It would be inter-
esting in this respect to regroup adjuncts and semantically motivated arguments.
Through dependency-based refinements, we further showed that adjuncts play a
local role in reordering. The modest improvements obtained for English-Chinese
suggest that adjuncts play a minor role in reordering in that language pair.

6.2 Future work

Neural MT (Sutskever et al., 2014; Bahdanau et al., 2015; Vaswani et al., 2017)
solves some of the worst defaults of SMT. The first is the dependence on (Viterbi)
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word alignments, that binds SMT models to a strict, word-level interpretation
of translation equivalence. All SMT models consequently have had to account,
somehow, for unaligned words. The second is the direct reliance on surface forms.
In NMT, continuous vector-space representation of words allows for a natural han-
dling of synonymy and morphology, while translation structures are and remain
deep, with a more natural realisation of agreement as a result.

Interest for syntax and linguistic enrichment is undiminished in NMT. Nu-
merous approaches have been proposed to use syntax to guide encoder represen-
tations (Sennrich and Haddow, 2016; Bastings et al., 2017; Chen et al., 2017;
Li et al., 2017; Currey and Heafield, 2019; Bugliarello and Okazaki, 2020), or
decoding (Eriguchi et al., 2017; Saunders et al., 2018). Handling long-distance
dependencies notably remains hard for NMT models. Xu et al. (2020) show that
phrasal representations improve long-distance subject-verb agreement for Ger-
man in transformer models, while improving translation for English-French and
English-German in general. We have shown in this work that adjuncts—and
likely semantically motivated arguments—are informative in this respect.

Reordering is also still of interest for NMT. While attention has been seen as
soft word alignment, Cohn et al. (2016), Alkhouli and Ney (2017) and Zhang et al.
(2017) all have proposed to use word alignments to bias attention. As adjuncts
inform reordering locally, they may also provide an interesting linguistic bias for
attention-based NMT.
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Samenvatting

Hiëriarchische frase-gebaseerde statistische vertalingsmodellen zijn composition-
eel doordat ze steunen op formele, Synchrone Context-Vrije Grammatica. Er is
echter geen garantie dat de geproduceerde vertalingen zelf compositioneel zijn.
Linguïstische verrijkingsmetoden gebruiken vaak syntactische aanwijzingen om
meer controle te bieden op doelherschrijvingen of om vertaalregels op hun bronz-
ijde te selecteren, maar deze aanwijzingen beschrijven alleen een kant van de
vertaaldata, en hebben op hun beurt weinig met compositionele vertalingsequiv-
alentie te maken.

Hiërarchische frase-gebaseerde vertalingsmodellen steunen daarnaast op asyn-
tactische, gelexicaliseerde regels. Dit bevordert het modelleren van idiomatische
uitdrukkingen en complexe woordherschikkingen, maar leidt ook tot zeer grote
vertaal grammatica’s. Om dit te vermijden wordt de spanwijdte van frasen nor-
maal beperkt, met de veronderstelling dat de meeste bruikbare vertalingsequiv-
alenties lokaal zijn te vangen. De expressiviteit van hiërarchische modellen wordt
hiermee natuurlijk ook beperkt, zodat het structureren van de herordeningsruimte
een open vraag blijft voor deze modellen en statistiche machinevertaling (SMT)
in het algemeen.

Dit proefschrift neemt adjunctie als bron van linguïstiche informatie voor
hiërarchische frase-gebaseerde modellen. Adjunctie wordt gezien als sturend voor
recursie in Tree-Adjoining Grammar (Joshi et al., 1975; Joshi and Schabes, 1997),
waar het ingezet is om linguïstische fenomenen zoals wh-fronting te beschrijven en
om syntactische modificering te abstraheren. Synchrone Tree-Adjoining Gram-
mar stelt voor adjunctie simultaan toe te passen, en zo als drijvende kracht te zien
voor recursie in vertaling. Terwijl synchrone adjunctie toepassing heeft gevonden
in syntax-gebaseerde statistische machinevertaling, is het nooit benut geweest
in hiërarchische frase-gebaseerde SMT, mogelijk door de schijnbare tegenstelling
tussen het formele karakter van adjunctie en de asyntactische natuur van frase-
gebaseerde modellen.

Dit proefschrift beschouwt adjuncten, de constituënten die betrokken zijn bij
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122 Samenvatting

adjunctie (syntactische modificeerders in het algemeen), and hun role in com-
positionele, frase-gebaseerde machinevertaling. Dit proefschrift contribuëert het
volgende:

• een studie van adjunctequivalentie in frans-engels machinevertalingsdata,
om te toetsen in hoeverre adjunctie synchroon verloopt in vertaaldata.
Deze studie betracht referentiemetingen en empirische metingen van syn-
chrone adjunctie in verhouding te brengen om het effect van automatische
woord-alignments en parse-gebaseerde adjunct-identificeringsregels in kaart
te brengen.

• een extensie van Hiero (Chiang, 2005), waar adjuncten ingezet worden om
spanwijdte beperkingen te ontspannen, en adjunctoptionaliteit om het ver-
taalgrammatica te verrijken door het abstraheren van adjuncten.

• een extensie van de latente herordening PCFG grammatica van Stanoje-
vić and Sima’an (2015), waar adjuncten ingezet worden als linguïstische
informatiebron voor herordening.

Onze corpusstudie bevestigt dat adjunctie tot hoge mate synchroon verloopt
in vertaaldata. En terwijl deze studie alleen frans-engels data betreft, laat het ook
zien dat synchrone adjunctie niet alleen berust of syntactische gelijkenis, maar dat
het ook een semantische basis heeft en dat het zich tot vertaalcompositionaliteit
verhoudt.

De voorgestelde extensie van Hiero laat zien dat adjuncten niet alleen nuttig
zijn voor het sturen van recursie in hiërarchische frase-gebaseerde modellen door
het gewin van langbereik vertaalregels, maar dat adjunctoverschrijdingsbeperkin-
gen ook kortbereik regels effectief filteren. Experimenten met adjunct option-
aliteit geven ook veelbelovende resultaten voor engels-japans, en laten zien dat
het toepassen van adjunctie niet voorbehouden is aan syntax-gebaseerde SMT.
Verdere analyse laat echter zien dat wat regelwinningbeperkingen betreft, con-
stituentie in het algemeen een betere informatiebron vormt dan adjunctie.

Bij het inzetten van adjuncten in herordeningsmodellen ziet men weer dat
adjuncten nuttig zijn, maar dat constituentie in het algemeen een betere infor-
matiebron vormt. Wel ziet men dat adjuncten het grootste deel van herordening
in engels-japans verklaren.

In het algemeen laat dit proefschrift zien dat adjunctie niet voorbehouden
is aan syntax-gebaseerde vertalingsmodellen, omdat adjuncteigenschappen zoals
optionaliteit even goed in asyntactische modellen ingezet kunnen worden. Het
maakt tegelijkertijd ook een beroep op meer vertrouwen in linguïstische hoofdbe-
ginselen van recursie, om te beginnen met constituentie.
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Abstract

Hierarchical Phrase-Based SMT models are compositional by reliance on a formal,
Synchronous Context-Free Grammar. There is however no guarantee that target-
side translations are compositional. Linguistic enrichment methods often exploit
syntactic cues for better target rewritings or source-side rule selection, but these
cues generally describe one side of the data, and have in turn little bearing on
compositional translation equivalence.

Besides, while reliance on lexicalized rules allows for modelling complex re-
orderings, unconstrained extraction of these rules potentially leads to very large
grammars. This risk is normally circumvented by applying span-length con-
straints, under the assumption that short-range rules capture the most useful
translation relations. These constraints naturally limit the expressiveness of hier-
archical phrase-based models in the long range. Structuring the reordering space
remains an open problem for these models and for SMT in general.

This dissertation takes adjunction as a source of linguistic information for
hierarchical phrase-based models. Adjunction is regarded as the main driver
of recursion in Tree-Adjoining Grammar (Joshi et al., 1975; Joshi and Schabes,
1997), allowing to explain linguistic phenomena like wh-fronting without resorting
to transformations and, generally, to abstract syntactic modification away. Syn-
chronous Tree-Adjoining Grammar proposes to view adjunction as applying syn-
chronously, thus driving recursion in translation. While synchronous adjunction
has been applied in Syntax-Based SMT, it has been left unexploited in Hierarchi-
cal Phrase-based SMT, possibly because of the apparent contradiction between
the formal character of adjunction and the asyntactic nature of phrase-based
models.

This dissertation considers the constituents involved in adjunction—adjuncts,
in the broad sense of syntactic modifiers—and investigates which part they play
in compositional, phrase-based translation. This dissertation makes the following
contributions:

• a corpus study of adjunct alignment in French-English data, to assess the de-
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gree to which adjunction is synchronous in translation data. This study fur-
ther relates gold measures of synchronous adjunction to empirical measures
based on word alignments and parse-based adjunct-identification heuristics.

• an extension to Hiero (Chiang, 2005), where adjuncts are utilized to guide
extraction, by fully relaxing span constraints around adjuncts. We further
exploit adjunct optionality by factoring out adjuncts at rule extraction.

• an extension to the latent reordering PCFG grammar of Stanojević and
Sima’an (2015) for translation preordering, where adjuncts are utilized to
inform reordering.

Our corpus study confirms that adjuncts are synchronous to a high degree in
translation data, at least for English-French. We show that synchronous adjunc-
tion is not solely indebted to syntactic similarity however, but also has a semantic
basis and reflects translation compositionality.

The proposed extension to Hiero shows that adjuncts are useful for driv-
ing recursion in hierarchical phrase-based models, as adjunct-crossing constraints
not only allow for useful long-range rules, but also effectively filter short-range
rules. Experiments with adjunct optionality further provide promising results
for English-Japanese, showing that adjunction can be applied outside of Syntax-
Based SMT. Comparing adjuncts and constituents for extraction constraints re-
veals however that constituency tends to be the better guide.

Our reordering modelling experiments confirm this result, showing notably for
English-Japanese that adjuncts explain most, but not all translation reordering
when compared to constituents.

On the whole, this dissertation shows that adjunction need not be confined
to syntax-based models of translation, as properties of adjunction like optionality
can be exploited in asyntactic models as well. But it also calls for a more ex-
tensive reliance of data-based translation models on core linguistic principles of
recursion—starting with constituency.



557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult
Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021 PDF page: 137PDF page: 137PDF page: 137PDF page: 137

Titles in the ILLC Dissertation Series:

ILLC DS-2016-01: Ivano A. Ciardelli
Questions in Logic

ILLC DS-2016-02: Zoé Christoff
Dynamic Logics of Networks: Information Flow and the Spread of Opinion

ILLC DS-2016-03: Fleur Leonie Bouwer
What do we need to hear a beat? The influence of attention, musical abilities,
and accents on the perception of metrical rhythm

ILLC DS-2016-04: Johannes Marti
Interpreting Linguistic Behavior with Possible World Models

ILLC DS-2016-05: Phong Lê
Learning Vector Representations for Sentences - The Recursive Deep Learning
Approach

ILLC DS-2016-06: Gideon Maillette de Buy Wenniger
Aligning the Foundations of Hierarchical Statistical Machine Translation

ILLC DS-2016-07: Andreas van Cranenburgh
Rich Statistical Parsing and Literary Language

ILLC DS-2016-08: Florian Speelman
Position-based Quantum Cryptography and Catalytic Computation

ILLC DS-2016-09: Teresa Piovesan
Quantum entanglement: insights via graph parameters and conic optimization

ILLC DS-2016-10: Paula Henk
Nonstandard Provability for Peano Arithmetic. A Modal Perspective

ILLC DS-2017-01: Paolo Galeazzi
Play Without Regret

ILLC DS-2017-02: Riccardo Pinosio
The Logic of Kant’s Temporal Continuum

ILLC DS-2017-03: Matthijs Westera
Exhaustivity and intonation: a unified theory

ILLC DS-2017-04: Giovanni Cinà
Categories for the working modal logician

ILLC DS-2017-05: Shane Noah Steinert-Threlkeld
Communication and Computation: New Questions About Compositionality



557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult
Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021 PDF page: 138PDF page: 138PDF page: 138PDF page: 138

ILLC DS-2017-06: Peter Hawke
The Problem of Epistemic Relevance

ILLC DS-2017-07: Aybüke Özgün
Evidence in Epistemic Logic: A Topological Perspective

ILLC DS-2017-08: Raquel Garrido Alhama
Computational Modelling of Artificial Language Learning: Retention, Recog-
nition & Recurrence

ILLC DS-2017-09: Miloš Stanojević
Permutation Forests for Modeling Word Order in Machine Translation

ILLC DS-2018-01: Berit Janssen
Retained or Lost in Transmission? Analyzing and Predicting Stability in
Dutch Folk Songs

ILLC DS-2018-02: Hugo Huurdeman
Supporting the Complex Dynamics of the Information Seeking Process

ILLC DS-2018-03: Corina Koolen
Reading beyond the female: The relationship between perception of author
gender and literary quality

ILLC DS-2018-04: Jelle Bruineberg
Anticipating Affordances: Intentionality in self-organizing brain-body-environment
systems

ILLC DS-2018-05: Joachim Daiber
Typologically Robust Statistical Machine Translation: Understanding and Ex-
ploiting Differences and Similarities Between Languages in Machine Transla-
tion

ILLC DS-2018-06: Thomas Brochhagen
Signaling under Uncertainty

ILLC DS-2018-07: Julian Schlöder
Assertion and Rejection

ILLC DS-2018-08: Srinivasan Arunachalam
Quantum Algorithms and Learning Theory

ILLC DS-2018-09: Hugo de Holanda Cunha Nobrega
Games for functions: Baire classes, Weihrauch degrees, transfinite computa-
tions, and ranks



557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult
Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021 PDF page: 139PDF page: 139PDF page: 139PDF page: 139

ILLC DS-2018-10: Chenwei Shi
Reason to Believe

ILLC DS-2018-11: Malvin Gattinger
New Directions in Model Checking Dynamic Epistemic Logic

ILLC DS-2018-12: Julia Ilin
Filtration Revisited: Lattices of Stable Non-Classical Logics

ILLC DS-2018-13: Jeroen Zuiddam
Algebraic complexity, asymptotic spectra and entanglement polytopes

ILLC DS-2019-01: Carlos Vaquero
What Makes A Performer Unique? Idiosyncrasies and commonalities in ex-
pressive music performance

ILLC DS-2019-02: Jort Bergfeld
Quantum logics for expressing and proving the correctness of quantum pro-
grams

ILLC DS-2019-03: András Gilyén
Quantum Singular Value Transformation & Its Algorithmic Applications

ILLC DS-2019-04: Lorenzo Galeotti
The theory of the generalised real numbers and other topics in logic

ILLC DS-2019-05: Nadine Theiler
Taking a unified perspective: Resolutions and highlighting in the semantics of
attitudes and particles

ILLC DS-2019-06: Peter T.S. van der Gulik
Considerations in Evolutionary Biochemistry

ILLC DS-2019-07: Frederik Möllerström Lauridsen
Cuts and Completions: Algebraic aspects of structural proof theory

ILLC DS-2020-01: Mostafa Dehghani
Learning with Imperfect Supervision for Language Understanding

ILLC DS-2020-02: Koen Groenland
Quantum protocols for few-qubit devices

ILLC DS-2020-03: Jouke Witteveen
Parameterized Analysis of Complexity

ILLC DS-2020-04: Joran van Apeldoorn
A Quantum View on Convex Optimization



557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult557595-L-bw-Arnoult
Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021Processed on: 12-3-2021 PDF page: 140PDF page: 140PDF page: 140PDF page: 140

ILLC DS-2020-05: Tom Bannink
Quantum and stochastic processes

ILLC DS-2020-06: Dieuwke Hupkes
Hierarchy and interpretability in neural models of language processing

ILLC DS-2020-07: Ana Lucia Vargas Sandoval
On the Path to the Truth: Logical & Computational Aspects of Learning

ILLC DS-2020-08: Philip Schulz
Latent Variable Models for Machine Translation and How to Learn Them

ILLC DS-2020-09: Jasmijn Bastings
A Tale of Two Sequences: Interpretable and Linguistically-Informed Deep
Learning for Natural Language Processing

ILLC DS-2020-10: Arnold Kochari
Perceiving and communicating magnitudes: Behavioral and electrophysiologi-
cal studies

ILLC DS-2020-11: Marco Del Tredici
Linguistic Variation in Online Communities: A Computational Perspective

ILLC DS-2020-12: Bastiaan van der Weij
Experienced listeners: Modeling the influence of long-term musical exposure
on rhythm perception

ILLC DS-2020-13: Thom van Gessel
Questions in Context

ILLC DS-2020-14: Gianluca Grilletti
Questions & Quantification: A study of first order inquisitive logic

ILLC DS-2020-15: Tom Schoonen
Tales of Similarity and Imagination. A modest epistemology of possibility

ILLC DS-2020-16: Ilaria Canavotto
Where Responsibility Takes You: Logics of Agency, Counterfactuals and Norms





Adjunction in 

Hierarchical 

Phrase-Based 

Translation

Sophie ArnoultInstitute For Logic, Language and Computation

S
o

p
h

ie
 A

rn
o

u
lt

A
d

ju
n

c
tio

n
 in

 H
ie

ra
rc

h
ic

a
l P

h
ra

s
e

-B
a

s
e

d
 T

ra
n

s
la

tio
n

I am pleased to invite 

you to the defense 

of my dissertation

Adjunction in 

Hierarchical 

Phrase-Based 

Translation

on

April 13, 2021

15:00

at

Agnietenkapel

Oudezijds Voorburgwal 231

Amsterdam

Sophie Arnoult

Paranymphs

Jasmijn Bastings

Gideon Maillette

de Buy Wenniger


