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Summary

In this thesis, Recurrent Motion in Vision, we explore the concept of

recurrent motion patterns in video. The thesis, consisting of two parts,

begins with a study on the origin of periodic motion which results in

its categorization into fundamental cases. The two chapters that follow

introduce novel solutions for estimating repetition in real-world videos

by means of counting. In Part II we investigate recurrent motion in phys-

ical scenes for learning intrinsic object properties. Our contributions are:

Part I. Recurrent Motion in Vision

• In Chapter  (Runia et al., ), starting from the 3D flow field

induced by a moving object, we categorize fundamental cases of

intrinsic periodic motion through a decomposition of the motion.

For the 2D perception of 3D periodicity as appearing in video, two

viewpoint extremes are considered. What follows is the categoriza-

tion of 18 fundamental cases of recurrent perception derived from

the differential operators acting on the flow field.

• In Chapter  (Runia et al., ), we propose a novel method for

repetition estimation in video that uses flow-based representa-

tions grounded in our theory. To handle cases of non-stationary

repetition, we adopt the continuous wavelet transform to extract

time-varying frequency information from video. For our experi-

ments, we introduce a new video dataset for evaluating repetition

counting under realistic circumstances.

• In Chapter  (Runia et al., ), we introduce an improved

method for repetition estimation. The method focuses on spa-

tial localization of repetitive motion directly from temporal fil-

ter responses. Furthermore, we introduce a solution to handle

dynamic viewpoint changes by combining multiple flow-based

representations.

Part II. Recurrent Physical Dynamics

• In Chapter  (Runia et al., a), we propose an approach for

measuring real-world physical properties. Our efforts concentrate
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on the recurrent motion of cloth in the wind. The proposedmethod

takes the form of an iterative refinement procedure with simula-

tion at its core. We adopt contrastive learning and introduce a

novel spectral decomposition layer to encode the cloth’s character-

istics. To quantitatively evaluate our approach, we have collected

real-world data by gauging the wind speed and recording flags.

• In Chapter , we consider the problem of inferring intrinsic object

properties (e.g. mass and restitution coefficients) and learning

implicit models of physical systems (e.g. springs and collision

models). We adopt graph networks and, once more, use contrastive

learning to learn physical relationships without direct supervision.

Through post-training model dissection, we find evidence that our

models have learned physical object properties and an implicit

model of physical dynamics.
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Chapter 

Introduction

. Computer Vision

The question what does it mean to see? has intrigued thinkers through-

out humanity. David Marr (Marr, ) maintains that vision is first

and foremost an information-processing task primarily concerned with

localization and representation of objects. Accepting this notion has a

fascinating consequence. If our vision system is merely an information-

processing task, then we could reverse engineer and implement it using

computer hardware given sufficient computing and memory resources.

This is one of the central theses in computer vision.

MIT’s famous summer vision internship project was a vigorous at-

tempt to “construct a significant part of a visual system” (Papert, ).

While this proved to be harder than a summer internship, a remarkable

process in solving a plethora of vision tasks has been made since that

summer fifty-four years ago. With this intriguing question as guidance,

early work in computer vision was primarily concerned with edge detec-

tion (Canny, ; Otsu, ), corner detection (Shi and Tomasi, ),

shape representation, (Marr and Nishihara, ), motion and optical

flow (Lucas and Kanade, ; Horn and Schunck, ) and multi-scale

image analysis (Burt and Adelson, ; Koenderink, ). Many of

these pioneering works remain to serve as the foundation of present-day

computer vision. But many things have changed in the past decade.

Since the groundbreaking work of Krizhevsky et al.,  on large-

scale training of convolutional neural networks (Fukushima, ; Le-

Cun et al., ), computer vision and machine learning have become

increasingly intertwined. Deep learning (LeCun et al., ) has rev-

olutionized machine vision by remarkable breakthroughs in the areas

of image classification (He et al., ), object localization (Ren et al.,

), video action classification (Simonyan and Zisserman, ), im-
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age synthesis (Brock et al., ) and unsupervised learning (Chen et al.,

). The shared commonality between these methods is their use of

high-capacity convolutional neural networks that are optimized for a

particular task by learning from carefully curated visual datasets.

Despite the fast progress in modern computer vision, encoding and

leveragingmotion in video remains difficult for video understanding. On

the benchmark task of action classification in video, encoding the image

appearance is significantly more important than encoding motion infor-

mation (Tran et al., ; Feichtenhofer et al., ). However, improving

our ability to encode motion information is important in settings with-

out access to color pixels such as time-of-flight cameras. Motion can also

play an important role in various vision tasks such as depth estimation,

spatiotemporal attention, scene navigation and structure-from-motion.

In this thesis, we contribute to the understanding of motion in video.

We will do so by focusing on the subset of recurrent motion in video.

. Recurrent Motion

Recurrent motion is ubiquitous in the visual world around us (Fig-

ure .). In a typical mundane scene such as having breakfast, visual

rhythm can be perceived as the stirring in our coffee, the cutting of

oranges, spreading marmalade on toast and the chewing motion of

our jaws. Once acquainted with the awareness of recurrent motion, its

abundance in the visual world becomes evident. It appears in a wide

array of human activities such as sports, music-making and cooking. In

natural scenes, we confront it as leaves in the wind, waves in the sea

or the drumming of a woodpecker. Furthermore, encounters of visual

repetition in urban environments are everywhere, whether flashing

lights, cars on a highway, spinning of wind turbines or the waving of a

pedestrian.

Given the ubiquity of recurrent motion in the visual world, it is

worthwhile to understand its origin and how it is perceived by our

visual system. There is substantial evidence that the human vision

system leverages repetitive motion as one of its strongest visual cues

for recognizing actions, warning for danger and guiding our attention

(Repp and Penel, ; Sejdić et al., ; H. Li et al., ; Brandon

and Saffran, ). Its cognitive importance is furthermore underlined

by the early development of infants’ ability to recognize visual rhythm.

 Introduction



Figure .. Recurrent motion is pervasive in the visual world around us. We
perceive it as human movement, the bouncing of a ball, the curling of a flag
in the wind, and as rolling waves in the sea. In this thesis, we will explore the
origins, appearance and practical value of recurrent motion in vision.

Specifically, it was shown that -month old infants are not capable to

distinguish between stationary visual rhythms, whereas they are able

to discriminate visual rhythm appearing as repetitive motion (Brandon

and Saffran, ).

Our strong ability to process recurrent motion has given rise nu-

merous applications in everyday scenes. The beacon lights mounted

upon emergency vehicles provide an important signal for visual warn-

ing (Bisley, ). Movie directors have used temporal modulation in

the form of blinking lights as a powerful tool for capturing our attention

and intensifier of dramatic effects (Truong and Venkatesh, ). And,

strongly periodic recurrent motion such as a metronome can be utilized

for measuring time and temporal synchronization (Hove et al., ).

.. Recurrent Motion 



One of the primary characteristics of recurrent motion is its intrinsic

time-scale. At one end of the human-observable temporal spectrum, we

can find the high-frequency vibrating of a string, while on the opposite

end of the spectrum we can recognize day-night cycles or even the

annual change of seasons. Different time-scales may serve a distinct

cognitive purpose, for example flashing lights are important for spatial

visual attention while the recurring daily sunrise yields a strong sense of

time. Understanding these distinct uses and understanding the temporal

resolution and cognitive selectiveness to recurrent stimuli is important

for utilizing its effectiveness in real-world scenes such as an early visual

warning while driving at high-speed on a motorway.

Apart from cognitive importance and academic curiosity, understand-

ing the origins of recurrent motion in vision and our ability to detect,

localize and count it has numerous important applications. In computer

vision, the presence of recurrent motion has been leveraged to infer 3D

structure (Belongie andWills, ), estimate depth (Huang et al., ),

classify human actions (Lu and Ferrier, ), categorize sports video

(Johansson, ), calibrate cameras (Huang et al., ) and to find

duplicate video content (Covell et al., ). These examples underscore

the value of recurrent motion in real-world problems and, therefore,

serve as the primary motivation for our study on the origin, appearance

and value of recurrent motion in vision.

Due to its importance for visual understanding, estimating recurrent

motion from video has received increasing attention in recent years. To

handle a wide spectrum of temporal scales, early work predominantly

relied on signal processing methods such as Fourier transforms (Polana

and Nelson, ), time-series autocorrelation (Cutler and Davis, )

or tunable time-frequency filters (Burghouts and Geusebroek, ).

More recently, learning-based methods utilizing convolutional neural

networks for learning spatial representations with temporal sampling

approaches have become the better-performing approaches onmore chal-

lenging real-world datasets containing a high-variety of visual scenes

(Levy and Wolf, ; Dwibedi et al., ; H. Zhang et al., ; Kar-

vounas et al., ). Throughout this thesis, we consider more traditional

signal processing as well as deep learning and hybrid methods for esti-

mating recurrent motion in video.

 Introduction



. Research Questions

This thesis takes a broad view of the concept of recurrent motion in

video. Our story is structured in two parts: Part I explores the origin,

appearance and counting of recurrent motion in video. Part II focuses

on the manifestation and value of recurrent motion in physical environ-

ments. We proceed by formulating our research questions that will serve

as guidance throughout the thesis.

Part I. Recurrent Motion in Vision

Motivated by our practical desire to estimate repetitions in real-world

video, our first question focuses on delivering a comprehensive catego-

rization of 3D periodic motion as it exists in our visual world. We are

also interested in the appearance of the recurrent motion on the image

plane as captured on video. This brings us to our first research question:

Research Question 1: What periodic motion types exist for

objects moving in 3D space and what are their appearance types

on the 2D image plane?

In Chapter  (Runia et al., ), we propose a new categorization of

periodic motion in video as induced by an object moving through 3D

space. To understand the origin and appearance of visual repetition we

rethink the theory of periodic motion inspired by existing work. We

follow a differential approach by starting from the divergence, gradient

and curl components of the 3D flow field. From the decomposition of

the motion field and its temporal dynamics, we derive three motion

types and three motion continuities to arrive at 3 × 3 fundamental

cases of intrinsic periodicity in 3D. For the 2D perception of 3D intrinsic

periodicity, the observer’s viewpoint can be somewhere in the continuous

range between two viewpoint extremes. This insight leads us to 18

fundamental cases for the 2D perception of 3D intrinsic periodic motion.

We further underscore the existence of non-stationary and non-static

periodic motion in video. Non-stationarity refers to weakly-periodic

motion such as the pedal motion of an accelerating cyclist. The non-

static appearance of recurrent motion refers to a change in the perceived

.. Research Questions 



motion field, for example by viewpoint change or a gradual change in

observed motion.

After the theory-focused exploration on the origin and appearance

of recurrent motion, we shift our attention to estimating repetition in

video. This leads us to our second research question:

Research Question 2: How can we detect, localize and count

repetitive motion in arbitrary realistic video?

We attempt to answer this broad question by proposing two methods

for repetition estimation in Chapter  (Runia et al., ) and Chapter 

(Runia et al., ). Specifically, we focus on the problem of counting

repetition in video. Existing work shows good results under the assump-

tion of static and stationary periodicity. However, as realistic video is

rarely perfectly static and stationary, the often preferred Fourier-based

measurements is inapt. Instead, both our methods adopt the continuous

wavelet transform to better handle non-static and non-stationary video

dynamics. In practice, to deal with the variety of repetitive appearances,

our theory implies measuring time-varying flow and its differentials

(divergence, gradient and curl) over segmented foreground motion. To

handle the non-static appearance of recurrent motion, our initial method

(Chapter ) relies on an existing method for foreground motion segmen-

tation. In Chapter , we concentrate on the spatial localization aspect

of repetitive motion by segmenting each video frame from the wavelet

spectrum directly. This eliminates the need for a decoupled localization

method and even improves counting performance. For experiments

in both chapters, we introduce a new dataset, better-reflecting reality

by including non-static and non-stationary videos. Our video dataset

contains a wide variety of commonplace scenes such as playing ten-

nis, performing push-ups, human activities and natural scenes. On the

task of counting repetitions, our methods compare favorably to recent

learning-based approaches.

Part II. Recurrent Physical Dynamics

In the second part of this thesis, we transition to the study of recurrent

motion in physical environments. This is motivated by our hypothesis that

visual recurrence appears in a broad range of physical phenomena and

 Introduction



can be utilized for learning from visual observations. The exploration

starts with our third research question:

Research Question 3: Can we use recurrent motion in video for

real-world physical measurements?

In Chapter  (Runia et al., a), we explore the possibility of measur-

ing real-world physical quantities from a video of cloth in the wind. Our

main contribution is a method for measuring latent physical properties

from the recurrent motion of cloth in the wind. As obtaining real-world

measurement data and corresponding visual observations can be diffi-

cult or expensive, our method uses physics simulations during training.

Our algorithmic solution is an iterative refinement procedure with sim-

ulation at its core. Training takes the form of contrastive learning on a

dataset of simulated cloth video clips. During inference, we measure

real-world physical parameters by gradually refining simulation param-

eters to increase physical similarity with its real-world observation. The

physical correspondence is measured using an embedding function that

maps physically similar examples to nearby points. We consider a case

study of cloth in the wind, with curling flags as our leading example; a

seemingly simple phenomenon but physically highly involved. Based on

the physics of cloth and its visual manifestation, we propose a particular

instantiation of the embedding function. For this mapping, modeled

as a deep network, we introduce a new spectral decomposition layer that

decomposes a video volume into its temporal spectral power and corre-

sponding frequencies. Our experiments demonstrate that the proposed

method compares favorably to prior work on the task of measuring cloth

material properties and external wind force from a real-world video.

The fourth and final research question recognizes a more abstract

notion of recurrent motion. Given the repeated visual observation of a

particular physical interaction, can we learn to infer physical properties

or relationships? We formalize this in the following research question:

Research Question 4: What do recurrent object interactions

reveal about physical object properties and dynamics?
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Chapter  (Runia et al., b) explores this question by focusing on

simple object-centric physics environments for which we can conve-

niently generate novel episodes. Specifically, we consider the problem of

inferring intrinsic object properties (e.g. mass and coefficients of resti-

tution) and learning implicit models of physical systems (e.g. springs

and collision models). Unlike existing work, our emphasis is on learning

these aspects from repeated visual observations only, rather than having

access to the underlying physical state of the environment. Crucially, this

requires the decomposition of a visual observation into individual object

representations. Our solution uses three models that operate in tan-

dem. The visual encoder disentangles the observations into an abstract

factorized state representation. Based on a sequence of abstract object

states, the property predictor, implemented as graph network, encodes

physically relevant object properties. Finally, the dynamics predictor,

another graph network, is conditioned on the object properties and the

current observation to predict the system’s future state. Without having

access to true object states, and to avoid placing a loss in pixel space,

we employ contrastive learning to jointly train the three networks on

three new physics simulation datasets. Through post-training model

dissection using correlation analysis, we find evidence that our models

have learned both physical object properties and an implicit model of

physical dynamics.
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We proceed with the main body of work in which we focus on the

research questions through their dedicated chapters. Chapter  revisits

the research questions by individually answering them, addressing the

limitations of our propositions and suggesting future research.









part i

Recurrent Motion in Vision

“Judge a man by his questions rather than by his answers.”

— Voltaire





Part  of this thesis explores the concept of visual repetition in

video. The first chapter introduces new theory on the categorization

of visual periodicity as it would appear in video. Building upon the

theoretical groundwork, in Chapter  and Chapter  we present two

methods for estimating repetition in real-world videos. In particular, we

will focus on the task of counting repetitions as its evaluation remains

meaningful in the absence of strongly periodic motion.
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Chapter 

Visual Periodicity

. Introduction

Visual repetitive motion is common in our everyday experience as it

appears in sports, music-making, cooking and other daily activities. In

natural scenes, it appears as leaves in the wind, waves in the sea or the

drumming of a woodpecker, whereas our encounters of visual repetition

in urban environments include blinking lights, the spinning of wind

turbines or a waving pedestrian. In this chapter, we reconsider the theory

of periodic motion starting from a differential analysis of the flow field.

Understanding the categorization of repetitive motion and improv-

ing our ability to estimate repetition in realistic video is important in

numerous aspects. In computer vision, periodic motion has proven to be

useful for action classification (Goldenberg et al., ; Lu and Ferrier,

), action localization (Laptev et al., ; Sarel and Irani, ), hu-

man motion analysis (Albu et al., ; Ran et al., ), structure from

motion (Belongie and Wills, ; X. Li et al., ), animal behavior

study (Davis et al., ) and camera calibration (Huang et al., ).

From a biological perspective, repetition is fascinating as the human

visual system relies on rhythm and periodicity to approximate velocity,

estimate progress and to trigger attention (Johansson, ).

In this chapter, to understand the origin and appearance of visual

repetition we rethink the theory of periodic motion inspired by existing

work of Pogalin et al.,  andDavis et al., . We follow a differential

geometric approach, starting from the divergence, gradient and curl

components of the 3D flow field. From the decomposition of the motion

This chapter is based on our IJCV  (Runia et al., ) and CVPR 
(Runia et al., ) publications.
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Figure .. There is great diversity in appearance of repetitive motion. We
decompose the motion field into its fundamental components. Here we visualize
the motion fields as optical flow arrows over the foreground motion with the
visually dominant motion field component indicated in the white box.

field and its temporal dynamics, we derive three motion types and three

motion continuities to arrive at 3 × 3 fundamental cases of intrinsic

periodicity in 3D. Next, we consider the appearance of the periodicity

on the 2D image plane. For the 2D perception of 3D intrinsic periodicity,

the observer’s viewpoint can be somewhere in the continuous range

between two viewpoint extremes. Finally, we arrive at 18 fundamental

cases for the 2D perception of 3D periodic motion.

. Related Work

In real-world video, periodic motion emerges in a wide variety of ap-

pearances (see Figure .). We reconsider the theory of periodic motion

by proposing a classification of fundamental periodic motion types start-

ing from the 3D motion field tied to a moving object. Using first-order

differential analysis, we decompose the motion field into its primitive

components. The work of Koenderink and Doorn,  delivered in-

spiration for our theoretical derivation of repetitive motion types from

the flow field. Furthermore, our derivation shares similarity with the

Helmholtz-Hodge eigenvalue decomposition (Abraham et al., ) of

 Visual Periodicity



the flow field’s Jacobian matrix, which finds its use mainly in flow field

topology for fluid dynamics and electrodynamics. Although there is

resemblance to the differential decomposition of the motion field, we

reach a novel classification of periodic motion patterns. In the two sub-

sequent chapters, we will use these insights for establishing methods for

repetition estimation in video.

In the context of periodic motion, existing works (Davis et al., ;

Pogalin et al., ) have proposed categorizations of motion patterns.

Davis et al.,  consider a simple sinusoidal model to characterize pe-

riodic motion and link each type to animal behavior. In terms of periodic

motion categorization, our exploration bears resemblance to the study of

Pogalin et al., . The authors identify four visually periodic motion

types (translation, rotation, deformation and intensity variation) com-

plemented with three cases of motion continuity (oscillating, constant

and intermittent) in the field of view. In this chapter, we take a more

principled approach starting from the 3D motion field. Specifically, we

show that a fundamental categorization of periodic motion types emerge

from the decomposition of the flow field and the motion direction over

time. Building on this, the projection of 3D periodicity on a 2D image

has to take into account the continuous nature of the viewpoint which

we address explicitly in theory and experiments.

Although not directly related to our work, first-order differential

geometric motion representations have been used extensively as spa-

tiotemporal video descriptors. For example, Klaser et al.,  propose

a spatial multi-scale motion descriptor based on first-order differential

motion and uses integral videos for efficient computation. Along sim-

ilar lines, MoSIFT (Chen and Hauptmann, ) uses spatial interest

points and enforces sufficient temporal dynamics to eliminate candi-

date points. In terms of motion descriptors, our work bears resemblance

to the Divergence-Curl-Shear descriptor proposed by Jain et al., .

Their strong empirical results on the task of action classification using

differential-based descriptors are in agreement with our findings for

repetition estimation.

. Repetitive Motion

Visual repetition is defined as a recurring pattern over space or time in

the 3D world. In this chapter, we focus on temporally repetitive motion
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rather than spatially repetitive patterns such as a texture. Consequently,

we believe that the 3D motion field induced by a moving object is the

right starting point for our theoretical analysis.

We consider a moving object and observer positioned in a 3D world

specified by the Cartesian coordinates x = (x1, x2, x3) at time t. Formally,

intrinsic periodic motion is defined as the reappearance of the same 3D

flow F(x, t) induced by the motion of an object over time.

F(x, t) = F(x+ S, t+ T ). (.)

In which the parameter T denotes the period over time and S corre-

sponds to a period over space. We initially exclude the trivial case of a

constant flow field inducing periodic appearance due to a reappearing

texture on the object’s surface. Starting from the motion field, we fol-

low a differential approach to decompose the field into its elementary

components. Ultimately, we arrive at nine fundamental cases of intrinsic

periodic motion in 3D.

.. Motion Field Decomposition

In 3D Cartesian space, the gradient of the flow ∇F(x, t) is described by

the Jacobianmatrix J ∈ R
3×3 containing all first-order partial derivatives

of the vector field. Specifically, the Jacobian is defined as:

(∇F)ij =
∂Fi

∂xj
, (.)

where i and j are dimension indices and we omit the position x and

time t for brevity. From the first-order partial derivatives contained in

the Jacobian, three fundamental components of the motion field can be

recognized (Abraham et al., ). Specifically, the Jacobian J can be

decomposed into a sum of a diagonal partD, a symmetric part E and an

anti-symmetric part R such that:

∇F = D+R+E. (.)

This is similar to the Helmholtz-Hodge vector field decomposition,which

distinguishes divergence-free and curl-free components of a motion field

and is well-known in fluid dynamics. Firstly, the diagonal part of the

Jacobian J takes the form of:
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D = diag

(
∂F1

∂x1
,
∂F2

∂x2
,
∂F3

∂x3

)
. (.)

The trace of this matrix defines the divergence of the field:

∇ · F = trace (D). (.)

In other words, the divergence is a scalar field representing the amount

of outward flux from an infinitesimal volume around a given point.

Secondly, the anti-symmetric part R, referred to as the spin- or

rotation matrix, is given by:

R = 1
2
(J− J

T ), (.)

with its elements defined as:

Rij =
1

2

(
∂Fi

∂xj
− ∂Fj

∂xi

)
. (.)

From the elements of the spin matrix we can recognize the curl of the

flow field. More specifically, the curl of the 3D flow field is defined as:

∇×F =

[
∂F3

∂x2
− ∂F2

∂x3
,
∂F1

∂x3
− ∂F3

∂x1
,
∂F2

∂x1
− ∂F1

∂x2

]T
. (.)

This vector field describes the rotation around a given point.

Finally, the last component is given by the symmetric part:

E = 1
2
(J+ J

T ) (.)

with its elements given by:

Eij =
1

2

(
∂Fi

∂xj
+
∂Fj

∂xi

)
. (.)

This trace-free matrix is known as the deformation tensor and associated

with the shear of the flow field. In Figure . we illustrate three motion

fields with either pure divergent, rotational or shear flow.
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f(x, y) = xx+ yy f(x, y) = yx xy f(x, y) = (x+ y)x+ (x y)y

Figure .. Three 2D flow fields with fundamentally different characteristics that
emerge from the decomposition of the motion Jacobian J. Left: Pure divergent
flow field with outward flux often associated with expansion or depth perception.
Center: Pure rotational flow field also referred to as vorticity or curl. Right: Flow
field with a pure shear component related to the deformation tensor. The shear
component is divergence- and curl-free as the opposing terms cancel out. In
real-world video, shear is generally negligible compared to divergence and curl.

.. Intrinsic Periodic Motion in 3D

Based on the decomposition of the flow field, we here introduce the

categorization of intrinsic periodic motion in 3D.

Motion Types

For an object moving periodically through the 3D space, the decom-

position of the flow field tied to the object can be used to characterize

the type of motion. A non-rigid object that is expanding or contracting

along one or more axes will produce a purely divergent flow field ∇ · F .

Examples include: inflating a balloon or a pulsing anemone. Moreover,

a flow field exclusively containing curl ∇× F emerges with rotational

motion such as a spinning wheel or tightening a bolt. Finally, shear is

associated with deformation or stress on a surface caused by opposing

forces parallel to the cross-section of a body. Shear predominantly plays

a role for materials with high-elasticity (e.g. fluids) or in the presence

of large forces (e.g. solid mechanics). Under normal everyday circum-

stances, the 3D motion field’s shear component is negligible as excessive

forces are required to deform the material. For softer materials such as

foam, paper or plastics, the shear component can be measurable but this

is rare in practice. Based on its rare appearance in common real-world

scenarios, we therefore omit shear from the remainder of this chapter.

 Visual Periodicity



Using the spatial divergence and curl operators we can derive three

basic 3D motion types. The three motion types that emerge are:

translation: ∇×F(x, t) = 0, ∇ · F(x, t) = 0

rotation: ∇×F(x, t) 6= 0, ∇ · F(x, t) = 0 (.)

expansion: ∇×F(x, t) = 0, ∇ · F(x, t) 6= 0.

These motion types are tied to a particular 3D motion field of pure form.

In practice there may be a mixture of types. In Chapter , we are aiming

to estimate repetition from real-world video. Consequently, our method

leverages first-order differential motion maps and determines which

yields the strongest response in the object’s motion.

Motion Continuities

By its nature, periodic motion contains a temporal component, we here

transition to the temporal dynamics of the time-varying motion field.

Consecutive measurements of the flow field F(x, t) produce a time-

varying motion field with particular temporal dynamics. Depending on

the type of motion, the motion field needs to satisfy one of the following

necessary periodic conditions:

∇F(x, t) = ∇F(x+ ǫ, t+ T )

∇×F(x, t) = ∇×F(x+ ǫ, t+ T ) (.)

∇ · F(x, t) = ∇ · F(x+ ǫ, t+ T ),

where ǫ denotes a translation as the object’s periodicity may be super-

posed on translation. For robustness, our method presented in Chapter 

will measure both F(x, t) and ∇F(x, t). From the direction and tem-

poral dynamics of motion, three distinct periodic motion continuities

can be distinguished: constant, intermittent and oscillating periodicity.

As with the motion types, in practice, the motion continuity may be a

mixture between types. For both intermittent and oscillating motion,

repetitive nature is intrinsically in the temporal dynamics whereas for

constant motion to appear repetitively, there will be special conditions

on the object’s texture or albedo to be periodic.
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Categorization of Periodic Motion

The intrinsic periodicity in 3D does not cover all perceived recurrence

in an image sequence. For the trivial cases of constant translation and

constant expansion in 3D, the perceived recurrence will appear when a

repetitive chain of objects (e.g. a conveyor) or a repetitive appearance

(e.g. texture on a car tire) on the object is aligned with the motion. In

such cases, the recurrence will also be observed in the field of view.

For constant rotation, the restriction is that the appearance cannot be

constant over the surface, as no motion, let alone recurrent motion

would be observed. In the rotational case, any rotational symmetry in

appearance will induce a higher-order recurrence as a multiplication of

the symmetry and the rotational speed.

For the our interest in periodic motion, the basic three motion types

and three motion continuities organize in a 3 × 3 Cartesian table of

nine fundamental periodic motion types. The flow abstractions and

corresponding examples of these cases are visualized in Figure .. This

is the list of fundamental cases, whereas mixtures will often appear in

the real-world. In practice, some cases are ubiquitous, while for others it

is hard to find examples at all.

.. Visual Recurrence in 2D

Up until now, we have considered the intrinsic periodicity in 3D. We

reserve the term recurrence for the 2D observation of the 3D periodicity.

Recurrence in the field of view is defined by:

F(x′, t) = F(x′ + ǫ′, t+ T ) (.)

where F(x′, t) is the perceived flow in 2D image coordinates x
′. The

observed displacement is denoted by ǫ′ and T is the temporal period.

The underlying principle is that the same period length T will be observed

in both 3D and 2D for all cases of periodicity. This permits us to measure 3D

motion periodicity T from the D flow field. Only in some extraordinary

cases, the periodicity may change due to a partial or complete occlusion,

or the periodic motion disappears entirely due to lack of texture or

albedo from a given viewpoint (e.g. a constantly rotating textureless

disk). However, these are exceptional cases as the general principle

applies that the temporal period is viewpoint invariant.

 Visual Periodicity
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(a) Flow Abstractions in 3D
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(b) Examples in Real Life

Figure .. 3 × 3 Cartesian table of the motion type times the motion continuity. These are the basic cases of periodicity in 3D
emerging from the motion field decomposition and the temporal dynamics. The examples are: escalator, leaping frog, bouncing ball,
pirouette, tightening a bolt, laundry machine, inflating a tire with repetitive texture, inflating a balloon and a breathing anemone.
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The camera position relative to the object’s motion is crucial for

the perception of the flow field on the camera plane. There are two

fundamentally different viewpoints: the frontal view and the side view:

frontal view: on the main axis of motion

side view: perpendicular to the main axis of motion.

For translation, there is one main axis and two perpendicular axes, which

are both identical for our purpose. There is no distinction between the

two perpendicular views as their perception is equivalent. Similarly,

for rotation, the two perpendicular cases are also indistinguishable. For

expansion there are one, two or three axes of expansion, again leaving us

with the frontal case and the perpendicular case as the two fundamental

cases. Consequently, for all cases considered, a distinction between

frontal view and side view suffices. As a result, the perceived recurrence

is defined on the continuous range between the two extreme viewpoints.

Combining the two viewpoint extremes with the nine cases of periodic

motion we arrive at the classification of 18 basic cases of perceived visual

recurrence. An abstraction of the 2D field for the 18 cases is visualized in

Figure .. The two views are the end of a continuous range of viewpoints.

Generally, an actual viewpoint will be somewhere in between the frontal

view and the side view. This leaves the flow field asymmetrical or skewed,

either in divergence, gradient or curl. Nonetheless, as long as period

length T can be measured from the observed signal, the skewed or

asymmetric observation will not affect the recurrent nature nor the

period of the 3D motion field.

.. Non-Static Recurrence

Relative motion between the moving object and the observer adds an-

other level of complexity. In particular with recurrent motion: () the

camera can move because the camera is mounted on the moving object

itself; or () the camera is following the target of interest; or () the

camera is in motion independent of the motion of the object. For the

first two cases, the camera motion reflects the periodic dynamics of the

object’s motion. The flow field may be outside the object, but otherwise

it displays a complementary pattern in the flow field.

In the first case, the periodically moving camera will produce a global

repetitive flow field as opposed to local repetitive flow when the object

 Visual Periodicity
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Figure .. Observed flow in a 2D image sequence: the 18 fundamental cases for 2D perception of 3D recurrence. The perception
follows from the motion pattern (3×), motion continuity (3×) and the viewpoint on the continuous interval between the two
extremes: side and front view. ↑ denotes flow direction,� denotes a vanishing point, • denotes a rotation point,⋆ denotes expansion
point. Dashed grey lines for constant motion indicate the need for texture to perceive recurrence. Pairs 4-16, 5-17 and 6-18 appear
similar at first but vary in temporal signal profile.
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(a) Frontal view (b) In-between view (c) Side view

Figure .. Example video displaying girl on a swing captured from three dis-
tinct viewpoints. Moving from one end of the continuous viewpoint spectrum
(frontal) to the other (side) results in a dramatic change of motion appearance.
The in-between viewpoint leaves the motion measurements either skewed or
asymmetrical. In Chapter , we combine multiple differential motion represen-
tations to handle such camera transitions.

itself is moving. In particular, the third case demands the removal of

the camera motion before the repetitive motion analysis. This situation

occurs frequently in real-world scenarios. Therefore, particular attention

needs to be paid to camera motion independent of the target’s motion.

When the viewpoint changes from frontal to side view due to camera

motion, the analysis will be inevitably hard. Figure . illustrates the

dramatic changes in the flow field when the camera changes from one

extreme viewpoint (side) to the other (frontal), or vice versa. Our first

method for repetition estimation (Chapter ) is unable to handle such

variations as it selects the single most discriminative flow representation.

However, we improve upon this with our method outlined in Chapter 

by handling appearance changes by simultaneously using multiple

motion representations and combining their temporal filter responses.

.. Non-Stationary Repetition

A recurrent signal is said to be stationary when the period length is

constant over time. In the initial steps of periodicity analysis, it was

assumed the periodic signal was near-stationary. However, decay in

frequency or acceleration is common in realistic video. An example

of a rower accelerating as plotted in the time-frequency spectrum is

displayed in Figure .. In Chapter , we will observe that non-stationary

often appears in real-world video. Therefore, in contrast to existing work

(Pogalin et al., ; Levy andWolf, ), we will loosen the stationarity

assumption leaving the option of acceleration open. More precisely the

 Visual Periodicity



time

acceleration

Figure .. Non-stationary motion often appears in real-world video. This
example shows a rower accelerating as plotted in the time-frequency space. The
vertical axis of the spectrum denotes the wavelet scale, inversely proportional to
the frequency. The sudden acceleration appears as shift of the maximum power
in time-frequency space.

methods presented in the next two chapters will use the continuous

wavelet transform for spectral decomposition of the video.

Furthermore, even when object motion and camera are both static, for

none of the three intrinsic motion types (translation, rotation, expansion),

a point on the object will be at the same position in the camera field all

the time. Under the double static condition, a point will just return

to the same point on the camera field. As the intermediate points

on the object or background have an arbitrary albedo and radiate an

arbitrary luminance, it will not produce a sinusoidal signal in general.

This is noteworthy as previous work (Cutler and Davis, ; Liu and

Picard, ; Pogalin et al., ) implicitly assumes such a signal by

considering the Fourier transform or variants.

. Conclusion

This chapter has explored the categorization of repetitive motion into its

fundamental cases. Starting from the 3D motion induced by an object

moving through space, we derive primitive cases of motion by differ-

ential decomposition of the flow field. From the decomposition of the

motion field and its temporal dynamics, we have identified three motion

types and three motion continuities to arrive at 3× 3 cases of intrinsic

periodicity in 3D. Next, we have considered the appearance of these
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cases on the 2D image plane when perceived by a video camera. The

observer’s viewpoint can be somewhere in the continuous range between

two viewpoint extremes. Consequently, we arrive at 18 fundamental

cases for the 2D perception of 3D intrinsic periodic motion. In the two

chapters that follow, we will use the flow field differentials to encode

motion in video for our repetition estimation methods.

 Visual Periodicity



Chapter 

Repetition Estimation

. Introduction

Building upon the theory of visual periodicity, we proceed by consider-

ing the tangible problem of estimating repetition in video. As we have

seen, repetitive motion in real-world video is ubiquitous. Examples of

its appearance include performing push-ups, cutting a melon or playing

violin (Figure .). Existing methods for counting repetitions show good

results under the assumption of static and stationary periodicity (Levy

and Wolf, ; Pogalin et al., ). As realistic repetitive motion is

rarely perfectly static and stationary, the often preferred Fourier-based

measurements are inapt. In short, existing work focuses on video that

is static in every aspect of repetition. As real life is more complex, the

method presented in this chapter relies on motion foreground segmen-

tation to localize the salient motion and handle non-static video. Fur-

thermore, our empirical findings demonstrate that fixed-period Fourier

analysis (Cutler and Davis, ; Pogalin et al., ; Polana and Nelson,

) to be unsuitable for repetition estimation in real-world video as

non-stationarity often appears. To permit non-stationary video dynam-

ics, we adopt the wavelet transform for decomposing video signals into

a time-frequency spectrum.

The contributions of this chapter are the following. Building upon

the theory of visual repetition (Chapter ), we propose a method for

counting repetitive actions in video. To estimate repetition in video un-

der realistic circumstances, we compute a diverse flow-based differential

representation over the motion foreground segmentation as suggested

by the theoretical groundwork. Our method uses wavelets to handle

This chapter is based on our CVPR  publication (Runia et al., ).





a. b. c. d.

Figure .. Examples from our QUVA Repetition dataset, containing videos with
repetitive motion such as sports, cooking, music-making, and other daily activi-
ties. The videos are challenging in their variety of appearance, non-stationary
motion (e.g. accelerations or transient phenomena) and non-static appearance
induced by camera motion or a changing motion appearance throughout the
video. In this chapter we focus on dealing with such challenges as they often
appear in the real-world.

non-stationary motion and automatically selects the most discriminative

signal based on a self-estimated quality assessment. Extending beyond

the existing repetition estimation dataset of Levy and Wolf, , we

propose the new QUVA Repetition dataset for repetition estimation in

video. The proposed dataset is more realistic and challenging as we lift

the static and stationary assumptions. The experiments in this chapter

focus on the task of repetition counting. On this task, we demonstrate

that our method without any learnable component can outperform the

deep learning-based method of Levy and Wolf, .

. Related Work

Existing literature on repetition estimation in video commonly represent

video as one-dimensional signals that preserve the repetitive structure

of the motion. Once such a signal has been acquired, frequency informa-

tion can be extracted by Fourier analysis (Azy and Ahuja, ; Cutler

and Davis, ; Pogalin et al., ; Tsai et al., ), peak detection

(Thangali and Sclaroff, ), singular value decomposition (Chetverikov

and Fazekas, ) or computational topology (Tralie and Perea, ).

These methods can achieve compelling repetition counting results when

considering video with static and stationary periodic motion.

The seminal work of Cutler and Davis,  uses normalized autocor-

relation to obtain similarity matrices which can be used for estimating

repetitions through Fourier analysis. Pogalin et al.,  estimate the

frequency of motion in a video by tracking an object, performing princi-

pal component analysis over the tracked regions, and again employing

the Fourier-based periodogram. From the video’s spectral decomposi-
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tion, the dominant frequencies can be identified by a peak detection

algorithm followed by the non-trivial separation of fundamental and

harmonic frequencies. While Fourier-based methods provide a good

estimate of strongly periodic motion, they are unsuitable nor intended

to deal with more realistic non-stationary repetition (see Figure .).

Although strongly periodic motion has received serious attention,

less effort has been devoted to non-stationary repetition in video. Bri-

assouli and Ahuja,  use the Short-Time Fourier Transform for es-

timating the time-varying spectral components in video to distinguish

multiple periodically moving objects. The filtering-based approach of

Burghouts and Geusebroek,  draws inspiration from the time-causal

filter bank proposed by Koenderink,  to detect quasi-periodic mo-

tion in video. Their method works online and shows remarkable results

when filter response frequencies are tuned correctly. Inspired by their

work, we adopt temporal filtering in the form of the continuous wavelet

transform which uses multiple temporal scales to estimate repetition.

The deep learning method of Levy andWolf,  distinguishes itself

from all other work on repetition in video as it adopts a learning-based

approach using a convolutional neural network. However, it is similar

to our work in its counting-based evaluation over a large video dataset.

Their general idea is to train a convolutional neural network for predict-

ing the motion period in short video clips. As realistic training data is

not available, the network is optimized on synthetic video sequences

in which moving squares exhibit periodic motion of four motion types

from Pogalin et al., . At test time, the method takes a sequence of

video frames, performs explicit motion localization to obtain a region

of interest, and finally predicts the period of motion by forwarding the

localized frame crops through the convolutional network. The system

is evaluated on the task of repetition counting and shows near-perfect

performance on their own YTSegments dataset. These 100 videos are a

suitable initial benchmark but as the majority of videos has a static view-

point and exhibit stationary periodic motion, we propose a new dataset

to set a more realistic benchmark. Specifically, our dataset better reflects

reality by including more non-static and non-stationary examples as

they would appear in practice.

Instead of considering repetition as their primary goal, various exist-

ing works leverage the presence of periodic motion for auxiliary tasks.

Belongie and Wills,  exploit periodic human motion for 3D recon-

struction of a scene. In a similar line of work, Laptev et al.,  uses
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sequence alignment on video containing periodic motion for stereo-

camera correspondence. From a practical point of view, the presence

of periodic motion also serves as a cue for action classification (Lu and

Ferrier, ; Goldenberg et al., ) and can be beneficial for camera

calibration (Huang et al., ).

. Method

Grounded in the theoretical foundation of visual periodicity (Chapter ),

we here propose a method for estimating repetition in video with the

application of counting the number of visually recurrent cycles. Our

method for repetition estimation follows a three-stage approach as

summarized in Figure .. First, we localize the target instance in the

scene, then we represent the target by a set of time-varying signals, and

finally we perform time-frequency decomposition to estimate repetition

and select the most discriminative flow representation using a novel

selection algorithm. We will proceed by discussing our method’s details.

.. Flow-based Signals from Video

To deal with camera motion and to handle the wide variety in repetitions

(see the 18 cases in Figure .), we construct a diverse set of time-

varying flow-based signals that we compute over the motion foreground

segmentation. In particular, we measure the average-pooled flow field

F = (Fx, Fy) and the differentials of the flow (.). We estimate ∇F

by measuring ∇xFx and ∇yFy. All the differentials of the flow field are

computed using Gaussian derivative filters with a large filter size to

obtain a global measurement over the foreground segmentation. The

final measurement is the average-pooled value over a small radius

around the object’s center. The differential operators of the flow field

yield four different measurements (the curl has only one direction;

perpendicular to the screen), whereas there are two zeroth-order flow

signals. In total, our approach considers six different signals.

For the cases of oscillating and intermittent motion observed from

the side,∇F will deliver the strongest repetitive signal. The flow field F

will convey a stronger repetitive signal for the cases of constant motion

appearance. In practice, it may be hard to select the most discriminative

 Repetition Estimation
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Figure .. Overview of our method by illustration of an example. First, we segment the foreground motion (top row, blue masks)
followed by optical flow computation (yellow arrows); then we extract zeroth- and first-order flow signals ( out of  shown);
and finally decompose them into a time-frequency spectrum using the continuous wavelet transform (bottom). In the bottom
row, the dashed black lines denote the min-cost path whereas the orange lines indicate the maximum power path for counting
by integration. Note that for this oscillatory translation frontal view case, ∇xFx, ∇yFy and ∇ · F give a good signal, as expected,
whereas ∇× F gives a poor and dispersed signal associated with a high cost.
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flow representation that best characterizes the video’s motion. We will

return to this problem in Section ...

.. Continuous Wavelet Transform

At this point, we have represented the video’s salient foreground motion

as a collection of six one-dimensional flow-based signals that we can

further process using signal processing techniques.

Given a discrete signal hn for timesteps n = 1, . . . , N − 1 sampled

at equally spaced intervals δt. Let ψ0(η) be some admissible wavelet

function, depending on the non-dimensional time parameter η. The

continuous wavelet transform (Grossmann and Morlet, ; Mallat,

) is defined as the convolution of hn with a “daughter” wavelet

generated by scaling and translating the wavelet function ψ0(η):

Wn(s) =

N−1∑

n′=0

hn′ψ∗

[
(n′ − n)δt

s

]
, (.)

where the asterisk represents the complex conjugate. By varying time

parameter n and the scale parameter s, the wavelet transform generates

a time-scale representation describing how the amplitude of the signal

changes with time and scale. We use the Morlet wavelet, a complex

exponential carrier modulated by a Gaussian envelope:

ψ0(η) = π−1/4eiω0ηeη
2/2. (.)

In all our experiments we set ω0 = 6 as it provides a good balance be-

tween time and frequency localization. Since the Morlet wavelet is com-

plex, the wavelet transformWn(s) will also be complex. Therefore, it is

useful to define the wavelet power spectrum or scalogram as |Wn(s)|2 rep-
resenting the time-frequency localized energy. As an example, Figure .

plots a non-stationary artificial signal and visualizes the corresponding

wavelet power spectrum. We can observe that the scalogram is effective

in revealing the signal’s non-stationary repetitive dynamics.

The resolution of the scalogram |Wn(s)|2 is defined by the distri-

bution of its scale parameter s. Following practical recommendations

(Torrence and Compo, ), we will use a discrete scale set that is

logarithmically distributed:

 Repetition Estimation
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Figure .. Exponential chirp signal and the corresponding scalogram obtained
from the continuous wavelet transform. Note increasing scale (period) in the
scalogram as the signal’s frequency decreases.

sj = s02
jδj , j = 0, 1, . . . , J (.)

J = δj−1 log2 (Nδt/s0) . (.)

The smallest measurable scale s0 and the number of scales J determines

the range of the detectable frequencies. The smallest scale should be

chosen such that the Fourier period of the wavelet is approximately

2δt. For a moment in time, the scalogram’s maximum power will give

the wavelet scale s producing the strongest filter response. Often the

temporal frequency associated with the scale swill be a more convenient

measurement. Therefore, the wavelet scale can be converted to a tempo-

ral frequency. For a Morlet wavelet, the relationship between scale and

wavelength is given by Torrence and Compo, :

λ =
4π

ω0 +
√
2 + ω2

, (.)

where ω0 corresponds to the non-dimensional frequency. For ω0 = 6 cor-

responds to λ = 1.03s for the Morlet wavelet, thus having the attractive

property of wavelet scale being almost identical to the wavelength. We

use (.) to obtain the instantaneous frequency estimate for all discrete

timesteps in the video.
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To estimate non-stationary repetitions in a given video, we decompose

each of the six flow-based signals into a time-frequency spectrum using

the continuous wavelet transform. This yields six 2D time-frequency rep-

resentations from which we will further estimate the repetitive contents

in the video.

.. Repetition Counting

We will assess our method’s ability to estimate repetition on the task of

counting action repetitions from video. Counting is a suitable task as the

repetition count remains meaningful in the presence of non-stationarity

whereas predicting the period of motion will not be meaningful. We

assume there is only one dominant repetitive motion observable in the

wavelet spectrum. This is reasonable as the foreground motion segmen-

tation encourages temporal consistency. As discussed in the previous

section, selecting the modulus maximum from the wavelet spectrum

|Wn(s)|2 for every timestep n gives a local frequency measurement. For

a Morlet wavelet, the frequency estimate is approximately s−1
n so we can

obtain the repetition count by integrating over all discrete timesteps:

ĉ =
∑

n

δt/sn. (.)

In practice, we will use the exact frequency estimate computed by (.).

For a stationary periodic signal, the modulus maximum forms a hori-

zontal ridge through time. We emphasize that the continuous wavelet

transform enables the counting of non-stationary action repetitions us-

ing our approach. Consequently, and unlike most existing approaches,

our method can handle accelerations or transient phenomena.

.. Min-Cost Signal Selection

Up until now, we have considered all six flow-based signals. However,

we do not know which of the flow representations will best reveal the

video’s recurrentmotion. Therefore, wWhat remains is selecting the most

discriminative signal out of the six. Our solution is a self-selection mech-

anism that prioritizes signals with local regularity in the time-frequency

space. Specifically, we adopt a min-cost algorithm for finding the optimal

path through the time-frequency space. We turn the wavelet power into

a cost surface for optimization by simply inverting it: 1/|Wn(s)|2. Con-
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sequently, traveling over a high-power region is associated with a low

cost. As our goal is to characterize a signal by a single scalar-valued cost

measure, we run a greedy min-cost pathfinding algorithm to determine

the minimum cost required to traverse the spectrum from the beginning

to the end. In other words, the algorithm effectively assigns a lower cost

to paths with high local regularity, therefore favoring more strongly

periodic signals. This is an attractive property as realistic video signals

can be non-stationary but locally smooth. To make a final prediction

we select the signal with minimum cost and its corresponding repeti-

tion count using (.). This concludes the discussion of our method for

repetition estimation.

. Datasets and Evaluation Metrics

For the experiments in this chapter, we consider two video datasets:

the existing YTSegments and our new QUVA Repetition dataset, both

collected for the purpose of evaluating repetition estimation in video.

.. YTSegments Dataset

To evaluate repetition counting in video, Levy andWolf,  introduced

a new video benchmark. The 100 videos downloaded from YouTube are

for evaluation only as training the network is performed with synthe-

sized videos. A wide range of actions appear in the videos: several sports,

cooking and animal movement. Each video is temporally segmented

such that the final clip contains a single repetitive action. The clips are

annotated with the total repetition count. While the dataset serves as a

good initial benchmark for repetition estimation, it is limited in terms

of cycle length variation (i.e. non-stationarity), motion appearances and

camera motion. As our goal is to evaluate our method under more re-

alistic circumstances, we introduce a new video dataset that is more

challenging in terms of non-stationarity, motion appearance, camera

motion and background clutter.

.. QUVA Repetition Dataset

Our QUVA Repetition consists of 100 videos displaying a wide variety of

repetitive video dynamics — including various kinds of sport, music-

making, cooking, grooming, construction and animal behavior. The

.. Datasets and Evaluation Metrics 



Figure .. Annotation examples from the QUVA Repetition dataset. The time-
lines with markers illustrate the individual cycle bound annotations that directly
translate into the final repetition count. Note the diversity in motion appearance
and cycle length variability within a video.

videos are collected from YouTube with an emphasis on creating a

diverse collection of videos suitable for evaluating our method’s ability

to deal with non-stationary motion, camera motion and significant

evolution of motion appearance throughout a video.

After collecting the candidate videos, we adopt a multi-stage anno-

tation process to obtain the final dataset. First, we asked two human

annotators to label the temporal bounds of each interval containing at

least four unambiguous repetitions. During this process, we found high

inter-agreement between the annotators and keep the 100 intervals with

the highest overlap to increase precision. Final video clips are obtained

by temporal clipping of the intersection of the two intervals. As a result,

some motion cycles may be partial, either at the beginning or end of the

video. In the last round of annotation, we ask the annotators to mark

all individual cycle bounds in the video clips (Figure .) which also

produces the final repetition count. We repeat this process for the YTSeg-

ments dataset to compare the inter-cycle length variability representing

the level of non-stationarity.

The characteristics for both datasets are reported in Table . and

Figure .. Our videos have more variability in cycle length, motion

appearance, camera motion and background clutter. Therefore, the

increased difficulty in both appearance and temporal dynamics results

in a more realistic benchmark for repetition estimation in the wild. In

Figure . we present a collage of examples from both datasets.

 Repetition Estimation



Table ..Dataset statistics ofYTSegments andQUVARepetition. The cycle length
variation is defined as the average value of the absolute difference between the
minimum and maximum cycle length divided by the average cycle length. To
determine this, we annotate all individual cycle bounds for both datasets. The
last two rows are also obtained by manual annotation.

YTSegments QUVA Repetition

Number of Videos 100 100

Duration Min/Max (s) 2.1/68.9 2.5/64.2

Duration Avg. (s) 14.9 ±9.8 17.6 ±13.3

Count Avg.± Std. 10.8 ±6.5 12.5 ±10.4

Count Min/Max 4/51 4/63

Cycle Length Variation 0.22 0.36

Camera Motion 21 53

Superposed Translation 7 27
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Figure .. Distribution of repetition count versus video duration for the YTSeg-
ments and QUVA Repetition dataset. The radius of each datapoint is proportional
to the cycle length variation of the video. Note the increased variability in
non-stationarity and repetition count of our dataset.
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YTSegments Dataset

Repetition Count: 8

Repetition Count: 10

Repetition Count: 13

QUVA Repetition Dataset

Figure .. Examples from the YTSegments and QUVA Repetition datasets. The
YTSegments dataset only contains a final repetition count annotation (indicated).
Our dataset is additionally annotated with individual cycle bounds, suitable
for determining the level of non-stationarity. The blue timeline (first frame)
displays the individual cycle annotations for the given video. The final count
is given by the number of full cycles. Note the increased cycle length variation
and the higher difficulty of our dataset due to camera motion, occlusions and
background clutter.
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.. Evaluation Metrics

Given a set of N videos, we evaluate the performance between ground

truth count ci and the count prediction ĉi for all videos i ∈ {1, . . . , N}
of the dataset. For a fair comparison with prior work (Levy and Wolf,

) we report the mean absolute error (MAE). Furthermore, we also

report the off-by-one-accuracy (OBOA) over the entire dataset:

MAE =
1

N

N∑

i=1

|ĉi − ci| /ci (.)

OBOA =
1

N

N∑

i=1

[
|ĉi − ci| ≤ 1

]
. (.)

We note that the mean absolute error (MAE) is preferred over the com-

mon mean squared error (MSE) as it is relative to the true count. Fur-

thermore, to account for rounding errors and possible cycle cut-offs at

both ends of the video, the off-by-one-accuracy is more suitable than the

traditional accuracy. Both metrics will be used to assess the quality of

our count predictions over both video datasets.

. Experiments

In this section, we present experimental results on both video counting

datasets. Before discussing the results, we will describe our method’s

implementation details and introduce the baselines for comparison.

.. Implementation Details

As discussed in Section .., our method first segments out the fore-

ground motion using the existing approach of Papazoglou and Ferrari,

. To account for incorrect segmentation masks we reuse the segmen-

tation of the previous frame if the fraction of foreground pixels is less

than 1% of the entire frame. We note that using a decoupled method for

motion segmentation may not be optimal for handling repetitive motion,

to which we will return in Chapter .

To estimate the flow field over the foreground segmentation masks,

we rely on EpicFlow (Revaud et al., ). We also tested our method

with the alterative flow based algorithms TV-L1 (Zach et al., ) and

.. Experiments 



FlowNet .. (Ilg et al., ) but found slightly better results with

EpicFlow. Importantly, we found our method to be robust to the choice

of optical flow algorithm.

Next, we compute the divergence and curl by first-order Gaussian

derivative filters with a 13 × 13 filter size. We use a Morlet wavelet

with logarithmic scales (δj = 0.125, s0 = 2δt) based on the practical

recommendations of Torrence and Compo, . We limit the range of

J corresponding to a minimum of four repetitions in the video. Before

applying the wavelet transform, we apply temporal mean-filtering and

linearly detrend the input signals. The temporal mean filter uses a

window size of 7 time steps throughout all experiments. We keep all

parameters fixed over all experiments and did not find it necessary to

carefully tune them. Nonetheless, careful tuning or learning the optimal

parameters may produce better results.

.. Counting Baselines

We compare our wavelet-based counting method to two existing meth-

ods suitable for counting repetition in video. We choose the method of

Pogalin et al.,  to represent the class of Fourier-based approaches

for repetition estimation. Based on the details outlined in the original

paper, we reimplemented the method with our best efforts. Our reimple-

mentation uses a more recent object tracker (Henriques et al., ) but

is identical otherwise. The tracker is initialized by manually drawing

a box on the first frame. Once the frequency has been determined, the

repetition count is determined using the video duration a frame rate.

Secondly, we compare our method with the more recent deep learning

method of Levy and Wolf,  using their publicly available code and

pretrained model using the synthetic video sequences. We adopt all the

hyper-parameters as suggested by the authors.

.. Temporal Filtering: Fourier versus Wavelets

Setup. The goal of our first experiment is to demonstrate the effective-

ness of the continuous wavelet transform for counting repetitions in

non-stationary signals. We compare the stationary Fourier-based peri-

odogram with the time-scale representation given by the wavelet scalo-

gram. To isolate the effect of frequency measurements, we generate

idealized signals of the videos in our QUVA Repetition dataset. Specif-

 Repetition Estimation
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Figure .. Idealized signal for a difficult non-stationary video displaying a
violin player (see Figure .). The blue markers indicate the cycle bounds, man-
ually annotated for each video in our QUVA Repetition dataset. Note how the
wavelet scalogram correctly exposes the rhythmic slowdown starting around
the 20-second mark. On the right, the green line corresponds to the local fre-
quency predictions from the scalogram whereas the red (straight) line indicates
the stationary Fourier-based frequency measurement. This demonstrates the
effectiveness of wavelet analysis for optical non-stationary video signals.

ically, we fit sinusoidal signals through the individual cycle bounds

for each video to obtain simple 1D waveforms representing the video.

Figure . shows an idealized signal example and the corresponding

wavelet spectrum with count predictions. To compare with the Fourier-

based measurement, we compute the periodogram, detect the maximum

frequency peak and convert the corresponding frequency to a count

using the video duration. This yields a repetition count prediction for

both the stationary and non-stationary measurements that we evaluate

over the entire dataset.

Results. From the results in Figure . we observe that wavelet-based

counting significantly outperforms the periodogram on idealized signals.

As expected, we observe that the Fourier-based measurements inevitably

fail on videos with significant cycle length variation as they give a

global frequency prediction. Wavelets naturally handle non-stationary

repetition and are less sensitive to cycle length variability. We also tried

adding a significant amount of Gaussian noise (σ = 0.5) to the signals

and found this to have a slight negative effect on both methods but our

method is more robust and overall conclusions remain the same. We

observe that increased cycle length variation negatively affects Fourier-

based counting. This is expected as it globally measures frequency and is

unable to deal with non-stationarity. As wavelets naturally handle non-

stationary repetition they are less sensitive to cycle length variability.

This controlled experiment demonstrates the effectiveness of wavelets

for repetition estimation under the assumption that a clear flow-based

video signal is available.

.. Experiments 
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Figure .. Fourier- versus wavelet-based repetition counting on idealized video
signals from the QUVA Repetition dataset. Our wavelet-based method outper-
forms a Fourier-based baseline for 83 out of 100 videos. Increased cycle length
variation results in notable error for Fourier measurements, whereas the time-
localized wavelets are less sensitive to non-stationary repetition.

.. Value of Diverse Flow Signals

Setup. As wavelets prove to be effective for the counting task, we turn

to the assessment of multiple flow-based signals for repetition counting.

Motivated by the theory of Chapter , the collection of six flow-based

signals that we evaluate consists of: Fx, Fy,∇xFx,∇yFy,∇ · F,∇× F.

These are measured over the foreground segmentation and we will here

evaluated each representation individually on the task of repetition

counting. Like before, we report the MAE counting error on our QUVA

Repetition dataset. To obtain a lower-bound on the error, we also select

the best flow representation per video in an oracle fashion.

Results. The results in Table . reveal that for the wide variability of

repetitive appearance there is no one size fits all solution. The individual

signals are unable to handle all variety of repetitive appearances by

themselves, but their joint diversity provides a compelling lower-bound.

The vertical flow Fy is best overall and selected more often than the

others by the oracle. We explain this bias towards vertical flow by the

observation that our dataset contains many sports videos in which the

 Repetition Estimation



Table .. Value of diversity in six flow-based signals on videos from our QUVA
Repetition dataset. The last column denotes how often each signal is selected by
the oracle. While the individual signals struggle to obtain good performance
by themselves, exploiting their joint diversity is beneficial. We compare two
different flow algorithms and use EpicFlow in following experiments.

(a) Results using EpicFlow as motion field estimate.

MAE OBOA # Selected

∇ · F 44.9 ±34.8 0.35 8

∇× F 44.9 ±34.8 0.42 14

∇xFx 46.7 ±30.8 0.24 12

∇yFy 42.7 ±39.8 0.33 13

Fx 38.3 ±31.4 0.40 19

Fy 32.9 ±31.4 0.52 34

Oracle Best 10.5 ±15.7 0.81 100

(b) Results using FlowNet . as motion field estimate.

MAE OBOA # Selected

∇ · F 42.7 ±36.0 0.33 9

∇× F 38.7 ±32.7 0.38 17

∇xF 38.9 ±28.4 0.43 7

∇yF 37.9 ±34.0 0.38 15

Fx 37.9 ±31.9 0.43 15

Fy 32.4 ±44.0 0.54 37

Oracle Best 11.1 ±16.2 0.80 100

.. Experiments 



gravity is often used as opposing force. Regardless of the bias, we observe

that the all representations contribute to specific videos. Repeating

this experiment on the YTSegments dataset with oracle signal selection

achieves an MAE of 4.2 ± 5.2. This underlines the gap in difficulty

between both datasets.

.. Video Acceleration Sensitivity

Setup. In this experiment, we examine our method’s sensitivity to accel-

eration by artificially speeding-up videos. Starting from the YTSegments

dataset, we induce significant non-stationarity by artificially accelerating

the videos halfway. Specifically, we modify the videos such that after the

midpoint frame, the speed is increased by dropping every second frame.

What follows are 100 videos with a 2× acceleration starting halfway in

the video. We compare the resilience of our method with that of the deep

learning approach (Levy andWolf, ) which handles non-stationarity

by predicting the period of motion in sliding-window fashion over the

video. This experiment omits Fourier-based analysis, as by its nature, it

will inevitably fail on this task.

Results. The bar chart of Figure . presents the counting results for

both the original and artificially accelerated setting. On their own dataset

with low cycle length variability, the neural network of Levy and Wolf,

 excels. However, artificial acceleration turns the results upside

down, as our method suffers less in the presence of sudden acceleration

halfway through the video. This reveals their sensitivity to acceleration,

whereas our method deteriorates less. We note that due to acceleration

the min-cost paths through the time-frequency space (Section ..) are

more expensive than without acceleration. However, as the cost increases

for all signals with approximately the same amount, the method remains

capable to select the discriminative signal in most cases.

.. Comparison State-of-the-Art

Setup. We conclude the experiments of this chapter by carrying out

a full repetition count comparison between our method and those of

Pogalin et al.,  and Levy andWolf,  on both video datasets. Our

method uses fixed hyper-parameters in all cases and relies on the min-

cost signal selection algorithm for picking out the most discriminative

flow representation.

 Repetition Estimation
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Figure .. The effect of acceleration on the YTSegments dataset. The deep learn-
ing method of Levy and Wolf,  has difficulty dealing with non-stationary
acceleration, whereas our method deteriorates less.

Results. The outcome of the final experiment is presented in Table ..

For the YTSegments dataset, the method of Levy and Wolf,  per-

forms best with an MAE of 6.5. Whereas our method scores 10.3, still

significantly better than the Fourier-based approach of Pogalin et al.,

. Again, the results change when considering the more realistic and

challenging QUVA Repetition dataset. The method of Levy and Wolf,

 performs the worst, with an MAE of 48.2, which we attribute to the

fact that their network only considers four motion types during training

and therefore cannot handle the wider variety of appearances in our

dataset. The Fourier-based method of Pogalin et al.,  scores an MAE

of 38.5, whereas we obtain an error of 23.2.

The system of Levy and Wolf,  is trained to handle motion

periods ranging from 0.2 to 2.33 seconds. Our analysis shows that the

error of their method increases for videos outside of this range. If we

remove the 19 videos from QUVA Repetition outside of this range, the

MAE of their method improves considerably to 28.3 ± 29.6. As our

method requires no learning, there is no limit on the cycle length range.

On the same reduced set of videos, our method changes less and remains

substantially better with an MAE of 17.6± 26.0.

Roughly half of the videos inQUVARepetition contain cameramotion,

whereas this fraction in much lower in the YTSegments dataset (Table .).

Evaluating the method of Levy and Wolf,  on the  videos with

camera motion gives an MAE of 51.2± 54.5, whereas it is 44.8± 68.4 for

the videos without camera motion. Our method seems less sensitive to

.. Experiments 



Table .. Comparison with the state-of-the-art on repetition counting for both
datasets. The deep learning-based method (Levy and Wolf, ) achieves good
results on their own dataset of relatively clean videos. On the more realistic and
challenging QUVA Repetition dataset, our method improves considerably over
existing work, be it based on Fourier or deep learning.

YTSegments QUVA Repetition

MAE ↓ OBOA ↑ MAE ↓ OBOA ↑

Pogalin et al.,  21.9 ±30.1 0.68 38.5 ±37.6 0.49

Levy and Wolf,  6.5 ± 9.2 0.90 48.2 ±61.5 0.45

Our method 10.3 ±19.8 0.89 23.2 ±34.4 0.62

camera motion as we obtain MAEs of 17.6±23.8 and 21.3±34.2, without

and with camera motion, respectively.

We also observe that all methods make a common mistake: over-

counting videos with a factor of two. The similarity in these videos is

that one full cycle contains the exact same motion first with one arm (or

leg) followed by the other (e.g. walking lunges or swimming front-crawl).

As the perceived motion is almost identical for both limbs, the estimated

temporal dynamics are twice as fast. Again, the significant over-estimate

of the motion frequency produces a large count error for all methods.

Solving this problem is not easy, as repetition estimates in those cases

are essentially also a correct prediction; however, the human annotators

define salient motion as a full cycle with both limbs.

Overall we conclude that our method better handles the non-static

and non-stationary video characteristics in our QUVA Repetition dataset

while still performing reasonably well on the videos from YTSegments. In

Figure ., We highlight three visual examples including their segmen-

tation mask and spectogram. We observe that even when the foreground

segmentation fails, our method is still able to predict the correct count.

 Repetition Estimation
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Figure .. Results of our method for three examples. (a) The rower accelerates
in the beginning of the video, which appears in the wavelet spectrum of signal
Fx. Integrating over the max power path results in a repetition count of 31
whereas the true count is 30. Our method effectively handles the acceleration.
(b) Stationary periodic motion superposed on translation. The video’s repetitive
nature is evident from the Fy signal. We predict a repetition count of 18.5
whereas the true count is 18. (c) Change of viewpoint from side to front makes
this video inevitably hard. Our method is unable to extract a good signal from
the video. Note the partial continuity in the spectrum for∇×F but distorted by
the viewpoint changes. Our method predicts a repetition count of 14.4 whereas
the true count is 16.
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. Conclusion

In this chapter, we have presented a method for estimating repetitive

motion in video. Based on the theoretical foundation of Chapter , our

method considers a variety of flow-based representations that we esti-

mate over the discriminative foreground motion. As repetitive motion is

rarely perfectly periodic, we have considered the more suitable wavelet

transform for estimating non-stationary recurrent motion. Our empirical

evaluation on an existing dataset and our more realisticQUVA Repetition

dataset indicates that our method can outperform a recent deep learning

method on the task of repetition counting in video.

 Repetition Estimation



Chapter 

Improved Repetition

Estimation

. Introduction

In this chapter, we will present an improved method for repetition es-

timation in video. The current chapter largely maintains the original

theory while making significant improvements to the previously intro-

duced method for repetition estimation (Chapter ). Specifically, we

simplify our approach by removing the need for explicit motion segmen-

tation prior to repetition estimation. Instead, we obtain a foreground

motion segmentation directly from the wavelet filter responses densely

computed over the motion maps. As the most discriminative motion

representation is not known a priori, in Chapter  we employed a self-

quality assessment to select the representation best measurable. How-

ever, selecting a single most discriminative representation is inherently

unsuitable for handling significant variations due to camera motion or

motion evolution over the course of the video. Our solution is to combine

the scalograms of all flow representations for robustness and to handle

viewpoint changes.

As we have seen, estimating repetition in practice remains challeng-

ing. First and foremost, repetition appears in many forms due to its

diversity motion types and motion continuity (Figure .). Sources of

variation in motion appearance include the action class, origin of mo-

tion and the observer’s viewpoint. Moreover, the motion appearance is

often non-static due to a moving camera or as the observed phenomena

This chapter is based on our IJCV  publication (Runia et al., ).





develops over time. In practice, repetitions are rarely perfectly periodic

but rather are non-stationarity. In Chapter  we have seen that existing

literature (Levy and Wolf, ; Pogalin et al., ) generally assumes

static and stationary repetitive motion. However, as reality is more com-

plex, we here address some of the shortcomings of our previous method.

Specifically, we will focus on the non-static and non-stationary aspect of

visual repetition in real-world video.

To deal with the diverse and possibly non-static motion appearance

in realistic video, the theory from Chapter  implies representing the

video with a mixture of first-order differential motion maps. We also

concluded that for non-stationary temporal dynamics the fixed-period

Fourier transform (Cutler and Davis, ; Pogalin et al., ) is not

suitable. As before, we handle complex temporal dynamics by decompos-

ing the motion into a time-frequency distribution using the continuous

wavelet transform. Improving upon the previous chapter, we increase

our method’s robustness by improving the handling of camera motion.

We achieve this by leveraging the information of all flow-based represen-

tations rather than selecting a single one using the min-cost path finding

algorithm (Section ..). Finally, we remove the need for explicit track-

ing (Pogalin et al., ) or the previously used motion segmentation

(Papazoglou and Ferrari, ). The improved method introduced here,

segments the repetitive motion directly from the wavelet power spectra,

therefore being better suitable for the task at hand, without reliance on

external segmentation. We again evaluate on the task of repetition count-

ing and demonstrate our method’s improved ability to handle dynamics

viewpoint changes while outperforming existing work on the two video

datasets.

. Related Work

For a comprehensive overview of literature around repetition estimation

we refer the reader to Section .. In this brief extension, we will focus

on the localization part of repetitive motion in video as it is among the

core improvements of this chapter.

Increased video complexity in terms of motion appearance, scene

complexity and camera motion demands intricate spatiotemporal lo-

calization of salient motion. While many methods for periodic motion

analysis incorporate some form of tracking or motion segmentation

 Improved Repetition Estimation



(Polana and Nelson, ; Pogalin et al., ; Levy and Wolf, ),

few approaches specifically address the challenge of repetitive motion

segmentation. Goldenberg et al.,  estimate the repetitive foreground

motion to use its center-of-mass trajectory for classifying human behav-

ior. More closely related is the recent work of Lindeberg,  in which

scale selection over space and time leads to an effective temporal scale

map. Inspired by this, we perform spatial segmentation of repetitive

motion directly from the spectral power maps obtained through the con-

tinuous wavelet transform. This is appealing, as it connects localization

to the temporal dynamics rather than relying on decoupled localiza-

tion by motion segmentation (Tokmakov et al., ). Moreover, action

localization itself is a task that remains challenging for real-world video.

. Method

Building upon our previous efforts outlined in Chapter , we here

present an improved method for estimating repetition in video. The

method takes as input a sequence of RGB frames and outputs a tem-

poral frequency distribution densely computed over both space and

time. Subsequently, the spectral power distribution, which we obtain

from the continuous wavelet transform, is used for repetition counting,

motion segmentation or other frequency-based measurements. Our

focus is on the general case in which moving objects may exhibit non-

stationary periodicity or have a non-static appearance due to camera

motion or repetition superposed on translation. Our method, summa-

rized in Figure ., comprises motion estimation and two consecutive

filtering steps: first we spatially filter the motion fields to arrive at

first-order differential geometric motion maps, and then we determine

the video’s repetitive contents by applying the continuous wavelet trans-

form densely over the motion maps. Task-dependent post-processing

steps may give the desired output. As before, we focus on repetition

counting since it enables straightforward evaluation of our method in

the presence of non-stationary repetitions.

.. Differential Geometric Motion Maps

Given a sequence of video frames, we first estimate the motion between

pairs of consecutive frames to obtain the motion field F(x′, t) = (Fx, Fy)

for all timesteps. Next, the theory of visual periodicity (Chapter )

.. Method 
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<latexit sha1_base64="S1j2TpJjZvYxBLIWaqawbp1PipQ=">AAACEnicbVDLSsNAFJ34rPUVdelmsAi6KYkIuiwK4rKCfUATymQyaYdOZsLMRCgh3+DGX3HjQhG3rtz5N07a4KP1wMC559zL3HuChFGlHefTWlhcWl5ZraxV1zc2t7btnd22EqnEpIUFE7IbIEUY5aSlqWakm0iC4oCRTjC6LPzOHZGKCn6rxwnxYzTgNKIYaSP17WMvRnoYRJnHUcBQDr9rHAr9U17lfbvm1J0J4DxxS1IDJZp9+8MLBU5jwjVmSKme6yTaz5DUFDOSV71UkQThERqQnqEcxUT52eSkHB4aJYSRkOZxDSfq74kMxUqN48B0FhuqWa8Q//N6qY7O/YzyJNWE4+lHUcqgFrDIB4ZUEqzZ2BCEJTW7QjxEEmFtUqyaENzZk+dJ+6TuOnX35rTWuCjjqIB9cACOgAvOQANcgyZoAQzuwSN4Bi/Wg/VkvVpv09YFq5zZA39gvX8BUB+efQ==</latexit><latexit sha1_base64="S1j2TpJjZvYxBLIWaqawbp1PipQ=">AAACEnicbVDLSsNAFJ34rPUVdelmsAi6KYkIuiwK4rKCfUATymQyaYdOZsLMRCgh3+DGX3HjQhG3rtz5N07a4KP1wMC559zL3HuChFGlHefTWlhcWl5ZraxV1zc2t7btnd22EqnEpIUFE7IbIEUY5aSlqWakm0iC4oCRTjC6LPzOHZGKCn6rxwnxYzTgNKIYaSP17WMvRnoYRJnHUcBQDr9rHAr9U17lfbvm1J0J4DxxS1IDJZp9+8MLBU5jwjVmSKme6yTaz5DUFDOSV71UkQThERqQnqEcxUT52eSkHB4aJYSRkOZxDSfq74kMxUqN48B0FhuqWa8Q//N6qY7O/YzyJNWE4+lHUcqgFrDIB4ZUEqzZ2BCEJTW7QjxEEmFtUqyaENzZk+dJ+6TuOnX35rTWuCjjqIB9cACOgAvOQANcgyZoAQzuwSN4Bi/Wg/VkvVpv09YFq5zZA39gvX8BUB+efQ==</latexit><latexit sha1_base64="S1j2TpJjZvYxBLIWaqawbp1PipQ=">AAACEnicbVDLSsNAFJ34rPUVdelmsAi6KYkIuiwK4rKCfUATymQyaYdOZsLMRCgh3+DGX3HjQhG3rtz5N07a4KP1wMC559zL3HuChFGlHefTWlhcWl5ZraxV1zc2t7btnd22EqnEpIUFE7IbIEUY5aSlqWakm0iC4oCRTjC6LPzOHZGKCn6rxwnxYzTgNKIYaSP17WMvRnoYRJnHUcBQDr9rHAr9U17lfbvm1J0J4DxxS1IDJZp9+8MLBU5jwjVmSKme6yTaz5DUFDOSV71UkQThERqQnqEcxUT52eSkHB4aJYSRkOZxDSfq74kMxUqN48B0FhuqWa8Q//N6qY7O/YzyJNWE4+lHUcqgFrDIB4ZUEqzZ2BCEJTW7QjxEEmFtUqyaENzZk+dJ+6TuOnX35rTWuCjjqIB9cACOgAvOQANcgyZoAQzuwSN4Bi/Wg/VkvVpv09YFq5zZA39gvX8BUB+efQ==</latexit><latexit sha1_base64="S1j2TpJjZvYxBLIWaqawbp1PipQ=">AAACEnicbVDLSsNAFJ34rPUVdelmsAi6KYkIuiwK4rKCfUATymQyaYdOZsLMRCgh3+DGX3HjQhG3rtz5N07a4KP1wMC559zL3HuChFGlHefTWlhcWl5ZraxV1zc2t7btnd22EqnEpIUFE7IbIEUY5aSlqWakm0iC4oCRTjC6LPzOHZGKCn6rxwnxYzTgNKIYaSP17WMvRnoYRJnHUcBQDr9rHAr9U17lfbvm1J0J4DxxS1IDJZp9+8MLBU5jwjVmSKme6yTaz5DUFDOSV71UkQThERqQnqEcxUT52eSkHB4aJYSRkOZxDSfq74kMxUqN48B0FhuqWa8Q//N6qY7O/YzyJNWE4+lHUcqgFrDIB4ZUEqzZ2BCEJTW7QjxEEmFtUqyaENzZk+dJ+6TuOnX35rTWuCjjqIB9cACOgAvOQANcgyZoAQzuwSN4Bi/Wg/VkvVpv09YFq5zZA39gvX8BUB+efQ==</latexit>

Fx
<latexit sha1_base64="jipd+hquN0GSDMuPOZb6X0WpWxU=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8V7Qe0oWy2m3bpZhN2J2IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLK6tr6RnGztLW9s7tX3j9omjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpG11O/9ci1EbF6wHHC/YgOlAgFo2il+5veU69ccavuDGSZeDmpQI56r/zV7ccsjbhCJqkxHc9N0M+oRsEkn5S6qeEJZSM64B1LFY248bPZqRNyYpU+CWNtSyGZqb8nMhoZM44C2xlRHJpFbyr+53VSDC/9TKgkRa7YfFGYSoIxmf5N+kJzhnJsCWVa2FsJG1JNGdp0SjYEb/HlZdI8q3pu1bs7r9Su8jiKcATHcAoeXEANbqEODWAwgGd4hTdHOi/Ou/Mxby04+cwh/IHz+QMrII21</latexit><latexit sha1_base64="jipd+hquN0GSDMuPOZb6X0WpWxU=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8V7Qe0oWy2m3bpZhN2J2IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLK6tr6RnGztLW9s7tX3j9omjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpG11O/9ci1EbF6wHHC/YgOlAgFo2il+5veU69ccavuDGSZeDmpQI56r/zV7ccsjbhCJqkxHc9N0M+oRsEkn5S6qeEJZSM64B1LFY248bPZqRNyYpU+CWNtSyGZqb8nMhoZM44C2xlRHJpFbyr+53VSDC/9TKgkRa7YfFGYSoIxmf5N+kJzhnJsCWVa2FsJG1JNGdp0SjYEb/HlZdI8q3pu1bs7r9Su8jiKcATHcAoeXEANbqEODWAwgGd4hTdHOi/Ou/Mxby04+cwh/IHz+QMrII21</latexit><latexit sha1_base64="jipd+hquN0GSDMuPOZb6X0WpWxU=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8V7Qe0oWy2m3bpZhN2J2IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLK6tr6RnGztLW9s7tX3j9omjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpG11O/9ci1EbF6wHHC/YgOlAgFo2il+5veU69ccavuDGSZeDmpQI56r/zV7ccsjbhCJqkxHc9N0M+oRsEkn5S6qeEJZSM64B1LFY248bPZqRNyYpU+CWNtSyGZqb8nMhoZM44C2xlRHJpFbyr+53VSDC/9TKgkRa7YfFGYSoIxmf5N+kJzhnJsCWVa2FsJG1JNGdp0SjYEb/HlZdI8q3pu1bs7r9Su8jiKcATHcAoeXEANbqEODWAwgGd4hTdHOi/Ou/Mxby04+cwh/IHz+QMrII21</latexit><latexit sha1_base64="jipd+hquN0GSDMuPOZb6X0WpWxU=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8V7Qe0oWy2m3bpZhN2J2IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLK6tr6RnGztLW9s7tX3j9omjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpG11O/9ci1EbF6wHHC/YgOlAgFo2il+5veU69ccavuDGSZeDmpQI56r/zV7ccsjbhCJqkxHc9N0M+oRsEkn5S6qeEJZSM64B1LFY248bPZqRNyYpU+CWNtSyGZqb8nMhoZM44C2xlRHJpFbyr+53VSDC/9TKgkRa7YfFGYSoIxmf5N+kJzhnJsCWVa2FsJG1JNGdp0SjYEb/HlZdI8q3pu1bs7r9Su8jiKcATHcAoeXEANbqEODWAwgGd4hTdHOi/Ou/Mxby04+cwh/IHz+QMrII21</latexit>

Fy
<latexit sha1_base64="eUms67DZ4tdn8SqWqWd9omVKfhk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8VrS20oWy2m3bpZhN2J0II/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ndLK6tr6RnmzsrW9s7tX3T94NHGqGW+xWMa6E1DDpVC8hQIl7ySa0yiQvB2Mr6d++4lrI2L1gFnC/YgOlQgFo2il+5t+1q/W3Lo7A1kmXkFqUKDZr371BjFLI66QSWpM13MT9HOqUTDJJ5VeanhC2ZgOeddSRSNu/Hx26oScWGVAwljbUkhm6u+JnEbGZFFgOyOKI7PoTcX/vG6K4aWfC5WkyBWbLwpTSTAm07/JQGjOUGaWUKaFvZWwEdWUoU2nYkPwFl9eJo9ndc+te3fntcZVEUcZjuAYTsGDC2jALTShBQyG8Ayv8OZI58V5dz7mrSWnmDmEP3A+fwAspI22</latexit><latexit sha1_base64="eUms67DZ4tdn8SqWqWd9omVKfhk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8VrS20oWy2m3bpZhN2J0II/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ndLK6tr6RnmzsrW9s7tX3T94NHGqGW+xWMa6E1DDpVC8hQIl7ySa0yiQvB2Mr6d++4lrI2L1gFnC/YgOlQgFo2il+5t+1q/W3Lo7A1kmXkFqUKDZr371BjFLI66QSWpM13MT9HOqUTDJJ5VeanhC2ZgOeddSRSNu/Hx26oScWGVAwljbUkhm6u+JnEbGZFFgOyOKI7PoTcX/vG6K4aWfC5WkyBWbLwpTSTAm07/JQGjOUGaWUKaFvZWwEdWUoU2nYkPwFl9eJo9ndc+te3fntcZVEUcZjuAYTsGDC2jALTShBQyG8Ayv8OZI58V5dz7mrSWnmDmEP3A+fwAspI22</latexit><latexit sha1_base64="eUms67DZ4tdn8SqWqWd9omVKfhk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8VrS20oWy2m3bpZhN2J0II/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ndLK6tr6RnmzsrW9s7tX3T94NHGqGW+xWMa6E1DDpVC8hQIl7ySa0yiQvB2Mr6d++4lrI2L1gFnC/YgOlQgFo2il+5t+1q/W3Lo7A1kmXkFqUKDZr371BjFLI66QSWpM13MT9HOqUTDJJ5VeanhC2ZgOeddSRSNu/Hx26oScWGVAwljbUkhm6u+JnEbGZFFgOyOKI7PoTcX/vG6K4aWfC5WkyBWbLwpTSTAm07/JQGjOUGaWUKaFvZWwEdWUoU2nYkPwFl9eJo9ndc+te3fntcZVEUcZjuAYTsGDC2jALTShBQyG8Ayv8OZI58V5dz7mrSWnmDmEP3A+fwAspI22</latexit><latexit sha1_base64="eUms67DZ4tdn8SqWqWd9omVKfhk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8VrS20oWy2m3bpZhN2J0II/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ndLK6tr6RnmzsrW9s7tX3T94NHGqGW+xWMa6E1DDpVC8hQIl7ySa0yiQvB2Mr6d++4lrI2L1gFnC/YgOlQgFo2il+5t+1q/W3Lo7A1kmXkFqUKDZr371BjFLI66QSWpM13MT9HOqUTDJJ5VeanhC2ZgOeddSRSNu/Hx26oScWGVAwljbUkhm6u+JnEbGZFFgOyOKI7PoTcX/vG6K4aWfC5WkyBWbLwpTSTAm07/JQGjOUGaWUKaFvZWwEdWUoU2nYkPwFl9eJo9ndc+te3fntcZVEUcZjuAYTsGDC2jALTShBQyG8Ayv8OZI58V5dz7mrSWnmDmEP3A+fwAspI22</latexit>

rxFx
<latexit sha1_base64="aDk+ScD1LdWo8BvtUyQSgcpg2us=">AAAB83icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegIB4jmAcky9I7mU2GzM4uM7OSsOQ3vHhQxKs/482/cfI4aGJBQ1HVTXdXmAqujet+O4W19Y3NreJ2aWd3b/+gfHjU1EmmKGvQRCSqHaJmgkvWMNwI1k4VwzgUrBUOb6d+64kpzRP5aMYp82PsSx5xisZK3a7EUGAwInfBKChX3Ko7A1kl3oJUYIF6UP7q9hKaxUwaKlDrjuemxs9RGU4Fm5S6mWYp0iH2WcdSiTHTfj67eULOrNIjUaJsSUNm6u+JHGOtx3FoO2M0A73sTcX/vE5moms/5zLNDJN0vijKBDEJmQZAelwxasTYEqSK21sJHaBCamxMJRuCt/zyKmleVD236j1cVmo3iziKcAKncA4eXEEN7qEODaCQwjO8wpuTOS/Ou/Mxby04i5lj+APn8weWvJFg</latexit><latexit sha1_base64="aDk+ScD1LdWo8BvtUyQSgcpg2us=">AAAB83icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegIB4jmAcky9I7mU2GzM4uM7OSsOQ3vHhQxKs/482/cfI4aGJBQ1HVTXdXmAqujet+O4W19Y3NreJ2aWd3b/+gfHjU1EmmKGvQRCSqHaJmgkvWMNwI1k4VwzgUrBUOb6d+64kpzRP5aMYp82PsSx5xisZK3a7EUGAwInfBKChX3Ko7A1kl3oJUYIF6UP7q9hKaxUwaKlDrjuemxs9RGU4Fm5S6mWYp0iH2WcdSiTHTfj67eULOrNIjUaJsSUNm6u+JHGOtx3FoO2M0A73sTcX/vE5moms/5zLNDJN0vijKBDEJmQZAelwxasTYEqSK21sJHaBCamxMJRuCt/zyKmleVD236j1cVmo3iziKcAKncA4eXEEN7qEODaCQwjO8wpuTOS/Ou/Mxby04i5lj+APn8weWvJFg</latexit><latexit sha1_base64="aDk+ScD1LdWo8BvtUyQSgcpg2us=">AAAB83icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegIB4jmAcky9I7mU2GzM4uM7OSsOQ3vHhQxKs/482/cfI4aGJBQ1HVTXdXmAqujet+O4W19Y3NreJ2aWd3b/+gfHjU1EmmKGvQRCSqHaJmgkvWMNwI1k4VwzgUrBUOb6d+64kpzRP5aMYp82PsSx5xisZK3a7EUGAwInfBKChX3Ko7A1kl3oJUYIF6UP7q9hKaxUwaKlDrjuemxs9RGU4Fm5S6mWYp0iH2WcdSiTHTfj67eULOrNIjUaJsSUNm6u+JHGOtx3FoO2M0A73sTcX/vE5moms/5zLNDJN0vijKBDEJmQZAelwxasTYEqSK21sJHaBCamxMJRuCt/zyKmleVD236j1cVmo3iziKcAKncA4eXEEN7qEODaCQwjO8wpuTOS/Ou/Mxby04i5lj+APn8weWvJFg</latexit><latexit sha1_base64="aDk+ScD1LdWo8BvtUyQSgcpg2us=">AAAB83icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegIB4jmAcky9I7mU2GzM4uM7OSsOQ3vHhQxKs/482/cfI4aGJBQ1HVTXdXmAqujet+O4W19Y3NreJ2aWd3b/+gfHjU1EmmKGvQRCSqHaJmgkvWMNwI1k4VwzgUrBUOb6d+64kpzRP5aMYp82PsSx5xisZK3a7EUGAwInfBKChX3Ko7A1kl3oJUYIF6UP7q9hKaxUwaKlDrjuemxs9RGU4Fm5S6mWYp0iH2WcdSiTHTfj67eULOrNIjUaJsSUNm6u+JHGOtx3FoO2M0A73sTcX/vE5moms/5zLNDJN0vijKBDEJmQZAelwxasTYEqSK21sJHaBCamxMJRuCt/zyKmleVD236j1cVmo3iziKcAKncA4eXEEN7qEODaCQwjO8wpuTOS/Ou/Mxby04i5lj+APn8weWvJFg</latexit>

ryFy
<latexit sha1_base64="4Lml0zQS7826PT+fXkrzEtXaCfI=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8V7Ae0IUy2m3bpZhN2N0II/RtePCji1T/jzX/j9uOgrQ8GHu/NMDMvTAXXxnW/ndLa+sbmVnm7srO7t39QPTxq6yRTlLVoIhLVDVEzwSVrGW4E66aKYRwK1gnHt1O/88SU5ol8NHnK/BiHkkecorFSvy8xFBjk5C7Ig2rNrbszkFXiLUgNFmgG1a/+IKFZzKShArXueW5q/AKV4VSwSaWfaZYiHeOQ9SyVGDPtF7ObJ+TMKgMSJcqWNGSm/p4oMNY6j0PbGaMZ6WVvKv7n9TITXfsFl2lmmKTzRVEmiEnINAAy4IpRI3JLkCpubyV0hAqpsTFVbAje8surpH1R99y693BZa9ws4ijDCZzCOXhwBQ24hya0gEIKz/AKb07mvDjvzse8teQsZo7hD5zPH5nIkWI=</latexit><latexit sha1_base64="4Lml0zQS7826PT+fXkrzEtXaCfI=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8V7Ae0IUy2m3bpZhN2N0II/RtePCji1T/jzX/j9uOgrQ8GHu/NMDMvTAXXxnW/ndLa+sbmVnm7srO7t39QPTxq6yRTlLVoIhLVDVEzwSVrGW4E66aKYRwK1gnHt1O/88SU5ol8NHnK/BiHkkecorFSvy8xFBjk5C7Ig2rNrbszkFXiLUgNFmgG1a/+IKFZzKShArXueW5q/AKV4VSwSaWfaZYiHeOQ9SyVGDPtF7ObJ+TMKgMSJcqWNGSm/p4oMNY6j0PbGaMZ6WVvKv7n9TITXfsFl2lmmKTzRVEmiEnINAAy4IpRI3JLkCpubyV0hAqpsTFVbAje8surpH1R99y693BZa9ws4ijDCZzCOXhwBQ24hya0gEIKz/AKb07mvDjvzse8teQsZo7hD5zPH5nIkWI=</latexit><latexit sha1_base64="4Lml0zQS7826PT+fXkrzEtXaCfI=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8V7Ae0IUy2m3bpZhN2N0II/RtePCji1T/jzX/j9uOgrQ8GHu/NMDMvTAXXxnW/ndLa+sbmVnm7srO7t39QPTxq6yRTlLVoIhLVDVEzwSVrGW4E66aKYRwK1gnHt1O/88SU5ol8NHnK/BiHkkecorFSvy8xFBjk5C7Ig2rNrbszkFXiLUgNFmgG1a/+IKFZzKShArXueW5q/AKV4VSwSaWfaZYiHeOQ9SyVGDPtF7ObJ+TMKgMSJcqWNGSm/p4oMNY6j0PbGaMZ6WVvKv7n9TITXfsFl2lmmKTzRVEmiEnINAAy4IpRI3JLkCpubyV0hAqpsTFVbAje8surpH1R99y693BZa9ws4ijDCZzCOXhwBQ24hya0gEIKz/AKb07mvDjvzse8teQsZo7hD5zPH5nIkWI=</latexit><latexit sha1_base64="4Lml0zQS7826PT+fXkrzEtXaCfI=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8V7Ae0IUy2m3bpZhN2N0II/RtePCji1T/jzX/j9uOgrQ8GHu/NMDMvTAXXxnW/ndLa+sbmVnm7srO7t39QPTxq6yRTlLVoIhLVDVEzwSVrGW4E66aKYRwK1gnHt1O/88SU5ol8NHnK/BiHkkecorFSvy8xFBjk5C7Ig2rNrbszkFXiLUgNFmgG1a/+IKFZzKShArXueW5q/AKV4VSwSaWfaZYiHeOQ9SyVGDPtF7ObJ+TMKgMSJcqWNGSm/p4oMNY6j0PbGaMZ6WVvKv7n9TITXfsFl2lmmKTzRVEmiEnINAAy4IpRI3JLkCpubyV0hAqpsTFVbAje8surpH1R99y693BZa9ws4ijDCZzCOXhwBQ24hya0gEIKz/AKb07mvDjvzse8teQsZo7hD5zPH5nIkWI=</latexit>
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r×F
<latexit sha1_base64="zETPTAqzi0VyeOSL7UoBGUJ+vU4=">AAACE3icbVBLS8NAEN74rPUV9ehlsQjioSQi6LEoiMcK9gFNKJPtpl262YTdjVBC/4MX/4oXD4p49eLNf+OmDT5aPxj45psZZuYLEs6UdpxPa2FxaXlltbRWXt/Y3Nq2d3abKk4loQ0S81i2A1CUM0EbmmlO24mkEAWctoLhZV5v3VGpWCxu9SihfgR9wUJGQBupax97EehBEGaegIDDGH/nmkVU/eRX465dcarOBHieuAWpoAL1rv3h9WKSRlRowkGpjusk2s9AakY4HZe9VNEEyBD6tGOoALPQzyY/jfGhUXo4jKUJofFE/T2RQaTUKApMZ36hmq3l4n+1TqrDcz9jIkk1FWS6KEw51jHODcI9JinRfGQIEMnMrZgMQALRxsayMcGdfXmeNE+qrlN1b04rtYvCjhLaRwfoCLnoDNXQNaqjBiLoHj2iZ/RiPVhP1qv1Nm1dsIqZPfQH1vsXPNCe/w==</latexit><latexit sha1_base64="zETPTAqzi0VyeOSL7UoBGUJ+vU4=">AAACE3icbVBLS8NAEN74rPUV9ehlsQjioSQi6LEoiMcK9gFNKJPtpl262YTdjVBC/4MX/4oXD4p49eLNf+OmDT5aPxj45psZZuYLEs6UdpxPa2FxaXlltbRWXt/Y3Nq2d3abKk4loQ0S81i2A1CUM0EbmmlO24mkEAWctoLhZV5v3VGpWCxu9SihfgR9wUJGQBupax97EehBEGaegIDDGH/nmkVU/eRX465dcarOBHieuAWpoAL1rv3h9WKSRlRowkGpjusk2s9AakY4HZe9VNEEyBD6tGOoALPQzyY/jfGhUXo4jKUJofFE/T2RQaTUKApMZ36hmq3l4n+1TqrDcz9jIkk1FWS6KEw51jHODcI9JinRfGQIEMnMrZgMQALRxsayMcGdfXmeNE+qrlN1b04rtYvCjhLaRwfoCLnoDNXQNaqjBiLoHj2iZ/RiPVhP1qv1Nm1dsIqZPfQH1vsXPNCe/w==</latexit><latexit sha1_base64="zETPTAqzi0VyeOSL7UoBGUJ+vU4=">AAACE3icbVBLS8NAEN74rPUV9ehlsQjioSQi6LEoiMcK9gFNKJPtpl262YTdjVBC/4MX/4oXD4p49eLNf+OmDT5aPxj45psZZuYLEs6UdpxPa2FxaXlltbRWXt/Y3Nq2d3abKk4loQ0S81i2A1CUM0EbmmlO24mkEAWctoLhZV5v3VGpWCxu9SihfgR9wUJGQBupax97EehBEGaegIDDGH/nmkVU/eRX465dcarOBHieuAWpoAL1rv3h9WKSRlRowkGpjusk2s9AakY4HZe9VNEEyBD6tGOoALPQzyY/jfGhUXo4jKUJofFE/T2RQaTUKApMZ36hmq3l4n+1TqrDcz9jIkk1FWS6KEw51jHODcI9JinRfGQIEMnMrZgMQALRxsayMcGdfXmeNE+qrlN1b04rtYvCjhLaRwfoCLnoDNXQNaqjBiLoHj2iZ/RiPVhP1qv1Nm1dsIqZPfQH1vsXPNCe/w==</latexit><latexit sha1_base64="zETPTAqzi0VyeOSL7UoBGUJ+vU4=">AAACE3icbVBLS8NAEN74rPUV9ehlsQjioSQi6LEoiMcK9gFNKJPtpl262YTdjVBC/4MX/4oXD4p49eLNf+OmDT5aPxj45psZZuYLEs6UdpxPa2FxaXlltbRWXt/Y3Nq2d3abKk4loQ0S81i2A1CUM0EbmmlO24mkEAWctoLhZV5v3VGpWCxu9SihfgR9wUJGQBupax97EehBEGaegIDDGH/nmkVU/eRX465dcarOBHieuAWpoAL1rv3h9WKSRlRowkGpjusk2s9AakY4HZe9VNEEyBD6tGOoALPQzyY/jfGhUXo4jKUJofFE/T2RQaTUKApMZ36hmq3l4n+1TqrDcz9jIkk1FWS6KEw51jHODcI9JinRfGQIEMnMrZgMQALRxsayMcGdfXmeNE+qrlN1b04rtYvCjhLaRwfoCLnoDNXQNaqjBiLoHj2iZ/RiPVhP1qv1Nm1dsIqZPfQH1vsXPNCe/w==</latexit>

r·F
<latexit sha1_base64="S1j2TpJjZvYxBLIWaqawbp1PipQ=">AAACEnicbVDLSsNAFJ34rPUVdelmsAi6KYkIuiwK4rKCfUATymQyaYdOZsLMRCgh3+DGX3HjQhG3rtz5N07a4KP1wMC559zL3HuChFGlHefTWlhcWl5ZraxV1zc2t7btnd22EqnEpIUFE7IbIEUY5aSlqWakm0iC4oCRTjC6LPzOHZGKCn6rxwnxYzTgNKIYaSP17WMvRnoYRJnHUcBQDr9rHAr9U17lfbvm1J0J4DxxS1IDJZp9+8MLBU5jwjVmSKme6yTaz5DUFDOSV71UkQThERqQnqEcxUT52eSkHB4aJYSRkOZxDSfq74kMxUqN48B0FhuqWa8Q//N6qY7O/YzyJNWE4+lHUcqgFrDIB4ZUEqzZ2BCEJTW7QjxEEmFtUqyaENzZk+dJ+6TuOnX35rTWuCjjqIB9cACOgAvOQANcgyZoAQzuwSN4Bi/Wg/VkvVpv09YFq5zZA39gvX8BUB+efQ==</latexit><latexit sha1_base64="S1j2TpJjZvYxBLIWaqawbp1PipQ=">AAACEnicbVDLSsNAFJ34rPUVdelmsAi6KYkIuiwK4rKCfUATymQyaYdOZsLMRCgh3+DGX3HjQhG3rtz5N07a4KP1wMC559zL3HuChFGlHefTWlhcWl5ZraxV1zc2t7btnd22EqnEpIUFE7IbIEUY5aSlqWakm0iC4oCRTjC6LPzOHZGKCn6rxwnxYzTgNKIYaSP17WMvRnoYRJnHUcBQDr9rHAr9U17lfbvm1J0J4DxxS1IDJZp9+8MLBU5jwjVmSKme6yTaz5DUFDOSV71UkQThERqQnqEcxUT52eSkHB4aJYSRkOZxDSfq74kMxUqN48B0FhuqWa8Q//N6qY7O/YzyJNWE4+lHUcqgFrDIB4ZUEqzZ2BCEJTW7QjxEEmFtUqyaENzZk+dJ+6TuOnX35rTWuCjjqIB9cACOgAvOQANcgyZoAQzuwSN4Bi/Wg/VkvVpv09YFq5zZA39gvX8BUB+efQ==</latexit><latexit sha1_base64="S1j2TpJjZvYxBLIWaqawbp1PipQ=">AAACEnicbVDLSsNAFJ34rPUVdelmsAi6KYkIuiwK4rKCfUATymQyaYdOZsLMRCgh3+DGX3HjQhG3rtz5N07a4KP1wMC559zL3HuChFGlHefTWlhcWl5ZraxV1zc2t7btnd22EqnEpIUFE7IbIEUY5aSlqWakm0iC4oCRTjC6LPzOHZGKCn6rxwnxYzTgNKIYaSP17WMvRnoYRJnHUcBQDr9rHAr9U17lfbvm1J0J4DxxS1IDJZp9+8MLBU5jwjVmSKme6yTaz5DUFDOSV71UkQThERqQnqEcxUT52eSkHB4aJYSRkOZxDSfq74kMxUqN48B0FhuqWa8Q//N6qY7O/YzyJNWE4+lHUcqgFrDIB4ZUEqzZ2BCEJTW7QjxEEmFtUqyaENzZk+dJ+6TuOnX35rTWuCjjqIB9cACOgAvOQANcgyZoAQzuwSN4Bi/Wg/VkvVpv09YFq5zZA39gvX8BUB+efQ==</latexit><latexit sha1_base64="S1j2TpJjZvYxBLIWaqawbp1PipQ=">AAACEnicbVDLSsNAFJ34rPUVdelmsAi6KYkIuiwK4rKCfUATymQyaYdOZsLMRCgh3+DGX3HjQhG3rtz5N07a4KP1wMC559zL3HuChFGlHefTWlhcWl5ZraxV1zc2t7btnd22EqnEpIUFE7IbIEUY5aSlqWakm0iC4oCRTjC6LPzOHZGKCn6rxwnxYzTgNKIYaSP17WMvRnoYRJnHUcBQDr9rHAr9U17lfbvm1J0J4DxxS1IDJZp9+8MLBU5jwjVmSKme6yTaz5DUFDOSV71UkQThERqQnqEcxUT52eSkHB4aJYSRkOZxDSfq74kMxUqN48B0FhuqWa8Q//N6qY7O/YzyJNWE4+lHUcqgFrDIB4ZUEqzZ2BCEJTW7QjxEEmFtUqyaENzZk+dJ+6TuOnX35rTWuCjjqIB9cACOgAvOQANcgyZoAQzuwSN4Bi/Wg/VkvVpv09YFq5zZA39gvX8BUB+efQ==</latexit>

Fx
<latexit sha1_base64="jipd+hquN0GSDMuPOZb6X0WpWxU=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8V7Qe0oWy2m3bpZhN2J2IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLK6tr6RnGztLW9s7tX3j9omjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpG11O/9ci1EbF6wHHC/YgOlAgFo2il+5veU69ccavuDGSZeDmpQI56r/zV7ccsjbhCJqkxHc9N0M+oRsEkn5S6qeEJZSM64B1LFY248bPZqRNyYpU+CWNtSyGZqb8nMhoZM44C2xlRHJpFbyr+53VSDC/9TKgkRa7YfFGYSoIxmf5N+kJzhnJsCWVa2FsJG1JNGdp0SjYEb/HlZdI8q3pu1bs7r9Su8jiKcATHcAoeXEANbqEODWAwgGd4hTdHOi/Ou/Mxby04+cwh/IHz+QMrII21</latexit><latexit sha1_base64="jipd+hquN0GSDMuPOZb6X0WpWxU=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8V7Qe0oWy2m3bpZhN2J2IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLK6tr6RnGztLW9s7tX3j9omjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpG11O/9ci1EbF6wHHC/YgOlAgFo2il+5veU69ccavuDGSZeDmpQI56r/zV7ccsjbhCJqkxHc9N0M+oRsEkn5S6qeEJZSM64B1LFY248bPZqRNyYpU+CWNtSyGZqb8nMhoZM44C2xlRHJpFbyr+53VSDC/9TKgkRa7YfFGYSoIxmf5N+kJzhnJsCWVa2FsJG1JNGdp0SjYEb/HlZdI8q3pu1bs7r9Su8jiKcATHcAoeXEANbqEODWAwgGd4hTdHOi/Ou/Mxby04+cwh/IHz+QMrII21</latexit><latexit sha1_base64="jipd+hquN0GSDMuPOZb6X0WpWxU=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8V7Qe0oWy2m3bpZhN2J2IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLK6tr6RnGztLW9s7tX3j9omjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpG11O/9ci1EbF6wHHC/YgOlAgFo2il+5veU69ccavuDGSZeDmpQI56r/zV7ccsjbhCJqkxHc9N0M+oRsEkn5S6qeEJZSM64B1LFY248bPZqRNyYpU+CWNtSyGZqb8nMhoZM44C2xlRHJpFbyr+53VSDC/9TKgkRa7YfFGYSoIxmf5N+kJzhnJsCWVa2FsJG1JNGdp0SjYEb/HlZdI8q3pu1bs7r9Su8jiKcATHcAoeXEANbqEODWAwgGd4hTdHOi/Ou/Mxby04+cwh/IHz+QMrII21</latexit><latexit sha1_base64="jipd+hquN0GSDMuPOZb6X0WpWxU=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8V7Qe0oWy2m3bpZhN2J2IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLK6tr6RnGztLW9s7tX3j9omjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpG11O/9ci1EbF6wHHC/YgOlAgFo2il+5veU69ccavuDGSZeDmpQI56r/zV7ccsjbhCJqkxHc9N0M+oRsEkn5S6qeEJZSM64B1LFY248bPZqRNyYpU+CWNtSyGZqb8nMhoZM44C2xlRHJpFbyr+53VSDC/9TKgkRa7YfFGYSoIxmf5N+kJzhnJsCWVa2FsJG1JNGdp0SjYEb/HlZdI8q3pu1bs7r9Su8jiKcATHcAoeXEANbqEODWAwgGd4hTdHOi/Ou/Mxby04+cwh/IHz+QMrII21</latexit>

Fy
<latexit sha1_base64="eUms67DZ4tdn8SqWqWd9omVKfhk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8VrS20oWy2m3bpZhN2J0II/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ndLK6tr6RnmzsrW9s7tX3T94NHGqGW+xWMa6E1DDpVC8hQIl7ySa0yiQvB2Mr6d++4lrI2L1gFnC/YgOlQgFo2il+5t+1q/W3Lo7A1kmXkFqUKDZr371BjFLI66QSWpM13MT9HOqUTDJJ5VeanhC2ZgOeddSRSNu/Hx26oScWGVAwljbUkhm6u+JnEbGZFFgOyOKI7PoTcX/vG6K4aWfC5WkyBWbLwpTSTAm07/JQGjOUGaWUKaFvZWwEdWUoU2nYkPwFl9eJo9ndc+te3fntcZVEUcZjuAYTsGDC2jALTShBQyG8Ayv8OZI58V5dz7mrSWnmDmEP3A+fwAspI22</latexit><latexit sha1_base64="eUms67DZ4tdn8SqWqWd9omVKfhk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8VrS20oWy2m3bpZhN2J0II/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ndLK6tr6RnmzsrW9s7tX3T94NHGqGW+xWMa6E1DDpVC8hQIl7ySa0yiQvB2Mr6d++4lrI2L1gFnC/YgOlQgFo2il+5t+1q/W3Lo7A1kmXkFqUKDZr371BjFLI66QSWpM13MT9HOqUTDJJ5VeanhC2ZgOeddSRSNu/Hx26oScWGVAwljbUkhm6u+JnEbGZFFgOyOKI7PoTcX/vG6K4aWfC5WkyBWbLwpTSTAm07/JQGjOUGaWUKaFvZWwEdWUoU2nYkPwFl9eJo9ndc+te3fntcZVEUcZjuAYTsGDC2jALTShBQyG8Ayv8OZI58V5dz7mrSWnmDmEP3A+fwAspI22</latexit><latexit sha1_base64="eUms67DZ4tdn8SqWqWd9omVKfhk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8VrS20oWy2m3bpZhN2J0II/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ndLK6tr6RnmzsrW9s7tX3T94NHGqGW+xWMa6E1DDpVC8hQIl7ySa0yiQvB2Mr6d++4lrI2L1gFnC/YgOlQgFo2il+5t+1q/W3Lo7A1kmXkFqUKDZr371BjFLI66QSWpM13MT9HOqUTDJJ5VeanhC2ZgOeddSRSNu/Hx26oScWGVAwljbUkhm6u+JnEbGZFFgOyOKI7PoTcX/vG6K4aWfC5WkyBWbLwpTSTAm07/JQGjOUGaWUKaFvZWwEdWUoU2nYkPwFl9eJo9ndc+te3fntcZVEUcZjuAYTsGDC2jALTShBQyG8Ayv8OZI58V5dz7mrSWnmDmEP3A+fwAspI22</latexit><latexit sha1_base64="eUms67DZ4tdn8SqWqWd9omVKfhk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8VrS20oWy2m3bpZhN2J0II/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ndLK6tr6RnmzsrW9s7tX3T94NHGqGW+xWMa6E1DDpVC8hQIl7ySa0yiQvB2Mr6d++4lrI2L1gFnC/YgOlQgFo2il+5t+1q/W3Lo7A1kmXkFqUKDZr371BjFLI66QSWpM13MT9HOqUTDJJ5VeanhC2ZgOeddSRSNu/Hx26oScWGVAwljbUkhm6u+JnEbGZFFgOyOKI7PoTcX/vG6K4aWfC5WkyBWbLwpTSTAm07/JQGjOUGaWUKaFvZWwEdWUoU2nYkPwFl9eJo9ndc+te3fntcZVEUcZjuAYTsGDC2jALTShBQyG8Ayv8OZI58V5dz7mrSWnmDmEP3A+fwAspI22</latexit>

rxFx
<latexit sha1_base64="aDk+ScD1LdWo8BvtUyQSgcpg2us=">AAAB83icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegIB4jmAcky9I7mU2GzM4uM7OSsOQ3vHhQxKs/482/cfI4aGJBQ1HVTXdXmAqujet+O4W19Y3NreJ2aWd3b/+gfHjU1EmmKGvQRCSqHaJmgkvWMNwI1k4VwzgUrBUOb6d+64kpzRP5aMYp82PsSx5xisZK3a7EUGAwInfBKChX3Ko7A1kl3oJUYIF6UP7q9hKaxUwaKlDrjuemxs9RGU4Fm5S6mWYp0iH2WcdSiTHTfj67eULOrNIjUaJsSUNm6u+JHGOtx3FoO2M0A73sTcX/vE5moms/5zLNDJN0vijKBDEJmQZAelwxasTYEqSK21sJHaBCamxMJRuCt/zyKmleVD236j1cVmo3iziKcAKncA4eXEEN7qEODaCQwjO8wpuTOS/Ou/Mxby04i5lj+APn8weWvJFg</latexit><latexit sha1_base64="aDk+ScD1LdWo8BvtUyQSgcpg2us=">AAAB83icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegIB4jmAcky9I7mU2GzM4uM7OSsOQ3vHhQxKs/482/cfI4aGJBQ1HVTXdXmAqujet+O4W19Y3NreJ2aWd3b/+gfHjU1EmmKGvQRCSqHaJmgkvWMNwI1k4VwzgUrBUOb6d+64kpzRP5aMYp82PsSx5xisZK3a7EUGAwInfBKChX3Ko7A1kl3oJUYIF6UP7q9hKaxUwaKlDrjuemxs9RGU4Fm5S6mWYp0iH2WcdSiTHTfj67eULOrNIjUaJsSUNm6u+JHGOtx3FoO2M0A73sTcX/vE5moms/5zLNDJN0vijKBDEJmQZAelwxasTYEqSK21sJHaBCamxMJRuCt/zyKmleVD236j1cVmo3iziKcAKncA4eXEEN7qEODaCQwjO8wpuTOS/Ou/Mxby04i5lj+APn8weWvJFg</latexit><latexit sha1_base64="aDk+ScD1LdWo8BvtUyQSgcpg2us=">AAAB83icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegIB4jmAcky9I7mU2GzM4uM7OSsOQ3vHhQxKs/482/cfI4aGJBQ1HVTXdXmAqujet+O4W19Y3NreJ2aWd3b/+gfHjU1EmmKGvQRCSqHaJmgkvWMNwI1k4VwzgUrBUOb6d+64kpzRP5aMYp82PsSx5xisZK3a7EUGAwInfBKChX3Ko7A1kl3oJUYIF6UP7q9hKaxUwaKlDrjuemxs9RGU4Fm5S6mWYp0iH2WcdSiTHTfj67eULOrNIjUaJsSUNm6u+JHGOtx3FoO2M0A73sTcX/vE5moms/5zLNDJN0vijKBDEJmQZAelwxasTYEqSK21sJHaBCamxMJRuCt/zyKmleVD236j1cVmo3iziKcAKncA4eXEEN7qEODaCQwjO8wpuTOS/Ou/Mxby04i5lj+APn8weWvJFg</latexit><latexit sha1_base64="aDk+ScD1LdWo8BvtUyQSgcpg2us=">AAAB83icbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegIB4jmAcky9I7mU2GzM4uM7OSsOQ3vHhQxKs/482/cfI4aGJBQ1HVTXdXmAqujet+O4W19Y3NreJ2aWd3b/+gfHjU1EmmKGvQRCSqHaJmgkvWMNwI1k4VwzgUrBUOb6d+64kpzRP5aMYp82PsSx5xisZK3a7EUGAwInfBKChX3Ko7A1kl3oJUYIF6UP7q9hKaxUwaKlDrjuemxs9RGU4Fm5S6mWYp0iH2WcdSiTHTfj67eULOrNIjUaJsSUNm6u+JHGOtx3FoO2M0A73sTcX/vE5moms/5zLNDJN0vijKBDEJmQZAelwxasTYEqSK21sJHaBCamxMJRuCt/zyKmleVD236j1cVmo3iziKcAKncA4eXEEN7qEODaCQwjO8wpuTOS/Ou/Mxby04i5lj+APn8weWvJFg</latexit>

ryFy
<latexit sha1_base64="4Lml0zQS7826PT+fXkrzEtXaCfI=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8V7Ae0IUy2m3bpZhN2N0II/RtePCji1T/jzX/j9uOgrQ8GHu/NMDMvTAXXxnW/ndLa+sbmVnm7srO7t39QPTxq6yRTlLVoIhLVDVEzwSVrGW4E66aKYRwK1gnHt1O/88SU5ol8NHnK/BiHkkecorFSvy8xFBjk5C7Ig2rNrbszkFXiLUgNFmgG1a/+IKFZzKShArXueW5q/AKV4VSwSaWfaZYiHeOQ9SyVGDPtF7ObJ+TMKgMSJcqWNGSm/p4oMNY6j0PbGaMZ6WVvKv7n9TITXfsFl2lmmKTzRVEmiEnINAAy4IpRI3JLkCpubyV0hAqpsTFVbAje8surpH1R99y693BZa9ws4ijDCZzCOXhwBQ24hya0gEIKz/AKb07mvDjvzse8teQsZo7hD5zPH5nIkWI=</latexit><latexit sha1_base64="4Lml0zQS7826PT+fXkrzEtXaCfI=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8V7Ae0IUy2m3bpZhN2N0II/RtePCji1T/jzX/j9uOgrQ8GHu/NMDMvTAXXxnW/ndLa+sbmVnm7srO7t39QPTxq6yRTlLVoIhLVDVEzwSVrGW4E66aKYRwK1gnHt1O/88SU5ol8NHnK/BiHkkecorFSvy8xFBjk5C7Ig2rNrbszkFXiLUgNFmgG1a/+IKFZzKShArXueW5q/AKV4VSwSaWfaZYiHeOQ9SyVGDPtF7ObJ+TMKgMSJcqWNGSm/p4oMNY6j0PbGaMZ6WVvKv7n9TITXfsFl2lmmKTzRVEmiEnINAAy4IpRI3JLkCpubyV0hAqpsTFVbAje8surpH1R99y693BZa9ws4ijDCZzCOXhwBQ24hya0gEIKz/AKb07mvDjvzse8teQsZo7hD5zPH5nIkWI=</latexit><latexit sha1_base64="4Lml0zQS7826PT+fXkrzEtXaCfI=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8V7Ae0IUy2m3bpZhN2N0II/RtePCji1T/jzX/j9uOgrQ8GHu/NMDMvTAXXxnW/ndLa+sbmVnm7srO7t39QPTxq6yRTlLVoIhLVDVEzwSVrGW4E66aKYRwK1gnHt1O/88SU5ol8NHnK/BiHkkecorFSvy8xFBjk5C7Ig2rNrbszkFXiLUgNFmgG1a/+IKFZzKShArXueW5q/AKV4VSwSaWfaZYiHeOQ9SyVGDPtF7ObJ+TMKgMSJcqWNGSm/p4oMNY6j0PbGaMZ6WVvKv7n9TITXfsFl2lmmKTzRVEmiEnINAAy4IpRI3JLkCpubyV0hAqpsTFVbAje8surpH1R99y693BZa9ws4ijDCZzCOXhwBQ24hya0gEIKz/AKb07mvDjvzse8teQsZo7hD5zPH5nIkWI=</latexit><latexit sha1_base64="4Lml0zQS7826PT+fXkrzEtXaCfI=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNREI8V7Ae0IUy2m3bpZhN2N0II/RtePCji1T/jzX/j9uOgrQ8GHu/NMDMvTAXXxnW/ndLa+sbmVnm7srO7t39QPTxq6yRTlLVoIhLVDVEzwSVrGW4E66aKYRwK1gnHt1O/88SU5ol8NHnK/BiHkkecorFSvy8xFBjk5C7Ig2rNrbszkFXiLUgNFmgG1a/+IKFZzKShArXueW5q/AKV4VSwSaWfaZYiHeOQ9SyVGDPtF7ObJ+TMKgMSJcqWNGSm/p4oMNY6j0PbGaMZ6WVvKv7n9TITXfsFl2lmmKTzRVEmiEnINAAy4IpRI3JLkCpubyV0hAqpsTFVbAje8surpH1R99y693BZa9ws4ijDCZzCOXhwBQ24hya0gEIKz/AKb07mvDjvzse8teQsZo7hD5zPH5nIkWI=</latexit>
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Figure .. Overview of our method for repetition estimation in video. Given an input video as RGB frames we first estimate the
motion between consecutive frames using optical flow. We perform spatial Gaussian filtering to obtain six (differential) motion
representations. Next, we apply the continuous wavelet transform (CWT) through temporal convolution over all six representations
individually. We combine all power maps by summation to arrive at a single power map for a moment in time. Finally, we spatially
segment repetitive motion by mean-thresholding of the power maps. To estimate repetition, we median-pool the wavelet scales
over the motion segmentation producing an instantaneous frequency measurement.
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implies decomposition of the motion field into the primitive first-order

differentials. For a moment in time t, we compute the differential motion

maps by spatially convolving the flow field with first-order Gaussian

derivative filters:

Gx(x′;σ) = − x

2πσ4
exp

(
−x

2 + y2

2σ2

)
(.)

Gy(x′;σ) = − y

2πσ4
exp

(
−x

2 + y2

2σ2

)
, (.)

where σ denotes the spatial scale parameter and image coordinates are

given by x
′ = (x, y). Through convolution with Gaussian kernels we

obtain the first-order spatial derivatives ∇xFx,∇yFx,∇xFy and ∇yFy

for a moment in time. Given the spatial partial derivatives of the motion,

we compute∇·F and∇×F using the D equivalents of (.) and (.).

For the D case, curl is a single-component vector field perpendicular to

the image plane whereas the divergence is a scalar field. To effectively

handle all cases of repetitive motion (Figure .), we compute six motion

maps for each video frame:

{
∇ · F,∇× F, ∇xFx,∇yFy, Fx, Fy

}
(.)

Periodicity in ∇ · F or ∇× F will only occur for the frontal view. For

oscillatory or intermittent motion from the side view, ∇xFx and ∇yFy

will produce the strongest periodicity while the zeroth-order flow field

Fx and Fy will deliver a stronger response for the cases of repetitive

appearances at constant motion.

Figure . displays an example video frame with four out of six

motion maps (two are omitted for space). The six motion maps represent

the video for each moment in time and address the diversity in repetitive

motion. Unlike in the previous chapter, we leverage the entire motion

representations as we do not average pool the flow over the foreground

segmentation as was described in Section ... In our experiments, we

will evaluate the individual and joint representative power associated

with the motion maps. A priori we do not know which motion we

are dealing with, to which we return later by combining the temporal

responses of all motion maps.

.. Method 



Fx Fy

∇ · F ∇× F

Power Map Temporal Scale Map

Figure .. Intermediate motionmaps for a video displaying aman brushing wood
from the QUVA Repetition dataset. We perform wavelet filtering over six motion
maps (∇xFx and ∇yFy are omitted). Notice how the regions with repetitive
motion appear in the wavelet power maps. By thresholding the wavelet power
map with the mean power we obtain a repetitive motion map. The temporal
scale maps directly relate to the motion frequency.
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.. Dense Temporal Filtering

So far, we have only considered spatial filtering to obtain the motion

maps for a moment in time. Here we consider time and proceed by tem-

poral filtering of the motion maps to estimate the video’s repetitive mo-

tion. This is where the current method deviates from the previous work.

In Chapter , we relied on the motion representations but performed

average pooling over the foreground motion segmentation obtained sep-

arately from Papazoglou and Ferrari, . The average-pooled values

over time construct a one-dimensional signal acting as a surrogate for the

dynamics in a particular motion map. Spectral decomposition for each of

the signals led to six, possibly contrasting, time-frequency estimates. To

select the most discriminative representation, we proposed a self-quality

assessment by finding a min-cost path through the spectograms.

During the experiments of the previous chapter, we found two prob-

lems with this approach: () the decoupled motion segmentation may

not be optimal for estimating repetitive motion dynamics, and () aver-

age pooling over the foreground motion mask discards most information

and is unable to deal with multiple moving parts. Here, our improved

method addresses both of these problems by dense temporal filtering

over all locations in the motionmap rather than operating on the average-

pooled signals. Spatially dense estimation of the local spectral power

enables us to localize regions likely containing repetitive motion.

The temporal filtering can be implemented in several ways, for ex-

ample, as Fourier transform through temporal convolution. However,

to handle non-stationary video dynamics in our dataset, we adopt the

continuous wavelet transform by convolution to obtain a spectral de-

composition. For convenience, we briefly summarize the background

on continuous wavelets from Section ... Given a discrete signal hn
for timesteps n = 1, . . . , N − 1 sampled at equally spaced intervals δt.

Let ψ0(η) be some admissible wavelet function, depending on the non-

dimensional time parameter η. The continuous wavelet transform can

be defined as convolution of hn with a wavelet generated by scaling and

translating the wavelet function ψ0(η):

Wn(s) =

N−1∑

n′=0

hn′ψ∗

[
(n′ − n)δt

s

]
, (.)

.. Method 



By variation of the time parameter n and the scale parameter s, the

wavelet transform can generate a time-scale representation describing

how the amplitude of the signal changes with time and scale. Similar

to the previous chapter, we will use a Morlet wavelet (.) in all experi-

ments. We consider the wavelet power spectrum |Wn(s)|2 representing
the time-frequency localized energy for estimating repetitions from

video (see Figure . for an example signal and its power spectrum).

.. Combining Spectral Power Maps

Using the wavelet transform (.), we compute the time-localized fre-

quency estimates by temporal convolution densely over the six indi-

vidual motion representations. Unlike the previous chapter, where the

wavelet transform was applies over a average-pooled 1D flow-based

signal, we here maintain a spatial distribution of time-varying spectral

power. In other words, for each of the six differential motion maps, we

obtain time-varying maximum power map and scale map. The power map

contains the spatial distribution of maximum wavelet power over all

temporal scales; the scale map holds the temporal scales correspond-

ing to the wavelets with maximum power. What remains is combining

the wavelet responses from all motion representations to replace the

min-cost algorithm.

Rather than selecting the single most discriminative representation

(Section ..), we combine the spectral power maps by summation on a

per-frame basis. To illustrate this, we visualize four (out of six) individ-

ual power maps and their combined response in Figure .. Summation

of the spectral power maps translates into a number of attractive prop-

erties. Most importantly, the motion maps with the strongest repetitive

appearance will contribute most to the final power map whereas weakly

periodic motion representations will have a negligible contribution. This

effectively serves as a dynamic selection of the most discriminative mo-

tion representation. Moreover, as the spectral power is localized in time,

the relative contribution per motion representation will be evolving

over time. This is appealing because the perceived motion field can be

non-static in video due to camera motion or change in motion type.

 Improved Repetition Estimation



RGB Fx Fy

∇ · F ∇× F Total

Figure .. Video displaying a man lifting weights from our video dataset and
its corresponding wavelet power maps for individual representations (we omit
∇xFx and∇yFy) . In the bottom right, the total wavelet power obtained through
the summation of all six responses. We normalize the power maps for displaying
purpose. The vertical flow and curl produce the power maps with the largest
norm for this moment in time. Summation of the individual power map effec-
tively combines the filter responses.

.. Spatial Segmentation

The combined wavelet power map yields a time-varying spatial distri-

bution of spectral power over all motion representations, whereas the

corresponding effective scale map relates to the temporal scale with

maximum spectral power. We propose to use the spatial distribution of

spectral power for localization of the regions with strongest repetitive

appearance by means of segmentation. Afterwards, we use the scale map

to infer the dominant temporal scale.

The spatial segmentation of repetitive motion is performed in a

straightforwardmanner. For a moment in time,we simplymean-threshold

the combined wavelet power map to obtain a binary segmentation mask

associated with regions containing significant spectral power. More pre-

cisely, the wavelet-based motion segmentation will attend to regions in

which the maximum spectral power over all temporal scales is signif-

icant. The bottom row of Figure . illustrates this by displaying the

combined power map and corresponding scale map. Performing motion

segmentation directly from the spatial distribution of spectral power is

appealing as it couples the localization and subsequent frequency mea-

surements. Our experiments will verify this claim as we compare our

localization approach with specialized motion segmentation methods.

.. Method 



We would like to emphasize that our segmentation method leaves the

door open for multiple repetitively moving objects whereas most state-

of-the-art segmentation methods assume a single dominant foreground

motion (Tokmakov et al., ).

.. Repetition Counting

Counting the number of repetitions in a video remains similar to the

previous chapter. To obtain an instantaneous frequency estimate of the

salient motion, we median-pool the temporal wavelet scales over the

segmentation mask. Median-pooling is preferred over mean-pooling as

it relatively robust to outliers and is more likely to produce a better esti-

mate of the dominant frequency. The corresponding temporal wavelet

scale is subsequently converted to an instantaneous frequency using

(.). For a moment in time, this will deliver a frequency estimate for the

localized repetitive motion. Counting the number of repetitions follows

temporal integration of the consecutive frequency measurements with

the temporal sampling spacing inferred from the video’s frame rate.

We emphasize our method’s ability to count the number of cycles

in non-stationary video. For a stationary periodic signal, the median-

pooled temporal scales will be constant over time, while non-stationarity

motion produces time-varying frequency estimates. Although the videos

considered in our experiments are temporally segmented, the time-

localized wavelet responses could also be used for temporal localization

of repetitive actions. We further note that the median-pooling of the

aggregated power maps could potentially be used for handling video

with multiple recurrent moving parts.

. Implementation Details

Before turning to our experiments, we will discuss the experimental

details. As in the previous chapter, we will compare our method to the

existing methods of Pogalin et al.,  and Levy and Wolf,  on the

datasets introduced in Section ..

.. Optical Flow

Our method takes two consecutive video frames as input and first esti-

mates the motion using optical flow. As the quality of motion estimation

 Improved Repetition Estimation



may be important, we measure our method’s sensitivity to three flow esti-

mation methods. To evaluate a more traditional flow estimation method

we choose TV-L1 (Zach et al., ). This variational based method is

still competitive with more recent methods. Current state-of-the-art mo-

tion estimation methods all use convolutional neural networks for the

purpose. We compare the deep learning based methods EpicFlow (Re-

vaud et al., ) and FlowNet . (Ilg et al., ). Both deep networks

are trained on large synthetic video datasets to estimate the motion

in complex video. As default we use FlowNet . but the results with

EpicFlow are similar.

.. Motion Segmentation

Complex videos with background clutter or camera motion demand

segmentation of the foreground motion prior to further analysis. Our

method directly performs localization from the densely computedwavelet

power and we compare this to specialized motion segmentation methods.

The fast video segmentation method of Papazoglou and Ferrari, 

is chosen as classical approach and was also used in Chapter . This

approach separates foreground objects from the background in a video

by combining motion boundary detection followed by segmentation re-

finement. We also evaluate the more recent deep learning-based method

of Tokmakov et al., . The method trains a two-stream convolutional

neural network with a long-short term memory (LSTM) module to cap-

ture the evolution over time. The network parameters are optimized

using the large FlyingThings 3D dataset (Mayer et al., ). To refine

the motion masks from the trained networks, a conditional random

field is applied for refinement. For both methods we use the official

implementations made available by the authors. While both methods

generally attain high-quality segmentations, we observed that segmenta-

tion fails completely for some more difficult frames (either all or none

pixels selected as foreground). To remedy incorrect segmentation masks

we reuse the previous segmentation if the fraction of foreground pixels

is below 1% of the entire frame.

.. Differential Geometric Motion Maps

To compute the motion maps we perform spatial filtering by first-order

Gaussian kernels. The filtering is implemented in PyTorch (Paszke et al.,

.. Implementation Details 



) and runs in large batches on the GPU to accelerate computation.

Spatial convolution is performed with σ = 4 for all experiments. We

also evaluated σ = {2, 8, 16} but found only marginal variation in

performance. In practice, a combination of multiple spatial scales may

produce best results at increased computational cost. Once the spatial

first-order derivatives ∇xFx,∇yFx,∇xFy and ∇yFy have been obtained

through convolution, the differential motion maps are computed as

specified in Section ...

.. Continuous Wavelet Transform

We use the continuous wavelet filtering implementation as outlined in

Torrence and Compo, . Different from Chapter , we now perform

temporal filtering on the GPU resulting to achieve a considerable speed-

up. This enables us to apply the wavelet transform in large batches over

all spatial locations in the video. As previously mentioned, we use a

Morlet wavelet (ω0 = 6) with logarithmic scales (δj = 0.125, s0 = 2δt).

We limit the range of J corresponding to a minimum of four repetitions

by setting smin and smax accordingly in (.) and (.). Depending

on the video length, there are typically between 50 and 60 temporal

scales levels. When compute budget is limited, computational efficiency

can be improved by pruning the filter bank with scale selection, for

example using the maximum response of a Laplacian filter (Lindeberg,

). Alternatively, learning the distribution of scales could be used to

effectively prune the filter bank scales.

.. Repetition Counting

The instantaneous frequency estimates are obtained from the dense

wavelet power by pooling over the motion foreground mask. As detailed

in Section .., the frequencies are integrated the discrete timesteps to

arrive at a final repetition count. To remove frequency estimate outliers

inconsistent with adjacent frames, we apply amedian filter of 9 timesteps

(frames) to increase local smoothness. This gives a minor improvement

on both video datasets. The final repetition count predictions are not

rounded to the nearest integer, hence evaluation metrics may deviate

slightly due to incomplete cycles.
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. Experiments

We perform experiments to show the effectiveness of our method on

the task of counting repetitions in video. Some experiments resemble

those of Chapter  but remain relevant as the method is different. Before

evaluating our full method, we demonstrate our method’s ability to

handle dynamic viewpoint changes and the wavelet’s effectiveness for

dealing with acceleration recurrent motion.

.. Viewpoint Invariance

Setup. The theory of repetition considers two viewpoint extremes (Fig-

ure .). In the first experiment, we evaluate our method’s ability to

handle a continuous transition from one viewpoint extreme to the other.

The designated mechanism for this is the use of multiple motion rep-

resentations and the aggregation of their spectral power obtained from

the continuous wavelet transform (see Section ..). To evaluate this,

we consider a controlled experiment in which we synthesize a video

clip from 3D modeled data in Blender. This enables full control over

the object’s motion and the viewpoint. Specifically, we choose to build a

simple 3D scene containing a ball periodically bouncing on the floor as

displayed in the top row of Figure .. Initially, the camera captures the

bouncing ball from the side view but after a number of full motion cycles,

the camera smoothly transitions to frontal view (corresponding to case 3

to case 6 in Figure .). We measure the median-pooled vertical flow and

divergence over the foreground region to obtain two time-varying sig-

nals. The spectral power for both signals is individually estimated using

the continuous wavelet transform, after which we combine the power by

summation. In addition to a synthetic experiment, we also include the

result of a real-world video with significant dynamic viewpoint change

(Figure .; top row).

Results. Figure . and Figure . plot the two median-pooled flow

signals and their joint wavelet power obtained by summation. Initially,

as the moving object is captured from the side view, vertical flow is

best measurable. Upon the viewpoint transition, vertical flow vanishes

while the divergent flow becomes dominant. As a result of the camera

motion, the measurement of the spectral power for both individual

signals will only give a strong response for either the first or second

.. Experiments 
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Figure .. Top: synthesized video sequence for a controlled experiment on
the influence of viewpoint relative to the motion. This video clip shows a 3D
modeled scene containing a bouncing ball. At the midpoint of the animation,
the camera smoothly transitions from side view to frontal view. Bottom Left:
the time-varying magnitude of vertical flow and divergence measured over the
foreground segmentation. Initially, the vertical flow is dominant and divergence
is negligible. This reverses with the viewpoint transition. Bottom Right: the
combined wavelet spectrum of both signals. Notice the spectrum’s invariance to
viewpoint change as a result of wavelet power summation.
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Figure .. Top: example of dynamic viewpoint change for a real-world video.
Bottom Left: the time-varying magnitude of horizontal flow and divergence
measured over the foreground segmentation. Bottom Right: the combinedwavelet
spectrum of both signals. Again, by combining multiple representations through
summation of the wavelet spectra, we obtain a representation that is invariant
to viewpoint changes.
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half of the video. However, the summation of the spectra gives a clear

measurement over the complete video as is apparent from the combined

wavelet power spectrum. This illustrates our method’s ability to handle

viewpoint changes by the combination of the wavelet power contained

in multiple motion representations. By summation of the spectra, the

best measurable motion representation will naturally give the largest

contribution to the combined power. Therefore, this mechanism acts as

a replacement of the global representation selection used in Chapter 

by dynamically leveraging information in all representations.

.. Video Acceleration Sensitivity

Setup. We now repeat the experiment previously conducted in Sec-

tion .. with our improved method. To recapitulate: we examine our

method’s sensitivity to acceleration by artificially speeding-up videos.

Starting from the YTSegments dataset, in which most videos exhibit

strong periodic motion, we induce significant non-stationarity by ar-

tificially accelerating the videos halfway. More precisely, we modify

the videos such that after the midpoint frame, the speed is increased

by dropping every second frame. What follows are 100 videos with a

2× acceleration starting halfway. We compare against the deep learn-

ing method of Levy and Wolf,  which handles non-stationarity by

running the period-predicting convolutional neural network in sliding-

window fashion over the video.

Results. The bar chart of Figure . presents the mean absolute error in

both original and accelerated setting. On their own dataset, the system

of Levy and Wolf,  slightly outperforms our method. Acceleration

reverses the results as our method suffers less and obtains a lower error

on the accelerated videos. It reveals their sensitivity to acceleration,

whereas our method deteriorates less. This shows the effectiveness

of wavelets for dealing with non-stationarity in realistic videos. To

illustrate how our method deals with midpoint acceleration, we also plot

(Figure .) the count increments and cumulative counts throughout the

video. We noticed there is a distinct increase in count increments per

timestep when upon enabling acceleration. This is observed for most

videos in the dataset. We note that this could potentially be beneficial for

detecting acceleration of motion or the temporal localization of transient

phenomena in video.

.. Experiments 
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Figure .. The sensitivity to midpoint acceleration on the YTSegments dataset.
Our method increases 4.4 in mean absolute error whereas the method of Levy
and Wolf,  rises with 10.8 points. The deep learning method has difficulty
dealing with non-stationary acceleration, whereas our method is more robust
due to use of the continuous wavelet transform.

.. Motion Segmentation

Setup. In this experiment we investigate the effectiveness of the motion

segmentations obtained directly from the wavelet power for repetition

estimation. We visually compare the motion segmentations and assess

whether replacing our localization mechanism with a state-of-the-art mo-

tion segmentation method improves repetition estimation performance.

We keep the method identical except for the segmentation method to

obtain a motion mask. In addition to our wavelet-based motion segmen-

tation to obtain the discriminative motion mask we assess our method’s

performance () without any form of localization, i.e. full-frame; () the

video segmentation method of Papazoglou and Ferrari, ; and () the

deep learning approach of Tokmakov et al., .

Results. We first visually compare the three different motion segmen-

tation methods in Figure .. For most videos, our method is able to

localize the repetitive motion. As the emphasis of our work is on repe-

tition estimation, where the segmentation masks are a byproduct, the

state-of-the-art specifically devoted to foreground motion segmenta-

tion naturally produce the most accurate results measured as lowest

intersection-over-union error with respect to the ground truth mask.

However, our intention is to obtain a motion mask best suitable for rep-

etition estimation which not necessarily overlaps with the foreground

motion. By mean-thresholding the wavelet power maps, our method

seems to emphasize on regions with most discriminative repetitive mo-
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Figure .. Count increments and cumulative count over time for the first
video of YTSegments with midpoint acceleration. The red marker on the right
corresponds to the ground truth count. Note how the increase in speed around
9 seconds is clearly reflected in the count increments.

tion. This is best recognizable from the two bottom rows where the

motion segmentation includes background regions that periodically

change due to the motion. If a high intersection-over-union overlap with

respect to the ground truth foreground motion mask is desired, we ob-

serve a number of failure cases. For the rower (bottom row), the periodic

response of the paddle movement yields a significantly stronger wavelet

power than the body itself, hence the body is excluded from the seg-

mentation mask due to mean-thresholding of the wavelet power. In case

of football keep-ups (third row), the dominant repetitive motion is the

football moving up-and-down but the actor also rotates around its axis

which is not clear in the static images. However, the oscillating ball yields

the strongest response and our localization approach wrongly includes

the person’s torso. The threshold is currently fixed to the mean wavelet

power, setting adaptively could improve the segmentation masks.

In Table . we report quantitative results of our method with differ-

ent motion segmentation methods. In terms of repetition counting, our

localization mechanism produces significantly better results than the

existing motion segmentation methods. We visualize the segmentation

masks and corresponding counts for three examples at the end of this

chapter (Figure .). For our method, this convincingly demonstrates

that the segmentation directly obtained from the wavelet spectrum are

more suitable than decoupled motion segmentation approaches that are

state-of-the-art on their own domain.

.. Experiments 



(a) Our work (b) Papazoglou et al.  (c) Tokmakov et al. 

Figure .. Comparison of different motion segmentation masks. In most cases,
our method succeeds to spatially segment the repetitive motion. In comparison
to methods specifically devoted to the task of motion segmentation, our masks
are less precise. However, as our numerical evaluation shows, our segmentation
masks are more suitable for the task of repetition estimation. The most infor-
mative repetitive cues do not necessarily overlap with the foreground motion.
In the last example, the regions through which the paddles moves produce the
strongest repetitive response.
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Table .. Repetition counting results of our method with different motion seg-
mentation mechanism. While the state-of-the-art motion segmentation methods
produce visually excellent results, their segmentations are suboptimal for the
task of repetition estimation. This is expected as the most discriminative repeti-
tive cues are not always contained in the foreground motion. See Figure . for a
visual comparison of segmentation masks.

YTSegments QUVA Repetition

Localization method MAE ↓ OBOA ↑ MAE ↓ OBOA ↑

Full-frame 46.0 ±67.2 0.28 60.8 ±49.4 0.22

Papazoglou and Ferrari,  13.1 ±20.3 0.78 42.6 ±49.2 0.44

Tokmakov et al.,  21.6 ±57.2 0.76 38.9 ±39.2 0.42

Our method 9.4 ±17.4 0.89 26.1 ±39.6 0.62

.. Comparison to the State-of-the-Art

Setup. In this experiment, we perform a full comparison on the task

of repetition counting for both video datasets. We compare against the

Fourier-based method of Pogalin et al.,  and the deep learning

approach of Levy and Wolf, .

Results. The full count evaluation is presented in Table .. On their own

YTSegments dataset, the method of Levy and Wolf,  performs best

with an MAE of 6.5, where our method achieves a comparable error of 9.4

and near-identical off-by-one accuracy. Despite the stationary nature of

most videos in this dataset, the Fourier-based approach of Pogalin et al.,

 performs unfavorably compared to all other methods. A closer

look at the intermediate steps of the Fourier-based method reveals the

inferior performance is largely due to tracking failures and the Fourier

transform’s sensitivity to such failures. The neural network is better able

to handle imprecise localization results.

The results change dramatically when considering our challenging

QUVA Repetition dataset; notably the deep learning approach of Levy

and Wolf,  now performs the worst, with an MAE of 48.2. This

could possibly be explained by the fact that their network only considers

four motion types during training or the convolutional network’s fixed

temporal input dimension posing a constraint on the effective motion

periods (ranging from 0.2 to 2.33 seconds). Dealing with motion periods

.. Experiments 



Table .. Comparison with the state-of-the-art on repetition counting for the
YTSegments and our QUVA Repetition dataset. The deep learning-based method
of Levy and Wolf,  achieves good results on their own dataset of relatively
clean videos. On our more realistic and challenging dataset, the current method
improves considerably over the existing approaches. In comparison to our
previous work, our method segments the repetitive motion directly rather than
relying on decoupled motion segmentation.

YTSegments QUVA Repetition

MAE ↓ OBOA ↑ MAE ↓ OBOA ↑

Pogalin et al.,  21.9 ±30.1 0.68 38.5 ±37.6 0.49

Levy and Wolf,  6.5 ± 9.2 0.90 48.2 ±61.5 0.45

Our method (Chapter ) 10.3 ±19.8 0.89 23.2 ±34.4 0.62

Our method 9.4 ±17.4 0.89 26.1 ±39.6 0.62

outside of this range most likely requires retraining the network. The

Fourier-based method of Pogalin et al.,  scores an MAE of 38.5,

whereas we obtain an average error of 26.1. On the YTSegments dataset

our simplified method slightly improves over the MAE of 10.3 ± 19.8

reported in Chapter , while giving comparable results to previously

reported MAE of 23.2±34.4 on theQUVA Repetition dataset. The Fourier-

based and deep learning-based approaches are unable to effectively

handle the increased non-stationarity and motion complexity found in

our challenging video dataset. The method proposed here improves the

ability to handle such difficult videos without relying on explicit motion

segmentation methods.

We also report the repetition count results using TV-L1 (Zach et al.,

) and EpicFlow (Revaud et al., ) to investigate our method’s

sensitivity to optical flow quality. The results in Table . show the

robustness to different flow methods as the algorithm of choice has

limited effect on the count performance for both datasets.

To gain a better understanding of our method’s characteristics we

study success and failure cases. We observe that our wavelet-based mo-

tion segmentation struggles with scenes containing dynamic textures

such as sand or water (e.g. Figure .; bottom row). Based on our analysis,

we believe the reason for this is two-fold: () For such regions, motion

estimation using optical flow is difficult (Adelson, ); and () Dy-

 Improved Repetition Estimation



Table .. Sensitivity of our method with respect to different optical flow meth-
ods. We report repetition counting results over both datasets. Only slight varia-
tion in the performance is observed, demonstrating our method’s robustness to
optical flow quality.

YTSegments QUVA Repetition

MAE ↓ OBOA ↑ MAE ↓ OBOA ↑

TV-L1 9.8 ±17.9 0.89 26.5 ±67.5 0.67

EpicFlow 9.7 ±17.9 0.88 30.8 ±38.2 0.55

FlowNet . 9.4 ±17.4 0.89 26.1 ±39.6 0.62

namic textures produce visual repetitive dynamics resulting in a strong

wavelet response over its entire surface. Consequently, motion segmen-

tation by mean-thresholding of the spectral power will fail inevitably;

and subsequent measurements over the foreground motion mask will be

incorrect as well. For such videos, we observe an enormous over-count as

the frequency estimates correspond to the high-frequent rippling water.

The error associated with these videos explains the limited improve-

ment over our previous method (Chapter ) which relied on Papazoglou

and Ferrari,  for motion segmentation, being less prone to such

segmentation failures. To remedy the problem of coarse and inaccurate

segmentation masks, a post-processing step (e.g. conditional random

field) is likely to improve the overall segmentation quality.

. Conclusion

In this chapter, we have reconsidered the practical challenges associated

with repetition estimation such as the wide variety in motion appearance,

non-stationary temporal dynamics and camera motion. Our improved

method addresses all these challenges by computing a diversified mo-

tion representation, employing the continuous wavelet transform and

combining the power spectra of all representations to support viewpoint

invariance. Whereas related work explicitly localizes the foreground mo-

tion, our method performs repetitive motion segmentation directly from

the wavelet power maps resulting in a simplified approach. We verify

our claims by improving the state-of-the-art on the task of repetition

counting on our challenging new video dataset. Unlike well-performing

.. Conclusion 



existing work, our method requires no learning and requires only a

minimum number of hyper-parameters which are fixed throughout our

experiments. We envision applications beyond repetition estimation as

the wavelet power and scale maps can support localization of low- and

high-frequency regions suitable for region pruning or action classifica-

tion in video (Cheng et al., ).

10 2 1

10 5 5

5

(a) Our method

5

(b) Papazoglou et al. 

5

(c) Tokmakov et al. 

Figure .. Visualization of localization failure cases on the YTSegments dataset.
The count prediction is indicated in the top-left corner. From top-to-bottom, the
ground-truth counts are 10, 10, 11. Top row: our method accurately segments the
repetitive foreground motion whereas the other methods fail. As a consequence,
we achieve a perfect count whereas the others do not. Center row: Again, the
wavelet-based localization extracts the repetitive foreground motion, yielding
an accurate count result. Bottom row: Whereas all methods localize the person
with the football, the foreground mask is too coarse.
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part ii

Recurrent Physical Dynamics

“In the beginner’s mind there are many possibilities,

but in the expert’s mind there are few.” — Shunryū Suzuki





Part  of this thesis is dedicated to the notion of visual recurrence for

learning from video of physical phenomena. Chapter  will focus

on the recurrent motion of cloth in the wind to learn physical parameters

from visual observations. In Chapter , we will consider recurrent

physical dynamics as training data for learning physical properties and

relationships from observations only.
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Chapter 

Cloth in the Wind

. Introduction

There is substantial evidence (Craik, ; Hegarty, ) that humans

run mental models to predict physical phenomena. We predict the

trajectory of objects in mid-air, estimate a liquid’s viscosity and gauge the

velocity at which an object slides down a ramp. In analogy, simulation

models usually optimize their parameters by performing trial runs and

selecting the best. Over the years, physical models of the world have

become so visually appealing through simulations and rendering (H.

Wang et al., ; Narain et al., ; Bridson et al., ; Schreck

et al., ) that it is worthwhile to consider them for physical scene

understanding. This alleviates the need for meticulous annotation of the

pose, illumination, texture and scene dynamics as the model delivers

them for free.

In this chapter, we consider flags and cloth in the wind as a case study

of real-world recurrent motion. Measurements and visual models of

flags and cloth are important for virtual clothing try-on (Yang et al.,

), energy harvesting and biological systems (Shelley and Zhang,

; Huang and Sung, ). The cloth’s intrinsic material properties,

together with the external wind force, determine its dynamics. Untan-

gling the dynamics of fabric is challenging due to the involved nature of

the air-cloth interaction: a flag exerts inertial and elastic forces on the

surrounding air, while the air acts on the fabric through pressure and

viscosity (Huang and Sung, ). As we seek to measure both the cloth’s

intrinsic material properties and the external wind force, our physical

This chapter is based on our CVPR  publication (Runia et al., a).
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Figure ..We propose to measure real-world physical cloth parameters without
ever having seen the phenomena before. From cloth simulations only, we learn
a distance metric that encodes both intrinsic and extrinsic physical properties.
After learning, we use the embedding function to measure physical parameters
from real-world video by comparison to its simulated counterpart.

model couples the non-linear cloth model from H. Wang et al., 

with external wind force of Wejchert and Haumann, .

The task is challenging, as physical models of cloth tend to have

high numbers of unknown parameters and bear intricate coupling of

intrinsic and external forces. Our solution is to compare pairs of real

and simulated observations and measure their physical similarity. As

there is a fundamental caveat in the use of simulation and rendering for

learning: “visually appealing” does not necessarily imply the result is

realistic, the main question is how to assess the similarity of the causally

underlying physical parameters rather than visual correspondence. It

might be the case that the image looks real but never occurs in reality.

At the core of our measurement is a cloth simulation engine with

unknown parameters θ to be determined. The outcome of a simula-

tion (e.g. 3D meshes, points clouds, flow vectors) is converted to the

image space using a render engine. We then compare the simulated

visual data with a real-world observation of the particular phenomenon

(Figure .). Accordingly, we propose to learn a physical similaritymetric

from simulations only, without ever perceiving a real-world example. In

the learned embedding space, observations with similar physical param-

eters will wind up close, while dissimilar example pairs will be further

away. Guided by the physical similarity, the simulation’s parameters are

 Cloth in the Wind
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Figure .. We consider two cases of cloth in the wind. Top row: random still
images from our video recordings of real flags. For review purposes we have
obfuscated text on the flag. Bottom row: examples from the hanging cloth dataset
from Bouman et al., .

refined in each step. As a result, we obtain a complete computational

solution for the refined measurements of physical parameters.

The contributions of this chapter are as follows: () We propose

to train a perception-based physical cloth measurement device from

simulations only, without ever observing a real-world manifestation of

the phenomena. Our measurement device is formulated as a comparison

between two visual observations implemented as a Siamese network that

we train with contrastive loss. () In a case study of cloth, we propose a

specific instantiation of the physical embedding function. At its core is a

new spectral decomposition layer that measures the spectral power over

the cloth’s surface. Our solution compares favorably to existing work

that recovers intrinsic and extrinsic physical properties from visual

observations. () To evaluate our method, we record real-world video of

flags with the ground-truth wind speed gauged using an anemometer. ()

Finally, we iteratively refine physics simulations from a single real-world

observation towards maximizing the physical similarity between the

real-world and its simulation.

. Related Work

Previous work has measured physical properties by perceiving real-

world objects or phenomena — including material properties (Bouman

et al., ), cloth stiffness and bending parameters (Bouman et al., ;

Yang et al., ), mechanical features (J. Wu et al., ; Mottaghi et al.,

.. Related Work 



a; Mottaghi et al., b; W. Li et al., ), fluid characteristics

(J. Wu et al., ; Spencer and Shah, ; Sakaino, ) and surface

properties (Meka et al., ). The primary focus of the existing liter-

ature has been on estimating intrinsic material properties from visual

input. However, physical phenomena are often described by the interac-

tion between intrinsic and extrinsic properties. Therefore, we consider

the more complex scenario of jointly estimating intrinsic material prop-

erties and extrinsic forces from a single real-world video through the

iterative refinement of physics simulations.

Our case study focuses on the physics of cloth and flags, both of

which belong to the broader category of wind-excited bodies. The visual

manifestation of wind has received modest attention in computer vision,

e.g. the oscillation of tree branches (Xue et al., ; Sun et al., ),

water surfaces (Spencer and Shah, ), and hanging cloth (Bouman et

al., ; Yang et al., ; T. Y. Wang et al., ; Cardona et al., ).

Our leading example of a flag curling in the wind may appear simple at

first, but its motion is highly complex. Its dynamics are an important

and well-studied topic in the field of fluid-body interactions (Shelley

and Zhang, ; Taneda, ; Tian, ). Inspired by this work and

existing visual cloth representations that characterize wrinkles, folds

and silhouette (Bhat et al., ; Haddon and Forsyth, ; White et al.,

; Yang et al., ), we propose a novel spectral decomposition layer

which encodes the frequency distribution over the cloth’s surface.

Previous work has considered the task of measuring intrinsic cloth

parameters (Bhat et al., ; Bouman et al., ; Yang et al., )

or external forces (Cardona et al., ) from images or video. Notably,

Bouman et al.,  use complex steerable pyramids to describe hanging

cloth in a video, while both Yang et al.,  and Cardona et al., 

propose a learning-based approach by combining a convolutional net-

work and recurrent network. In our experiments we will compare our

cloth frequency-based representations with Cardona et al.,  on flags

while Yang et al.,  is a reference on the hanging cloth dataset.

Our approach of measuring physical parameters by iterative refine-

ment of simulations shares similarity to the Monte Carlo-based parame-

ter optimization of J. Wu et al.,  and the particle swarm refinement

of clothing parameters from static images (Yang et al., ). In particu-

lar, the work of Yang et al.,  resembles ours as they infer garment

properties from images for the purpose of virtual clothing try-on. How-

ever, our work is different in an important aspect: we estimate intrinsic

 Cloth in the Wind



and extrinsic physical parameters from video while their work focuses

on estimating intrinsic cloth properties from static equilibrium images.

Recently, Liang et al.,  have proposed a differentiable cloth simula-

tor which could potentially be used as an alternative to our approach

for cloth parameter estimation.

. Method

We consider the scenario in which we make an observation of some

phenomena with a physical model explaining its manifestation available

to us. Based on the perception of reality, our goal is to measure the

Dp unknown continuous parameters of the physical model θ ∈ R
Dp ,

consisting of intrinsic parameters θi and extrinsic parameters θe through

an iterative refinement of a computer simulation that implements the

physical phenomena at hand. In particular, we consider observations

in the form of short video clips xtarget ∈ R
C×Nt×H×W , with C denoting

the number of image channels and Nt the number of H ×W frames. In

each iteration, the simulator runs with current model parameters θ to

produce some intermediate representation (e.g. 3D meshes, point clouds

or flow vectors), succeeded by a render engine with parameters ζ that

yields a simulated video xsim ∈ R
C×Nt×H×W . Our insight is that the

physical similarity between real-world observation and simulation can

be measured in some embedding space using pairwise distance:

Di,j = D (sφ(xi), sφ(xj)) : R
De × R

De → R, (.)

with the embedding function:

sφ(x) : R
C×Nt×H×W → R

De . (.)

The embedding function maps the data manifold R
C×Nt×H×W to some

embedding manifold R
De using a neural network parametrized by φ

such that physically similar examples lie close. In each iteration, guided

by the pairwise distance (.) between real and simulated instance, the

physical model is refined to maximize physical similarity. This procedure

ends whenever the physical model parameters have been measured

accurately enough or when the evaluation budget is finished. The output

comprises the measured physical parameters θ
∗ and corresponding

.. Method 



simulation x
∗
sim of the real-world phenomenon. An overview of the

proposed method is presented in Figure ..

.. Physical Similarity

For the measurement to be successful, it is crucial to measure the sim-

ilarity between simulation xsim and real-world observation xtarget. The

similarity function must reflect correspondence in physical dynamics

between the two instances. The prerequisite is that the physical model

must describe the phenomenon’s behavior at the scale that coincides

with the observational scale. For example, the quantum mechanical un-

derstanding of a pendulum will be less meaningful than its formulation

in classical mechanics when capturing its appearance using a regular

video camera.

Given the physical model and its implementation as a simulation

engine, we generate a dataset of simulations with its parameters θ

randomly sampled from some predefined search space. For each of

these simulated representations of the physical phenomenon, we use a

3D render engine to generate multiple video clips xi
sim, with different

render parameters ζi. As a result, we obtain a dataset with multiple

renders for each simulation instance. Given this dataset we propose the

following training strategy to learn a distance metric quantifying the

physical similarity between observations.

We employ a contrastive loss (Hadsell et al., ; LeCun et al.,

) and consider positive example pairs to be rendered video clips

originating from the same simulation (i.e. sharing physical parameters)

while negative example pairs have different physical parameters. Both

rendered video clips of an example pair are mapped to the embedding

space through sφ(x) in Siamese fashion (Bromley et al., ). In the

embedding space, the physical similarity will be evaluated using the

squared Euclidean distance:

Di,j = D (sφ(xi), sφ(xj)) = ‖sφ(xi)− sφ(xj)‖22. (.)

If optimized over a collection of rendered video clips, the contrastive

loss will learn to pull physically similar examples together, whereas

physically dissimilar points will be pushed apart. As a result, by training

on simulations only, we can learn to measure the similarity between

simulations and the real-world pairs.

 Cloth in the Wind
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Figure .. In this chapter, we propose the perception-based measurement of physical scene properties. Given an observation of a
real-world physical phenomenon, here represented as video clip xtarget, our algorithm measures the underlying parameters of the
physical scene. Central is a simulation engine implementing the physical model, parametrized by intrinsic material properties θi

and the characterization of external forces θe. A render engine, with render parameters ζ, maps the simulator’s output to the image
space producing video clip xsim. Using an embedding function sφ(x), both real and simulated examples are mapped to a manifold
on which physically similar examples are assigned to nearby points. To measure the similarity between both clips, we evaluate
a distance metric Dij(·, ·) in the embedding space. Its result serves as the objective for an optimization module that refines the
physical parameters θ towards the actual observation.
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.. Simulation Parameter Optimization

We propose to obtain a physical measurements through gradual refine-

ment of simulations based on visual observations. See Figure . for an

overview of the proposed refinement pipeline.

To optimize the physical parameters we draw the parallel with the

problem of hyper-parameter optimization (Snoek et al., ; Bergstra

and Bengio, ). In light of this correspondence, our collection of

model parameters is analogous to the hyper-parameters involved by

training deep neural networks (e.g. learning rate, weight decay, dropout).

Formally, we seek to find the global optimum of physical parameters:

θ
∗ = argmin

θ

D
(
sφ(xtarget), sφ(xsim(θ))

)
, (.)

where the target example is fixed and the simulated example depends

on the current set of physical parameters θ. Adjusting the parameters

θ at each iteration is challenging as it is hard to make parametric

assumptions on (.) as function of θ and accessing the gradient is costly

due to the simulations’ computational complexity. Our goal is, therefore,

to estimate the global minimum with as few evaluations as possible.

Considering this, we adopt Bayesian optimization (Snoek et al., )

for updating parameters θ. Its philosophy is to leverage all available

information from previous observations of (.) and not only use local

gradient information. We treat the optimization as-is and use a modified

implementation of Spearmint from Snoek et al.,  with the Matérn

kernel and improved initialization of the acquisition function proposed

by Oh et al., . We emphasize that, at this stage, the embedding

function sφ(x) is already trained and remains fixed throughout the

optimization procedure.

.. Physics, Simulation and Appearance of Cloth

Up until now, we have discussed the proposedmethod in its most general

terms. Here, we will transition to a specific instantiation of a physical

phenomenon. Specifically, we will consider two cases of cloth exposed

in the wind: curling flags and fabric hanging on a rod (Figure .). By

doing so, we confine the parameters θ and embedding function sφ(x).

However, we could have considered other physical phenomena given

 Cloth in the Wind
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(b) hanging cloth

(a) flag

Figure .. Left: we consider two cases of cloth exposed in the wind: (a) a flag
curling in the wind; and (b) cloth fabric hanging from a rod. In both cases,
the fabric fabric is treated as a mass-spring model in which a dense grid of
point masses is inter-connected with multiple springs. Right: the bending and
stretching springs determine the materials behavior. Flexion springs act over
shared edges whereas structural springs connect to direct neighbors.

that the underlying physical model is known, and a perceptual distance

function can be learned.

.. Physical Model

Researchers have been fascinated by flags’ seemingly simple, yet highly

complex, behavior that arises from the cloth-wind interaction (Taneda,

; J. Zhang et al., ; Huang and Sung, ; Eloy et al., ;

Shelley and Zhang, ; Tian, ). This complex coupling can give

rise to the flag’s familiar appearance of self-sustained oscillation at

certain natural frequencies. Furthermore, the physical understanding

of cloth and its interaction with external forces has been assimilated

by the computer graphics community. Most successful methods treat

cloth as a mass-spring model: a dense grid of point masses organized in

a planar structure, inter-connected with different types of springs which

properties determine the fabric’s behavior (Baraff and Witkin, ;

Provot et al., ; H. Wang et al., ; Narain et al., ). We adopt

the non-linear and anisotropic mass-spring cloth model introduced by
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H. Wang et al., . This model uses a piecewise linear bending and

stretching models. The stretching model is a generalization of Hooke’s

law for continuous media (Slaughter, ). As our experiments focus

on flags in the wind for which the stretching properties are of minimal

relevance, our experiments will focus on flags in the wind, typically

made of strong weather-resistant material such as polyester and nylon.

Therefore, the material’s stretching properties are of minimal relevance

and we will focus on the bending model from H. Wang et al.,  and

external force model of Wejchert and Haumann, .

Bending Model

The bending model is based on the linear bending force equation first

proposed in Bridson et al., . The model formulates the elastic

bending force Fe over triangular meshes sharing an edge (Figure .).

For two triangles separated by the dihedral angle ϕ, the bending force

takes the form of:

Fe = ke sin(ϕ/2)(N1 +N2)
−1|E|u, (.)

where ke is the material dependent bending stiffness, N1, N2 are the

weighted surface normals of the two triangles, E represents the edge

vector and u is the bending mode (see Figure  in Bridson et al., ).

The bending stiffness ke is non-linearly related to the dihedral angle

ϕ. This is realized by treating ke as piecewise linear function of the

reparametrization α = sin(ϕ/2)(N1 +N2)
−1. After this reparametriza-

tion, for a certain fabric, the parameter space is sampled for Nb angles

yielding a total of 3Nb parameters across the three directions. H. Wang

et al.,  empirically found that 5 measurements are sufficient for

most fabrics, producing 15 bending parameters.

External Forces

For the dynamics of cloth, we consider two external forces acting upon its

planar surface. First, the Earth’s gravitational acceleration (Fg = mag)

naturally pushes down the fabric. The total mass is defined by the

cloth’s area weight ρA multiplied by surface area. More interestingly, we

consider the fabric exposed to a constant wind field. Again, modeling the

cloth as a grid of point masses, the drag force on each mass is stipulated

by Stokes’s equation Fd = 6πRηvw in terms of the surface area, the air’s
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dynamic viscosity and the wind velocity vw (Wejchert and Haumann,

; Narain et al., ). By all means, this is a simplification of reality.

Our model ignores terms associated with the Reynolds number (such as

the cloth’s drag coefficient), which will also affect a real cloth’s dynamics.

However, it appears that the model is accurate enough to cover the

spectrum of cloth dynamics.

.. Simulation Engine

We employ the non-differentiable ArcSim simulation engine (Narain

et al., ) which efficiently implements the complex physical model

described in Section ... On top of the physical model, the simulator in-

corporates anisotropic remeshing to improve detail in densely wrinkled

regions while coarsening flat regions. As input, the simulator expects the

cloth’s initial mesh, its material properties and the configuration of ex-

ternal forces. At each time step, the engine solves the system for implicit

time integration using a sparse Cholesky-based solver. This produces

a sequence of 3D cloth meshes based on the physical properties of the

scene. As our goal is to learn a physical distance metric in image space

between simulation and a real-world observation, we pass the sequence

of meshes through a 3D render engine (Blender, ). Given render

parameters ζ comprising of camera position, scene geometry, lighting

conditions and the cloth’s visual texture, the renderer produces a simu-

lated video clip (xsim) which we can compare directly to the real-world

observation (xtarget). We emphasize that our focus is neither on inferring

render parameters ζ from observations nor on attaining visual realism

for our renders.

Parameter Search Space

The ArcSim simulator (Narain et al., ) operates in metric units,

enabling convenient comparison with real-world dynamics. As the base

material for our flag experiments, we use “Camel Ponte Roma” from H.

Wang et al., . Made of 60% polyester and 40% nylon, this material

closely resembles widely used flag fabrics. The fabric’s bending coeffi-

cients, stretching coefficients, and area weight were accurately measured

in a mechanical setup by the authors. We adopt and fix their stretching

parameters and use the bending stiffness and area weight as initializa-

tion for our cloth material. Specifically, using their respective parameters
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Table .. The predefined parameter range for optimization of θ = (θi,θe) given
the physical model of a flag curling in the wind. The bending parameters ke

correspond to the “Camel Ponte Roma” material from H. Wang et al., .

Parameter Params Search space

θi Bending stiffness 15 ke ∈ [10−1ke, 10ke]

θi Fabric area weight 1 ρA ∈ [0.10, 0.17] kgm−2

θe Wind velocity 1 vw ∈ [0, 10] m s−1

we confine a search space that is used during our parameter refinement.

We determine ρA ∼ Uniform(0.10, 0.17) kgm−2 after consulting various

flag materials at online retailers. And, we restrict the range of the bend-

ing stiffness coefficients by multiplying the base material’s ke in (.) by

10−1 and 10 to obtain the most flexible and stiffest material respectively.

As the bending coefficients have a complex effect on the cloth’s appear-

ance, we independently optimize the 15 bending coefficients instead of

only tuning the one-dimensional multiplier. The full parameter search

space is listed in Table ..

.. Spectral Decomposition Network

As evident from Section .., the behavior of flags is highly complex on

a microscopic level. However, as we will demonstrate, we can infer both

intrinsic and extrinsic properties of the physical system from its visual

appearance at a typical observational scale. The manifestation of a flag

will express various distinct cues that can be leveraged for deducing its

physical parameters. In the absence of wind, a flag will be hanging down.

As the wind catches, the flag will start curling. Gradually, waves will start

traveling towards its trailing edge. At certain speeds, the flag will exhibit

self-sustained periodic motion (Chapter ) at its natural frequency.

Picking up, the wind’s lashing force can induce violent flapping and

turbulent behavior. Over the wind speed spectrum, generally, the flag’s

lower side exhibits high-frequent traveling waves towards its trailing

edge while the upper side is more stable and dominantly displays low-

frequent vertical motion.

The dominant source of variation is in the geometry of the waves in

cloth rather than in its texture. Therefore, we seek a perceptual model
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that can encode the cloth’s dynamics such as high-frequent streamwise

waves, the number of nodes in the fabric, violent flapping at the trailing

edge, rolling motion of the corners and its silhouette (Shelley and Zhang,

; Taneda, ; Eloy et al., ). As our goal is to measure sim-

to-sim and sim-to-real similarity, a crucial underpinning is that our

embedding function is able to disentangle and extract the relevant signal

for domain adaptation (Peng et al., ; James et al., ). Therefore,

building upon Chapter , we propose modeling the spatial distribution of

temporal spectral power over the cloth’s surface. Together with direction

awareness, this effectively characterizes the traveling waves and flapping

behavior from visual observations.

Spectral Decomposition Layer

The proposed solution is a novel spectral decomposition layer that

extracts temporal frequencies from a video. Specifically, similar to our

method for repetition estimation as described in Chapter , we treat an

input video volume as a collection of signals for each spatial position (i.e.

H ×W signals) and map the signals into the frequency domain using

the Discrete Fourier Transform (DFT) to estimate the videos’ spatial

distribution of temporal spectral power. The DFT maps a signal f [n] for

n ∈ [0, Nt − 1] into the frequency domain (Oppenheim, ):

F (jω) =

Nt−1∑

n=0

f [n]e−jωnT . (.)

We proceed bymapping the Fourier transform’s complex output to a real-

valued representation. The periodogram of a signal is a representation

of its spectral power and is defined as:

I(ω) =
1

Nt
|F (jω)|2, (.)

with F (jω) as defined in (.). This provides the spectral power magni-

tude at each sampled frequency. To effectively reduce the dimensionality

and emphasize on the videos’ discriminative frequencies, we select the

top-k strongest frequencies and corresponding spectral power from the

periodogram. Given a signal of arbitrary length, this produces k pairs

containing the spectral power I(ωmaxi
) and frequency ωmaxi

for i ∈ [0, k]

yielding a total of 2k scalar values.
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Algorithm  Spectral Decomposition Layer

: Input. Video tensor x of shape [Nb, C,Nt, H,W ]
: Input. Number of frequency peaks to select, k
: Output. Decomposition of shape [Nb, 2kC,H,W ]

: procedure SpectralDecompositionLayer(x)
: Reshape x to [NbCHW,Nt] to obtain batch of signals
: Apply a Hanning window to signals
: Compute the DFT of signals using (.)
: Compute periodogram of signals I(ω)
: Select top-k peaks of I(ω) and corresponding ω’s
: P ← top-k peaks of I(ω) reshaped to [Nb, kC,H,W ]
: Ω← corresponding ω’s reshaped to [Nb, kC,H,W ]
: return P,Ω
: end procedure

Considering an input video volume, treated as a collection ofH ×W
signals of lengthNt, the procedure extracts the discriminative frequency

and its corresponding power at each spatial position. In other words, the

spectral decomposition layer performs the mapping:

R
C×Nt×H×W → R

2kC×H×W . (.)

The videos’ temporal dimension is squeezed and the result can be con-

sidered a multi-channel feature map. Consequently, these can be further

processed by any D convolutional layer. We reduce spectral leakage

using a Hanning window before applying the DFT. In Algorithm , we

formalize the optimized batched version of the spectral decomposition

layer as we implement for our experiments.

Embedding Function

The specification of sφ(x), with the spectral decomposition layer at its

core, is illustrated in Figure .. First, our model convolves the input

video x with a temporal Gaussian filter followed by two spatially ori-

ented first-order derivative filters. Both resulting video volumes are

two-times spatially subsampled by means of max-pooling. Successively,

the filtered video representations are fed through the spectral decompo-

sition layer to produce spectral power and frequency maps. The outputs

are stacked into a multi-channel feature map to be further processed
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Figure ..Overview of our SDN architecture sφ(x) for learning the physical correspondence between the simulation and real-world
observation of dynamic flags. Given a 3D video volume as input, we first apply a 0th-order temporal Gaussian filter followed by
two directional 1st-order Gaussian derivative filters and then spatially subsample both filtered video volumes by a factor two. The
proposed spectral decomposition layer then applies the Fourier transform and selects the maximum power and corresponding
frequencies densely for all spatial locations. This produces Dmulti-channel feature maps which we process with D ResNet blocks
to learn the embedding.
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by a number of D convolutional filters with trainable weights φ. We

use 3 standard ResNet blocks He et al.,  and a final linear layer that

maps to the RDe embedding space. We refer to our network as Spectral

Decomposition Network (SDN).

Network Details

Our spectral decomposition network is implemented in PyTorch (Paszke

et al., ). Unless mentioned otherwise, all network inputs are tem-

porally sampled at 25 fps. After that, we use a temporal Gaussian with

σt = 1 and first-order Gaussian derivative filters with σx,y = 2. For train-

ing the embedding function with the contrastive loss, we adopt a margin

of 1 and use the BatchAll sampling strategy (Hermans et al., ; Ding

et al., ). The spectral decomposition layer selects the single most

discriminative frequency (i.e. k = 1). Adding secondary frequency peaks

to the feature maps did not yield substantial performance gains. The size

of our embeddings is fixed (De = 512) throughout the chapter. Input

video clips of size 224 × 224 are converted to grayscale. We optimize

the weights of the trainable ResNet blocks using Adam (Kingma and Ba,

) with mini-batches of 32 examples and an initial learning rate of

10−2. To prevent overfitting, we utilize weight decay of 2 · 10−3 for all

networks. Training continues until validation loss plateaus — typically

around 40 epochs. Total training time for our spectral decomposition

network is about 4 hours on a single Nvidia GeForce GTX Titan X. When

training the recurrent models (Cardona et al., ; Yang et al., )

we also perform gradient clipping (max norm of ) to improve stability.

. Real and Simulated Datasets

We here describe the three datasets used in this chapter. First we describe

our flag dataset consisting of real-world videos, after which we transition

to the discussion of our two simulation datasets.

.. Real-world Flag Videos

To evaluate our method’s ability to infer physical parameters from real-

world observations, we have set out to collect video recordings of real-

world flags with ground-truth wind speed. We used two anemometers
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Figure .. Left: Two anemometers used for gauging the wind speed. Right
top: Real flag recordings with corresponding wind speeds measured by the
anemometer hoisted in the flagpole. Right bottom: simulated examples from our
FlagSim dataset.

(Figure .) to measure the wind speed at the flag’s position. After cal-

ibration and verification of the meters, we hoisted one of them in the

flagpole to the height of the flag to ensure accurate and local measure-

ments. A Panasonic HC-V camera was used for video recording. In

total, we have acquired more than an hour of video over the course of 5

days in varying wind and weather conditions. We divide the dataset in

2.7K train and 1.3K non-overlapping test video clips and use -minute

average wind speeds as ground-truth. The train and test video clips are

recorded on different days with varying weather conditions. Examples

of the videos are displayed in Figure ..

Data Acquisition

We here elaborate on our data acquisition to obtain real-world wind

speed measurements serving as ground-truth for the final experiment

of this chapter. To accurately gauge the wind speed next to the flag, we

have obtained two anemometers:

• SkyWatch BL-: windmill-type anemometer

• Testo i: vane-type anemometer

The measurement accuracy of both meters anemometers is 0.2 m s−1.

To verify the correctness of both anemometers, we have checked that

both wind meters report the same wind speeds before usage. After that,

we use the SkyWatch BL- anemometer for our measurements as it

measures omnidirectional which is more convenient. We hoisted the

anemometer in a flag pole such that the wind speeds are measured at

the same height as the flag. Wind speed measurements are recorded
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at 1 second intervals and interfaced to the computer. In Figure . we

display an example measurement and report the dataset’s wind speed

distribution. For the experiments, we randomly sample video clips of 30

consecutive frames from our video recordings and consider the ground-

truth wind speed to be the average over the last minute. This procedure

ensures that small wind speed deviations and measurement errors are

averaged out over time.

The camera records at 1920 × 1080 at 60 frames per second. We

perform post-processing of the videos in the following ways. Firstly, we

temporally subsample the video frames at 25 fps such that the clips are in

accordance with the frame step size in the physics simulator. Moreover,

we assert that the video recordings are temporally aligned with the wind

speed measurements using their timestamps. Secondly, we manually

crop the videos such that the curling flag appears in the approximate

center of the frame. After this, the frames are spatially subsampled to

300× 300, again in agreement with animations obtained from the render

engine (Blender, ).

.. FlagSim Dataset

To train the embedding function sφ(x) as discussed in Section ..,

we introduce the FlagSim dataset consisting of flag simulations and

their rendered animations. We simulate flags by random sampling a

set of physical parameters θ from Table . and feed them to ArcSim.

For each flag simulation, represented as sequence of 3D meshes, we use

Blender,  to render multiple flag animations xi
sim at different ren-

der settings ζi. We position the camera at a varying distance from the

flagpole and keep a maximum angle of 15◦ between the wind direction

and camera axis. From a collection of 12 countries, we randomly sample

a flag texture. Background images are selected from the SUN dataset

(Xiao et al., ). Each simulation produces 60 cloth meshes at step size

∆T = 0.04 s corresponding to  fps, which we render at 300× 300 reso-

lution. Following this procedure, we generate 1, 000mesh sequences and

render a total of 14, 000 training examples. We additionally generate val-

idation and test sets of 150/3, 800 and 85/3, 500mesh sequences/renders

respectively. See Figure . (bottom row) for example renders.

The examples in the FlagSim dataset are written to disk as a sequence

of 60 JPEG frames of size 300 × 300. During training, when using less

than 60 input frames (30 is used in most experiments), we randomly
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Figure .. Top: Example of the time-varying wind speed as obtained by the SkyWatch BL- anemometer positioned directly
next to the video-recorded flag. The wind speed is sampled at 1 Hz and interfaced to a computer using bluetooth. For our final
experiment, we sample video clips of 30 frames and consider the ground-truth wind speed to be the average wind speed over the
last minute. Bottom: Distribution statistics of the dataset we collected. Over all 4K non-overlapping videos the average wind speed
is 3.2m s−1 while the minimum and maximum wind speeds are 0.5m s−1 and 6.0m s−1 respectively.
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sample Nt successive frames from each video clip. This is achieved by

uniform sampling of a temporal offset within the video. After this, for

the sampled sequence of frames, we convert images to grayscale, perform

multi-scale random cropping and apply random horizontal flipping (L.

Wang et al., ) to obtain aNt×1×224×224 input clip. Before feeding
it into the network, we subtract the mean and divide by the standard

deviation for each video clip.

.. ClothSim Dataset

Our real-world flag dataset enables us to evaluate our method’s mea-

surement performance of external parameters (vw ∈ θe) by means of the

measured wind speed. However, the cloth’s internal parameters are un-

known and cannot be evaluated beyond visual inspection. Therefore, we

also perform experiments on the hanging cloth dataset of Bouman et al.,

. The authors have carefully determined the internal cloth material

properties, which we can leverage for quantitative evaluation of our

simulated-refined measurements. Specifically, we assess our method’s

ability to measure the cloth’s area weight (kgm−2) in a similar fashion

as for cloth. However, we retrain the embedding function sφ(x) on a

dataset of hanging cloth simulations, referred to as ClothSim.

Following the same procedure as for the FlagSim dataset, we generate

a dataset of simulated hanging cloth excited by a constant wind force.

The main difference between the FlagSim dataset is the wider variety

of cloth material. Specifically, we use all the materials presented in H.

Wang et al.,  available in ArcSim. The increased diversity allows us

to model the dynamics in real-world hanging cloth recording (Bouman

et al., ). Our dataset shares similarity with the simulated hanging

cloth dataset of (Yang et al., ). However, they use the dataset for

training a ResNet material classifier.

. Results and Discussion

.. Real-world Extrinsic Wind Speed Measurement

In our first experiment, we assess the effectiveness of the proposed

spectral decomposition network by measuring the wind speed on the

recently proposed real-world flag dataset by Cardona et al., . Their

method, consisting of an ImageNet-pretrained ResNet- (He et al.,
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) with LSTM, will be the main comparison. We also train ResNet-

with multiple input frames, followed by temporal average pooling of

the final activations (Karpathy et al., ). After training all methods,

we report the root mean squared error (RMSE) and accuracy within 0.5

m s−1 (Acc@.) in Table .. While our method has significantly fewer

parameters (2.6M versus 11.2M and 42.1M), the SDN outperforms the

existing work on the task of real-world wind speed regression. This

indicates the SDN’s effectiveness in modeling the spatial distribution

of spectral power over the cloth’s surface and its descriptiveness for the

task at hand. Table . contains the results on our FlagSim dataset.

Table .. External wind speed prediction from real-world flag observations on
the dataset of Cardona et al., . We regress the wind speed (vw ∈ θe) in the
range 0 m s−1 to 15.5 m s−1 and report numbers on the evaluation split.

Model Input Modality RMSE ↓ Acc@0.5 ↑

Cardona et al.,  30× 224× 224 1.458 0.301

ResNet- 1× 224× 224 1.390 0.274

ResNet- 10× 224× 224 1.237 0.314

ResNet- 20× 224× 224 1.347 0.296

SDN (ours) 30× 224× 224 1.179 0.337

Table .. External wind speed prediction from simulation. We regress the wind
speed (vw ∈ θe) on our FlagSim dataset. The metrics are computed over the
3.5K test examples. Target velocities range from 0 m s−1 (no wind) to 10 m s−1

(strong wind). Experimental setup is identical to that of Table ..

Model Input Modality RMSE ↓ Acc@0.5 ↑

Yang et al.,  10× 227× 227 0.380 0.620

Cardona et al.,  30× 227× 227 0.271 0.580

ResNet- 1× 224× 224 0.381 0.615

ResNet- 10× 224× 224 0.264 0.734

ResNet- 20× 224× 224 0.207 0.775

SDN (ours) 20× 224× 224 0.183 0.813

SDN (ours) 30× 224× 224 0.180 0.838
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.. Physical Similarity Quality

We evaluate the physical similarity embeddings after training with

contrastive loss. To quantify the ability to separate examples with similar

and dissimilar physical parameters, we report the triplet accuracy (Veit

et al., ). We construct 3.5K FlagSim triplets from the test set as

described in Section ... We consider the SDN trained for video clips

of a varying number of input frames and report its accuracies in Table ..

The results indicate the effectiveness of the learned distance metric to

quantify the physical similarity between different observations. When

considering flags, we conclude that 30 input frames are best with a triplet

accuracy of 96.3% and therefore use 30 input frames in the remainder of

this chapter. In Figure . we visualize a subset of the embedding space

and observe that the flag instances with low wind speeds are clustered in

the top-right corner whereas strong wind speeds live in the bottom-left.

.. Real-world Intrinsic Cloth Parameter Recovery

In this experiment, we assess the effectiveness of our SDN for estimating

intrinsic cloth material properties from a real-world video. We compare

our work with Yang et al.,  on the hanging cloth dataset of Bouman

et al.,  (Figure .). Each of the 90 videos shows one of 30 cloth types

hanging down while being excited by a fan at 3 wind speeds (W-). The

goal is to infer the cloth’s stiffness and area weight. From our SDN trained

on FlagSim with contrastive loss, we extract the embedding vectors

for the 90 videos project them into a 50-dimensional space using PCA.

Then we train a linear regression model using leave-one-out following

Bouman et al., . The results are displayed in Figure .. While not

outperforming the specialized method of Yang et al., , we find that

our flag-based features generalize to intrinsic cloth material recovery.

This is noteworthy, as our SDN was trained on flags of lightweight

Table .. Evaluation of our physical similarity sφ(x) for FlagSim test examples.
We report average triplet accuracies as suggested by Veit et al., .

Input Frames 10 20 30 40 50

FlagSim accuracy 89.3 92.1 96.3 90.1 92.4

ClothSim accuracy 88.8 93.2 92.5 90.2 91.6

 Cloth in the Wind



Figure .. Barnes-Hut t-SNE (Van Der Maaten, ) visualization of the
learned flag embedding space. For visualization purpose we only display ex-
amples with wind from the left. Top-right examples exhibit flags at low wind
speeds while bottom-left corresponds to strong winds. This indicates that the
SDN learns a meaningful representation.

materials exhibiting predominantly horizontal motion. We also test

our network’s sensitivity after rotating the hanging cloth videos by 90◦

counterclockwise to increase visual similarity with flags. However, we

obtained comparable results, indicating that our method is fairly robust

to the motion direction for estimating intrinsic material properties from

real-world video.

.. Real-world Combined Parameter Refinement

Putting everything together, our goal is measuring physics parameters

based on real-world observations. We demonstrate the full measurement

procedure (Figure .; method overview) by optimizing over intrinsic

and extrinsic model parameters (θi,θe) from both real-world flag and

hanging cloth videos. First, we randomly sample a real-world flag record-

ing as subject of the measurement. The parameter range of the intrinsic

.. Results and Discussion 
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Figure .. Intrinsic cloth material measurements from real videos. We report
the Pearson correlation coefficients between predicted material type and both
ground-truth stiffness/density on the hanging cloth dataset. The dashed red line
indicates human performance as determined by Bouman et al., .

(16×) and extrinsic (1×) is normalized to the domain [−1,+1] and are

all initialized 0, i.e. their center values. As our emphasis is not on infer-

ring the render parameters ζ from the real-world observation, we set

its values in oracle fashion, although the embedding function is mod-

erately robust to this variance (Figure .). In each step, we simulate

the cloth meshes with current parameters θi,θe and render its video

clip with fixed render parameters ζ. Both the simulation and real-world

video clips are then projected onto the embedding space using sφ(x),

and we compute their pairwise distance (.). Finally, the Bayesian op-

timization’s acquisition function (Section ..) determines to where

make the next evaluation θi,θe ∈ [−1,+1] to maximize the expected

improvement, i.e. improving the measurement. The next iteration starts

by denormalizing the parameters and running the simulation. We run

the algorithm for 50 refinement steps. In Figure ., we demonstrate

our method’s measurements throughout optimization. Most importantly,

we observe a gradual decrease in the pairwise distance between simula-

tion and real-world example, indicating a successful measurement of the

physical parameters. Importantly, we note that the wind speed converges

towards the ground-truth wind speed within a few iterations, as indi-

cated with a dashed line. Similar results for refining the intrinsic fabric

area weight for the hanging cloth dataset are presented in Figure ..

 Cloth in the Wind
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Figure .. Result of our iterative measurement for a target video capturing a flag in the wind. Top left: frame from the real-world
target video clip with the ground-truth wind speed measured using an anemometer. Top remaining: simulated examples throughout
the refinement process with corresponding simulation parameters. Bottom: development throughout the refinement process for 50
iteration steps. We plot the distance between simulation and target instance in the embedding space and the estimated wind speed
(ms−1). We annotate the ground-truth wind speed with a dashed line. As the plot indicates, the refinement process converges
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Figure .. Result of our iterative measurement for a target video from the hanging cloth dataset Bouman et al.,  Top left:
frame from the real-world target video clip with the ground-truth fabric area weight measured by Bouman et al., . Top
remaining: simulated examples throughout the refinement process with corresponding simulation parameters. Bottom: development
throughout the refinement process for 50 iteration steps. We plot the distance between simulation and target instance in the
embedding space, estimated wind speed (ms−1) and estimated fabric area weight (kgm−2). We also annotate the ground-truth
fabric weight with a dashed line. As the plot indicates, the refinement converges towards the true area weight.
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. Conclusion

In this chapter, we have presented a method for measuring intrinsic

and extrinsic physical parameters for cloth in the wind without ever

observing real cloth before. The iterative measurement gradually im-

proves by assessing the similarity between the current cloth simulation

and the real-world observation. By leveraging only cloth simulations,

we have described a method to train a physical similarity function. This

enables measuring the physical correspondence between real and simu-

lated data. To describe cloth dynamics, we have introduced a spectral

decomposition layer that extracts the relevant features from the signal

and generalizes from simulation to real observations. We compare the

proposed method to prior work that considers flags in the wind and

hanging cloth and obtain favorable results. For future work, given an

appropriate physical embedding function, the proposed approach could

be considered for other physical phenomena such as fire, smoke, fluid,

foam or mechanical problems.

.. Conclusion 





Chapter 

Learning Physical

Properties and

Relationships

. Introduction

After exploring the value of recurrent motion for counting and physical

property estimation, we shift gears to a more abstract notion of visual

recurrence. In this chapter, we will use the reoccurring behavior of

physical objects to infer physical properties and learn relationships.

In many cases, the best condensation of experience is to formulate

laws. Physical laws formulating the basic principle of movement, social

laws predicting human interaction, or physiological laws that tell us

what motion of the limbs is permitted by the body. As humans, we learn

these patterns implicitly by observing how things move under physical

forces, how people interact in social scenes, and how the body moves.

In general, computer vision algorithms focus on the appearance, for

example by acquiring a variety of examples and learning in auto-encoder

fashion what a natural interaction would be.

In this chapter, our goal is to take this one step further. We want to

observe interactions and constrain regularities from natural movement

in simple physical scenes. Where recent works in deep learning (Sanchez-

Gonzalez et al., ; Y. Li et al., ; Mrowca et al., ) have focused

on learning differentiable physics simulators for future state prediction,

our emphasis is on understanding the physical knowledge acquired

This chapter is submitted for possible publication.


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Figure .. Given visual observations of some object-centric physical phenom-
ena (top row), we consider the problem of inferring relevant intrinsic object
properties and learning an implicit physical model. Our solution uses three
networks that operate together: a visual encoder network, a property predictor
and a dynamics predictor. After training, our model learns interpretable physical
properties (e.g. mass and coefficient of restitution) and pairwise relationships
(e.g. spring constant, damping and collisions).

by such models. Compared to existing work, we take an essential step:

we start from the visual observation of the phenomenon and use visual

regularities, rather than relying on object trajectories as specified directly

in terms of position and velocities.

In specific applications, progress has beenmade in physical models of

cloth (Liang et al., ; Bouman et al., ; Runia et al., a), fluids

(Ummenhofer et al., ; Y. Li et al., ) or collision systems (Sanchez-

Gonzalez et al., ; Yi et al., ; Ehrhardt et al., ). However

impressive the results, true generalization between different physical

models is yet to come. The papers most akin to our effort learn implicit

physical models using graph networks from object trajectories specified

as a sequence of per-object positions and velocities (Zheng et al., ;

Battaglia and Hamrick, ; Cranmer et al., ). We aim to learn such

physical interactions directly from visual observations. In particular, we

consider the task of extracting object-specific physical properties and

pairwise interactions from three visually rendered physics simulations

consisting of spring and collision systems (Figure .; top row).

The primary goal is to learn an implicit physical model and intrinsic

object properties directly from a sequence of visual observations. We do

so through future state prediction in a latent object space that requires

encoding intrinsic object properties as well as pairwise object interac-

tions. One challenge is in the number of observational steps needed to

 Learning Physical Properties and Relationships



infer essential object properties such as the object’s mass. Furthermore,

the unavailability of underlying per-object states as position-and-velocity

sequence, prohibits formulating a regression loss between predicted and

target states to optimize by learning.

Our solution uses graph networks (Scarselli et al., ; Battaglia

and Hamrick, ; Battaglia et al., ; Gilmer et al., ; Chang

et al., ) with contrastive learning (Kipf et al., ; LeCun et al.,

; Runia et al., a) to train the models in the absence of true

object states as a supervision signal. Our model contains three parts that

are jointly trained (Figure .; bottom row): a visual encoder to encode

video frames, a property predictor to infer intrinsic object properties from

a sequence of latent factorized object states and a dynamics predictor to

predict the system’s abstract future state based on the current state and

object properties. This multi-stage approach builds upon the perception-

prediction network (Zheng et al., ). However, we consider visual

observations directly rather than the condensed trajectory of states.

Condensation implies purpose and hence we aim to start on a more

general route: the one starting from the visual observation. Consequently,

we arrive at contrastive learning to train the models without direct state

supervision. To demonstrate the interpretability of the learned object

property vectors, we perform a correlation analysis with true object

properties. Furthermore, we investigate whether the graph networks can

learn pairwise physical interactions by a qualitative model dissection.

. Related Work

Learning physical properties and relationships from observations is

an active area of research (Battaglia et al., ; Kulkarni et al., ;

Chang et al., ; Watters et al., ; Kipf et al., ; Mrowca et

al., ; Zheng et al., ; Y. Li et al., ; Van Steenkiste et al.,

; Ye et al., ; Jaques et al., ; Yi et al., ; Rempe et

al., ; Sanchez-Gonzalez et al., ). In particular, graph networks

(Gilmer et al., ; Battaglia and Hamrick, ) and its interaction

network variant (Battaglia et al., ; Battaglia and Hamrick, )

have emerged as an highly-effective approach for modeling complex

dynamics of object-oriented physical systems. Accurate modeling of

particle systems opens the door to neural network-based differentiable

physics simulators (Sanchez-Gonzalez et al., ; Mrowca et al., ;
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Y. Li et al., ) that can run significantly faster than traditional physics

simulators.

Most existing work considers the task of learning such a differentiable

simulator from object trajectories, e.g. a sequence of positions, veloci-

ties and accelerations (Mrowca et al., ; Y. Li et al., ; Sanchez-

Gonzalez et al., ). This assumes that the true internal state of all

objects is known. In this chapter, we consider a scenario in which we

only have access to visual observations. Several papers consider a similar

problem (Watters et al., ; Van Steenkiste et al., ; J. Wu et al.,

; Jaques et al., ; Ehrhardt et al., ; J. Wu et al., ). In

particular, visual interaction networks (Watters et al., ) build an

object-factorized visual representation of a short video clip and predict

the next position and velocity of the objects. While the model considers

visual inputs, the network is still trained with true states as direct super-

vision, limiting the applicability to scenarios in which such information

is available. In contrast, we exclusively consider visual observations as

both the network inputs and supervision signal. As existing simula-

tion datasets (Fragkiadaki et al., ; Lerer et al., ; Ye et al., ;

J. Wu et al., ; Groth et al., ; Ehrhardt et al., ; Yi et al.,

) do not meet our demands of being multi-object environments

with instance-specific properties and pairwise interactions, we generate

three new physical simulation datasets.

Ourwork builds upon the graph network-based perception-prediction

model (PPN) from Zheng et al., . Their experiments demonstrate

convincingly that graph-based neural architectures are able to infer

physical properties from a sequence of position-velocity trajectories. We

propose a generalization of the PPN which allows learning properties

and dynamics exclusively from visual observations only. To enable this,

we draw inspiration from the recent work of Kipf et al.,  and Chap-

ter  both of which proposing contrastive learning to learn physical

relationships without direct state supervision. Different from existing

literature, our emphasis is on distilling object properties and physical

relationships from the trained models, rather than focusing on train-

ing a differentiable physics simulator for unrolling physically accurate

simulations using neural networks. This angle shares similarity with

the analysis of Cranmer et al.,  that indicates that explicit physical

relationships can be learned from graph networks.

 Learning Physical Properties and Relationships



. Method

In this chapter, we consider the task of learning object-centric static

physical properties and relations from a sequence of video frames It ∈
R

C×H×W displaying a particular physical phenomenon. In contrast to

existing literature (Jaques et al., ; Watters et al., ; Sanchez-

Gonzalez et al., ), our primary interest is not in training an accurate

differentiable physics simulator. Rather, we emphasize on distilling

information from the learned graph-based models.

The physical scenarios (Figure .; top row) we consider are ap-

proximately Markovian, meaning that the system’s next state is fully-

determined by its previous state. Therefore we can formulate our prob-

lem as future state prediction (Jaques et al., ; Zheng et al., ).

An accurate prediction of the system’s future state will necessitate both

physical property and relationship understanding and is, therefore, a

suitable objective for the task. Our proposed solution builds upon the

perception-prediction framework (Zheng et al., ). Crucially, we con-

sider visual inputs and adopt contrastive learning as an unsupervised

training signal in an abstract object state space. We start with a brief dis-

cussion of graph network preliminaries (Section ..). Next, we discuss

our method’s individual network components (Section ..) followed

by the use of contrastive learning (Section ..). An overview of our

method is presented in Figure ..

.. Graph Network Preliminaries

We consider object-oriented physical systems that can be embedded

as a directed graph of interacting particles. Specifically, we consider

graphs G = (S,E) defined as a set of object features S = {sk}k=1:K with

s
k ∈ R

Ds . And a set of edge features E = {el, ρl, σl}l=1:L with e
l ∈ R

De

between the sender σl and receiver ρl node of the l-th edge. To learn

pairwise physical relationships between interacting objects, we use graph

networks (GN) as described in Scarselli et al., ; Gilmer et al., ;

Battaglia and Hamrick, .

The GN predicts the system’s next object states in a two-step process.

First, an edge-oriented multi-layer perception MLPedge computes pair-

wise interactions ormessages el
′

between connected nodes. Next, for each

object sk, the incoming interactions are summed to obtain aggregated

messages ek
′

. Finally, a node-oriented function MLPnode predicts the

.. Method 
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next object features sk
′

from the current object features and incoming

aggregated messages. Our specific GN variant is an interaction network

(Battaglia et al., ; Chang et al., ), taking the form of:

e
l′ = MLPedge(e

l, sρ
k

, sσ
k

), R
De × R

Ds × R
Ds → R

D′

e (.)

s
k′

= MLPnode(ē
k′

,vk), R
D′

e × R
Dv → R

D′

v (.)

ē
k′

=
∑

{l:ρl=k}

e
l′ , (.)

where sσ
k

and s
ρk

denote the object features of the sender and receiver

respectively. This comprises one round of message passing denoted as

high-level operation GN(·), which enables learning pairwise relations.

.. Model Architecture

Visual Encoder

Starting from a sequence of video frames, our model first decomposes

the observations into a K object slots, where each slot k = 1, . . . ,K

will correspond to a single object. From the object slots, we compute

an object-oriented factorized state space S = S1 × . . . SK that will

serve as input to both the property prediction networks and dynamics

predictor. Within an observation episode, we assume that the objects

are uniquely identifiable and that the number of objects remains the

same. To present the network with implicit velocity information, we

form an input observation Ot by stacking two consecutive frames over

the channel dimension: Ot = [It, It+1]. We first use a convolutional

network to predictK slots each corresponding to a single object:mk
t =

[CNNext(Ot)]k where subscript k denotes the selection of the k-th feature

map. After extracting the object slots, we feed the feature maps to a

feed-forward MLP to embed the objects into an abstract state space:

s
k
t = MLPenc(m

k
t ). These abstract states will correspond to the object

features in the graph network (.)-(.).

Property Predictor

The task of the property predictor is to infer the intrinsic object-specific

properties for all objects conditioned on a sequence of factorized abstract

states st for t = 1, . . . Tobs. For example, from an episode of colliding

.. Method 



balls, the property predictor should learn to encode the objects’ mass

and coefficients of restitution. To achieve this, we use a graph network

GNprop(·) recurrently for Tobs timesteps to learn from its physical inter-

actions. Like the work by Zheng et al., , the recurrent architecture

maintains an internal memory ct initialized as c0 = 0. At each step, the

GN takes as input the memory vector ct−1 concatenated with the cur-

rent abstract state st. After processing all observations, the static object

properties will be estimated by conditioning another MLP on the final

code vectors: zk = MLPprop(c
k
Tobs

) with z
k ∈ R

DP . Finally, following

Zheng et al., , we compute relative object properties zk by using the

first object as a reference object. All together, the property prediction

network takes the form of:

ct = GNprop (ct−1 ‖ st) for t = 1, . . . , Tobs (.)

z
k = MLPprop(c

k
Tobs

) (.)

z
k = z

k − z
1. (.)

The concatenation ‖ is applied over the feature dimension and (.) ex-

presses computing relative object properties by subtracting the reference

object (k = 1); this ensures z1 = 0.

Dynamics Predictor

After inferring the object properties from Tobs visual input frames, the

task of the dynamics predictor is to learn a graph-based physical model

to predict the system’s future state. The dynamics predictor considers

an observation OTobs+1 and also starts by computing the factorized state

representation s
k
t using the visual encoder. Then, another graph network

GNdyn(·) predicts the next abstract factorized states by conditioning on

the previous states and the property vectors z:

ŝ
k
t+1 = GNdyn(st ‖ z). (.)

Consequently, the dynamics predictor has to learn per-object state tran-

sitions which require both static object properties and an implicit model

of pairwise physical interactions. Jointly, the property and dynamics pre-

diction network enable () estimating object-specific intrinsic properties;

and () learning physical dynamics from visual observations only. While

we could train the model for a single timestep prediction in the Marko-
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vian setting, we found it helpful to train for multiple Tpred prediction

timesteps to ensure the occurrence of potentially sparse collision events.

What remains is how to optimize the networks as we only have access to

abstract object states and visual observations.

.. Contrastive Learning

With no access to the per-object positions and velocities, we seek an

alternative to the standard regression loss for predicting future object

states. Existing work (J. Wu et al., ; Ye et al., ; Jaques et al., )

has proposed to decode predicted future states to pixel space by jointly

training a decoder network. Based on our preliminary experiments,

we found two problems with adding a decoder: () inferring object

properties by observing video may require a substantial number of

input frames, making it hard to sequentially decode all predictions due

to memory constraints; () pixel-wise reconstructions overemphasize

on low-level visual details rather than important physical dynamics. In

light of this, we are inspired by recent works (Kipf et al., ; Runia

et al., a) and adopt contrastive learning (Hadsell et al., ) for

training our model.

We use an energy-based contrastive loss (LeCun et al., ) in the

abstract state space by comparing the predicted next state ŝkt+1 from the

dynamics predictor (.), the “true” next state s
k
t+1 obtained from the

visual encoder, and a randomly sampled negative state s̃kt . The energy

of a state-state tuple can be defined as H = d(GNdyn(st ‖ z) , skt+1)

where d(·, ·) denotes the squared Euclidean distance in embedding space

R
Ds . Following Kipf et al., , we employ an energy-based hinge

loss individually over theK object slots. Additionally, we also consider

multiple prediction timesteps. This defines the positive energy H and

negative energy H̃ :

H =
1

K

K∑

k=1

Tpred∑

t=1

d
(
GNdyn(st ‖ z) , skt+1

)
, (.)

H̃ =
1

K

K∑

k=1

Tpred∑

t=1

d
(
s̃
k
t , s

k
t+1

)
. (.)

The energy-based hinge loss then takes the form (LeCun et al., ):

.. Method 



L = H +max
(
0, γ − H̃

)
, (.)

which we compute as expectation over a mini-batch of examples. The

margin γ is a hyper-parameter which we set γ = 1 throughout this

chapter. At each step of the prediction, we sample negative states s̃kt by

permuting the examples within the current mini-batch.

. Experimental Setup

.. Physics Environments

There exist several physics simulations datasets (Fragkiadaki et al., ;

Lerer et al., ; Ye et al., ; Yi et al., ; Zheng et al., )

but none of them meets all our criteria, most importantly being multi-

object environments in which objects with varying physical properties

participate in pairwise physical interactions. Therefore, we build three

new physics simulation datasets (see Figure . for examples):

• Springs: The D springs simulation dataset features three balls,

interconnected by springs of varying stiffness and damping fac-

tors. The continuous nature of the coupled spring relations en-

ables efficient learning of physical interactions. The balls have a

randomly chosen mass from {2, 5, 10}. The springs’ stiffness val-
ues and damping coefficients are sampled from {20, 250, 500} and
{1, 2, 4} respectively. The initial velocity magnitude is uniformly

sampled from [1000, 1500] and the springs’ rest lengths are half

the image size.

• Collisions: In this D dataset, four balls bounce off the walls

and collide with other balls. This dataset is more difficult than

the springs environment as the non-continuous nature of colli-

sions makes it harder to infer object properties. The balls’ masses

and restitution coefficients are chosen from {2, 4.6, 7.3, 10} and
{.25, .5, .75, 1.0} respectively. Each ball is given an initial velocity,

with its magnitude uniformly sampled from [1000, 1500].

• Billiards 3D: This 3D colliding billiard balls environment poses a

greater difficulty due to its higher visual complexity in terms of

appearance, shadows and perspective. The generation procedure

is similar to the D collision dataset but we randomly sample the
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material densities from {.2, .47, .73, 1} and restitution coefficients

from {.01, .34, .67, 1}.

In all environments, the object colors are randomly assigned such

that they do not reveal information about the physical properties. For

both collision datasets, we generate three subsets: one in which the

mass varies, one in which the restitution varies and one in which both

properties vary. Also, we ensure the possibility of inferring properties

by rejecting episodes in which not all balls participate in at least one

collision during the first Tobs timesteps. We generate the 2D datasets

using PyMunkwhile we use PyBullet for the 3D billiards dataset. The 2D

datasets are rendered at 64× 64 with primitive drawing functions. The

3D dataset is rendered at 80× 80 with PyBullet’s internal renderer. In all

settings we use Tobs = 30 observation steps and Tpred = 10 prediction

steps sampled at 20 fps. We generate 100k training episodes and 5k test

episodes with different random seeds.

.. Model and Training Details

We use PyTorch (Paszke et al., ) for implementing all models. The

slots extractor CNNext is implemented as a convolutional network with

four Conv-BatchNorm-ReLU-MaxPool blocks and a final sigmoid activa-

tion. The resulting features maps serve as input for the object encoder

MLPenc, taking the form of a -layer MLP with 128 hidden units and

ReLU activations. Both graph networks GNprop and GNdyn use the same

configuration: the relation encoders are -layer MLPs with 128 hidden

units, ReLU activations; the node encoders are similar but use only 

layers. The final property encoder MLPprop is a small -layer MLP with

32 hidden units. The abstract states have dimensionality Ds = 4, the

edge features use De = 4 and the properties are Dp = 16 dimensional.

The number of object slots K is manually set to match the physical envi-

ronments. We optimize the networks with Adam (Kingma and Ba, )

until the training loss converges, which is typically in ±300 epochs. The

code and datasets will be made available.

.. Evaluation Metrics

Training with a contrastive loss prohibits direct evaluation of either

position-velocity predictions or deviation in pixel space. During training,

we therefore use the ranking-based assessment as suggested by Kipf et
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al., : the Hit@k metric is 1 if the predicted next state is within the

k-nearest neighbors of the encoded true object state; and 0 otherwise.

We compute the average over the validation dataset. We also report the

mean reciprocal rank.

. Experiments

.. Correlation Analysis of Properties from Vision

In the first experiment, we assess whether our model learns interpretable

physical object properties from visual observations only. We expect the

property predictor to learn meaningful object properties as they are

required by the dynamics predictor for accurate future state prediction.

We investigate the interpretability of learned physical properties by

correlation analysis (Bouman et al., ; Zheng et al., ) between

the property vectors and true object simulation properties. First, we

extract the property vectors zk ∈ R
Dp for the entire test set and perform

principal component analysis to project the property vectors into a lower-

dimensional space. Next, we train a linear regression model between the

first principal components (PC,) of the property vectors and the true

object properties for the particular physical environment. To quantify the

interpretability of the learned property vectors, we report the coefficient

of determination (R2) between true object properties and the principal

components of the property vectors.

As a strong baseline, we also train the original PPN model from

Zheng et al.,  with a supervised L2 regression loss using the objects’

true position and velocity. We consider this baseline as an upper bound

for ourmodel as it uses the exact object position-velocity information as a

direct supervision signal. A consequence of using our slots encoder with

a contrastive loss is that the learned object slots will be in random (but

fixed) order (see Figure .). Therefore, during the correlation analysis,

we check all object permutations and report the highest R2 value. We

always observe that one of the permutations is the “correct” one yielding

a significantly higher score than the others, indicating a consistent order

assignment of object slots.

We report the results in Figure . andmake several observations. For

our model on the springs environment, we find that the first principal

component strongly correlates with the log of true mass. The continu-
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Figure .. Visualization of the learned object slots for two examples from both
collision scenes. The encoder learns a random order of object colors which
remain fixed during training.

ous nature of the spring interaction enables the property predictor to

effectively learn the relative object masses. In line with expectation, we

also find a zero correlation with other irrelevant object properties such

as the ball radius, friction and color. For the D collision dataset, we

find slightly lower correlation coefficients, suggesting that the sparsity

of collision interactions poses a greater difficulty. Specifically, for the

subset with restitution coefficient-variations only, we observe that the

balls lose their kinetic energy more quickly due to the inelastic collisions.

Consequently, as the balls’ average velocity decreases more rapidly, the

total number of collisions is lower and it becomes more difficult to esti-

mate the material properties. During training, we periodically compute

the R2 coefficients and find that on the collision datasets, our contrastive

models only start to learn the object properties after a considerable

amount of epochs. Only for prediction timesteps with a collision, the

dynamics predictor requires an accurate estimate of the object proper-

ties. This suggests that some form of temporal attention to emphasize on

collisions could improve training efficiency. For the Billiards 3D dataset,

we observe a significant gap between our visual model and the upper

bound as set by the state-supervised model. Although the visual encoder

quickly learns to decompose the 3D scene into its distinct objects slots

(Figure .), estimating the physical properties from the sequence of

latent states poses a greater difficulty than for its D counterpart.

.. Experiments 
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Figure .. Correlation analysis (R2) between learned principal components
(PC,) of property vectors and true object properties. / denotes correlation
with true mass for our visual method (dark hue) and non-visual PPN (light hue)
respectively. / similarly for correlation with restitution coefficients. For the
springs, we find that our network learns an interpretable representation of the
object’s mass.

.. Learning Physical Relationships from Vision

Next, we perform a qualitative analysis of the relationships learned by

the dynamics predictor. To extract physical relationships between the ob-

jects, we draw inspiration from Cranmer et al., which demonstrates

that graph networks can learn the force law from n-body object trajec-

tories. Our aim is to find evidence that the graph networks can learn

Hooke’s law or an implicit collision model from visual observations only.

Specifically, we consider the information concealed in the aggregated

messages ēk
′

((.)) from the dynamics predictor. To investigate this, we

plot the first principal components of the aggregated messages in the

dynamics predictor for our model trained on the springs and collision

environment. We train the particular models for Tpred = 10 steps and

subsequently unroll the model for 40 timesteps and record the message

vectors ēk
′

at each step for all objects. Two example plots of the aggre-

gated messages are displayed in Figure .. For the springs environment,

we clearly observe a sinusoidal signal profile with damping, suggesting

that the graph network has indeed learned an implicit formulation of

Hooke’s law for oscillating springs. The interpretation of the messages

for the collision model is less evident. Rather than learning impulses

responses upon collisions, we observe a more continuous nature of the

message vectors. Perhaps, the dynamics predictor internally learns a

continuous representation to encode the distance between other balls

and the container walls.

Confirming the observations made by Cranmer et al., , we also

find that setting the edge-dimensionality De to minimally span the
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world’s dimensionality (De = 2 for two-dimensional environments)

improves the dynamics predictor in terms of the ranking metrics. In-

creasing the edge dimensionality could lead to the network learning

complex interactions resulting in decreased generalization performance.

. Conclusion

In this chapter, we have considered learning physical object properties

and physical relationships from visual observations only. The contrastive

loss in the abstract state space yields a viable alternative to the commonly

used regression loss in the absence of true per-object state information

such as positions and velocities. Experiments on our three physics en-

vironments indicate that our visual property predictor and dynamics

predictor can discover interpretable physics properties such as mass,

coefficients of restitution and spring constants. One of the main chal-

lenges is to learn object properties from sparsely occurring collision

events. From a visual perspective, our method is currently unable to

handle non-identifiable objects and moreover has no ability to deal with

objects entering or leaving the environment. Future work in this direc-

tion could include learning non-physical properties and relations in

unsupervised settings such as the movement of human limbs, sports

tactics or pedestrian interactions.
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Figure .. For a trained model on the springs (left) and collision environments
(right), we plot the first two principal components of the aggregated messages

ē
k′

for each of the objects. The model was trained for 10 steps and we unroll the
model for 40 timesteps. The first ten frames of the episode, corresponding to the
shaded region, are displayed below the plot. For the springs, we observe a clear
oscillating signal.
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Chapter 

Conclusion

In this thesis, we have explored recurrent motion in video from different

perspectives. Our story was structured as two parts: Part I “Recurrent

Motion in Vision” has proposed new theory for periodic motion in video,

followed by two novelmethods for counting and localization of repetitive

motion patterns; Part II “Recurrent Physical Dynamics” has concentrated

on the appearance and value of repetitive motion in physical phenomena.

Having addressed the main body of work in these two parts, we here

revisit the research questions from Chapter  by answering them based

on our findings. Furthermore, we address the current limitations of our

research and suggest potential directions for future research.

. Research Questions and Contributions

Here we return to the research questions in the two parts:

Part I. Recurrent Motion in Vision

Research Question 1: What periodic motion types exist for

objects moving in 3D space and what are their appearance types

on the 2D image plane?

In Chapter  (Runia et al., ), we have attempted to answer this ques-

tion by exploring the origins and grouping of periodic motion as tied to

an object moving in 3D space. We have followed a differential approach,

starting from the divergence, gradient and curl components of the 3D

flow field. From the decomposition of the motion field and its temporal

dynamics, we have derived three motion types and three motion conti-

nuities to arrive at 3× 3 fundamental cases of intrinsic periodicity in 3D.
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For the 2D perception of 3D intrinsic periodicity, the observer’s view-

point can be somewhere in the continuous range between two viewpoint

extremes. Ultimately, from the flow field decomposition and the two

distinct viewpoint cases, we have arrived at 18 fundamental cases for the

2D perception of 3D intrinsic periodic motion. We have also introduced

the concepts of non-stationary and non-static periodic motion. Under

realistic circumstances, repetitive motion is rarely perfectly periodic in

its cycle length and its appearance may change due to camera motion or

a gradual change in the motion pattern.

While Chapter  provides a step in the exhaustive categorization

of periodic motion, interesting open questions remain. For example,

we have not considered the superposition of multiple motion patterns

such as spiraling motion. Neither have we discussed the possible, but

unlikely, scenario in which different orientations in 3D space are coun-

terbalanced, such as contraction in one dimension and expansion in

another. The shear component of the flow field was omitted by the obser-

vation that it rarely occurs under standard conditions on a macroscopic

scale. Nonetheless, an exhaustive study of shear in the motion field is

relevant for microscopic scenarios or industrial applications in which

large tension is involved (e.g. cutting sheets of metal). Lastly, we have

not dedicated special interest to dynamic textures which may induce

recurrent motion. Future work could attempt to unify our motion-based

theory with a study on dynamic texture recognition (Hadji and Wildes,

) or Eulerian motion analysis (H.-Y. Wu et al., ).

Research Question 2: How can we detect, localize and count

repetitive motion in arbitrary realistic video?

We answer this question in the affirmative as supported by the two rep-

etition estimation methods presented in Chapter  (Runia et al., )

and Chapter  (Runia et al., ). Both methods have built upon the dif-

ferential analysis of the motion field as stipulated by the theory. Unlike

existing work, we have emphasized the appearance of non-stationary

motion in video. Our solution uses the continuous wavelet transform

for handling weakly-periodic motion, dealing with accelerations or de-

tecting transient phenomena. The initial method presented in Chapter 

has relied on a decoupled state-of-the-art method for localizing the fore-

ground motion. The aim of such methods is to accurately segment the
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foreground motion, but it is unclear whether they are optimal for esti-

mating repetition in video. We have investigated this in Chapter  by

the proposition of an improved method that directly uses the wavelet

power spectrum for spatially localizing repetitive motion. We conclude

that this specialized localization indeed outperforms decoupled fore-

ground motion localization method on the task of repetition counting.

Furthermore, the improved method of Chapter  can handle dynamic

viewpoint changes or gradual changes in the motion by combining all

differential flow representations rather than selecting the one with the

strongest response as was our solution in Chapter . To evaluate our

methods in comparison to existing work, we have constructed a novel

video dataset for repetition counting. Compared to existing datasets,

our videos emphasize real-world circumstances with increased motion

diversity, non-stationarity and camera motion.

While our method requires no learning, it can outperform an existing

deep learning method (Levy and Wolf, ) for repetition counting. We

believe that hybrid methods, which combine both parallel efforts, could

be interesting for future research. In particular, more robust motion

representations could be learned from the data directly given that a

sufficient amount of real-world training data is available. Nonetheless,

we believe that a strong inductive bias as delivered by the theory can

reduce the need for training data and may perform equally well in most

situations. Our contributions in this chapter have not explored the cor-

relation between particular frequency responses and the specific action

classes. Existing work (Johansson, ; Cheng et al., ) indicates

that recurrent motion in video could serve as a strong feature descrip-

tor for human action classification. In light of our novel methods for

localizing and estimating repetition in video, we believe it is worthwhile

to reconsider this question in future work. On the task of counting, we

have identified the common failure case of over-counting the number of

repetitions with a factor two when the movement of both limbs produces

a similar motion pattern (for example swimming front-crawl or rowing).

One line of future work is solving this problem by adding heuristics or

predicting multiple counts by further analysis of the wavelet scalogram.
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Part II. Recurrent Physical Dynamics

Research Question 3: Can we use recurrent motion in video for

real-world physical measurements?

Our insights and ability to localize, detect and count repetitions in video

opens the door to increasingly complex applications of recurrent motion

in video. In Chapter  (Runia et al., a) we have identified the oscil-

lating motion of cloth in the wind as a case study of recurring physical

dynamics. Specifically, we have proposed to measure external forces (i.e.

wind speed) and intrinsic properties (i.e. fabric density) from a video of

flapping cloth without any prior real-world observations. Our solution

uses contrastive learning to train a Siamese network that quantifies the

physical similarity between two video clips. During training, we leverage

cloth physics simulations and 3D rendering to construct positive and

negative training pairs to learn a structured physical similarity embed-

ding space. Inspired by the previous chapters, the network architecture

uses a new spectral decomposition layer that models the spatial distribu-

tion of spectral energy over the surface of the cloth. In contrast to using

raw pixel information, this results in a more robust domain transfer to

real-world data. During inference, the measurement takes the form of an

iterative refinement procedure in which we gradually adjust the physics

simulations to increase physical similarity with the true observation.

Ultimately, this produces a measurement of simulation parameters from

the real-world and its corresponding cloth simulation. The empirical

evaluation on our novel dataset of flag measurements and the existing

hanging cloth dataset (Bouman et al., ) indicate that our approach

is able to measure real-world physical parameters from video without

having seen real cloth before.

An important drawback of our current solution is the high compu-

tational cost involved with running the iterative measurements due to

the gradual refinement of the simulations. Accurate cloth simulations

are expensive due to the fabric’s high level of detail and the intricate

cloth-force coupling (Liang et al., ). Consequently, our measure-

ment process cannot run in real-time nor is it suitable for mobile devices.

Future work could focus on improving computational efficiency by esti-

mating the initial simulation parameters and constraining the parameter

search space. The empirical evaluation of our spectral decomposition
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layer only considers the narrow domain of cloth; future research could

consider the new neural network layer for repetition estimation, human

action classification or dynamic texture recognition. From a method-

ological perspective, the proposed algorithm for iteratively measuring

physical parameters from video without prior real-world observations

could be considered for other physical phenomena such as water, smoke

or mechanical problems.

Research Question 4: What do recurrent object interactions

reveal about physical object properties and dynamics?

In Chapter  (Runia et al., b) we have proposed to learn intrin-

sic object properties and relationships from the repeated observation

of particular object-centric physical interactions. Existing approaches

have either estimated the parameters of known physical models or have

ignored the problem’s visual aspect. Our solution considers learning

intrinsic object properties and their pairwise physical relationships from

visual observations only. This was challenging as () we had to factorize

the visual imagery into individual objects; and () inferring object prop-

erties may demand to observe the phenomenon for a longer period. The

suggested solution comprises three models that operate together: the

visual encoder disentangles the observations into an abstract factorized

state representation. Based on a sequence of abstract object states, the

property predictor, implemented as graph network, encodes physically

relevant object properties. And, the dynamics predictor, another graph

network, is conditioned on the object properties and the current obser-

vation to predict the system’s future state. With no access to true object

states and to alleviate the need for a loss in pixel space, we have used

contrastive learning for joint training of the networks on three physics

environments. Post-training model dissection using correlation analysis

indicates that our models can indeed learn physical object representa-

tions corresponding to their true values.

We found that learning physical properties from video is particu-

larly difficult for physical environments with sparse interactions such

as collisions. The number of timesteps that contain valuable informa-

tion for estimating physical properties is limited. This translates in an

excessively long training duration. In contrast, the continuous nature of

spring systems dramatically reduces training time. Considering these
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observations it could be worthwhile to explore the use of temporal at-

tention for concentrating on object interactions. A different line of work

has focused on building differentiable physics simulation engines using

graph networks (e.g. Sanchez-Gonzalez et al., ). Improving the abil-

ity to convincingly simulate real-world physical environments demands

to increase the number of particles. To accommodate this, recent works

impose a hierarchical structure on the interaction graph (Mrowca et al.,

) to reduce the number of pairwise relations for computational

efficiency. In contrast, our work focuses on learning physical properties

from visual observations. This requires decomposing the visual scene

into individual objects which currently requires one or more objects

slots (i.e. feature maps) per object. Future work could explore learning

large-scale physical dynamics from visual observations by reducing com-

putational complexity and memory demands as they currently exist in

our method.

. Closing Remarks

What it means to see includes the ability to recognize, localize and count

repetitive motion in the visual world around us. The theme of recurrent

motion has taken us on a journey through a variety of topics in computer

vision. This thesis has first and foremost exposed the pervasiveness of

recurrent motion in computer vision. Recurrent motion appears in a

broad range of human actions, in natural scenes, mechanical systems

and in physical phenomena. Despite its ubiquity, no large video datasets

of recurrent motion exist. This has given us the opportunity to construct

new datasets and learn from the assembling process. Furthermore, the

lack of large training datasets has forced us to deliver solutions that

remain meaningful in the absence of data. Throughout the journey, this

has strengthened our belief that incorporating prior knowledge into

computer vision algorithms by means of inductive biases or specialized

architectural novelties can improve the solutions, reduce the dependence

on training data and increase generalization to unseen circumstances.

 Conclusion
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Samenvatting

Summary in Dutch

In dit proefschrift, Recurrent Motion in Vision, verkennen we het concept

van terugkerende bewegingspatronen in videobeelden. Het proefschrift

begint met een studie naar de oorsprong van periodieke bewegingen.

Dit leidt tot een nieuwe categorisatie van periodieke beweging in negen

fundamentele klassen. In de twee daaropvolgende hoofdstukken intro-

duceren we nieuwe methodes voor het analyseren van terugkerende

bewegingen in realistische videos. We vervolgen het proefschrift met de

verkenning van herhalende bewegingspartronen in fysische verschijnse-

len met als doel om materiaaleigenschappen te leren uit het videobeeld.

We dragen het volgende bij aan de computer vision literatuur:

Deel I. Recurrent Motion in Vision

• In Hoofdstuk  (Runia e.a., ) introduceren we een categorisatie

van fundamentele periodieke bewegingspatronen. Dit doen we

door het 3D bewegingsveld, geïnduceerd door een bewegend object,

te ontleden in elementaire differentiaal componenten. Voor de

2D perceptie van 3D periodieke bewegingen in het videobeeld

identificeren we twee fundamenteel verschillende cameraposities.

Tesamen met de 3D categorisatie resulteert dit in een totaal van 18

observationele gevallen van herhalende beweging.

• In Hoofdstuk  (Runia e.a., ) introduceren we een prakti-

sche oplossing voor het detecteren van herhalende beweging in

video. Om een kwalitatieve analyse mogelijk te maken leggen we

de nadruk op het tellen van herhalende bewegingen. Onze me-

thode beschouwt de bewegingspatronen uit het vorige hoofdstuk

en gebruikt de continuous wavelet transform om niet-stationaire her-

halende bewegingen te detecteren. Voor de evaluatie introduceren

we een nieuwe video dataset met terugkrende bewegingen.

• In Hoofdstuk  (Runia e.a., ) breiden we de methode van

het vorige hoofdstuk verder uit. De nieuwe methode maakt het

mogelijk om de terugkerende beweging spatio-temporeel te locali-

seren in de video. Daarnaast introduceren we een oplossing voor
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het tellen van het aantal herhalingen waarbij de waarneming van

de beweging significant verandert gedurende de opname, bijvoor-

beeld als gevolg van een bewegende camera.

Deel II. Recurrent Physical Dynamics

• In Hoofdstuk  (Runia e.a., a) richten we ons op het meten

van fysische eigenschappen uit videobeeld zonder het verschijnsel

voorheen waargenomen te hebben. De experimenten richten zich

op een studie naar vlaggen en doeken in de wind. Onze methode

maakt gebruik van simulaties die iteratief worden verbeterd om fy-

sische gelijkenis met het echte videobeeld te realiseren. Daarnaast

maken we gebruik van contrastive learning en spectrale decompo-

sitie van het beeld door middel van neurale netwerken. Om onze

methode te evalueren hebben we metingen verricht aan de wind-

snelheid en bijbehorende opnames van vlaggen in de wind. Dit

stelt ons in staat het model te vergelijken met de werkelijkheid.

• In Hoofdstuk  beschouwen we het leren van intrinsieke object

eigenschappen (zoals massa en restitutiecoefficienten) en fysi-

sche modellen (zoals veer- en interactiemodellen). Dit doen we

door graph networks te gebruiken in samenwerking met contrastive

learning door te leren uit gesimuleerde data. Nadat ons model

geleerd heeft van de videobeelden demonsteren we dat het model

fysische eigenschappen heeft geleerd alsmede de onderliggende

impliciete fysische modellen.
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