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# A Single-Judge Solution to Beauty Contestsin 

By Zhen Huo and Marcelo Pedroni*


#### Abstract

We show that the equilibrium policy rule in beauty contest models is equivalent to that of a single agent's forecast of the economic fundamental. This forecast is conditional on a modified information process, which simply discounts the precision of idiosyncratic shocks by the degree of strategic complementarity. The result holds for any linear Gaussian signal process (static or persistent, stationary or nonstationary, exogenous or endogenous), and also extends to network games. Theoretically, this result provides a sharp characterization of the equilibrium and its properties under dynamic information. Practically, it provides a straightforward method to solve models with complicated information structures. (JEL C72, D82, D83, D84)


> It is not a case of choosing those that, to the best of one's judgment, are really the prettiest, nor even those that average opinion genuinely thinks the prettiest. We have reached the third degree where we devote our intelligences to anticipating what average opinion expects the average opinion to be. And there are some, I believe, who practice the fourth, fifth, and higher degrees.
> -Keynes, The General Theory of Employment, Interest, and Money

Many economic problems with information frictions can be formalized as a beauty contest problem. The effects of monetary policy (Woodford 2002), sentiments-driven business-cycle fluctuations (Angeletos and La'O 2010; Benhabib, Wang, and Wen 2015), and the optimal degree of transparency in central bank communication (Morris and Shin 2002) are some examples. In these beauty contest models, a common feature is that agents care about certain payoff-relevant economic fundamentals, and due to strategic complementarity, ${ }^{1}$ about other agents' actions and beliefs, as well.

[^0]As originally emphasized by Keynes (1936), in these beauty contest models with asymmetric information, the dependence of an agent's action on the actions, and therefore beliefs, of others makes it necessary to infer others' beliefs about others' beliefs, and so on. These higher-order beliefs introduce rich dynamics that help account for certain salient features of the data, but they are typically difficult to characterize. In this paper, we show that, in a large class of models, in fact, agents' equilibrium behavior can be equivalently represented by the solution to a single-agent problem. In this alternative problem, agents only need to forecast economic fundamentals but are equipped with less precise private information. In Keynes' language, our results imply that the nature of the optimal strategy, in a sense, is still to choose the prettiest based on the best of one's judgment while downplaying any idiosyncrasies in one's taste.

The rationale for this equivalence can be understood in a simple static setting. Imagine a single-agent problem of forecasting an economic fundamental having received a public and a private signal about it. Bayesian inference implies that the relative weights put on the public and private signals should be proportional to their precision. In contrast, an agent in a beauty contest, due to strategic complementarity, also needs to forecast others' actions. The public signal is more useful for that purpose. As a result, the optimal strategy in a beauty contest is to assign additional weight to the public signal or discount the private signal. This policy rule, underweighting private signals, turns out to be exactly equivalent to that of a single-agent problem with the precision of the private signal reduced by a fraction equal to the degree of strategic complementarity.

Main Result.-In this paper, we formalize this equivalence and generalize it to models with dynamic information. We first define an $\alpha$-modified signal process, where $\alpha$ parameterizes the strength of strategic complementarity among agents' actions. In this modified signal process, the precision of all idiosyncratic shocks is multiplied by $1-\alpha$, while those of common shocks remain the same. Here, the key distinction is between idiosyncratic and common shocks, rather than between private and public signals. ${ }^{2}$ We then define an auxiliary single-agent problem, in which the objective is to simply forecast the economic fundamental using the $\alpha$-modified signals while completely disregarding others' actions.

Our main result (Theorem 1) establishes that the policy rule in the equilibrium of the beauty contest model is the same as in the corresponding single-agent problem with $\alpha$-modified signals. This result yields a sharp characterization of the equilibrium. It bypasses the complexity of higher-order expectations and shows that the optimal policy rule can be understood via a modified forecast of the exogenous economic fundamental. It also avoids the fixed point which results from the interaction between rational agents and provides a new window to understand the underlying general-equilibrium (GE) feedback effects. This result does not imply that higher-order beliefs are not important, but it does imply that the computation of equilibrium can be greatly simplified.

[^1]The very nature of noncooperative solution concepts in game theory is to transform a collective decision problem into a family of single-player decision problems. What is special about our solution is the simple form it takes and how this form is preserved across a class of models. Importantly, the equivalence is proved under a general information structure that allows for an arbitrary number of Gaussian shocks and any linear signal process: static or persistent, stationary or nonstationary, exogenous or endogenous. For all different signal processes, the modification necessary to yield the equivalence is always the same: discounting the precision of idiosyncratic shocks by a fraction $\alpha$. A similar modification also applies to models in which agents choose multiple correlated actions each period.

This generality makes our method particularly useful for applied work where the fundamental is often persistent and signals are correlated over time. In this case, one needs to find a set of sufficient statistics or state variables that can summarize the past information. In contrast to complete-information models in which the right state variables are easy to obtain (such as capital and total factor productivity (TFP) in real-business-cycle models), with dispersed information this is usually not the case. When signals permit a state-space representation, the single-agent solution yields a formula for the policy rule that is ready for computation. It also implies that, even though recording all higher-order expectations would require an infinite number of state variables, solving for the optimal action only requires a finite number of state variables.

Another immediate implication of the main result is that the aggregate outcome in a beauty contest model is equivalent to the average forecast in the single-agent problem. It follows that, in particular, two determinants of the aggregate outcome (the strength of strategic complementarity and the degree of information frictions) cannot be separately identified solely by aggregate time series. When lacking evidence on one of them, the fact that the single-agent model yields more dispersed forecast errors and actions can help achieve identification when cross-sectional moments are available. With independent micro-evidence on both, our solution method can be used to quantify the role of information frictions.

Applications.-The single-agent solution provides an alternative perspective to understand properties of beauty contest models, extends existing results to general information structures, and expands the type of questions one can explore.

We first revisit two important themes in the dispersed information literature: inertia and GE attenuation. With dynamic information, the aggregate outcome displays additional inertia relative to its complete information counterpart as it inherits the persistence of all higher-order expectations (Woodford 2002; Nimark 2017; Angeletos and Huo 2018). Through the lens of the single-agent solution, the aggregate outcome is anchored by past outcomes as forecasts are anchored by priors. We contribute to show that the strength of the linkages to past outcomes is pinned down by the Kalman gain matrix associated with the $\alpha$-modified signals and we provide its exact formula.

The GE feedback underlying beauty contest models is captured by the strategic complementarity, and incomplete information tends to attenuate its effects (Angeletos and Lian 2016a). Our single-agent solution contributes to the literature by providing an alternative interpretation and a generalization of existing comparative statics.

With what is known as an independent-value best response, we show that the GE effects are captured by the first-order expectation of the fundamental with $\alpha$-modified signals. It is then immediate that the GE effects are attenuated when information is incomplete, since the expectation of the fundamental moves less than the fundamental itself. ${ }^{3}$ Moreover, a larger degree of complementarity implies a noisier signal in the single-agent solution, and therefore a stronger attenuation effect. These results hold for a general class of information processes. 4

We also utilize the fact that the single-agent solution can deal with nonstationary processes to demonstrate that the results on the social value of public information in Morris and Shin (2002) can be reversed in transition. In a static setting, Morris and Shin (2002) proves that increasing the precision of public information can be detrimental to social welfare. We first extend this finding to dynamic information when comparing steady-state welfare. The result is actually strengthened in the sense that a more persistent fundamental leads to a wider range of public information precision levels for which more precise information can be detrimental. However, we also show that comparing steady states can be misleading since welfare can be improved for quite a long time during the transition before decreasing toward a lower level in the new steady state. ${ }^{5}$

Extensions.-We explore two extensions of our results. First, we consider a network game with incomplete information, in which agents have heterogeneous payoff structures and information structures. The equilibrium actions turn out to be a weighted average of forecasts of fundamentals conditional on different modified signals. When information is persistent, our characterization of the equilibrium in terms of forecasts of fundamentals remains convenient and intuitive. It allows for a recursive representation and avoids the burden of carrying an infinite number of signals, which is new to the existing literature.

Second, we consider beauty contest models with intertemporal strategic complementarities. Under a stylized information structure with forward-looking complementarity (Allen, Morris, and Shin 2006; Angeletos and Lian 2018; Angeletos and Huo 2018), we show that our single-agent solution still works, though the modification to the signal process is more involved. Because of the forward-looking behavior, the required discounting of private signals is not simply the degree of strategic complementarity anymore but also hinges on the details of the information structure. More generally, when an individual's payoff depends on future and past aggregate actions in an arbitrary way, we show that our single-agent solution may not hold, drawing a limit to the applicability of our results.

[^2]Related Literature.-Our results complement a large literature on dispersed information and imperfect coordination. The classical papers that explore the general properties of beauty contest models include Morris and Shin (2002), Angeletos and Pavan (2007), Bergemann and Morris (2013), and Angeletos and Lian (2016b). These papers focus on a static setting. The single-agent solution contributes to this literature by providing a novel equilibrium characterization, which accommodates essentially arbitrary information structures under Gaussian shocks. This generality becomes particularly useful for models with dynamic information.

In terms of the applications in macroeconomics, our paper is closely related to Woodford (2002) and Angeletos and La'O (2010), which study models with dispersed and dynamic information. These papers numerically explore the persistence of the aggregate outcome under a particular signal structure. We offer an exact formula that characterizes the entire dynamics of the aggregate outcome for general information structures. With this formula, the comparative statics results, and the single-agent perspective, our work complements the large literature that studies how information frictions shape business cycles and interact with monetary policy. ${ }^{6}$

Our contribution to the literature on network games with incomplete information (de Martí and Zenou 2015; Bergemann, Heumann, and Morris 2017) is to provide an equilibrium characterization that extends to environments with dynamic information and are not subject to the curse of dimensionality. The extension of our results to forward-looking complementarity is related to Nimark (2017), Huo and Takayama (2018), and Angeletos and Huo (2018). These papers, however, do not recast the policy rule as a single-agent solution.

We make two contributions to the literature on computing dispersed-information models: (i) our solution allows one to explore environments with nonstationary processes, which encompasses models with time-varying parameters and regime switching, for instance; (ii) for models with exogenous information, our method delivers the solution without the need to solve a fixed-point problem-the policy rule can be obtained from a straightforward linear forecast. The guess-and-verify approach used in Woodford (2002) and Angeletos and La'O (2010) is useful for some relatively low-dimensional signal processes, while the approach in this paper eliminates the need to guess the solution altogether. The method in Huo and Takayama (2018) can solve a larger class of models, but it relies on frequency-domain techniques that may involve solving for the roots of high-order polynomials. This paper stays within the time domain where easy and robust algorithms such as the Kalman filter can be applied. The single-agent solution method is also useful for solving models with endogenous information, which complements existing methods (Sargent 1991; Lorenzoni 2009; Nimark 2017) with the advantage that our solution requires a smaller number of state variables.

Finally, there is a large literature that emphasizes the importance of higher-order beliefs (e.g., Rubinstein 1989, Carlsson and van Damme 1993, Kajii and Morris 1997, Weinstein and Yildiz 2007b, and Ely and Peski 2011). These

[^3]results can be unsettling since it is hard to imagine that one could observe an individual's infinite belief hierarchy, yet it could be that a model's prediction can change if beliefs of arbitrarily high order are modified. Thus, it is relevant to point out that the beauty contest models studied in this paper satisfy Weinstein and Yildiz's (2007a) criterion of "global stability under uncertainty" which implies that beliefs of sufficiently high order have a vanishing effect on equilibrium outcomes. This does not mean, however, that higher-order beliefs are not important; they can still have quantitatively and qualitatively large effects.

The rest of the paper is organized as follows. Section I explains the single-agent solution in a simple static model. Section II sets up the environment and defines equilibrium. Section III proves the main result and variations of it. Section IV provides several applications of the single-agent solution. Section V shows how it applies to models with endogenous information. Section VI discusses the extensions to network games and to models with dynamic complementarity. Section VII concludes.

## I. A Motivating Example

To illustrate the basic idea and motivate our general result, we start from the static beauty contest model considered by Morris and Shin (2002). The economy consists of a continuum of agents, indexed by $i$, with payoff functions given by

$$
U\left(y_{i}, y, \theta\right)=-(1-\alpha)\left(y_{i}-\theta\right)^{2}-\alpha\left(y_{i}-y\right)^{2}
$$

Agent $i$ 's best response, $y_{i}$, is a weighted average of her forecast of an exogenous fundamental, $\theta$, and the aggregate action, $y$. That is,

$$
\begin{equation*}
y_{i}=(1-\alpha) E_{i}[\theta]+\alpha E_{i}[y], \quad \text { with } \quad y=\int y_{i} \tag{1}
\end{equation*}
$$

The parameter $\alpha$, which we assume satisfies $\alpha \in(-1,1),{ }^{7}$ determines the degree of strategic complementarity $(\alpha>0)$ or substitutability $(\alpha<0)$ between agents' actions. The operator $E_{i}[\cdot]$ denotes the expectation conditional on agent $i$ 's information set, which consists of a public signal $z$ and a private signal $x_{i}$ about the exogenous fundamental $\theta$,

$$
\begin{equation*}
z=\theta+\varepsilon, \quad \text { and } \quad x_{i}=\theta+\nu_{i} \tag{2}
\end{equation*}
$$

where $\varepsilon \sim \mathcal{N}\left(0, \tau_{\varepsilon}^{-1}\right)$, and $\nu_{i} \sim \mathcal{N}\left(0, \tau_{\nu}^{-1}\right)$ stand for public and private noise, and $\tau_{\varepsilon}$ and $\tau_{\nu}$ are their respective precisions. We assume that agents have a common prior about the fundamental $\theta$, that is, $\theta \sim \mathcal{N}\left(0, \tau_{\theta}^{-1}\right) .8$

[^4]A useful way to understand the logic behind agents' actions is to examine their higher-order expectations. Define higher-order expectations recursively in the following way:

$$
\bar{E}^{0}[\theta] \equiv \theta, \quad \text { and } \quad \bar{E}^{k}[\theta] \equiv \int E_{i}\left[\bar{E}^{k-1}[\theta]\right]
$$

By consecutive substitution of the equations in (1), we can write agent $i$ 's action as a weighted average of her higher-order expectations, 9

$$
y_{i}=(1-\alpha) \sum_{k=0}^{\infty} \alpha^{k} E_{i}\left[\bar{E}^{k}[\theta]\right] .
$$

One can immediately see that an individual agent's optimal action depends not only on her own assessment of the fundamental, but also on her expectation about the average assessment of the fundamental, and so on. This is the original idea put forward by Keynes about the nature of beauty contests. Under the normality assumptions made above, all the higher-order expectations can be written as linear combinations of the signals. It is, then, straightforward to define the Bayesian-Nash equilibrium of this economy.

DEFINITION 1: Given the signal process in (2), a linear Bayesian-Nash equilibrium is a policy rule $\mathbf{h}=\left\{h_{1}, h_{2}\right\} \in \mathbb{R}^{2}$, such that

$$
y_{i}=h_{1} z+h_{2} x_{i}
$$

satisfies the equations in (1).
The method of undetermined coefficients yields the following equilibrium policy rule:

$$
\begin{equation*}
y_{i}=\frac{\tau_{\varepsilon}}{\tau_{\theta}+\tau_{\varepsilon}+(1-\alpha) \tau_{\nu}} z+\frac{(1-\alpha) \tau_{\nu}}{\tau_{\theta}+\tau_{\varepsilon}+(1-\alpha) \tau_{\nu}} x_{i} \tag{3}
\end{equation*}
$$

This policy rule has the property that agents put relatively more weight on the public signal when the degree of strategic complementarity, $\alpha$, is higher. The reason is that the public signal is more informative about the aggregate action and has an additional coordination role. A higher $\alpha$ implies that agents have a stronger incentive to be closer to the aggregate action, and therefore rely less on private signals. So far, this solution and its interpretation is reminiscent of Morris and Shin (2002). Now, we offer an alternative perspective.

$$
\begin{aligned}
& { }^{9} \text { To see this, note that } \\
& \qquad \begin{aligned}
y_{i} & =(1-\alpha) E_{i}\left[\theta_{t}\right]+\alpha E_{i}[y]=(1-\alpha) E_{i}[\theta]+\alpha E_{i}\left[\int(1-\alpha) E_{j}[\theta]+\alpha E_{j}[y]\right] \\
& =(1-\alpha) E_{i}[\theta]+\alpha(1-\alpha) E_{i}\left[\bar{E}^{1}[\theta]\right]+\alpha^{2} E_{i}\left[\int E_{j}[y]\right]=\cdots=(1-\alpha) \sum_{k=0}^{\infty} \alpha^{k} E_{i}\left[\bar{E}^{k}\left[\theta_{t}\right]\right] .
\end{aligned}
\end{aligned}
$$

A Single-Agent Solution.-For comparison, the forecast about the fundamental itself is

$$
\begin{equation*}
E_{i}[\theta]=\frac{\tau_{\varepsilon}}{\tau_{\theta}+\tau_{\varepsilon}+\tau_{\nu}} z+\frac{\tau_{\nu}}{\tau_{\theta}+\tau_{\varepsilon}+\tau_{\nu}} x_{i} \tag{4}
\end{equation*}
$$

where the weights on the public and private signals are proportional to their relative precisions.

The equilibrium policy rule (3) resembles the simple forecast rule (4) of the economic fundamental. They differ only with respect to the precision of the private signal noise. Define the following modified private signal

$$
\tilde{x}_{i}=\theta+\tilde{\nu}_{i}, \quad \tilde{\nu}_{i} \sim \mathcal{N}\left(0,\left((1-\alpha) \tau_{\nu}\right)^{-1}\right)
$$

with the precision of the private signal noise discounted by the degree of strategic complementarity $\alpha$, while the public signal remains unchanged. Let $\tilde{E}_{i}[\cdot]$ denote the expectation conditional on the modified signals.

The coefficients of the equilibrium policy rule, $\left\{h_{1}, h_{2}\right\}$, can be obtained immediately by solving the problem of forecasting $\theta$, given the modified signals, which leads to

$$
\tilde{E}_{i}[\theta]=\frac{\tau_{\varepsilon}}{\tau_{\theta}+\tau_{\varepsilon}+(1-\alpha) \tau_{\nu}} z+\frac{(1-\alpha) \tau_{\nu}}{\tau_{\theta}+\tau_{\varepsilon}+(1-\alpha) \tau_{\nu}} \tilde{x}_{i}=h_{1} z+h_{2} \tilde{x}_{i}
$$

Hence, the weights the agents put on signals in equilibrium are exactly the same as the weights in a simple forecast of the fundamental with adjusted precision of private signals.

To see where the discounting comes from, consider the case where $\tau_{\varepsilon}=0$, so that agents disregard the public signal. This specification delivers a particularly simple structure for higher-order expectations,

$$
\begin{equation*}
\bar{E}^{1}[\theta]=\lambda \theta, \quad \text { and } \quad \bar{E}^{k}[\theta]=\lambda \bar{E}^{k-1}[\theta], \tag{5}
\end{equation*}
$$

where $\lambda \equiv \tau_{\nu} /\left(\tau_{\theta}+\tau_{\nu}\right)$. Then, the aggregate action can be expressed as

$$
\begin{equation*}
y=(1-\alpha) \sum_{k=0}^{\infty} \alpha^{k} \bar{E}^{k+1}[\theta]=(1-\alpha) \lambda \sum_{k=0}^{\infty}(\alpha \lambda)^{k} \theta \tag{6}
\end{equation*}
$$

Next, consider a variant representative-agent economy in which all agents receive only a noisy public signal. In this economy, agents share the same first-order expectation, $\bar{E}^{1}[\theta]=\tilde{\lambda} \theta$, and all agents' beliefs are common knowledge. That is, information is complete but imperfect, and it follows that all higher-order expectations collapse to the first-order expectation, $\bar{E}^{k}[\theta]=\bar{E}^{1}[\theta]$ for all $k$. The aggregate action is, then, akin to that of a simple forecasting problem. The higher-order expectation representation still applies, so

$$
\begin{equation*}
y=(1-\alpha) \sum_{k=0}^{\infty} \alpha^{k} \bar{E}^{k+1}[\theta]=(1-\alpha) \tilde{\lambda} \sum_{k=0}^{\infty} \alpha^{k} \theta \tag{7}
\end{equation*}
$$

In equation (6), the lack of common knowledge leads to the additional discounting $(\alpha \lambda)^{k}$, compared with $\alpha^{k}$ in equation (7). Note that by setting $\tilde{\lambda}$ to a lower value than $\lambda$ such that

$$
\tilde{\lambda} \sum_{k=0}^{\infty} \alpha^{k}=\lambda \sum_{k=0}^{\infty}(\alpha \lambda)^{k},
$$

the aggregate action in these two economies are equivalent. It is easy to verify that the precise way to lower $\tilde{\lambda}$ is to discount the private signal's precision by a fraction of $\alpha .{ }^{10}$

Several remarks are in order. First, the fact that the equilibrium can be expressed by a particular first-order expectation is not surprising on its own. In fact, in equilibrium, agents' actions are always a first-order expectation about $(1-\alpha) \theta+\alpha y$. What is less obvious about our single-agent solution is that the equilibrium outcome is the same as the first-order expectation about the fundamental itself, and the required modification of the information structure is simple, known ex ante, and independent of the details of the signal process.

To appreciate this point, notice that the proportionality between higher-order expectations in equation (5) is only valid for this very particular information structure. When information is persistent, higher-order expectations typically have complex dynamics. For example, consider a dynamic version of the setup above in which the fundamental $\theta_{t}$ follows an $\operatorname{AR}(1)$ process, ${ }^{11}$

$$
\begin{equation*}
\theta_{t}=\rho \theta_{t-1}+\eta_{t}, \quad \eta_{t} \sim \mathcal{N}\left(0, \tau_{\eta}^{-1}\right) \tag{8}
\end{equation*}
$$

Figure 1 shows the impulse responses of higher-order expectations to the fundamental shock, $\eta_{t}$. As the order increases, more state variables are required to describe the dynamics of higher-order expectations. In fact, the $k$ th order higher-order expectation follows an $\operatorname{ARMA}(k+1, k-1)$ process.

A rescaling of the single-agent forecast with unmodified signal precision would allow one to match the initial dampening of the aggregate outcome response. However, this modification cannot match the entire impulse response, as higher-order expectations exhibit less amplitude and more persistence, with the peak of the hump happening at later periods. In contrast, a single-agent forecast with appropriately discounted private signal precision matches the entire dynamics of the aggregate outcome. To see why this is possible, note that the optimal forecast about the fundamental under Bayesian learning is a weighted average of its prior mean and the new signal. With a less precise signal, agents lower the weight attached to the new signal, and simultaneously increase the weight put on the prior mean. The former reduces the amplitude of the direct effect of a shock to $\theta_{t}$, and the latter increases its persistence.
${ }^{10}$ To be explicit, it follows that

$$
\tilde{\lambda} \frac{1}{1-\alpha}=\lambda \frac{1}{1-\alpha \lambda} \Rightarrow \tilde{\lambda}=\frac{\tau_{\nu}}{\tau_{\theta}+\tau_{\nu}} \frac{1-\alpha}{1-\alpha \frac{\tau_{\nu}}{\tau_{\theta}+\tau_{\nu}}} \Rightarrow \tilde{\lambda}=\frac{(1-\alpha) \tau_{\nu}}{\tau_{\theta}+(1-\alpha) \tau_{\nu}}
$$

[^5]

Figure 1. Impulse Responses of Higher-Order Expectations
Note: We set the following parameters: $\tau_{\eta}=1, \rho=0.95, \tau_{\nu}=0.25$, and $\alpha=0.8$.

In general, with persistent information, solving and analyzing beauty contest models becomes significantly more difficult. In contrast to the static case, the standard method of undetermined coefficients is not useful because, in principle, an infinite number of coefficients needs to be solved for. This is where our results become most useful since the single-agent solution survives under general information structures.

## II. Preliminaries for Beauty Contest Models

In this section, we introduce a dynamic setting with a much richer information structure. In the following section, we prove the equivalence result.

## A. Beauty Contest Model

Best Response.-Denote agent $i$ 's action in period $t$ by $y_{i t}$. For presentation purposes, here we only consider the case in which the action is univariate. In Section IIIC, we extend this model to allow for multiple, and possibly correlated, actions. The best response function is similar to the one used in Section I,

$$
\begin{equation*}
y_{i t}=(1-\alpha) E_{i t}\left[\theta_{t}\right]+\alpha E_{i t}\left[y_{t}\right], \quad \text { with } \quad y_{t}=\int y_{i t} . \tag{9}
\end{equation*}
$$

Analogously to Section I, agents $i$ 's optimal action can be expressed as

$$
\begin{equation*}
y_{i t}=(1-\alpha) \sum_{k=0}^{\infty} \alpha^{k} E_{i t}\left[\bar{E}_{t}^{k}\left[\theta_{t}\right]\right] \tag{10}
\end{equation*}
$$

Note that with dynamic information, the higher-order expectations are also time varying. To guarantee the existence and uniqueness of the equilibrium, we assume that the degree of strategic complementarity is less than 1 in absolute value.

ASSUMPTION 1: The degree of strategic complementarity $\alpha \in(-1,1)$.
This best response can arise in various economic environments. In Section I, we see that it can be the result of a quadratic loss function, as in Morris and Shin (2002), Angeletos and Pavan (2007), and Hellwig and Veldkamp (2009), for instance. The same type of best response can arise in real business cycle models (Angeletos and La'O 2010, 2013; Venkateswaran 2014; Huo and Takayama 2017), and in monetary economies (Woodford 2002; Maćkowiak and Wiederholt 2009; Drenik and Perez forthcoming). We include two detailed examples in the online Appendix for illustration.

Though the best response function we consider here is widely used in the literature, there are two limitations. First, it is implicitly assumed that all agents are symmetric, which excludes the possibility that agents have heterogeneous payoff or information structures, such as in a network game. Second, the individual action can only depend on the current aggregate action. This excludes intertemporal complementarities, in which agents' payoffs today may depend on future or past aggregate actions. In Section VI, we discuss to what extent our results can be extended to these environments.

Information Structure.-Next, we specify the stochastic process for the economic fundamental and the signals agents receive about it. We first consider the exogenous information case, by which we mean that the signals do not depend on agents' actions. This specification allows us to present our results more transparently. However, our single-agent solution is not limited to the exogenous information case. In Section V, we show that our main results also hold if information is endogenous, with signals that do depend on agents' actions.

Throughout, we consider the following signal process with discrete time. In period $t$, agent $i$ observes

$$
\begin{equation*}
\mathbf{x}_{i t}=\mathbf{M}_{t}(L) \varepsilon_{i t}, \tag{11}
\end{equation*}
$$

where the signal $\mathbf{x}_{i t}$ is an $r \times 1$ stochastic vector, the shock $\boldsymbol{\varepsilon}_{i t}$ is an $m \times 1$ stochastic vector, and $\mathbf{M}_{t}(L)$ is an $r \times m$ polynomial matrix in the lag operator $L$, which can be time dependent. We make the following assumptions about the signal process.

ASSUMPTION 2: The polynomial matrix $\mathbf{M}_{t}(L)$ satisfies

$$
\mathbf{M}_{t}(L)=\sum_{\tau=0}^{\infty} \mathbf{M}_{t, \tau} L^{\tau},
$$

where each element of $\left.\left\{\mathbf{M}_{t, \tau}\right\}\right\}_{\tau=0}^{\infty}$ is square-summable.
The elements of $\varepsilon_{i t}$ are uncorrelated ${ }^{12}$ Gaussian shocks. The covariance matrix of $\varepsilon_{i t}$ is denoted by $\Sigma^{2}$, where $\Sigma=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m}\right)$. Further, $\varepsilon_{i t}$ can be partitioned into two parts,

$$
\varepsilon_{i t}=\left[\begin{array}{l}
\eta_{t} \\
\boldsymbol{v}_{i t}
\end{array}\right], \quad \text { with } \quad \int \boldsymbol{v}_{i t}=\mathbf{0}
$$

[^6]where the first $u<m$ shocks, $\boldsymbol{\eta}_{t}$, are common to all agents and the last $m-u$ shocks, $\boldsymbol{\nu}_{i t}$, are idiosyncratic.

For now, we assume that the fundamental $\theta_{t}$ is driven only by the common shocks $\eta_{t}$. A common-value best response is one that satisfies this condition: we relax this assumption in Section IIIC. We allow the stochastic process of the fundamental, as for the signals, to be time dependent.

ASSUMPTION 3: The process of the exogenous fundamental $\theta_{t}$ is given by

$$
\theta_{t}=\left[\begin{array}{ll}
\phi_{t}^{\prime}(L) & \mathbf{0} \tag{12}
\end{array}\right] \varepsilon_{i t}=\phi_{t}^{\prime}(L) \boldsymbol{\eta}_{t},
$$

where $\phi_{t}(L)=\sum_{\tau=0}^{\infty} \phi_{t, \tau} L^{\tau}$ is a $u \times 1$ vector of polynomials in $L$ and each element of $\left\{\phi_{t, \tau}\right\}_{\tau=0}^{\infty}$ is square-summable.

The superscript $t$ denotes the history up to $t$, for example $\mathbf{x}_{i}^{t} \equiv\left\{\mathbf{x}_{i t}, \mathbf{x}_{i t-1}, \mathbf{x}_{i t-2}, \ldots\right\}$. Agent $i$ 's information set in period $t, \mathcal{I}_{i t}$, includes the history of observed signals, and also the structure of the stochastic processes,

$$
\mathcal{I}_{i t}=\left\{\mathbf{x}_{i}^{t}, \mathbf{M}^{t}(L), \phi^{t}(L)\right\} .
$$

The expectation operator $E_{i t}[\cdot]$ stands for $E\left[\cdot \mid \mathcal{I}_{i t}\right.$, where $E[\cdot]$ denotes the unconditional expectation. Note that $\phi_{t}(L)$ and $\mathbf{M}_{t}(L)$ can change in a deterministic or stochastic way, and that agents only need to know their realizations up to the current period, $t .{ }^{13}$

The information structure we have specified above is quite general. The following examples show that signal processes commonly used in the literature are special cases of it.
(i) Static Case: Suppose that $\phi_{t}(L)=\phi$ and $\mathbf{M}_{t}(L)=\mathbf{M}$. In this case, the past signals are not informative about the current fundamental. For example, consider

$$
\phi=\left[\begin{array}{llll}
1 & 0 & 0 & 0
\end{array}\right], \quad \mathbf{M}=\left[\begin{array}{llll}
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 1
\end{array}\right] \Rightarrow \begin{aligned}
& x_{i t}^{1}=\theta_{t}+\chi_{t} \\
& x_{i t}^{2}=\theta_{t}+\xi_{t}+u_{i t}
\end{aligned}
$$

where all the shocks, $\varepsilon_{i t}=\left[\theta_{t}, \chi_{t}, \xi_{t}, u_{i t}\right]^{\prime}$, follow i.i.d. processes. This structure is similar to the specification in Angeletos and Lian (2016b), and it reduces to the case considered in Bergemann and Morris (2013) when setting the variance of $\xi_{t}$ to 0 .

[^7](ii) Stationary Signal: Suppose that $\phi_{t}(L)=\phi(L)$ and $\mathbf{M}_{t}(L)=\mathbf{M}(L)$. In this case, the signal structure is time independent. For example, consider
\[

$$
\begin{aligned}
\phi(L) & =\left[\begin{array}{lll}
\frac{1}{1-\rho_{1} L} & 0 & 0
\end{array}\right], \\
\mathbf{M}(L) & =\left[\begin{array}{ccc}
\frac{1}{1-\rho_{1} L} & \frac{1}{1-\rho_{2} L} & 0 \\
\frac{1}{1-\rho_{1} L} & 0 & 1
\end{array}\right] \Rightarrow \begin{aligned}
\theta_{t} & =\frac{1}{1-\rho_{1} L} \eta_{t} \\
x_{i t}^{1} & =\theta_{t}+\frac{1}{1-\rho_{2} L} \xi_{t} \\
x_{i t}^{2} & =\theta_{t}+\frac{1}{1-\rho_{3} L} u_{i t}
\end{aligned}
\end{aligned}
$$
\]

with i.i.d. shocks $\varepsilon_{i t}=\left[\eta_{t}, \xi_{t}, u_{i t}\right]^{\prime}$. This structure allows a persistent fundamental and a persistent aggregate noise, which can be viewed as variations of the information structure adopted in Huo and Takayama (2017) and Angeletos, Collard, and Dellas (2018).
(iii) Nonstationary Signal: Since we allow $\phi_{t}(L)$ and $\mathbf{M}_{t}(L)$ to be time dependent, the signals can be nonstationary. For example, consider

$$
\phi_{t}(L)=\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right], \quad \mathbf{M}_{t}(L)=\left[\begin{array}{ccc}
1 & 0 & 1 \\
1 & \sigma_{t} & 0
\end{array}\right] \Rightarrow \begin{aligned}
& x_{i t}^{1}=\theta_{t}+u_{i t} \\
& x_{i t}^{2}=\theta_{t}+\sigma_{t} \xi_{t}
\end{aligned}
$$

with i.i.d. shocks $\varepsilon_{i t}=\left[\theta_{t}, \xi_{t}, u_{i t}\right]^{\prime}$. The time-varying parameter $\sigma_{t}$ allows the precision of $x_{i t}^{2}$ to change over time. This is similar to Fajgelbaum, Schaal, and Taschereau-Dumouchel (2017) where the endogenous learning effectively generates time-varying informativeness. Also, Drenik and Perez (forthcoming) explores how higher uncertainty about inflation influences the effectiveness of monetary policy using a similar device. In general, time-varying variances or other structural parameters can be easily incorporated into $\phi_{t}(L)$ and $\mathbf{M}_{t}(L)$.

Another type of nonstationary signal process occurs when one of the random variables has a unit root. For example, suppose that $\left\{\theta_{-1}, \theta_{-2}, \ldots\right\}$ is publicly known, and from $t=0$ on, the fundamental process and signal structure are given by

$$
\Delta \theta_{t}=\rho \Delta \theta_{t-1}+\eta_{t}, \quad \text { and } \quad x_{i t}=\theta_{t}+u_{i t} .
$$

In this case, $\theta_{t}$ itself is not stationary if ore looks forward in time, but at any given time, $\phi_{t}(L)$ and $\mathbf{M}_{t}(L)$ are still stationary. ${ }^{14}$ This specification is similar to the one in Woodford (2002).

[^8]Equilibrium.-As is standard in the dispersed information literature, we employ the Bayesian-Nash equilibrium concept. The following proposition establishes the existence, uniqueness, and linearity of the equilibrium.

PROPOSITION 1: Under Assumptions 1-3, there exists a unique Bayesian-Nash equilibrium and the equilibrium is linear in signals,

$$
y_{i t}=\mathbf{h}_{t}^{\prime}(L) \mathbf{x}_{i t},
$$

where $\mathbf{h}_{t}^{\prime}(L)$ is a time-dependent vector of polynomial functions. ${ }^{15}$
Heuristically, with exogenous information and with $\alpha \in(-1,1)$, the right-hand side of equation (10) implies that agent $i$ 's equilibrium action is well defined and unique. Since the fundamental and signals are driven by Gaussian shocks, the optimal forecasts are always linear functions of signals. ${ }^{16}$

## B. Single-Agent Problem

To define the single-agent problem corresponding to a beauty contest model, we need to first describe the appropriately modified signal process.

DEFINITION 2: Given the original signal process defined in equation (11) with Assumptions 1 and 2 being satisfied, the $\alpha$-modified signal process is

$$
\tilde{\mathbf{x}}_{i t}=\mathbf{M}_{t}(L) \tilde{\varepsilon}_{i t},
$$

where

$$
\tilde{\varepsilon}_{i t} \equiv \Gamma \varepsilon_{i t}, \quad \text { and } \quad \Gamma \equiv\left[\begin{array}{cc}
\mathbf{I}_{u} & \mathbf{0} \\
\mathbf{0} & \frac{1}{\sqrt{1-\alpha}} \mathbf{I}_{m-u}
\end{array}\right]
$$

Note that the $\alpha$-modified signal process simply reduces the precision of all the idiosyncratic shocks $\boldsymbol{\nu}_{i t}$ by a factor of $1-\alpha$, and leaves the precision of common shocks $\eta_{t}$ unchanged. A public signal is, by definition, one that depends only on the common shocks $\eta_{t}$, and, therefore, is unaffected by the modification. A private signal, on the other hand, must contain some of the idiosyncratic shocks $\boldsymbol{\nu}_{i t}$ and has its precision adjusted in the $\alpha$-modified signal process.

We let $\tilde{E}_{i t}[\cdot]$ denote the expectation operator conditional on the $\alpha$-modified signal process. The single-agent problem is to forecast the economic fundamental without paying attention to other agents' actions, that is to solve for $\tilde{E}_{i t}\left[\theta_{t}\right]$.

[^9]
## III. The Single-Agent Solution

In this section, we connect the beauty contest model with the single-agent problem. We first lay out the main theoretical result, and then proceed to its several variations.

## A. Equivalence Result

THEOREM 1: Under Assumptions 1-3, let $\mathbf{h}_{t}(L)$ denote the equilibrium policy rule, that is

$$
y_{i t}=\mathbf{h}_{t}^{\prime}(L) \mathbf{x}_{i t} .
$$

Then, the same $\mathbf{h}_{t}(L)$ is the forecasting rule of the fundamental $\theta_{t}$ conditional on the $\alpha$-modified signal process,

$$
\tilde{E}_{i t}\left[\theta_{t}\right]=\mathbf{h}_{t}^{\prime}(L) \tilde{\mathbf{x}}_{i t} .
$$

The proofs for the results in this section can be found in the Appendix. Theorem 1 characterizes the individual's policy rule concisely. The equilibrium in the beauty contest model involves the following fixed point problem: an agent's action depends on her individual forecast about the aggregate action, but the law of motion of the aggregate action is the result of individuals' forecasts. Theorem 1 shows that this fixed point problem can be avoided. The policy rule is exactly the same as the one that solves a simple forecasting problem, which can be viewed as a single agent's first-order expectation. The required transformation of the signal process takes a simple form, and this simple form is preserved across a large class of information structures.

In beauty contest models, agents' actions depend on the forecast of the fundamental and the forecast of others' actions. The former is pinned down by a first-order expectation, and the latter by higher-order expectations. A higher $\alpha$ raises the relative importance of higher-order expectations and effectively shifts agents' actions towards higher-order expectations. In the corresponding single-agent problem, to induce the same policy rule, the precision of private signals has to be discounted.

The proof of Theorem 1 follows two steps: (i) we show that the equivalence holds when the fundamental and the signal processes follow finite $\mathrm{MA}(q)$ processes; and (ii) we show that the equivalence remains true when $q$ goes to infinity. ${ }^{17}$ In step (i) we effectively use the method of undetermined coefficients to solve for the equilibrium policy rule, however, we are not interested in the coefficients themselves but in a property that they satisfy, namely that they are equivalent to a forecasting problem with the appropriately modified signal process. This is because solving for each coefficient becomes intractable as $q$ goes to infinity, which is not the case for the corresponding forecasting problem. In most applications, the signal process permits a state-space representation with a recursive structure. If this is the

[^10]case, the following proposition gives an explicit procedure for obtaining the equilibrium policy rule using the standard Kalman filter.

PROPOSITION 2: In addition to Assumptions 1-3, suppose the signal structure allows the following state-space representation:

$$
\xi_{i t}=\mathbf{F}_{t} \xi_{i t-1}+\mathbf{S}_{t} \varepsilon_{i t}, \quad \text { with } \quad \xi_{i,-1}=\mathbf{0}
$$

together with the observation equation and the law of motion of the fundamental, ${ }^{18}$

$$
\mathbf{x}_{i t}=\mathbf{H}_{t} \xi_{i t}, \quad \text { and } \quad \theta_{t}=\mathbf{G}_{t} \xi_{i t} .
$$

Then, the optimal action is given by

$$
y_{i t}=\mathbf{G}_{t} \mathbf{z}_{i t}
$$

where the evolution of the sufficient statistics, $\mathbf{z}_{i t}$, follows

$$
\begin{align*}
\mathbf{z}_{i t} & =\left(\mathbf{I}-\mathbf{K}_{t} \mathbf{H}_{t}\right) \mathbf{F}_{t} \mathbf{z}_{i t-1}+\mathbf{K}_{t} \mathbf{x}_{i t} \\
\mathbf{K}_{t} & =\mathbf{P}_{t} \mathbf{H}_{t}^{\prime}\left(\mathbf{H}_{t} \mathbf{P}_{t} \mathbf{H}_{t}^{\prime}\right)^{-1}  \tag{13}\\
\mathbf{P}_{t+1} & =\mathbf{F}_{t+1}\left(\mathbf{P}_{t}-\mathbf{K}_{t} \mathbf{H}_{t} \mathbf{P}_{t}\right) \mathbf{F}_{t+1}^{\prime}+\mathbf{S}_{t+1} \Gamma^{2} \mathbf{S}_{t+1}^{\prime} \tag{14}
\end{align*}
$$

where $\mathbf{z}_{i,-1}=\mathbf{0}$ and $\mathbf{P}_{0}$ is the unconditional variance of $\boldsymbol{\xi}_{i, 0}$ with the $\alpha$-modified signal process.

This result follows directly from Theorem 1 and the Kalman filter construction in Hamilton (1994). It allows for time-varying parameters and nonstationary processes, and therefore, can be used to study transition dynamics. Readers who are familiar with the Kalman filter should recognize that the law of motion for the vector of sufficient statistics, $\mathbf{z}_{i t}$, resembles that of the prior mean of $\xi_{i t}$. To convert the system into the $\alpha$-modified signal process, the variance of the shocks is modified by $\Gamma^{2}$ in equation (14) for the covariance matrix $\mathbf{P}_{t}$. This proposition states the result with a particular starting point. For a stationary process without time-varying parameters, one could set $\mathbf{P}_{0}$ to be the covariance matrix of the steady-state Kalman filter and obtain a time-invariant policy rule. In quantitative applications, the information structure might be complicated, but even for large scale state-space systems, the Kalman filter problem can be solved in a fast and robust way since it involves
${ }^{18}$ It is common to write the state space as

$$
\begin{aligned}
\xi_{i t} & =\mathbf{F}_{t} \xi_{i t-1}+\mathbf{S}_{t} \varepsilon_{i t} \\
\mathbf{x}_{i t} & =\mathbf{H}_{t} \xi_{i t}+\mathbf{R}_{t} \varepsilon_{i t}
\end{aligned}
$$

By redefining the state variable $\mathbf{z}_{i t}$, one can always include the noise in the observation equation as part of the state variable and set $\mathbf{R}_{t}=\mathbf{0}$.
simply iterating on equations (13) and (14). The following example shows how to apply the single-agent solution.

Example 1: We return to the case introduced at the end of Section I, where the fundamental, $\theta_{t}$, is assumed to follow an $\operatorname{AR}(1)$ process as in (8). For simplicity, suppose that agents only receive a private signal about $\theta_{t}$, so that the original signal and the corresponding $\alpha$-modified signal are given by

$$
\begin{array}{ll}
x_{i t}=\theta_{t}+\nu_{i t}, & \nu_{i t} \sim \mathcal{N}\left(0, \tau_{\nu}^{-1}\right) \\
\tilde{x}_{i t}=\theta_{t}+\tilde{\nu}_{i t}, & \tilde{\nu}_{i t} \sim \mathcal{N}\left(0,\left((1-\alpha) \tau_{\nu}\right)^{-1}\right)
\end{array}
$$

Instead of worrying about higher-order expectations, one can simply turn to our single-agent solution. We start by solving the simple forecasting problem for the $\alpha$-modified signal process, which can be obtained via Proposition 2,

$$
\begin{equation*}
\tilde{E}_{i t}\left[\theta_{t}\right]=(1-\phi) \rho \tilde{E}_{i t-1}\left[\theta_{t-1}\right]+\phi \tilde{x}_{i t} \tag{15}
\end{equation*}
$$

Thus, the optimal forecast is a weighted average of the prior $\rho \tilde{E}_{i t-1}\left[\theta_{t-1}\right]$ and the new signal $\tilde{x}_{i t}$, where the weight on the signal is the Kalman gain $\phi$ given by

$$
\phi \equiv \frac{(1-\alpha) \tau_{\nu}}{\kappa+(1-\alpha) \tau_{\nu}}, \quad \text { with } \quad \kappa \equiv\left[\rho^{2}\left(\kappa+(1-\alpha) \tau_{\nu}\right)^{-1}+\tau_{\eta}^{-1}\right]^{-1}
$$

These two equations are the versions of equations (13) and (14) for the example at hand and $\kappa$ is the precision of the prior. Using Theorem 1 , we immediately obtain the individual policy function and the law of motion of the aggregate action in the beauty contest model from equation (15), ${ }^{19}$

$$
\begin{equation*}
y_{i t}=(1-\phi) \rho y_{i t-1}+\phi x_{i t}, \quad \text { and } \quad y_{t}=(1-\phi) \rho y_{t-1}+\phi \theta_{t} . \tag{16}
\end{equation*}
$$

Recall, from Figure 1, higher-order expectations have significantly more complex dynamics than first-order expectations. In contrast, the single-agent solution (16) is surprisingly simple. This demonstrates the usefulness our method both for computation and for equilibrium characterization. We explore the dynamic properties of beauty contest models further in Section IVA.

## B. Implications for Aggregates

Theorem 1 shows that the policy rule of an individual agent in the equilibrium and in the single-agent problem are the same. The following corollary, shows that the aggregate outcome in these two problems are the same since idiosyncratic shocks wash out in the aggregate.

[^11]COROLLARY 1: Under Assumptions 1-3, the aggregate outcome, $y_{t}$, in equilibrium is the same as the average expectation in the single-agent problem, i.e.,

$$
y_{t}=\int \tilde{E}_{i t}\left[\theta_{t}\right] \equiv \tilde{E}_{t}\left[\theta_{t}\right]
$$

This result has several direct implications. First, without precise knowledge about the strength of the strategic complementarity and about the degree of information frictions, Corollary 1 raises an identification issue. For instance, in Example 1, if the aggregate outcome can be justified by a particular $\alpha$ and $\tau_{\nu}$, there is a continuum of economies with the same product $(1-\alpha) \tau_{\nu}$ that imply the same aggregate outcomes. In particular, there is always a single-agent problem with no strategic interaction that yields the same allocation.

In practice, there may exist independent micro-evidence that helps to pin down the strength of strategic complementarity. For example, in the monetary and the business-cycle models, specified in the online Appendix, the strategic complementarity is determined by the elasticity of substitution across varieties, the Frisch elasticity, and the degree of risk aversion, which have been estimated based on various microdata. In this case, our single-agent result can be used to infer the required degree of information frictions necessary to account for the aggregate allocation.

On the other hand, additional evidence on the degree of information frictions may be available. For example, the Survey of Professional Forecasters and the Michigan Survey of Consumers contain information about the magnitude and persistence of forecast errors, which can be used to discipline information frictions. In this case, with knowledge also on information frictions, our equivalence result can help quantify its role in shaping aggregate fluctuations. ${ }^{20}$

Finally, Corollary 1 does not imply the equivalence between models in terms of cross-sectional allocation. In fact, the individual choices are different,

$$
y_{i t}=\mathbf{h}_{t}^{\prime}(L) \mathbf{x}_{i t} \neq \mathbf{h}_{t}^{\prime}(L) \tilde{\mathbf{x}}_{i t}=\tilde{E}_{i t}\left[\theta_{t}\right] .
$$

In particular, to generate the same aggregate allocation, the signals in the single-agent model are more dispersed, which translates into larger forecast errors and action dispersion. This difference can help achieve identification when cross-sectional moments are available.

## C. Generalized Best Response

So far, we have considered the classic beauty contest game where agents' best responses depend only on a common fundamental, and agents only choose a single action each period. In many relevant environments, however, agents' payoffs depend on idiosyncratic factors, and agents choose more than one action at the same time. In this section, we show how the single-agent solution extends to these more general beauty contest models.

[^12]We start by providing a corollary of Theorem 1 that relates higher-order expectations with the first-order expectation in the single-agent model.

COROLLARY 2: Under Assumptions 2-3, for any $\alpha \in \mathbb{C}$ such that $|\alpha|<1$, the forecasting rule of a geometric sum of infinite higher-order expectations about $\theta_{t}$, is the same as that of the single-agent problem ${ }^{21}$

$$
\begin{aligned}
(1-\alpha) \sum_{k=0}^{\infty} \alpha^{k} E_{i t} \bar{E}_{t}^{k}\left[\theta_{t}\right] & =\mathbf{h}_{t}^{\prime}(L) \mathbf{x}_{i t}, \\
\tilde{E}_{i t}\left[\theta_{t}\right] & =\mathbf{h}_{t}^{\prime}(L) \tilde{\mathbf{x}}_{i t} .
\end{aligned}
$$

This corollary follows straightforwardly from Theorem 1 and equation (10). This is a result about linear projections with Gaussian signals and can be used independently of any equilibrium concept. It says that a geometric sum of infinite higher-order expectations is equivalent to a particular first-order expectation. As already mentioned, expectations of higher order typically become more complicated in the sense that more state variables are required to forecast those higher-order expectations. If one wants to compute each of the infinite higher-order expectations independently, then an infinite number of state variables are needed. Corollary 2 shows that a first-order expectation with a slightly modified signal process yields the same result. This result turns out to be useful in extending our single-agent solution to more general best responses.

Independent-Value Best Response.-Consider an independent-value best response,

$$
\begin{equation*}
y_{i t}=\gamma E_{i t}\left[\theta_{i t}\right]+\alpha E_{i t}\left[y_{t}\right] \tag{17}
\end{equation*}
$$

where the relevant fundamental $\theta_{i t}$ depends on both aggregate and idiosyncratic shocks, $\theta_{i t}=\sum_{\tau=0}^{\infty} \psi_{t, \tau} L^{\tau} \varepsilon_{i t}$. For this type of best response function, the original single-agent solution does not apply exactly, but a slightly modified version does.

PROPOSITION 3: Suppose that Assumptions 1-3 are satisfied. ${ }^{22}$ Denote the forecast about the fundamental by

$$
E_{i t}\left[\theta_{i t}\right] \equiv \mathbf{g}_{t}^{\prime}(L) \mathbf{x}_{i t} \equiv \varphi_{t}+\xi_{i t},
$$

where $\xi_{i t}$ is only driven by idiosyncratic shocks. There exists a unique equilibrium policy rule $\mathbf{h}_{t}(L)$ such that

$$
y_{i t}=\gamma E_{i t}\left[\theta_{i t}\right]+\alpha E_{i t}\left[y_{t}\right]=\gamma\left(\varphi_{t}+\xi_{i t}\right)+\frac{\alpha \gamma}{1-\alpha} \mathbf{h}_{t}^{\prime}(L) \mathbf{x}_{i t},
$$

[^13]and $\mathbf{h}_{t}(L)$ is the same as the forecasting rule of $\varphi_{t}$ conditional on the $\alpha$-modified signal process,
$$
\tilde{E}_{i t}\left[\varphi_{t}\right]=\mathbf{h}_{t}^{\prime}(L) \tilde{\mathbf{x}}_{i t}
$$

Multiple Actions.-Next, suppose that agents make multiple choices, each of which may depend on multiple choices made by other agents in its own way. For example, an employer needs to decide not only how many workers to hire, but also the number of working hours and the amount of effort each worker needs to exert. A firm may decide simultaneously the level of production and the amount of resources to spend on advertising. In these situations, the best response becomes a multivariate system for a vector of actions, and a matrix instead of a number summarizes the primitive motive for strategic interaction among agents. We show that a similar, though slightly more complicated, single-agent solution holds in this type of environment.

Consider the environment described in Section II, but with the following more general best response function which allows for multiple actions depending on multiple fundamentals:

$$
\begin{equation*}
\mathbf{y}_{i t}=E_{i t}\left[\boldsymbol{\theta}_{t}\right]+\mathbf{A} E_{i t}\left[\mathbf{y}_{t}\right], \quad \text { with } \quad \mathbf{y}_{t}=\int \mathbf{y}_{i t} \tag{18}
\end{equation*}
$$

where $\boldsymbol{\theta}_{t}=\left[\theta_{1 t}, \theta_{2 t}, \ldots, \theta_{n t}\right]^{\prime}, \mathbf{y}_{i t}$, and $\mathbf{y}_{t}$ are $n \times 1$ vectors, and $\mathbf{A}$ is an $n \times n$ matrix. We denote the eigenvalues of $\mathbf{A}$ by $\boldsymbol{\alpha}=\left\{\alpha_{j}\right\}_{j=1}^{n}$ and, in what follows, use the next result.

ASSUMPTION 4: The matrix $\mathbf{A}$ is diagonalizable,

$$
\mathbf{A}=\mathbf{Q} \operatorname{diag}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right) \mathbf{Q}^{-1}
$$

and the absolute value of all of its eigenvalues is less than 1 , that is $\left|\alpha_{j}\right|<1$ for all $j$.

Since there are multiple degrees of strategic complementarity, the policy function in the equilibrium of the multivariate beauty contest model is equivalent, not to that of the simple forecasting with one $\alpha$-modified signal process, but a particular linear combination of all $\alpha_{j}$-modified signal processes. We denote the analogs of $\tilde{E}_{i t}[\cdot]$ and $\tilde{\mathbf{x}}_{i t}$, with $\alpha=\alpha_{j}$, by $\tilde{E}_{i t}\left[\cdot ; \alpha_{j}\right]$ and $\tilde{\mathbf{x}}_{i t}\left(\alpha_{j}\right)$. The coefficients of this linear combination can be obtained directly from the eigenvectors of $\mathbf{A}$. The following proposition is a natural extension of Theorem 1.

PROPOSITION 4: Suppose Assumptions 2-3 and 4 are satisfied. Let $\mathbf{g}_{j t}(L)$ be the policy rule to forecast $\boldsymbol{\theta}_{t}$ conditional on the $\alpha_{j}$-modified signal process,

$$
\tilde{E}_{i t}\left[\boldsymbol{\theta}_{t} ; \alpha_{j}\right] \equiv \mathbf{g}_{j t}^{\prime}(L) \tilde{\mathbf{x}}_{i t}\left(\alpha_{j}\right) .
$$

Then, the equilibrium policy rule $\mathbf{h}_{t}(L)$ is given by

$$
\mathbf{h}_{t}^{\prime}(L)=\sum_{j=1}^{n} \mathbf{Q} \mathbf{e}_{j} \mathbf{e}_{j}^{\prime} \mathbf{Q}^{-1}(\mathbf{I}-\mathbf{A})^{-1} \mathbf{g}_{j t}^{\prime}(L),
$$

where $\mathbf{e}_{j}$ denotes the $j$ th column of the $n \times n$ identity matrix.
Proposition 4 provides a sharp characterization of the equilibrium. Crucially, the policy rules for all $n$ actions are based on the same set of modified signals. The heterogeneity between these actions is only reflected in the associated weights, which are obtained from the eigenvectors of $\mathbf{A}$. The analysis of the equilibrium can be reduced to the model's primitives: the matrix $\mathbf{A}$ and the exogenous forecasts associated with the modified signals, again without the need to solve a fixed point problem.

The equivalence in Corollary 2 hinges on a special geometric weighting structure of higher-order expectations. An implication of Proposition 4 is that this equivalence can be generalized to much more flexible weighting structures.

COROLLARY 3: Under Assumptions 2-3 and 4,

$$
\begin{equation*}
\sum_{k=0}^{\infty} \mathbf{A}^{k} \varphi \bar{E}_{t}^{k+1}\left[\boldsymbol{\theta}_{t}\right]=\sum_{j=1}^{n} \mathbf{Q} \mathbf{e}_{j} \mathbf{e}_{j}^{\prime} \mathbf{Q}^{-1}(\mathbf{I}-\mathbf{A})^{-1} \varphi \tilde{E}_{t}\left[\boldsymbol{\theta}_{t} ; \alpha_{j}\right] \tag{19}
\end{equation*}
$$

where $\varphi$ is an arbitrary row vector.
On the left-hand side of equation (19), each row is a weighted sum of higher-order expectations. Different As and $\varphi$ s imply different weighting structures, which can lead to complex combinations of higher-order expectations. Despite this complexity, they are always equal to a weighted sum of a finite number of first-order expectations.

## IV. Applications

In this section, we discuss several applications that utilize our single-agent solution to characterize and understand the equilibrium of beauty contest models with persistent information. Some of the applications are simple in the interest of clarity, and it should be evident from the exposition above that they, by no means, exhaust the environments in which the results are applicable. ${ }^{23}$

## A. Inertia and Sentiments

When information is persistent and dispersed, the aggregate outcome can display rich dynamics, which helps match some salient features of the data. For example, one empirical regularity is that aggregate variables (such as output and inflation) respond to underlying shocks in a sluggish way relative to what perfect information models predict. At the same time, higher-order expectations are more anchored by

[^14]common priors and often display inertia. In beauty contest models, the aggregate outcome partially inherits properties of higher-order expectations, and therefore, can be more persistent than its perfect information counterpart. Another popular theme is that information frictions break the tight connection between the fundamental and the allocation, and rationalize fluctuations driven by sentiments or animal-spirits. ${ }^{24}$ As mentioned earlier, though dispersed information is crucial in understanding the propagation mechanism of these fluctuations, solving and especially characterizing these models is typically difficult. The single-agent solution allows us to characterize the dynamic properties of the equilibrium outcome under a general class of information structures.

Consider a setup with the best response given by equation (9) and signals that follow a stationary process and permit a state-space representation as in Proposition 2,

$$
\boldsymbol{\xi}_{i t}=\mathbf{F} \xi_{i t-1}+\mathbf{S} \varepsilon_{i t}, \quad \text { with } \quad \mathbf{x}_{i t}=\mathbf{H} \boldsymbol{\xi}_{i t} \quad \text { and } \quad \theta_{t}=\mathbf{G} \boldsymbol{\xi}_{i t}
$$

We assume, further, that the signal process satisfies

$$
\int \mathbf{x}_{i t}=\mathbf{A} \theta_{t}+\mathbf{B}(L) \mathbf{v}_{t}
$$

for some matrices $\mathbf{A}$ and $\mathbf{B}(L)$. The assumption that $\mathbf{A}$ is constant helps isolate nonfundamental driven fluctuations. In the equation above, $\mathbf{v}_{t}$ represents aggregate shocks that are orthogonal to the fundamental $\theta_{t}$, but can shift agents' expectations about it. Therefore, they may be interpreted as sentiments or animal spirits. The information structure we have specified above includes most signal processes used in the literature.

PROPOSITION 5: The aggregate outcome is given by

$$
y_{t}=\mathbf{C}(L)\left(\mathbf{A} \theta_{t}+\mathbf{B}(L) \mathbf{v}_{t}\right)
$$

where

$$
\mathbf{C}(L) \equiv \frac{\mathbf{G} \operatorname{adj}(\mathbf{I}-(\mathbf{F}-\mathbf{K H F}) L) \mathbf{K}}{\prod_{k=1}^{\ell}\left(1-\lambda_{k} L\right)}
$$

$\mathbf{K}$ is the steady-state Kalman gain under the $\alpha$-modified signal process, and $\left\{\lambda_{k}\right\}_{k=1}^{\ell}$ are the nonzero eigenvalues of $\mathbf{F}-\mathbf{K H F}$.

The proofs for all remaining results, including this one, can be found in the online Appendix. This result sheds light on how information frictions can shape the dynamics of aggregate outcomes. In the literature, Woodford (2002) and Angeletos and La'O (2010) use a guess-and-verify approach to solve their models, with relatively simple signal processes, numerically. In contrast, a direct application of

[^15]the single-agent solution provides a formula that characterizes the dynamics for a large class of signal and fundamental processes.

Consider first the response to a shock to the fundamental. Relative to $\theta_{t}$ itself, the aggregate outcome exhibits additional dynamics captured by the term $\mathbf{C}(L)$. Generically, this extra term adds more persistence, since relative to the fundamental, $\theta_{t}$, the current outcome, $y_{t}$, is further anchored by its past realizations. Recall Example 1, where the aggregate outcome in equation (16) depends on $y_{t-1}$ besides $\theta_{t}$, and this connection is intensified with higher complementarity or more information frictions. Proposition 5 formalizes this idea for a general class of information processes. The linkage with past outcomes is precisely determined by the eigenvalues of $\mathbf{F}-\mathbf{K H F}$.

Next, consider the response to sentiment shocks, $\mathbf{v}_{t}$. For simplicity, focus on the case in which $\mathbf{B}(L)=\mathbf{B}$. The sentiment shocks inherit the same dynamic component as the fundamental, $\mathbf{C}(L)$. Therefore, even when the sentiment shocks are not persistent themselves, they can have prolonged effects on the aggregate outcome. The persistence of sentiments explored in Angeletos and La'O (2010) and Huo and Takayama (2017) can be viewed as special cases of this proposition.

As a final remark, the additional dynamics of the aggregate outcome relative to the fundamental can arise from the interaction between the persistence of the fundamental with noise, or from the persistence of noise itself that confounds the learning about the fundamental. In an extreme case in which the private noise shocks are correlated over time, aggregate outcomes may display persistent fluctuations even when all the aggregate shocks are i.i.d.

## B. Comparative Statics, Volatility, and GE Effects

In this subsection, we show that the single-agent solution also facilitates obtaining predictions about the volatility of the aggregate outcome and its covariance with fundamental. These results are derived without imposing detailed assumptions on the information structure, and are, therefore, robust in the sense used by Bergemann and Morris (2013) and Bergemann, Heumann, and Morris (2015). ${ }^{25}$

We consider two types of best response functions. The first type is the common-value best response (CVBR), as described in equation (9). The second is a particular widely used independent-value best response (IVBR), in which agents observe their individual fundamental, $\theta_{i t}$, perfectly,

$$
\begin{equation*}
y_{i t}=(1-\alpha) \theta_{i t}+\alpha E_{i t}\left[y_{t}\right], \tag{20}
\end{equation*}
$$

but are unsure about the aggregate fundamental, given by $\theta_{t} \equiv \int \theta_{i t} \cdot{ }^{26}$ The assumption that $\theta_{i t}$ is perfectly observable is a natural one if agents optimally

[^16]allocate their limited cognitive resources. ${ }^{27}$ In this economy, the first-order uncertainty about their own payoff relevant fundamental is muted, but higher-order uncertainty about the aggregate fundamental and outcome remains.

We establish the following comparative statics results.
PROPOSITION 6: Suppose that Assumptions 1-3 are satisfied:
(i) For CVBR with $\alpha \in(-1,1)$ and IVBR with $\alpha>0$, the volatility of the aggregate outcome and its covariance with the fundamental are decreasing in the degree of strategic complementarity,

$$
\frac{\partial \operatorname{var}\left(y_{t}\right)}{\partial \alpha} \leq 0, \quad \text { and } \quad \frac{\partial \operatorname{cov}\left(y_{t}, \theta_{t}\right)}{\partial \alpha} \leq 0
$$

(ii) For CVBR, if $\alpha>0(\alpha<0)$ the volatility of the aggregate outcome is lower (higher) than the volatility of the average forecast of the fundamental,

$$
\operatorname{var}\left(y_{t}\right) \leq \operatorname{var}\left(\bar{E}_{t}\left(\theta_{t}\right)\right), \text { if } \alpha>0, \quad \text { and } \operatorname{var}\left(y_{t}\right) \geq \operatorname{var}\left(\bar{E}_{t}\left(\theta_{t}\right)\right), \text { if } \alpha<0
$$

(iii) For IVBR if $\alpha>0(\alpha<0)$ the volatility of the aggregate outcome is lower (higher) than the volatility of the fundamental,

$$
\operatorname{var}\left(y_{t}\right) \leq \operatorname{var}\left(\theta_{t}\right), \text { if } \alpha>0, \quad \text { and } \operatorname{var}\left(y_{t}\right) \geq \operatorname{var}\left(\theta_{t}\right) \text {, if } \alpha<0
$$

The results for the CVBR can be understood using the single-agent solution, which implies that $y_{t}=\tilde{E}_{t}\left[\theta_{t}\right]$. With the modified signal process, as $\alpha$ increases the precision of private signals decreases, and the forecast is less accurate. Therefore, the volatility of the average forecast decreases since agents become less responsive to signals, and the covariance between the fundamental and its forecast declines as well. Part (ii) of the proposition follows directly from part (i) by noticing that $y_{t}=\bar{E}_{t}\left[\theta_{t}\right]$ when $\alpha=0$.

Next, consider the IVBR case. From Proposition 3, the aggregate outcome is given by

$$
\begin{equation*}
y_{t}=(1-\alpha) \theta_{t}+\alpha \tilde{E}_{t}\left[\theta_{t}\right] \tag{21}
\end{equation*}
$$

The first term $(1-\alpha) \theta_{t}$ is associated with the agents' response to their own fundamentals, which can be interpreted as partial equilibrium (PE) effects, and the second term is the agents' response to others' actions which can be interpreted as general equilibrium (GE) effects. ${ }^{28}$ A larger strategic complementarity implies noisier private signals in the $\alpha$-modified signal process, which attenuates the

[^17]response of $\tilde{E}_{t}\left[\theta_{t}\right]$ to changes in the fundamental. When $\alpha$ is positive, an increase in $\alpha$ also increases the weight of the less responsive GE effects, $\tilde{E}_{t}\left[\theta_{t}\right]$, relative to the fundamental, $\theta_{t}$, in equation (21). This explains why the variance of the aggregate outcome and its covariance with the fundamental decrease with $\alpha$.

Part (iii) for $\alpha>0$ follows from the fact that $y_{t}=\theta_{t}$ when $\alpha=0$ and from the result in the part (i). For strategic substitutes, $\alpha<0$, information frictions amplify the volatility of the aggregate outcome. To see why, rearrange equation (21) to obtain

$$
y_{t}=\theta_{t}-\alpha\left(\theta_{t}-\tilde{E}_{t}\left[\theta_{t}\right]\right) .
$$

Loosely speaking, $\theta_{t}$ is more responsive than the expectation of $\theta_{t}$. With a negative $\alpha$, it follows that the aggregate outcome also becomes more responsive than the fundamental itself. ${ }^{29}$

Bergemann and Morris (2013) and Bergemann, Heumann, and Morris (2015) characterize comparative statics about the maximum volatility of the aggregate outcome. Exploiting properties of correlated equilibria, their approach can be used to identify the boundary of the set of equilibria and how it changes with the degree of strategic complementarity. Our results are substantially different from theirs. First, in terms of comparative statics, we fix the underlying information structure when varying $\alpha$ while the information structure that achieves the maximum volatility may vary with $\alpha$ in those papers. Second, we compare the volatility of the aggregate outcome with that of the fundamental and its conditional expectation. Without the single-agent solution, analyzing this type of equilibrium properties would require a case-by-case study for the information structure at hand. Using our result, this task boils down to analyzing statistical properties of a simple forecasting problem, which allows the general statements made above.

## C. Social Value of Public Information in Transition

In this section, we explore the transition dynamics of social welfare following a change in the precision of public information. An interesting point made by Morris and Shin (2002) is that increasing the precision of public information can reduce social welfare. Angeletos and Pavan (2007) discusses the social value of information with a more general payoff structure. These studies focus on the static case, while here we consider a dynamic fundamental. We first show that the result from Morris and Shin (2002) is strengthened when the fundamental is more persistent. However, this is based on a comparison between steady states, which can be misleading in dynamic settings. To make this point clear, we provide an example in which, even though increasing the precision of public information is eventually detrimental to welfare, welfare is improved for a long time during transition.

[^18]Consider a fundamental, $\theta_{t}$, that follows an $\operatorname{AR}(1)$ process as in (8), and suppose that agents observe a public and a private signal about it. Purposely, we allow the precision of the public signal to change over time,

$$
z_{t}=\theta_{t}+\varepsilon_{t}, \quad \text { and } \quad x_{i t}=\theta_{t}+\nu_{i t}
$$

where $\varepsilon_{t} \sim \mathcal{N}\left(0, \tau_{\varepsilon, t}^{-1}\right)$, and $\nu_{i t} \sim \mathcal{N}\left(0, \tau_{\nu}^{-1}\right)$. Before moving to the transition dynamics, we first discuss the properties of the social value of information in the stationary case, i.e., with $\tau_{\varepsilon, t}=\tau_{\varepsilon}$. We assume that the agents' best response is given by equation (9), and that the (period) social welfare function is $W_{t} \equiv-\int\left(y_{i t}-\theta_{t}\right)^{2}$, so that it is optimal to keep all agents' actions as close as possible to the fundamental, $\theta_{t}$. Using the equivalence result, it follows from Proposition 2 that we can solve for the steady-state welfare analytically. ${ }^{30}$

To investigate under which conditions increasing the level of public information precision can reduce steady-state welfare, let $\hat{\tau}_{\varepsilon}$ be the precision that minimizes welfare, ${ }^{31}$

$$
\hat{\tau}_{\varepsilon} \equiv \underset{\tau_{\varepsilon}}{\operatorname{argmin}} W
$$

When $\tau_{\varepsilon}<\hat{\tau}_{\varepsilon}$, increasing $\tau_{\varepsilon}$ tends to reduce welfare. Panel A of Figure 2 shows how $\hat{\tau}_{\varepsilon}$ changes with the persistence $\rho$. Interestingly, as $\rho$ increases, the welfare-reducing region becomes larger.

However, this result can be misleading. When signals are persistent, following a change to the precision of public information, the distribution of agents' priors does not change immediately, and the economy can experience a relatively long transition before it converges to the new steady state. During this process, the dynamics of social welfare can reverse the steady-state comparative statics. Panel B shows welfare in the steady state for various values of $\tau_{\varepsilon}$. The U -shaped curve indicates the existence of a welfare-reducing region. In our experiment, there is a permanent increase of the precision of public signal at time $t=0$. As depicted in the figure, an increase in $\tau_{\varepsilon}$ induces a reduction in steady-state welfare. However, if we look at the transition path toward the new steady state, the message is quite different. Figure 3 shows how welfare changes over time. For many periods welfare is actually improved, and the magnitude of the improvement is larger than the eventual reduction.

Social welfare can be decomposed into

$$
W_{t}=-(\underbrace{v_{t}}_{\operatorname{var}\left(y_{i t}\right)}-\underbrace{2 c_{t}}_{\operatorname{cov}\left(y_{i}, \theta_{t}\right)}+\underbrace{\omega}_{\operatorname{var}\left(\theta_{t}\right)}) .
$$

${ }^{30}$ The formula for the steady-state welfare is given by

$$
\begin{aligned}
W & =-\frac{\tau_{\eta}\left(\tau_{\varepsilon}+(1-\alpha)^{2} \tau_{\nu}\right)+\kappa^{2}}{\left(\tau_{\varepsilon}+(1-\alpha) \tau_{\nu}\right)\left(\left(\tau_{\varepsilon}+(1-\alpha) \tau_{\nu}\right)+2 \kappa\right) \tau_{\eta}+\left(1-\rho^{2}\right) \tau_{\eta} \kappa^{2}}, \\
\text { with } \kappa & =\frac{\tau_{\eta}\left(\kappa+\left(\tau_{\varepsilon}+(1-\alpha) \tau_{\nu}\right)\right)}{\kappa+\left(\rho^{2} \tau_{\eta}+\tau_{\varepsilon}+(1-\alpha) \tau_{\nu}\right)} .
\end{aligned}
$$

[^19]Panel A. $\hat{\tau}_{\varepsilon}$ for different $\rho$


Panel B. Welfare for different $\tau_{\varepsilon}$


Figure 2. Welfare in Steady State
Note: Parameters in panels A and B, $\tau_{\eta}=1$, and $\alpha=0.85$; in panel B, $\tau_{\nu}=0.3$, and $\rho=0.95$.


Figure 3. Welfare Change in Transition
Notes: We set the following parameters, $\tau_{\eta}=1, \alpha=0.85, \tau_{\nu}=0.3, \rho=0.95, \tau_{\varepsilon, 0}=0.001$, and $\tau_{\varepsilon, t}=0.004$, for $t \geq 1$. The welfare change is the percent change relative to the initial steady state.

The variance of $\theta_{t}$ is invariant, $\omega \equiv 1 /\left(1-\rho^{2}\right) \tau_{\eta}$, and, using Proposition 2, the dynamics of the other components of welfare can be written recursively as

$$
\begin{align*}
v_{t} & =\frac{\rho^{2} \kappa_{t}^{2}}{\left(\tau_{t}+\kappa_{t}\right)^{2}} v_{t-1}+\frac{2 \rho^{2} \tau_{t} \kappa_{t}}{\left(\tau_{t}+\kappa_{t}\right)^{2}} c_{t-1}+\frac{\omega \tau_{t}^{2}+\tau_{t}-\alpha(1-\alpha) \tau_{\nu}}{\left(\tau_{t}+\kappa_{t}\right)^{2}},  \tag{22}\\
c_{t} & =\frac{\rho^{2} \kappa_{t}}{\tau_{t}+\kappa_{t}} c_{t-1}+\frac{\omega \tau_{t}}{\tau_{t}+\kappa_{t}},  \tag{23}\\
\kappa_{t+1} & =\frac{\tau_{\eta}\left(\kappa_{t}+\tau_{t+1}\right)}{\rho^{2} \tau_{\eta}+\kappa_{t}+\tau_{t+1}}, \tag{24}
\end{align*}
$$

with the trigger of the transition coming from the time-varying precision $\tau_{t} \equiv(1-\alpha) \tau_{\nu}+\tau_{\varepsilon, t}$. The system (22)-(24) captures the slow-moving nature of the social welfare. Agents' forecasts rely on their prior precision about the aggregate state (24), which is updated gradually due to Bayesian learning. The variance of $y_{i t}$ and its covariance with the fundamental depend on the precision of the prior, and thus exhibit persistence as well. The different updating speeds of $v_{t}$ and $c_{t}$ allows welfare to increase initially and decrease later on. The takeaway from this example is that the results derived from a static setting may not readily extend to a dynamic setting since the slow-moving nature of agents' behavior can induce nontrivial dynamics.

## V. Endogenous Information

So far, we have assumed that the signals follow exogenous stochastic processes, that is, that they are independent of agents' actions in equilibrium. In this section, we show that the single-agent solution remains valid when the source of information is endogenous. To better simplify the exposition, we focus here on stationary signal processes.

To include the possibility that agents can learn from endogenous aggregate variables, we consider signal structures with the following form

$$
\begin{equation*}
\mathbf{x}_{i t}=\mathbf{M}(L) \varepsilon_{i t}+\mathbf{p}(L) y_{t} \tag{25}
\end{equation*}
$$

The first part $\mathbf{M}(L) \varepsilon_{i t}$ captures the information that is exogenously specified, and the second part $\mathbf{p}(L) y_{t}$ allows the signal to be a function of the aggregate action $y_{t}$. The informativeness of the signal depends on the process of $y_{t}$, which is determined endogenously in equilibrium. ${ }^{32}$ A natural requirement is that agents can only learn from current and past aggregate actions, that is, $\mathbf{p}(L)$ is a one-sided square-summable polynomial vector.

With endogenous signals, the equilibrium imposes an additional consistency requirement that the law of motion for the aggregate action in the signals is consistent with that implied by agents' actions. We define the equilibrium in a way that highlights this requirement.

DEFINITION 3: A linear Bayesian-Nash equilibrium with endogenous information is a policy rule $\mathbf{h}(L)$ for agents and a law of motion $\mathcal{H}(L)$ for the aggregate action, such that:
(i) The individual action $y_{i t}=\mathbf{h}^{\prime}(L) \mathbf{x}_{i t}$ satisfies the best response (9), and the signal is given by the following exogenous process:

$$
\begin{equation*}
\mathbf{x}_{i t}=\mathbf{M}(L) \varepsilon_{i t}+\mathbf{p}(L) \mathcal{H}^{\prime}(L) \boldsymbol{\eta}_{t} \tag{26}
\end{equation*}
$$

(ii) The aggregate action is consistent with individual actions: $y_{t}=\int y_{i t}$.

[^20](iii) The aggregate action is consistent with agents' signals: $y_{t}=\mathcal{H}^{\prime}(L) \boldsymbol{\eta}_{t}$.

Condition (iii) distinguishes an endogenous from an exogenous information equilibrium. It implies, together with condition (i), the cross-equation restriction

$$
\mathcal{H}^{\prime}(L)=\mathbf{h}^{\prime}(L)\left(\mathbf{M}(L)\left[\begin{array}{c}
\mathbf{I}_{u}  \tag{27}\\
\mathbf{0}
\end{array}\right]+\mathbf{p}(L) \mathcal{H}^{\prime}(L)\right)
$$

which is clearly a fixed point problem for $\mathcal{H}(L)$. We want to emphasize that given any $\mathcal{H}(L)$, the signal structure of an individual agent is well defined by equation (26), and, for conditions (i) and (ii) to be satisfied, it must be an exogenous information equilibrium from Definition 1. Therefore, all of our results from Section III still apply. If there exists a particular $\mathcal{H}(L)$ that also satisfies condition (iii), then it is an endogenous information equilibrium. We formalize this argument in the following proposition.

PROPOSITION 7: Under Assumptions 1-3, if $\mathbf{h}(L)$ and $\mathcal{H}(L)$ are an equilibrium from Definition 3, then the policy rule $\mathbf{h}(L)$ satisfies

$$
\tilde{E}_{i t}\left[\theta_{t}\right]=\mathbf{h}^{\prime}(L) \tilde{\mathbf{x}}_{i t}
$$

where $\tilde{\mathbf{x}}_{i t}$ the $\alpha$-modified signal process of $\mathbf{x}_{i t}$, and the law of motion of the aggregate action $\mathcal{H}(L)$ satisfies

$$
y_{t}=\mathcal{H}^{\prime}(L) \boldsymbol{\eta}_{t}=\tilde{E}_{t}\left[\theta_{t}\right]
$$

The proof of this proposition follows from the observation that, if an endogenous information equilibrium exists, each individual agent still regards their information process as exogenous. ${ }^{33}$ This is due to the fact that all agents behave competitively and do not take into account the effects of their action on the aggregate outcome. Hence, the policy rule is still the forecasting rule of the fundamental with modified signals.

When computing these types of models, obtaining the signal process requires a recursive algorithm that solves an exogenous information equilibrium in each iteration. This step can be efficiently implemented via the single-agent solution. By the same logic, our single-agent solution can also be extended to environments with an information acquisition choice (Hellwig and Veldkamp 2009; Maćkowiak and Wiederholt 2009). Once all agents have chosen the precision of their signals in equilibrium, they effectively receive signals as if the process for the signal is exogenously specified. ${ }^{34}$

[^21]
## VI. Extensions

As mentioned in Section II, the type of best response functions we have considered so far excludes two possibilities: (i) heterogeneity among agents' payoff and information structures; and (ii) intertemporal strategic complementarity. Though our single-agent solution does not apply exactly to these types of best response functions, we show that the basic insight still works for some relevant applications.

## A. Network: Heterogeneous Payoff and Information Structure

An assumption that has been maintained throughout the paper, up to this point, is that of ex ante symmetry between the agents. Though agents may experience different private shocks over time, ex ante they have the same information structure and best response functions. In this section, we extend our result to asymmetric settings where there are agents of different types. These asymmetries lead to a network setup where agents depend on each other in different ways, and the information structure can also differ from agent to agent.

Suppose that there are $n$ different agents in the economy. ${ }^{35}$ Each agent has its own fundamental and the agents' actions can depend on each of the other agents actions. Abusing notation, we denote $E_{t}=\left[E_{1 t}, \ldots, E_{n t}\right]^{\prime}$. Then, the best response function can be written as ${ }^{36}$

$$
\begin{equation*}
\mathbf{y}_{t}=E_{t}\left[\boldsymbol{\theta}_{t}\right]+E_{t}\left[\mathbf{W} \mathbf{y}_{t}\right] \tag{28}
\end{equation*}
$$

where $\theta_{t}$, and $\mathbf{y}_{t}$ are $n \times 1$ vectors, and $\mathbf{W}$ is an $n \times n$ matrix that summarizes the cross dependence of agents' payoffs on others' actions, we call this the payoff matrix. The heterogeneity in the payoff structure could be interpreted as the network structure in a network game. Moreover, one can also relate this framework to macroeconomic models in which multiple groups of agents (such as firms and households) with heterogeneous information interact with each other, as in Maćkowiak and Wiederholt (2015) and Angeletos and Lian (2018).

With perfect information, the equilibrium outcome would be given by

$$
\begin{equation*}
\mathbf{y}_{t}=(\mathbf{I}-\mathbf{W})^{-1} \boldsymbol{\theta}_{t} . \tag{29}
\end{equation*}
$$

The matrix $(\mathbf{I}-\mathbf{W})^{-1}$ is related to Katz-Bonacich centrality of the network, which appear in the characterizations of equilibrium in de Martí and Zenou (2015) and Bergemann, Heumann, and Morris (2017). We are interested in how this formula changes when information is incomplete.

[^22]Information.-In period $t$, agent $i$ observes a vector of signals ${ }^{37}$

$$
\begin{equation*}
\mathbf{x}_{i t}=\mathbf{M}(L) \varepsilon_{i t} \tag{30}
\end{equation*}
$$

where $\mathbf{M}(L)$ is common to all agents. The heterogeneous information structure is captured in the covariance matrix of $\varepsilon_{i t}$.

ASSUMPTION 5: The elements of $\varepsilon_{i t}$ are uncorrelated normal shocks. The covariance matrix of $\varepsilon_{i t}$ is denoted by $\Sigma_{i}^{2}$, where $\Sigma_{i}^{2}=\operatorname{diag}\left(\tau_{1}^{-1}, \ldots, \tau_{m-1}^{-1}, \gamma_{i}^{-1} \tau_{m}^{-1}\right)$, with the first $m-1$ shocks being common shocks and only the last one being private. ${ }^{38}$ Otherwise, $\mathbf{M}(L)$ satisfies Assumption 2 and each

$$
\theta_{i t}=\left[\begin{array}{ll}
\phi_{i}^{\prime}(L) & 0
\end{array}\right] \varepsilon_{i t}
$$

satisfies Assumption 3.
The first $m-1$ shocks are common shocks, which could drive fundamentals or serve as common noise. The last shock is a private noise, and its variance is agent specific. This ex ante heterogeneity in agents' information structures is absent in previous sections. We use the diagonal matrix $\Upsilon=\operatorname{diag}\left(\gamma_{1}^{-1}, \ldots, \gamma_{n}^{-1}\right)$ to summarize this heterogeneity.

In the multi-action setup from Section IIIA, the relevant modification of the signal process only depends on the degree of strategic complementarity. With heterogeneous payoff and information structures, the required modification is more involved and hinges on both $\mathbf{W}$ and $\Upsilon$.

ASSUMPTION 6: The matrix $(\mathbf{I}-\mathbf{W})^{-1} \Upsilon$ is diagonalizable with

$$
(\mathbf{I}-\mathbf{W})^{-1} \mathbf{\Upsilon}=\mathbf{Q} \operatorname{diag}\left(\tilde{\gamma}_{1}^{-1}, \ldots, \tilde{\gamma}_{n}^{-1}\right) \mathbf{Q}^{-1}
$$

where $\tilde{\gamma}_{j}^{-1}$ is its jth eigenvalue and the absolute values of all eigenvalues are less than 1.

In a similar way to the multi-action analysis, we define the $j$ th network-modified signal process to be

$$
\tilde{\mathbf{x}}_{j t}=\mathbf{M}(L) \tilde{\varepsilon}_{j t},
$$

where the covariance matrix of $\tilde{\varepsilon}_{j t}$ is $\tilde{\Sigma}_{j}^{2}=\operatorname{diag}\left(\tau_{1}^{-1}, \ldots, \tau_{m-1}^{-1}, \tilde{\gamma}_{j}^{-1} \tau_{m}^{-1}\right)$. The modified precision takes into account both the relative importance of the network linkages and the relative precision of agents' signals. These modified signals turn out to be sufficient to establish our single-agent solution.

[^23]THEOREM 2: The forecast rule conditional on the $j$ th network modified signal process is defined as

$$
\tilde{E}\left[\boldsymbol{\theta}_{t} \mid \tilde{\mathbf{x}}_{j}^{t}\right]=\mathbf{g}_{j}^{\prime}(L) \tilde{\mathbf{x}}_{j t} .
$$

Under Assumptions 5 and 6, the equilibrium policy rule $\mathbf{h}(L)$ is given by ${ }^{39}$

$$
\mathbf{h}^{\prime}(L)=\sum_{j=1}^{n} \mathbf{Q} \mathbf{e}_{j} \mathbf{e}_{j}^{\prime} \mathbf{Q}^{-1}(\mathbf{I}-\mathbf{W})^{-1} \mathbf{g}_{j}^{\prime}(L)
$$

The solution in Theorem 2 modifies its perfect information counterpart (29) in two ways. First, the fundamental $\boldsymbol{\theta}_{t}$ is replaced by forecasts of the fundamental; second, the policy rule is a weighted average of $n$ different Katz-Bonacich centrality measures. This result is, unsurprisingly, more complicated than the case in which all agents are symmetric. Instead of forming expectations about the average expectations, agents need to keep track of the average of their neighbors' expectations of the average of their neighbors' expectations of the fundamental, and so on. ${ }^{40}$ Incidentally, this is why the proof does not follow directly from Corollary 2. Regardless, the main properties of the single-agent solution are maintained. With this network structure, solving the equilibrium via the fixed point approach is a very demanding task, as one needs to solve for $n$ sets of policy rules. In contrast, our single-agent solution remains tractable. Besides, it shows how the payoff and information structures matter for the equilibrium in a transparent way.

In a similar, though static, setting, de Martí and Zenou (2015) and Bergemann, Heumann, and Morris (2017) characterize the equilibrium by Katz-Bonacich centrality measures weighted by shocks and covariances between fundamentals and signals, respectively. Our characterization extends to dynamic information structures. Importantly, when information is persistent, agents naturally want to keep track of the entire history of signals, which is an infinite-dimension object. By expressing the policy rule in terms of finite forecasts of the fundamental, one can utilize the Kalman filter and derive the policy rule recursively. We think this tractability will be useful for applied work.

We conclude this section by providing an example to show how the network structure interacts with incomplete information.

Example 2: Consider a ring network. The length of the network or the number of agents is $n$. Assume that in the network, only agent 1 cares about the fundamental $\theta_{t}$ directly and all other agents only care about the previous agent's action. The best response functions are given by

$$
y_{i t}=\left\{\begin{array}{ll}
(1-\alpha) E_{1 t}\left[\theta_{t}\right]+\alpha E_{1 t}\left[y_{n t}\right] & \text { if } i=1 \\
E_{i t}\left[y_{i-1, t}\right] & \text { if } i>1
\end{array} .\right.
$$

[^24]The corresponding $\mathbf{W}$ matrix, which we present next to a diagram of the network structure, is given by


Suppose, further, that the fundamental, $\theta_{t}$, follows a random walk, and that, every period, each agent observes a private signal about the fundamental,

$$
x_{i t}=\theta_{t}+\nu_{i t}, \quad \nu_{i t} \sim \mathcal{N}\left(0,\left(\gamma_{i} \tau_{\nu}\right)^{-1}\right)
$$

Note that the precision is agent specific.
With perfect information, it is easy to verify that agents' actions are independent of their position in the network, and all the responses are simply equal to the fundamental itself, $y_{i t}=\theta_{t}$.

In contrast, the network structure matters a lot when information is incomplete. First, consider the case in which $\gamma_{i}=1$ for all $i$. If $\alpha=0$, agent 1 's action is equal to the first-order expectation about the fundamental, agent 2 's action is equal to the second-order expectation, and, by induction, agent $n$ 's action is equal to the $n$th order expectation. Clearly, an agent's position in the network shapes their reaction. The further away an agent is from agent 1 , the deeper the depth of reasoning required. When $\alpha \neq 0$, agent 1 also cares about agent $n$ 's expectations, and all the higher-order expectations start to play a role. However, the extent to which a particular higher-order expectation matters depends on the length of the network. In particular,

$$
y_{i t}=(1-\alpha) E_{i t}\left[\bar{E}_{t}^{i-1}\left[\theta_{t}\right]\right]+(1-\alpha) \sum_{k=1}^{\infty} \alpha^{k} E_{i t}\left[\bar{E}_{t}^{n k+i-1}\left[\theta_{t}\right]\right], \quad \text { for } i \in 1, \ldots, n
$$

Note that, with a larger $n$, the weight on higher-order expectations increases as agents have to think through more layers of others' expectations. Panel A of Figure 4 shows the impulse responses to a fundamental shock. Clearly, as the length of the network increases from $n=5$ to $n=50$, the outcome becomes more dampened and more persistent. A higher $n$ brings the outcome closer to expectations of higher order.

In panel $B$, we consider another experiment. We fix the length of the network to be $n=50$. Instead of setting $\gamma_{i}=1$ for all agents, we lower the precision of the $n$th agent by setting $\gamma_{n}=0.01$. Even though all other agents still have relatively accurate forecasts about the fundamental, a strong coordination motive makes them reluctant to respond in order to behave similarly to the $n$th agent, which has the most dampened response. Given the large number of agents in the network, it is interesting to notice how much the change in precision of only one agent affects the action of all other agents. This pattern is similar to the tyranny of the least informed discussed in Golub and Morris (2017): here we see its dynamic effects.


Figure 4. Impulse Responses for a Ring Network
Note: Parameters in panels A and B, $\tau_{\eta}=\tau_{\nu}=\gamma_{i}=1$, and $\alpha=0.9$; in panel B, $n=50$.

## B. Beyond Static Beauty Contest Model

So far, we have focused on beauty contest models with static strategic complementarity, where an agent's action only depends on others' actions within the same period. This is the most extensively studied case in the literature on dispersed information, but there is a growing interest in understanding properties of beauty contest models with intertemporal strategic complementarities. Here, we consider the following best response function in which agents also care about the future aggregate action,

$$
\begin{equation*}
y_{i t}=\gamma E_{i t}\left[\theta_{t}\right]+\alpha E_{i t}\left[y_{t}\right]+\beta E_{i t}\left[y_{t+1}\right] \tag{31}
\end{equation*}
$$

This specification is similar to Allen, Morris, and Shin (2006); Nimark (2017); Rondina and Walker (2018); and Angeletos and Lian (2018). It arises when agents need to make intertemporal decisions, such as the consumers' Euler equation, the New Keynesian Phillips curve, or asset pricing equations. Angeletos and Huo (2018) obtains the solution to a similar forward-looking model. Here, we focus on its equivalence to a single-agent problem and provide the appropriate transformation to the signal process.

We assume that agents receive a public and a private signal

$$
z_{t}=\theta_{t}+\varepsilon_{t}, \quad \text { and } \quad x_{i t}=\theta_{t}+\nu_{i t}
$$

where $\varepsilon_{t} \sim \mathcal{N}\left(0, \tau_{\varepsilon}^{-1}\right)$, and $\nu_{i t} \sim \mathcal{N}\left(0, \tau_{\nu}^{-1}\right)$. Suppose that the fundamental $\theta_{t}$ follows an $\operatorname{AR}(1)$ process as in (8) with $\eta_{t} \sim \mathcal{N}(0,1)$. The information set of agent $i$ at time $t$ is $\mathcal{I}_{t}=\left\{z^{t}, x_{i}^{t}\right\}$. Also, normalize $\gamma \equiv 1-\alpha-\rho \beta$, such that the perfect information solution is simply $y_{t}=\theta_{t}$.

In the simple forecasting problem, we have that

$$
\begin{equation*}
E_{i t}\left[\theta_{t}\right]=\frac{\lambda}{\rho(1-\rho \lambda)} \frac{\tau_{\varepsilon} z_{t}+\tau_{\nu} x_{i t}}{1-\lambda L} \tag{32}
\end{equation*}
$$

where the weights on the signals are proportional to their precision and $\lambda$ is given by a function $\Lambda$ of the precision of the signals, and of the persistence of the fundamental,

$$
\lambda \equiv \Lambda\left(\tau_{\varepsilon}, \tau_{\nu}, \rho\right) \equiv \frac{1}{2}\left(\frac{\tau_{\varepsilon}+\tau_{\nu}}{\rho}+\frac{1}{\rho}+\rho-\sqrt{\left(\frac{\tau_{\varepsilon}+\tau_{\nu}}{\rho}+\frac{1}{\rho}+\rho\right)^{2}-4}\right) .
$$

PROPOSITION 8: Suppose $|\beta /(1-\alpha)|<1$. Then, the policy rule in equilibrium is given by

$$
\begin{equation*}
y_{i t}=\frac{\tilde{\lambda}}{\rho(1-\rho \tilde{\lambda})} \frac{\tau_{\varepsilon} z_{t}+\tilde{\tau}_{\nu} x_{i t}}{1-\tilde{\lambda} L} \tag{33}
\end{equation*}
$$

The modified precision of the private signal, $\tilde{\tau}_{\nu}$, and the persistence, $\tilde{\lambda}$, are jointly determined by the system

$$
\tilde{\tau}_{\nu} \equiv(1-\alpha-\tilde{\lambda} \beta) \tau_{\nu}, \quad \text { and } \quad \tilde{\lambda} \equiv \Lambda\left(\tau_{\varepsilon}, \tilde{\tau}_{\nu}, \rho\right)
$$

Comparing equations (32) and (33), one can see that, in this forward-looking beauty contest model, the policy rule is still equivalent to a pure forecasting problem with a modified signal process that can be interpreted as a single-agent solution. ${ }^{41}$ The key difference is in how the signal is modified. When $\beta=0$, the solution collapses to the one in our baseline case without forward-looking behavior, and the precision is simply discounted by the degree of static complementarity, that is $\tilde{\tau}_{\nu}=(1-\alpha) \tau_{\nu}$. When $\beta \neq 0$, the modification is more involved as it requires solving a nonlinear equation,

$$
\tilde{\tau}_{\nu} \equiv\left(1-\alpha-\Lambda\left(\tau_{\varepsilon}, \tilde{\tau}_{\nu}, \rho\right) \beta\right) \tau_{\nu}
$$

The higher-order expectations, in this case, involve forecasts that take place across different horizons since agents need to forecast how others think about the fundamental tomorrow, how others think about how others think about the fundamental the day after tomorrow, and so on. The required discounting is, therefore, not just the intertemporal complementarity, because an adjustment is necessary to capture the effects of the anticipation of learning by other agents in the future as well. In any case, the basic insight that the equilibrium policy rule is akin to a pure forecasting of the fundamental with a discounted precision of private signals remains true. ${ }^{42}$

[^25]More generally, the best response function could be written as

$$
y_{i t}=\gamma E_{i t}\left[\theta_{t}\right]+E_{i t}\left[g(L) y_{t}\right]
$$

where $g(L)$ is a two-sided polynomial in $L$. The best response (9) corresponds to $g(L)=\alpha$, and the best response (31) corresponds to $g(L)=\alpha+\beta L^{-1}$, which are two common cases discussed in the literature. Despite the simplicity of our single-agent solution, it is subject to the limitation that it may not work for general $g(L)$. Notice that Proposition 8 holds when there are forward-looking complementarities and the fundamental follows an $\operatorname{AR}(1)$ process. Alternatively, if there are backward-looking complementarities or if the fundamental follows a more complicated process, the result may not hold. We provide an example of this kind in the online Appendix. ${ }^{43}$ This helps draw a limit to our results, though the single-agent solution could still serve as a good approximation for the exact equilibrium dynamics in those cases.

## VII. Conclusion

This paper establishes the equivalence between the equilibrium of beauty contest models and the solution to a single-agent forecasting problem with a modified signal process. We have shown that the policy rule in the latter also solves the former. What makes our single-agent solution powerful is the fact that the required modification of the signal structure takes a simple form and that it works for a general class of information structures. This allows us to explore general properties of beauty contest models and makes it suitable for quantitative applications. We extend this result to models with multiple actions and to network games.

We believe the methods developed in this paper can potentially be applied to explore many interesting questions. For example, with incomplete information, how do the GE attenuation effects change when market concentration increases? How does the persistence of inflation change when monetary policy becomes more or less aggressive? How does information dispersion affect the propagation mechanism for sectoral shocks in an economy with input-output linkages? The guess-and-verify approach or the numerical approximation methods commonly used in the literature, to some extent, limit the understanding and applicability of dispersed information models. We hope that our results can help overcome these limitations.

## Appendix A: Proof of Theorem 1

The proof is presented as a series of lemmas and propositions. In Section A we show that the forecasting problem set up in Section II is equivalent to a limit of a truncated version of it. Section B sets up and solves a static forecasting problem equivalent to the truncated version. Section $C$ presents and solves the associated fixed point problem that gives the equilibrium of a beauty contest problem; in it, we also establish the existence, uniqueness, and linearity of the equilibrium. Section $D$ describes

[^26]the $\alpha$-modified signal process, and Section E proves the equivalence between the policy function of the solution to the static version of the forecasting problem with the $\alpha$-modified signal process and the solution to the fixed point problem.

## A. Limit of Truncated Forecasting Problem

Fix $t$. Section II sets up the problem of forecasting $\theta_{t}$ given $\mathbf{x}_{i}^{t} \equiv\left\{\mathbf{x}_{i t}, \mathbf{x}_{i t-1}, \ldots\right\}$. For ease of notation, we define

$$
\vartheta \equiv \theta_{t}=\sum_{k=0}^{\infty} \phi_{k} \boldsymbol{\eta}_{t-k}, \quad \text { and } \quad \boldsymbol{x} \equiv \mathbf{x}_{i}^{t}
$$

Notice that each element of $\vartheta$ and $\boldsymbol{x}$ can be represented as an MA $(\infty)$ process and that there is an infinite history of signals.

Consider a truncated version of this problem. ${ }^{44}$ Let $\vartheta_{q}$ be the MA $(q)$ truncation of $\vartheta$, that is,

$$
\vartheta_{q}=\sum_{k=0}^{q} \phi_{k} \boldsymbol{\eta}_{t-k}
$$

Let $\boldsymbol{x}_{p}^{(N)} \equiv\left\{\mathbf{x}_{p, i t}, \ldots, \mathbf{x}_{p, i t-N}\right\}$ where $\mathbf{x}_{p, i t-k}$ is the $\operatorname{MA}(p)$ truncation of $\mathbf{x}_{i t-k}$. The next proposition shows that the limit as $q, p$, and $N$ go to infinity of the forecast of $\vartheta_{q}$ given $\boldsymbol{x}_{p}^{(N)}$ is equivalent to the forecast of $\vartheta$ given $\boldsymbol{x}$. Throughout, the concept of convergence between random variables is mean square. For example, we can say that $\lim _{q \rightarrow \infty} \vartheta_{q}=\vartheta$, since

$$
\begin{aligned}
\lim _{q \rightarrow \infty} E\left[\left(\vartheta-\vartheta_{q}\right)^{2}\right] & =\lim _{q \rightarrow \infty} E\left[\left(\vartheta-\sum_{k=0}^{q} \boldsymbol{\phi}_{k} \boldsymbol{\eta}_{t-k}\right)^{2}\right] \\
& =\lim _{q \rightarrow \infty} \sum_{k=q+1}^{\infty} \boldsymbol{\phi}_{k} E\left[\boldsymbol{\eta}_{t-k}^{2}\right] \boldsymbol{\phi}_{k}^{\prime}=0
\end{aligned}
$$

where the last equality is due to the assumption that $\phi(L)$ is square summable and that $E\left[\eta_{t-k}^{2}\right]$ is finite. In the online Appendix, we prove the following proposition.
PROPOSITION 9: $E[\vartheta \mid \boldsymbol{x}]=\lim _{p, q, N \rightarrow \infty} E\left[\vartheta_{q} \mid \boldsymbol{x}_{p}^{(N)}\right]$.

## B. Static Forecasting Problem

We now consider the truncated problem of forecasting $\vartheta_{q}$ conditional on $\boldsymbol{x}_{p}{ }^{(N)}$, which can be viewed as a static problem. Again, to ease notation, define

$$
\boldsymbol{\eta} \equiv\left[\begin{array}{c}
\boldsymbol{\eta}_{t} \\
\vdots \\
\boldsymbol{\eta}_{t-T}
\end{array}\right], \quad \boldsymbol{\nu}_{i} \equiv\left[\begin{array}{c}
\boldsymbol{\nu}_{i t} \\
\vdots \\
\boldsymbol{\nu}_{i t-T}
\end{array}\right], \quad \text { and } \quad \varepsilon_{i} \equiv\left[\begin{array}{c}
\boldsymbol{\eta} \\
\boldsymbol{\nu}_{i}
\end{array}\right]
$$

[^27]where $T \equiv \max \{q, p+N\}$. Notice that, there exists a vector a with length $U \equiv u(T+1)$, and a matrix $\mathbf{B}$ with dimensions $r(N+1) \times M$, where $M$ $\equiv m(T+1)$, such that the forecasting problem at time $t$ becomes that of forecasting
\[

\theta \equiv \vartheta_{q}=\left[$$
\begin{array}{ll}
\mathbf{a}^{\prime} & \mathbf{0}
\end{array}
$$\right] \varepsilon_{i}=\mathbf{a}^{\prime} \boldsymbol{\eta}, \quad given \quad \mathbf{x}_{i} \equiv\left[$$
\begin{array}{c}
\mathbf{x}_{p, i t} \\
\vdots \\
\mathbf{x}_{p, i t-N}
\end{array}
$$\right]=\mathbf{B} \varepsilon_{i}=\mathbf{B}\left[$$
\begin{array}{l}
\eta \\
\boldsymbol{\nu}_{i}
\end{array}
$$\right] .
\]

Let $\Omega^{2}$ denote the covariance matrix of $\varepsilon_{i}$, let $\mathbf{A} \equiv\left[\mathbf{a}^{\prime} \mathbf{0}^{\prime}\right]^{\prime}$, and let $\Lambda$ be the $M \times M$ matrix given by

$$
\Lambda \equiv\left[\begin{array}{rr}
\mathbf{I}_{U} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]
$$

It follows that

$$
E\left[\theta \mid \mathbf{x}_{i}\right]=\mathbf{A}^{\prime} \boldsymbol{\Omega} \boldsymbol{\Lambda} \boldsymbol{\Omega} \mathbf{B}^{\prime}\left(\mathbf{B} \boldsymbol{\Omega}^{2} \mathbf{B}^{\prime}\right)^{-1} \mathbf{x}_{i}
$$

It is convenient for what follows to write the forecast in this way. To obtain this formula we use, in particular, the fact that $\mathbf{A}^{\prime}=\mathbf{A}^{\prime} \boldsymbol{\Lambda}$ and that $\Lambda \Omega=\Omega \boldsymbol{\Omega}$.

## C. Fixed Point Problem

Suppose we also want to forecast $y$. We do not know the stochastic process for $y$, so let $\mathbf{h}$ denote the agent's equilibrium policy function, i.e., $y_{i}=\mathbf{h}^{\prime} \mathbf{x}_{i}$, then

$$
y=\int \mathbf{h}^{\prime} \mathbf{x}_{i}=\mathbf{h}^{\prime} \mathbf{B} \boldsymbol{\Lambda} \varepsilon_{i}
$$

Then, the forecast of $y$ is given by

$$
E\left[y \mid \mathbf{x}_{i}\right]=\mathbf{h}^{\prime} \mathbf{B} \boldsymbol{\Omega} \boldsymbol{\Lambda} \boldsymbol{\Omega} \mathbf{B}^{\prime}\left(\mathbf{B} \boldsymbol{\Omega}^{2} \mathbf{B}^{\prime}\right)^{-1} \mathbf{x}_{i}
$$

In equilibrium, we have that

$$
y_{i}=(1-\alpha) E\left[\theta \mid \mathbf{x}_{i}\right]+\alpha E\left[y \mid \mathbf{x}_{i}\right]
$$

and, therefore

$$
\mathbf{h}^{\prime} \mathbf{x}_{i}=\left[(1-\alpha) \mathbf{A}^{\prime} \boldsymbol{\Omega} \boldsymbol{\Lambda} \boldsymbol{\Omega} \mathbf{B}^{\prime}\left(\mathbf{B} \boldsymbol{\Omega}^{2} \mathbf{B}^{\prime}\right)^{-1}+\alpha \mathbf{h}^{\prime} \mathbf{B} \boldsymbol{\Omega} \boldsymbol{\Lambda} \boldsymbol{\Omega} \mathbf{B}^{\prime}\left(\mathbf{B} \Omega^{2} \mathbf{B}^{\prime}\right)^{-1}\right] \mathbf{x}_{i}
$$

It follows from the fact that equation above holds for any $\mathbf{x}_{i}$ that

$$
\begin{equation*}
\mathbf{h}=\mathbf{C}^{-1} \mathbf{d} \tag{A1}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{C} \equiv \mathbf{I}-\alpha\left(\mathbf{B} \Omega^{2} \mathbf{B}^{\prime}\right)^{-1} \mathbf{B} \boldsymbol{\Omega} \boldsymbol{\Lambda} \boldsymbol{\Omega} \mathbf{B}^{\prime} \tag{A2}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{d} \equiv(1-\alpha)\left(\mathbf{B} \boldsymbol{\Omega}^{2} \mathbf{B}^{\prime}\right)^{-1} \mathbf{B} \boldsymbol{\Omega} \boldsymbol{\Lambda} \boldsymbol{\Omega} \mathbf{A} \tag{A3}
\end{equation*}
$$

LEMMA A1: $\mathbf{C}$ is invertible.
PROOF:
We start by showing that $\mathbf{Y} \equiv\left(\mathbf{B} \Omega^{2} \mathbf{B}^{\prime}\right)^{-1} \mathbf{B} \Omega \boldsymbol{\Omega} \Omega \mathbf{B}^{\prime}$ has real eigenvalues in $[0,1]$. First notice that $\mathbf{Y}$ has real, nonnegative eigenvalues since it is similar to

$$
\begin{aligned}
\left(\mathbf{B} \Omega^{2} \mathbf{B}^{\prime}\right)^{1 / 2} \mathbf{Y}\left(\mathbf{B} \Omega^{2} \mathbf{B}^{\prime}\right)^{-1 / 2} & =\left(\mathbf{B} \Omega^{2} \mathbf{B}^{\prime}\right)^{1 / 2}\left(\mathbf{B} \Omega^{2} \mathbf{B}^{\prime}\right)^{-1}\left(\mathbf{B} \boldsymbol{\Omega} \boldsymbol{\Omega} \mathbf{B}^{\prime}\right)\left(\mathbf{B} \Omega^{2} \mathbf{B}^{\prime}\right)^{-1 / 2} \\
& =\left(\mathbf{B} \Omega^{2} \mathbf{B}^{\prime}\right)^{-1 / 2}\left(\mathbf{B} \boldsymbol{\Omega} \boldsymbol{\Lambda} \mathbf{B}^{\prime}\right)\left(\mathbf{B} \Omega^{2} \mathbf{B}^{\prime}\right)^{-1 / 2}
\end{aligned}
$$

which is positive semidefinite. On the other hand,

$$
\mathbf{I}-\mathbf{Y}=\left(\mathbf{B} \Omega^{2} \mathbf{B}^{\prime}\right)^{-1} \mathbf{B} \boldsymbol{\Omega}(\mathbf{I}-\Lambda) \Omega \mathbf{B}^{\prime}
$$

which, analogously to $\mathbf{Y}$, is also similar to a positive semidefinite matrix. If $\lambda$ is an eigenvalue of $\mathbf{Y}$, then $1-\lambda$ is an eigenvalue of $\mathbf{I}-\mathbf{Y}$. Therefore, the fact that the eigenvalues of $\mathbf{I}-\mathbf{Y}$ are positive implies that the eigenvalues of $\mathbf{Y}$ must be less than or equal to 1 , as desired. It follows that $\mathbf{S} \equiv \sum_{j=0}^{\infty}(\alpha \mathbf{Y})^{j}$ converges, and $\mathbf{S}(\mathbf{I}-\alpha \mathbf{Y})=\mathbf{I}$.

In particular, it follows from this lemma that there exists a unique equilibrium to the beauty contest model. It also follows that the equilibrium actions of an agent are linear functions of their signals. ${ }^{45}$

## D. $\alpha$-Modified Signal Process and Prediction Formula

Define $\Gamma$ to be the $M \times M$ matrix given by

$$
\boldsymbol{\Gamma} \equiv\left[\begin{array}{cc}
\mathbf{I}_{U} & \mathbf{0} \\
\mathbf{0} & \frac{1}{\sqrt{1-\alpha}} \mathbf{I}_{M-U}
\end{array}\right]
$$

and suppose that the signals observed by agent $i$ are an $\alpha$-modified version of $\mathbf{x}_{i}$ given by

$$
\tilde{\mathbf{x}}_{i}=\mathbf{B} \tilde{\varepsilon}_{i}, \quad \text { with } \quad \tilde{\varepsilon}_{i} \equiv \Gamma \varepsilon_{i} .
$$

It follows that

$$
\begin{equation*}
\tilde{E}\left[\theta \mid \tilde{\mathbf{x}}_{i}\right]=\mathbf{A}^{\prime} \boldsymbol{\Omega} \boldsymbol{\Lambda} \boldsymbol{\Omega} \mathbf{B}^{\prime}\left(\mathbf{B} \boldsymbol{\Omega} \boldsymbol{\Gamma}^{2} \boldsymbol{\Omega} \mathbf{B}^{\prime}\right)^{-1} \tilde{\mathbf{x}}_{i} \tag{A4}
\end{equation*}
$$

[^28]
## E. Equivalence Result

Proposition 10 establishes that the right-hand side of equation terms in equation (A1) is to the right-hand side of equation (A4), which completes the proof of Theorem 1.

PROPOSITION 10: Using the definitions above, it follows that

$$
\mathbf{C}^{-1} \mathbf{d}=\left(\mathbf{B} \Omega \Gamma^{2} \Omega \mathbf{B}^{\prime}\right)^{-1} \mathbf{B} \Omega \Lambda \Omega \mathbf{A}
$$

PROOF:
From the definition of $\mathbf{C}$, equation (A2), we obtain

$$
\begin{aligned}
\mathbf{C} & =\mathbf{I}-\alpha\left(\mathbf{B} \boldsymbol{\Omega}^{2} \mathbf{B}^{\prime}\right)^{-1} \mathbf{B} \boldsymbol{\Omega} \boldsymbol{\Lambda} \boldsymbol{\Omega} \mathbf{B}^{\prime} \\
& =\left(\mathbf{B} \boldsymbol{\Omega}^{2} \mathbf{B}^{\prime}\right)^{-1} \mathbf{B} \boldsymbol{\Omega}(\mathbf{I}-\alpha \boldsymbol{\Lambda}) \boldsymbol{\Omega} \mathbf{B}^{\prime}
\end{aligned}
$$

Thus, since

$$
\mathbf{I}-\alpha \boldsymbol{\Lambda}=(1-\alpha) \boldsymbol{\Gamma}^{2}
$$

it follows that

$$
\mathbf{C}=(1-\alpha)\left(\mathbf{B} \boldsymbol{\Omega}^{2} \mathbf{B}^{\prime}\right)^{-1} \mathbf{B} \boldsymbol{\Omega} \boldsymbol{\Gamma}^{2} \boldsymbol{\Omega} \mathbf{B}^{\prime}
$$

Finally, using Lemma A1 and equation (A3),

$$
\begin{aligned}
\mathbf{C}^{-1} \mathbf{d} & =\left[(1-\alpha)\left(\mathbf{B} \boldsymbol{\Omega}^{2} \mathbf{B}^{\prime}\right)^{-1} \mathbf{B} \boldsymbol{\Omega} \Gamma^{2} \boldsymbol{\Omega} \mathbf{B}^{\prime}\right]^{-1}(1-\alpha)\left(\mathbf{B} \Omega^{2} \mathbf{B}^{\prime}\right)^{-1} \mathbf{B} \boldsymbol{\Omega} \boldsymbol{\Lambda} \boldsymbol{\Omega} \mathbf{A} \\
& =\left(\mathbf{B} \boldsymbol{\Omega} \Gamma^{2} \boldsymbol{\Omega} \mathbf{B}^{\prime}\right)^{-1}\left(\mathbf{B} \Omega^{2} \mathbf{B}^{\prime}\right)\left(\mathbf{B} \boldsymbol{\Omega}^{2} \mathbf{B}^{\prime}\right)^{-1} \mathbf{B} \boldsymbol{\Omega} \boldsymbol{\Lambda} \mathbf{A} \\
& =\left(\mathbf{B} \boldsymbol{\Omega} \Gamma^{2} \boldsymbol{\Omega} \mathbf{B}^{\prime}\right)^{-1} \mathbf{B} \boldsymbol{\Omega} \boldsymbol{\Lambda} \boldsymbol{\Omega} \mathbf{A} .
\end{aligned}
$$

Remark.-It is crucial for the proof to work that the matrix $\mathbf{I}-\alpha \boldsymbol{\Lambda}$ be real, symmetric, and positive semidefinite, so that it can be interpreted as a covariance matrix. When there are forward-looking or backward-looking strategic complementarities this is in general not the case. This does not mean that a transformation to the information structure that yields an equivalence result cannot exist with dynamic complementarities, but simply that this particular proof strategy is not suitable in those cases. See, for instance, Proposition 8.

## Appendix B: Proofs for Generalized Best Response and Multiple Actions

This Appendix contains the proofs for the extensions to generalized best responses and multiple actions from Section IIIC.

## A. Proof of Proposition 3

Iterating on the best response function in equation (17) we obtain

$$
y_{i t}=\gamma\left(\varphi_{t}+\xi_{i t}\right)+\alpha \gamma \sum_{k=0}^{\infty} \alpha^{k} E_{i t}\left[\bar{E}_{t}^{k}\left[\varphi_{t}\right]\right]
$$

By Corollary 2, the infinite sum of higher-order expectations can be rewritten as a first-order expectation

$$
y_{i t}=\gamma\left(\varphi_{t}+\xi_{i t}\right)+\frac{\alpha \gamma}{1-\alpha} \mathbf{h}_{t}^{\prime}(L) \mathbf{x}_{i t}
$$

## B. Proof of Proposition 4

Iterating on equation (18) leads to

$$
\mathbf{y}_{i t}=\sum_{k=0}^{\infty} \mathbf{A}^{k} E_{i t}\left[\bar{E}_{t}^{k}\left[\boldsymbol{\theta}_{t}\right]\right]
$$

Then, notice that, letting $\boldsymbol{\Delta} \equiv \operatorname{diag}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$, for any $k \in\{0,1,2, \ldots\}$,

$$
\mathbf{A}^{k}=\mathbf{Q} \boldsymbol{\Delta}^{k} \mathbf{Q}^{-1}=\sum_{j=1}^{n} \mathbf{Q} \mathbf{e}_{j} \mathbf{e}_{j}^{\prime} \mathbf{Q}^{-1} \alpha_{j}^{k}
$$

Therefore, $\mathbf{y}_{i t}$ can be written as

$$
\mathbf{y}_{i t}=\sum_{j=1}^{n} \mathbf{Q e}_{j} \mathbf{e}_{j}^{\prime} \mathbf{Q}^{-1} \sum_{k=0}^{\infty} \alpha_{j}^{k} E_{i t}\left[\bar{E}_{t}^{k}\left[\boldsymbol{\theta}_{t}\right]\right]
$$

From Corollary 2 we have that each row of $\sum_{k=0}^{\infty} \alpha_{j}^{k} E_{i t}\left[\bar{E}_{t}^{k}\left[\boldsymbol{\theta}_{t}\right]\right]$ is equal to the corresponding row of $\left(1-\alpha_{j}\right)^{-1} \mathbf{g}_{j t}^{\prime}(L) \mathbf{x}_{i t}$ and it follows that

$$
\mathbf{y}_{i t}=\sum_{j=1}^{n} \mathbf{Q} \mathbf{e}_{j} \mathbf{e}_{j}^{\prime}\left(1-\alpha_{j}\right)^{-1} \mathbf{Q}^{-1} \mathbf{g}_{j t}^{\prime}(L) \mathbf{x}_{i t}=\sum_{j=1}^{n} \mathbf{Q} \mathbf{e}_{j} \mathbf{e}_{j}^{\prime}(\mathbf{I}-\Delta)^{-1} \mathbf{Q}^{-1} \mathbf{g}_{j t}^{\prime}(L) \mathbf{x}_{i t},
$$

and the fact that $(\mathbf{I}-\boldsymbol{\Delta})^{-1} \mathbf{Q}^{-1}=\mathbf{Q}^{-1}(\mathbf{I}-\mathbf{A})^{-1}$ concludes the proof.
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