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#### Abstract

The Solovay-Kitaev theorem states that universal quantum gate sets can be exchanged with low overhead. More specifically, any gate on a fixed number of qudits can be simulated with error $\epsilon$ using merely polylog(1/ $\epsilon$ ) gates from any finite universal quantum gate set $\mathcal{G}$. One drawback to the theorem is that it requires the gate set $\mathcal{G}$ to be closed under inversion. Here we show that this restriction can be traded for the assumption that $\mathcal{G}$ contains an irreducible representation of any finite group $G$. This extends recent work of Sardharwalla et al. [29], and applies also to gates from the special linear group. Our work can be seen as partial progress towards the long-standing open problem of proving an inverse-free Solovay-Kitaev theorem [16, 23].
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## 1 Introduction

Quantum computing promises to solve certain problems exponentially faster than classical computers. For instance, quantum computers can factor integers [34], simulate quantum mechanics [7], and compute certain knot invariants [4] exponentially faster than the best known classical algorithms. The power of quantum computing is formalized using the notion of quantum circuits, in which polynomial number of quantum gates are applied to a standard input state, and the answer to the computational problem is obtained by measuring the final state. This results in the complexity class BQP (see [24, 20] for an introduction).

Each gate in the circuit is a unitary transformation drawn from some finite gate set $\mathcal{G}$; it represents elementary quantum operations that can be performed in hardware and which

[^0]may vary between different realizations of quantum computing. Each gate can act on at most some finite number $k$ of quantum systems at a time, where each individual system (or qudit) has $d$ levels. A gate set $\mathcal{G}$ is called universal ${ }^{3}$ if it is capable of approximately generating any quantum transformation on a sufficiently large number of qudits [15].

In general, the computational power of a quantum device may depend on the gate set $\mathcal{G}$ at its disposal. Clearly, if a gate set is not universal, it may have restricted computational power. ${ }^{4}$ But a priori, the computational power of different universal gate sets could vary as well. This is because universality simply implies that the gates from $\mathcal{G}$ densely generate all unitaries, but it does not specify how quickly one can approximate arbitrary gates. ${ }^{5}$

While BQP consists of those computations that use poly $(n)$ gates on an $n$-bit input, the degree of the polynomial for a specific algorithm could in principle depend on the actual gate set used. For example, if we are given an $O(n)$-gate algorithm over some gate set and we want to implement it using another gate set $\mathcal{G}$, we have to compile each gate to accuracy $O(1 / n)$ in terms of $\mathcal{G}$. However, if our compiler uses, say, $O(1 / \epsilon)$ gates to achieve accuracy $O(\epsilon)$, the total number of gates would become $O\left(n^{2}\right)$. This would be a strange situation for quantum computation, since the runtime of polynomial-time algorithms would be defined only up to polynomial factors. In particular, this would render Grover's speed-up useless.

Fortunately, this is not the case since the Solovay-Kitaev theorem [19, 20, 24, 16] (see also $[14,25]$ ) provides a better compiler, so long as the universal gate set $\mathcal{G}$ is closed under inversion. More specifically, this theorem states that any universal gate set $\mathcal{G}$ can be used to simulate any gate $U$ from any other universal gate set to accuracy $\epsilon$ using only polylog(1/ $\epsilon$ ) gates from $\mathcal{G}$. Furthermore, there is an efficient algorithm, the Solovay-Kitaev algorithm, to perform this conversion between the gate sets.

Before formally stating the Solovay-Kitaev theorem, let us make a few remarks. First, we can assume without loss of generality that all gates in $\mathcal{G}$ are single-qudit gates in some fixed dimension $d$. Indeed, if $\mathcal{G}$ contains multi-qudit gates or if $\mathcal{G}$ becomes universal only on some larger number of qudits, we can simply set the new dimension to be $d^{k}$ (for a sufficiently large constant $k$ ) and replace $\mathcal{G}$ by a larger gate set that consists of the original gates acting on all ordered subsets of $k$ systems. Second, as we are now dealing with a single system, we can replace the universality of $\mathcal{G}$ by a requirement that $\mathcal{G}$ generates a dense subgroup of $\mathrm{SU}(d)$ [31]. Third, we can assume that $\mathcal{G}$ is itself a subset of the special unitary group $\mathrm{SU}(d)$ rather than $\mathrm{U}(d)$, since the global phase of a quantum gate has no physical effect. In fact, $\mathrm{U}(1)$ actually does not satisfy the Solovay-Kitaev theorem, hence the theorem does not hold for $\mathrm{U}(d)$ either, because in general we cannot approximate the elements of $\mathrm{U}(d)$ accurately enough due to their global phase.

With this fine print aside, we are now ready to state the theorem.

- Theorem (Solovay-Kitaev theorem [16]). For any fixed $d \geq 2$, if $\mathcal{G} \subset \mathrm{SU}(d)$ is a finite gate set which is closed under inverses and densely generates $\mathrm{SU}(d)$, then there is an algorithm which outputs an $\epsilon$-approximation to any $U \in \mathrm{SU}(d)$ using merely $O\left(\log ^{3.97}(1 / \epsilon)\right)$ elements from $\mathcal{G}$.

Therefore if one wishes to change the gate set used for a BQP computation (which requires compiling each gate to 1 / poly accuracy), a change of gate set only incurs polylogarithmic

[^1]overhead in the input size $n$. In particular this implies the runtimes of quantum algorithms based on inverse-closed gate sets are well-defined up to polylog factors in $n$; an $O\left(n^{c}\right)$ algorithm using one particular universal gate set implies an $\tilde{O}\left(n^{c}\right)$ algorithm using any other (inversion-closed) universal gate set. It also implies that the choice of a particular universal gate set is unimportant for quantum computation; changing between gate sets incurs low overhead.

Given the central importance of the Solovay-Kitaev theorem to quantum computing, prior works have improved the theorem in various directions. For instance, a number of works (see, e.g., $[21,26,32,8,9,30,28,22,27])$ have decreased the overheads of the Solovay-Kitaev theorem for particular inverse-closed gate sets by improving the exponent in the logarithm from 3.97 to 1 (which is optimal) or even by improving the hidden constants in front of the logarithm. Such works are important steps towards making compilation algorithms practically efficient. Additionally prior work has shown a version of the Solovay-Kitaev algorithm for inverse-closed non-unitary matrices [2] and as well more general Lie groups [23]. Note that there is also an information-theoretic non-algorithmic version of the Solovay-Kitaev theorem with exponent 1 for generic inverse-closed gate sets [18]. This has subsequently been extended also to inverse-free gate sets [35].

In this work, rather than improving the overheads of the Solovay-Kitaev theorem, we work towards removing the assumption that the gate set contains inverses of all its gates. This is important for several reasons. First, on a theoretical level it would be surprising if the power of noiseless quantum computers could be gate set dependent. Of course, in the real world one could apply fault-tolerance [3] to allow the use of approximate inverses in place of exact inverses, but it seems strange to have to resort to such a powerful technique to deal with a seemingly minor issue which is easily stated in a noiseless setting. Furthermore, this would not answer the original mathematical question about how fast unitary gate sequences fill the space of all unitaries, since a fault-tolerant implementation corresponds to a completely positive rather than a unitary map (it implements the desired map on an encoded subspace of a larger-dimensional Hilbert space).

Second, an inverse-free Solovay-Kitaev theorem would be very helpful towards classifying the computational power of quantum gate sets. It remains open ${ }^{6}$ to prove a classification theorem describing which gate sets $\mathcal{G}$ are capable of universal quantum computing, which are efficiently classically simulable, and which can solve difficult sampling problems like BosonSampling or IQP [1, 12]. A number of recent works have made partial progress on this problem [11, 10]. However, a common bottleneck in these proofs is that they need to invoke the Solovay-Kitaev theorem on various "postselection gadgets" to argue that one can perform hard sampling problems, and the set of these gadgets is not necessarily closed under inversion. In the above works this problem is tackled on an ad-hoc, case specific basis. An inverse-free Solovay-Kitaev theorem would simplify these proofs and expand the frontier for gate classification.

Finally, such theorem would enable further progress in quantum Hamiltonian complexity where universal gate sets are used to encode computational instructions by the interaction terms of local Hamiltonians. The ground states of such Hamiltonians have very complicated structure and computing their ground energy is typically QMA ${ }_{\text {EXP }}$-complete [17], a phenomenon that can occur even when the local dimension of each individual subsystem is relatively small $[5,6]$. Since low local dimension is physically more relevant, it is desirable to minimize the dimensions of these constructions even further. A significant roadblock in this is

[^2]the size of the universal gate set used to encode the computation. Since each gate contributes additional dimensions, one would like to have as few gates as possible. Considering how intricate and hard to optimize the known constructions [5, 6] are, getting rid of inverses would be an easy way forward.

For the reasons outlined above, we believe this longstanding open problem (noted in $[16,23])$ is an important one to resolve. In this work, we make partial progress towards this goal by replacing the inverse-closedness assumption with the requirement that the gate set contains any (projective) irreducible representation (a.k.a. irrep) of a finite group. Roughly speaking, a projective irrep is a set of unitary matrices that form a group (up to a global phase) and that do not leave any non-trivial subspace invariant. A canonical example is the set of Pauli matrices $\{I, X, Y, Z\}$.

- Theorem 1 (Solovay-Kitaev theorem with an irrep instead of inverses). For any fixed $d \geq 2$, suppose $\mathcal{G} \subset \mathrm{SU}(d)$ is a finite gate set which densely generates $\mathrm{SU}(d)$, and furthermore $\mathcal{G}$ contains a (projective) irrep of some finite group $G$. Then there is an algorithm which outputs an $\epsilon$-approximation to any $U \in \mathrm{SU}(d)$ using merely $O(\operatorname{poly} \log (1 / \epsilon))$ elements from $\mathcal{G}$.

In other words, the inverses of some of the gates of $\mathcal{G}$-namely those which constitute an irrep of $G$-are also in $\mathcal{G}$, but the inverses of the remaining gates may not be in $\mathcal{G}$. So we are trading inverses for some other structure in the gate set $\mathcal{G}$. This extends recent work of Sardharwalla, Cubitt, Harrow and Linden [29] which proved this theorem in the special case that $G$ is the Weyl (or generalized Pauli) ${ }^{7}$ group. Sardharwalla et al.'s result has already found application in gate set classification [10]. We therefore expect that our result will likewise enable further progress on the gate set classification problem. We also extend our theorem to the non-unitary case (see Theorem 4 in Appendix C), thus generalizing the (inverse-closed) non-unitary Solovay-Kitaev theorem of [2] (this may further extend to more general Lie groups as well following [23]). We expect that this version of the theorem will be particularly useful in gate classification as postselection gadgets are often non-unitary [11].

### 1.1 Proof techniques

Our proof works in a similar manner to those in [16, 29]. The basic idea is to take an $\epsilon_{0}$-approximation $V$ of some gate $U$ and improve it to an $O\left(\epsilon_{0}^{2}\right)$-approximation of $U$, while taking the length of the approximation from $\ell_{0}$ to $c \ell_{0}$ for some constant $c$. Iterating this improvement step allows one to obtain a polylogarithmic overhead for compilation. ${ }^{8}$ The key in any proof of a Solovay-Kitaev theorem is to make use of $V$ in this construction in such a way that one does not incur $O\left(\epsilon_{0}\right)$ error in the resulting approximation, as one would naively have from the triangle inequality. In other words, one needs the error in the approximation of $U$ to cancel out to lowest order in $\epsilon_{0}$.

In the proof of the regular (inverse-closed) Solovay-Kitaev theorem, this is achieved using group commutators [16], which manifestly require inverses in the gate set. Sardharwalla et al. [29] instead achieve this by applying a group averaging function over the Weyl group. They show by direct computation that the lowest order error term in $\epsilon$ cancels out (at least in a neighborhood of the identity).

7 Note the Weyl operators only form a group up to global phase, but as we only require a projective irrep they meet the criteria of our theorem.
8 One can easily see the lengths of the gate sequences increase exponentially with each application of this operation, while the error decreases doubly exponentially, which implies the desired polylog dependence of the error.

In our proof, we also consider a group averaging function $f: \mathrm{SU}(d) \rightarrow \mathrm{SU}(d)$ based on some (projective) irrep $R: G \rightarrow \mathrm{SU}(d)$ of a finite group $G$ :

$$
\begin{equation*}
f(W):=\prod_{g \in G} R(g) W R(g)^{\dagger} \tag{1}
\end{equation*}
$$

Our main technical contribution consists in showing that the lowest order error term cancels here, due to certain orthogonality relations obeyed by irreducible representations. We show this follows from the fact that the multiplicity of the trivial irrep in the adjoint action of any irrep is one. Therefore our proof both shows that efficient compilation can occur with a wider family of gate sets than was previously known, and also explains the mathematical reason that Sardharwalla et al.'s proof works as it does.

## 2 Proof of the main result

To aid the understanding of our main result, let us first briefly define the relevant notions from representation theory (see [33, 13] for further details).

A $d$-dimensional representation of a group $G$ is a map $R: G \rightarrow \mathrm{U}(d)$ such that $R\left(g_{1}\right) R\left(g_{2}\right)=R\left(g_{1} g_{2}\right)$ for all $g_{2}, g_{2} \in G$. Similarly, $R$ is a projective representation if it obeys this identity up to a global phase, i.e. $R\left(g_{1}\right) R\left(g_{2}\right)=e^{i \theta\left(g_{1}, g_{2}\right)} R\left(g_{1} g_{2}\right)$ for some function $\theta: G \times G \rightarrow \mathbb{R}$. A representation $R$ is reducible if there is a unitary map $U \in \mathrm{U}(d)$ and two other representations $R_{1}$ and $R_{2}$ of $G$ such that $U R(g) U^{\dagger}=R_{1}(g) \oplus R_{2}(g)$ for all $g \in G$. If this is not the case, $R$ is called irreducible (or irrep for short). Finally, if $A \subset B$ are two sets, we say that $A$ is dense in $B$ if for any $\varepsilon>0$ and any $b \in B$ there exists $a \in A$ such that $\|a-b\| \leq \varepsilon$ for some suitable notion of distance $\|\cdot\|$.

- Theorem 1 (Solovay-Kitaev theorem with an irrep instead of inverses). For any fixed $d \geq 2$, suppose $\mathcal{G} \subset \mathrm{SU}(d)$ is a finite gate set which densely generates $\mathrm{SU}(d)$, and furthermore $\mathcal{G}$ contains a (projective) irrep of some finite group $G$. Then there is an algorithm which outputs an $\epsilon$-approximation to any $U \in \mathrm{SU}(d)$ using merely $O(\operatorname{poly} \log (1 / \epsilon))$ elements from $\mathcal{G}$.

Proof. By assumption, our gate set is of the form

$$
\begin{equation*}
\mathcal{G}:=R(G) \cup\left\{U_{1}, U_{2}, \ldots, U_{N}\right\} \tag{2}
\end{equation*}
$$

where $R(G):=\{R(g): g \in G\}$ and $N \geq 0$ is some integer. Here

- $R: G \rightarrow \mathrm{SU}(d)$ is a projective irreducible representation of some finite group $G$,
- $U_{i} \in \mathrm{SU}(d)$ are some additional elements whose inverses $U_{i}^{\dagger}$ are not necessarily in $\mathcal{G}$.

For the sake of simplicity, we will assume that $R$ is an actual irrep rather than a projective irrep (we describe how to generalize the proof to projective irreps in Appendix B). Note that by the $\mathcal{G} \subset \mathrm{SU}(d)$ assumption we implicitly require that the representation $R$ is in $\mathrm{SU}(d)$ rather than in $\mathrm{U}(d)$. While many irreps are ruled out by this restriction, one can deal with such irreps by first converting them to projective irreps and then applying the techniques discussed in Appendix B. We divide the rest of the proof into several steps marked as below.

Original gate sequence. Given a gate $U \in \mathrm{SU}(d)$ which we wish to approximate to accuracy $\epsilon$, we first run the usual Solovay-Kitaev algorithm (see Section 1) to obtain a sequence $S_{\epsilon / 2}$ of gates whose product $\epsilon / 2$-approximates $U$, using elements from $\mathcal{G}$ and their inverses. This sequence contains both elements from the set $R(G)$ (which is closed under inversion), as well as gates $U_{i}$ and $U_{i}^{\dagger}$. All of these are in the gate set $\mathcal{G}$ except the $U_{i}^{\dagger}$-and there are only $O\left(\log ^{3.97}(1 / \epsilon)\right)$ many of these. To prove Theorem 1 , it therefore suffices to give a

Solovay-Kitaev algorithm for approximating the $U_{i}^{\dagger}$ in terms of a sequence of $O(\operatorname{poly} \log (1 / \epsilon))$ gates from the set $\mathcal{G}$.

More concretely, assume we show how to $\epsilon$-approximate each $U_{i}^{\dagger}$ using $O\left(\log ^{c}(1 / \epsilon)\right)$ gates from $\mathcal{G}$ for some constant $c>0$. Then we can set $\epsilon^{\prime}:=\frac{\epsilon}{2} / O\left(\log ^{3.97}(1 / \epsilon)\right)$ and run this algorithm to $\epsilon^{\prime}$-approximate each $U_{i}^{\dagger}$ appearing in the sequence $S_{\epsilon / 2}$ produced by the regular Solovay-Kitaev algorithm. If we substitute these approximations of $U_{i}^{\dagger}$ back into $S_{\epsilon / 2}$, by the triangle inequality the existing error of $\epsilon / 2$ in $S_{\epsilon / 2}$ will be increased by another $\epsilon / 2$ contributed jointly by all $U_{i}^{\dagger}$ 's. These two contributions together give us the desired $\epsilon$-approximation of $U$. Note that an $\epsilon^{\prime}$-approximation of $U_{i}^{\dagger}$ requires $O\left(\log ^{c}(1 / \epsilon)\right)$ gates. ${ }^{9}$ Hence the $\epsilon$-approximation to $U$ in total will use $O\left(\log ^{c+3.97}(1 / \epsilon)\right)$ gates from $\mathcal{G}$.

Initial approximation of $\boldsymbol{U}_{\boldsymbol{i}}^{\dagger}$. Since $\mathcal{G}$ generates a dense subgroup of $\mathrm{SU}(d)$, there exists a finite length $\ell_{0}$ such that length- $\ell_{0}$ sequences of elements of $\mathcal{G}$ are $\epsilon_{0}$-dense in $\mathrm{SU}(d)$, for a small fixed constant

$$
\begin{equation*}
\epsilon_{0}:=\frac{1}{6|G|(d-1)!+2|G|^{2}} \tag{3}
\end{equation*}
$$

Let us pick among these sequences an initial $\epsilon_{0}$-approximation of $U_{i}^{\dagger}$ and denote it by $V$. Then

$$
\begin{equation*}
\epsilon_{0} \geq\left\|V-U_{i}^{\dagger}\right\|=\left\|V U_{i}-I\right\| \tag{4}
\end{equation*}
$$

where $\|\cdot\|$ denotes the operator norm which is unitarily invariant.
Symmetrization. Now consider the operator $f$ on $\mathrm{SU}(d)$ defined by

$$
\begin{equation*}
f(W):=\prod_{g \in G} R(g) W R(g)^{\dagger} \tag{5}
\end{equation*}
$$

where the order of the products is taken arbitrarily, as long as the last (rightmost) element of the product corresponds to the identity element $e \in G$. We are interested in the action of $f$ on $V U_{i}$. If we denote the difference in eq. (4) by $\mathcal{O}:=V U_{i}-I$ and distribute the product in eq. (5) into several sums (with no $\mathcal{O}$ 's, with a single copy of $\mathcal{O}$, two copies of $\mathcal{O}$, etc.), we get

$$
\begin{align*}
f\left(V U_{i}\right)= & \prod_{g \in G} R(g)(I+\mathcal{O}) R(g)^{\dagger}  \tag{6}\\
= & I+\sum_{g \in G} R(g) \mathcal{O} R(g)^{\dagger}+\sum_{\substack{g, g^{\prime} \in G \\
g<g^{\prime}}} R(g) \mathcal{O} R(g)^{\dagger} R\left(g^{\prime}\right) \mathcal{O} R\left(g^{\prime}\right)^{\dagger}  \tag{7}\\
& +\cdots+\prod_{g \in G} R(g) \mathcal{O} R(g)^{\dagger} \tag{8}
\end{align*}
$$

where the order of terms in all products is inherited from eq. (5) and $g<g^{\prime}$ refers to this order. Note that the number of terms with $k$ copies of $\mathcal{O}$ is $\binom{|G|}{k}$.

If one were to naively apply the triangle inequality to this sum, one would obtain that

$$
\begin{equation*}
\left\|f\left(V U_{i}\right)-I\right\| \leq|G|\|\mathcal{O}\|+\binom{|G|}{2}\|\mathcal{O}\|^{2}+\ldots \tag{9}
\end{equation*}
$$

[^3]In other words, one would get that we have moved $f\left(V U_{i}\right)$ further from the identity than we started. To fix this, we will show that the first term of the above is actually much smaller-of order $\|\mathcal{O}\|^{2}$ - and therefore our application of $f$ has moved us closer to the identity. To see this, first note that using representation theory, one can show that the norm of the first-order term in eq. (8) is

$$
\begin{align*}
\left\|\sum_{g \in G} R(g) \mathcal{O} R(g)^{\dagger}\right\| & =\left\||G| \frac{\operatorname{Tr} \mathcal{O}}{d} I\right\|  \tag{10}\\
& =|G| \frac{\left|\operatorname{Tr}\left(V U_{i}-I\right)\right|}{d} \tag{11}
\end{align*}
$$

In other words, the traceless component of the first order term vanishes. This follows from certain orthogonality relations obeyed by irreps, and is proven in Claim 2 in Appendix A.

Next, we show that the trace of $\mathcal{O}=V U_{i}-I$ is small compared to its norm, namely

$$
\begin{equation*}
\left|\operatorname{Tr}\left(V U_{i}-I\right)\right| \leq\left(2^{d}+d!\right)\left\|V U_{i}-I\right\|^{2} \tag{12}
\end{equation*}
$$

This is proven in Claim 3 in Appendix A, and follows essentially because the Lie algebra of the special unitary group is traceless. Plugging this in to eq. (11), we see that

$$
\begin{align*}
\left\|\sum_{g \in G} R(g) \mathcal{O} R(g)^{\dagger}\right\| & \leq|G| \frac{2^{d}+d!}{d}\left\|V U_{i}-I\right\|^{2}  \tag{13}\\
& \leq|G| \frac{2^{d}+d!}{d} \epsilon_{0}^{2} \tag{14}
\end{align*}
$$

where we used Claim 3 to get the first inequality and eq. (4) to get the second.
Hence, by applying these results and then applying the triangle inequality to eq. (8) we get

$$
\begin{align*}
\left\|f\left(V U_{i}\right)-I\right\| & \leq|G| \frac{2^{d}+d!}{d} \epsilon_{0}^{2}+\sum_{k=2}^{|G|} \epsilon_{0}^{k}\binom{|G|}{k}  \tag{15}\\
& \leq\left(|G| \frac{2^{d}+d!}{d}+\frac{|G|^{2}}{2}+|G|^{2} \sum_{k=1}^{|G|-2} \epsilon_{0}^{k}|G|^{k}\right) \epsilon_{0}^{2}  \tag{16}\\
& \leq\left(|G| \frac{2^{d}+d!}{d}+\frac{|G|^{2}}{2}+\frac{|G|^{2}}{2}\right) \epsilon_{0}^{2} \tag{17}
\end{align*}
$$

Where in eq. (16) we used the fact that $\binom{|G|}{2} \leq \frac{|G|^{2}}{2}$ and $\binom{|G|}{k} \leq|G|^{k}$, and in eq. (17) we used the fact that $\epsilon_{0}<\frac{1}{2|G|^{2}}$, so since $|G|>2$ (as G has an irrep of dimension at least 2), we have that $\epsilon_{0}|G| \leq 1 / 4$ so the geometric sum converges to a quantity $\leq \frac{1}{2}$.

Replacing this with a crude upper bound that $2^{d} \leq 2 d$ ! for $d>1$, we get that

$$
\begin{equation*}
\left\|f\left(V U_{i}\right)-I\right\| \leq\left(3|G|(d-1)!+|G|^{2}\right) \epsilon_{0}^{2}=: \epsilon_{1} \tag{18}
\end{equation*}
$$

Since we chose $\epsilon_{0}$ to be $\frac{1}{2\left(3|G|(d-1)!+|G|^{2}\right)}$ in eq. (3), $\epsilon_{1} \leq \frac{\epsilon_{0}}{2}$ - in other words $f\left(V U_{i}\right)$ is closer to the identity than $V U_{i}$.

Multiplying $f\left(V U_{i}\right)-I$ in eq. (18) by $U_{i}^{\dagger}$ on the right, we have that $f\left(V U_{i}\right) U_{i}^{\dagger}$ is an $\epsilon_{1}$-approximation to $U_{i}^{\dagger}$. We chose the identity to come last in the definition of $f$ in eq. (5), so the string of operators $f\left(V U_{i}\right)$ has the form

$$
\begin{equation*}
f\left(V U_{i}\right)=R\left(g_{1}\right) V U_{i} R\left(g_{1}\right)^{\dagger} R\left(g_{2}\right) V U_{i} R\left(g_{2}\right)^{\dagger} \cdots V U_{i} \tag{19}
\end{equation*}
$$

Since $U_{i} U_{i}^{\dagger}$ cancels at the end, $f\left(V U_{i}\right) U_{i}^{\dagger}$ is an $\epsilon_{1}$-approximation to $U_{i}^{\dagger}$ using only terms from $\mathcal{G}$.

Iterative refinement. To complete the proof, we iterate this construction by considering

$$
\begin{equation*}
f^{(k)}\left(V U_{i}\right):=f\left(f\left(\cdots f\left(V U_{i}\right)\right)\right) \tag{20}
\end{equation*}
$$

Note from eq. (18) that $f^{(k)}\left(V U_{i}\right) U_{i}^{\dagger}$ is an $\epsilon_{k}$-approximation to $U_{i}^{\dagger}$, where $\epsilon_{k} \leq(3|G|(d-$ $\left.1)!+|G|^{2}\right) \epsilon_{k-1}^{2}$. The length of the sequence $f^{(k)}$, denoted $\ell_{k}$, obeys $\ell_{k}=|G| \ell_{k-1}+2|G|$. Again $f^{(k)}\left(V U_{i}\right) U_{i}^{\dagger}$ can be expressed only in terms of elements of $\mathcal{G}$ (since the last $U_{i}$ in the expansion of $f^{(k)}\left(V U_{i}\right)$ cancels with the rightmost $U_{i}^{\dagger}$ as before). One can easily show that these recurrence relations imply that as $k$ grows:

- the approximation error $\epsilon_{k}$ shrinks doubly exponentially: $\epsilon_{k} \leq \frac{2 \epsilon_{0}}{2^{2 k}}$;
- the length of the sequence $\ell_{k}$ grows exponentially: $\ell_{k}=O\left(|G|^{k} \ell_{0}\right)$.

Note that this sort of asymptotic behavior occurs simply because $\epsilon_{k}=O\left(\epsilon_{k-1}^{2}\right)$ while $\ell_{k}=$ $O\left(\ell_{k-1}\right)$ (though of course the value of $\epsilon_{0}$ used in the recurrence may depend on the hidden constant in the big-O notation). This immediately implies that one can approximate $U_{i}^{\dagger}$ to accuracy $\epsilon$ with merely polylog overhead, as desired. More specifically, such approximation uses

$$
\begin{equation*}
O\left(\ell_{0} \log ^{\log _{2}|G|}(1 / \epsilon)\right) \tag{21}
\end{equation*}
$$

elements of $\mathcal{G}$. By our analysis at the beginning of the proof, this gives a Solovay-Kitaev theorem with an exponent of $\log _{2}|G|+3.97$ in the polylog, completing the proof of Theorem 1.

We have therefore shown that one can $\epsilon$-approximate any $U_{i}^{\dagger}$ using only gates from our gate set $\mathcal{G}$ using merely polylog $(1 / \epsilon)$ gates. The exponent of the polylog for approximating each $U_{i}^{\dagger}$ is again easily computed to be $O\left(\log _{2}|G|\right)$. So putting this all together, our approximation for the overall unitary $U$ requires

$$
\begin{equation*}
O\left(\log ^{\log _{2}|G|}(1 / \epsilon)\right) \tag{22}
\end{equation*}
$$

gates from $\mathcal{G}$. Note that the dependence on dimension $d$ and order of the group $G$ is hidden in the big-O notation, which hides a factor of $\ell_{0}$, the length of sequences required to achieve an initial $\epsilon_{0}$-net of $\operatorname{SU}(d)$. By a volume argument $\ell_{0}=\Omega\left(d^{2}\right)[16]$. In fact our choice of $\epsilon_{0}$ implies that $\ell_{0}=\Omega\left(d^{3} \log d\right)$ in our construction. ${ }^{10}$

### 2.1 Extensions of our theorem

We have shown a Solovay-Kitaev theorem for any gate set $\mathcal{G}$ that contains an irrep of a finite group $G$, without requiring $\mathcal{G}$ to be inverse-closed. Our result can be easily generalized in two directions.

First, our proof also works if instead of an irrep we have a projective irrep. That is, a map $R: G \rightarrow \mathrm{SU}(d)$ such that, for any $g_{1}, g_{2} \in G$,

$$
\begin{equation*}
R\left(g_{1}\right) R\left(g_{2}\right)=e^{i \theta\left(g_{1}, g_{2}\right)} R\left(g_{1} g_{2}\right) \tag{23}
\end{equation*}
$$

[^4]for some collection of phases ${ }^{11} \theta\left(g_{1}, g_{2}\right) \in[0,2 \pi)$. In such case one still has a SolovayKitaev theorem for any universal gate set that includes $R(G)$. For instance, the Pauli matrices $\{I, X, Y, Z\}$ form a projective irrep, but not an irrep (though the matrices $\{ \pm 1, \pm i\}$. $\{I, X, Y, Z\}$ do form an irrep). Since the exponent of the logarithm of our version of the Solovay-Kitaev theorem contains $\log _{2}|G|$, this generalization improves the exponent (e.g. using the four Pauli matrices instead of the eight-element Pauli group improves the exponent by an additive 2). We give details on why projective irreps suffice in Appendix B.

Second, we note that our proof can be extended to the special linear group $\operatorname{SL}(d, \mathbb{C})$ as well. That is, one can also efficiently compile non-singular matrices, so long as a (projective) irrep is present in a gate set that is universal for $\operatorname{SL}(d, \mathbb{C})$. A Solovay-Kitaev Theorem (with inverses) for the special linear group was first shown by Aharnov, Arad, Eban and Landau [2], who used it to prove that additive approximations to the Tutte polynomial are BQP-hard in many regimes. It was also applied by [11] to the problem of classifying quantum gate sets, where it arose naturally because the "postselection gadgets" used in their proof are non-unitary. For a formal description of the non-unitary version of this theorem, please see Appendix C. Since postselection gadgets are often non-unitary [11], we likewise expect this version of the theorem will be more useful for gate classification problems.

## 3 Open problems

The main unresolved problem left by our work is to prove a generic inverse-free Solovay-Kitaev theorem, which has been a longstanding open problem [16, 23].

- Conjecture (Inverse-free Solovay-Kitaev theorem). For any fixed $d \geq 2$, if $\mathcal{G} \subset \mathrm{SU}(d)$ is a finite gate set which densely generates $\mathrm{SU}(d)$, then there is an algorithm which outputs an $\epsilon$-approximation to any $U \in \mathrm{SU}(d)$ using merely $O(\operatorname{poly} \log (1 / \epsilon))$ elements from $\mathcal{G}$.

One can easily see that for any universal gate set (possibly without inverses), one can $\epsilon$-approximate arbitrary unitaries with $O(1 / \epsilon)$ overhead. This follows from simply running the Solovay-Kitaev theorem with inverses, and then approximating each inverse $W^{\dagger}$ with $W^{k}$ for some integer $k$ (which one can do with $O(1 / \epsilon)$ overhead as this is simply composing irrational rotations about a single axis). However current approaches seem to be unable to improve this compilation algorithm from $O(1 / \epsilon)$ to polylog $(1 / \epsilon)$. As discussed in Section 1.1, current proofs of the Solovay-Kitaev theorem require a special cancellation of error terms in order to convert an $\epsilon$-approximation of some operator into an $O\left(\epsilon^{2}\right)$-approximation. This cancellation of error terms can be achieved by taking group commutators [16] or, as in this work and [29], it can be achieved by averaging over irreps and using the orthogonality of irreps. However, there is no known technique for achieving this sort of error cancellation without having some structure in the gate set. ${ }^{12}$

Additionally, a natural question is whether the value of $\epsilon_{0}$ can be improved. This would improve the scaling of our result with dimension. In our result (and in the inverse-closed Solovay-Kitaev Theorem) the big- $O$ notation hides a factor of $\ell_{0}$ - the length of the initial sequences required to achieve an $\epsilon_{0}$-net. In our result $\epsilon_{0}$ scales as $1 / d$ !, and hence a volume argument implies $\ell_{0}=\Omega\left(d^{3} \log d\right)$. In contrast the (inverse-closed) Solovay-Kitaev theorem

[^5]merely requires $\epsilon_{0}=\Theta(1)$ resulting in $\ell_{0}=\Omega\left(d^{2}\right)$ [16]. It is a natural question if one can improve the value of $\epsilon_{0}$ and therefore improve dimension dependence of our construction.

A somewhat simpler open problem is whether our theorem can be improved by considering particular orders of the group elements in eq. (5). The function $f(U)$ which we iterate when proving Theorem 1 is defined by averaging over the irrep of $G$ in an arbitrary order; our theorem essentially works because if $U$ is $\epsilon$-close to the identity then $f(U)$ is $O\left(\epsilon^{2}\right)$-close to the identity. However, we have found by direct calculation that for the 2-dimensional irrep of $S_{3}$, considering particular orders of the group can lead to the $O\left(\epsilon^{2}\right)$ terms cancelling out as well, leaving only $O\left(\epsilon^{3}\right)$ terms. It is an interesting open problem if these additional cancellations can be generalized to other groups. If so, they would improve the $\log _{2}|G|$ in the exponent of the logarithm of our result to $\log _{k}|G|$, where $k$ is the lowest order remaining error term.

Finally, we note one may be able to extend our results to compilation over more general Lie groups, just as Kuperberg extended the inverse-closed Solovay-Kitaev theorem to arbitrary connected Lie groups whose Lie algebra is perfect [23]. We leave this as an open problem.

## A Auxiliary claims

- Claim 2. If $R$ is a d-dimensional (projective) irrep of some finite group $G$ and $M$ is any $d \times d$ complex matrix then

$$
\begin{equation*}
\sum_{g \in G} R(g) M R(g)^{\dagger}=|G| \frac{\operatorname{Tr} M}{d} I \tag{24}
\end{equation*}
$$

Proof. If $R$ and $R^{\prime}$ are any two irreps of a finite group $G$, with dimensions $d_{R}$ and $d_{R^{\prime}}$ respectively, their matrix entries obey the following orthogonality relations [33]:

$$
\begin{equation*}
\frac{d_{R}}{|G|} \sum_{g \in G} R(g)_{i j} \overline{R^{\prime}(g)_{k l}}=\delta_{R R^{\prime}} \delta_{i k} \delta_{j l}, \quad \forall i, j \in\left\{1, \ldots, d_{R}\right\}, \quad \forall k, l \in\left\{1, \ldots, d_{R^{\prime}}\right\} \tag{25}
\end{equation*}
$$

In particular, if $R=R^{\prime}$ and we write the matrix entries as $R(g)_{i j}=\langle i| R(g)|j\rangle$ then

$$
\begin{equation*}
\frac{d}{|G|} \sum_{g \in G}\langle i| R(g)|j\rangle\langle l| R(g)^{\dagger}|k\rangle=\delta_{i k} \delta_{j l}, \quad \forall i, j, k, l \in\{1, \ldots, d\} \tag{26}
\end{equation*}
$$

where $d:=d_{R}=d_{R^{\prime}}$. If we multiply both sides by $|i\rangle\langle k|$ and then sum over $i$ and $k$, we get

$$
\begin{equation*}
\frac{d}{|G|} \sum_{g \in G} R(g)|j\rangle\langle l| R(g)^{\dagger}=I \delta_{j l}, \quad \forall j, l \in\{1, \ldots, d\} \tag{27}
\end{equation*}
$$

If $M=\sum_{j, l=1}^{d} m_{j l}|j\rangle\langle l|$ then by linearity,

$$
\begin{equation*}
\frac{d}{|G|} \sum_{g \in G} R(g) M R(g)^{\dagger}=I \sum_{j, l=1}^{d} m_{j l} \delta_{j l}=I \operatorname{Tr} M \tag{28}
\end{equation*}
$$

which completes the proof.
Another way to see this result is by noticing that the adjoint action of $R$ decomposes as a direct sum of the trivial representation (acting on the 1-dimensional space spanned by the identity matrix) and a ( $d^{2}-1$ )-dimensional representation without any trivial component. This follows from Schur's first lemma. The result then follows by the orthogonality relations obeyed by the irrep decomposition of the adjoint action.

- Claim 3. If $M \in \mathrm{SL}(d, \mathbb{C})$ then $|\operatorname{Tr} M-d| \leq\left(2^{d}+d!\right)\|M-I\|^{2}$.

Proof. Let $A:=M-I$ and denote the entries of $A$ by $a_{i j}$ where $i, j=1, \ldots, d$. We know that $1=\operatorname{det} M=\operatorname{det}(A+I)$, so expanding in terms of the $a_{i j}$ 's, we have that

$$
\begin{equation*}
1=\sum_{\sigma \in \mathrm{S}_{d}} \operatorname{sgn}(\sigma) \prod_{i=1}^{d}\left(a_{i \sigma(i)}+\delta_{i \sigma(i)}\right) \tag{29}
\end{equation*}
$$

Now let us simply take out the term with $\sigma=\varepsilon$, the identity permutation:

$$
\begin{equation*}
1=\prod_{i=1}^{d}\left(a_{i i}+1\right)+\sum_{\sigma \in \mathrm{S}_{d} \backslash\{\varepsilon\}} \operatorname{sgn}(\sigma) \prod_{i=1}^{d}\left(a_{i \sigma(i)}+\delta_{i \sigma(i)}\right) \tag{30}
\end{equation*}
$$

And now expanding the first term we see

$$
\begin{equation*}
1=1+\sum_{i=1}^{d} a_{i i}+\sum_{i \neq j} a_{i i} a_{j j}+\cdots+a_{11} a_{22} \cdots a_{d d}+\sum_{\sigma \in \mathrm{S}_{d} \backslash\{\varepsilon\}} \operatorname{sgn}(\sigma) \prod_{i=1}^{d}\left(a_{i \sigma(i)}+\delta_{i \sigma(i)}\right) \tag{31}
\end{equation*}
$$

which implies

$$
\begin{equation*}
-\operatorname{Tr} A=\sum_{i \neq j} a_{i i} a_{j j}+\cdots+a_{11} a_{22} \cdots a_{d d}+\sum_{\sigma \in \mathrm{S}_{d} \backslash\{\varepsilon\}} \operatorname{sgn}(\sigma) \prod_{i=1}^{d}\left(a_{i \sigma(i)}+\delta_{i \sigma(i)}\right) \tag{32}
\end{equation*}
$$

Now observe that each of the terms on the right hand side is quadratic in the $a_{i j}$ 's - this is because any non-identity permutation displaces at least two items. Let $c \leq 2^{d}+d$ ! denote the number of the terms present, which is constant in any fixed dimension $d$. Hence we have that

$$
\begin{equation*}
|\operatorname{Tr} M-d|=|\operatorname{Tr} A| \leq c \max _{i, j}\left|a_{i j}\right|^{2} \leq c\|A\|^{2}=c\|M-I\|^{2} \tag{33}
\end{equation*}
$$

where we used $\left|a_{i j}\right| \leq\|A\|$ in the last inequality (this follows by choosing the $j$-th standard basis vector in the definition of the operator norm).

Note that this claim, i.e. that elements $\epsilon$-close to the identity have trace substantially smaller than $\epsilon$, is a reflection of the fact that the Lie algebra of the special linear group is traceless.

## B Representations vs projective representations

Throughout our proof of Theorem 1, we assumed that $R$ is an irrep of the group $G$. Here we show that the same construction works also for a projective irrep of $G$. In other words, even if $R\left(g_{1}\right) R\left(g_{2}\right)=e^{i \theta\left(g_{1}, g_{2}\right)} R\left(g_{1} g_{2}\right)$ for some phase $\theta\left(g_{1}, g_{2}\right) \in[0,2 \pi)$, our version of the Solovay-Kitaev theorem still holds. As the Weyl operators merely form a projective representation, this allows our result to strictly generalize that of [29]. Intuitively, such generalization is to be expected since global phases are non-physical in quantum theory. We make this precise below.

Suppose that we have a projective representation $R$ of a finite group $G$. It is convenient to think of $R(G)$ as a subset of the projective unitary group $\mathrm{PU}(d)$ that consists of equivalence classes of elements of $\mathrm{U}(d)$ that differ only by global phase. Note that $\operatorname{PU}(d)=\operatorname{PSU}(d)$, the special projective unitary group, since $\overline{\operatorname{det}(U)} U \in \mathrm{SU}(d)$ for any $U \in \mathrm{U}(d)$. Now, consider
extending the projective representation $R$ in $\operatorname{PSU}(d)$ into a representation ${ }^{13} R^{\prime}$ in $\operatorname{SU}(d)$. Since

$$
\begin{equation*}
\operatorname{PSU}(d)=\operatorname{SU}(d) / \mathbb{Z}_{d} \tag{34}
\end{equation*}
$$

i.e. the only difference between projective and non-projective representations are factors of $e^{2 \pi i / d} I$, this merely increases the size of the group by an integer multiple $k$ which is a divisor of $d$. Let us denote this larger group by $G^{\prime}$.

Now consider applying our proof of Theorem 1 to $R^{\prime}$ and $G^{\prime}$. The corresponding averaging operator is

$$
\begin{equation*}
f^{\prime}(W):=\prod_{g \in G^{\prime}} R^{\prime}(g) W R^{\prime}(g)^{\dagger} \tag{35}
\end{equation*}
$$

Our proof essentially uses two facts:

1. The trace of $W$ is small relative to its distance from the identity (Claim 3).
2. The traceless component of $W$ vanishes to lowest order because from Claim 2 we have that for any tracless $\mathcal{O}$,

$$
\begin{equation*}
\sum_{g \in G^{\prime}} R^{\prime}(g) \mathcal{O} R^{\prime}(g)^{\dagger}=0 \tag{36}
\end{equation*}
$$

Note that if $g, h \in G^{\prime}$ are such that $R^{\prime}(g)=e^{i \theta} R^{\prime}(h)$ for some $\theta \in \mathbb{R}$, then they contribute identical terms in the above sum, since the global phase factors commute through and cancel out. Since the any projectively equivalent group elements $g, h$ contribute the same quantity to the sum, and $G^{\prime}$ is simply a (projective) $k$-fold cover of $G$, this means that we can rewrite eq. (36) as

$$
\begin{equation*}
k \sum_{g \in G} R^{\prime}(g) \mathcal{O} R^{\prime}(g)^{\dagger}=0 \tag{37}
\end{equation*}
$$

where we have simply summed over one representative from each set of projectively equivalent representatives.

Therefore, if we had instead considered averaging over the projective representation only using the original averaging operator (which involves a factor $k$ fewer products),

$$
\begin{equation*}
f(W):=\prod_{g \in G} R(g) W R(g)^{\dagger} \tag{38}
\end{equation*}
$$

the corresponding sum in eq. (36) (which is the above sum divided by $k$ ) would be 0 as well. Therefore, the cancellation of lowest-order terms for the traceless component of the error-i.e. the second fact listed above - still holds. Furthermore, the first fact is true independent of the group $G$ considered, and is simply a fact about matrices of determinant 1 which are close to the identity. Therefore, the proof of Theorem 1 works exactly as before if $R$ is merely a projective representation.

## C Extension to the special linear group

In this appendix we describe how to extend our proof of Theorem 1 to the non-unitary case. Namely, we want to approximate some matrix $M \in \operatorname{SL}(d, \mathbb{C})$, our gate set $\mathcal{G} \subset \mathrm{SL}(d, \mathbb{C})$ is

[^6]dense in $\operatorname{SL}(d, \mathbb{C})$, and it contains a (possibly non-unitary) irrep of a finite group $G$ as well as some additional gates $U_{i} \in \mathrm{SL}(d, \mathbb{C})$.

Let us argue that an $\epsilon$-approximation of $M$ can be obtained using the same algorithm as in the proof of Theorem 1, but with one minor change. Namely, in the first step of the algorithm one must apply the non-unitary Solovay-Kitaev Theorem (with inverses) of Aharonov, Arad, Eban, and Landau [2] rather than the usual unitary Solovay-Kitaev Theorem (with inverses). As before, the problem therefore reduces to finding an expression for the elements $U_{i}^{-1}$ in terms of $\mathcal{G}$. Note that no other step of our proof requires any matrices to be unitary! Recall that the heart of the proof was in showing that if $V U_{i}$ is $\epsilon$-close to $I$ then $f\left(V U_{i}\right)$ is $O\left(\epsilon^{2}\right)$-close to $I$, where $V$ denotes the initial $\epsilon_{0}$-approximation of $U_{i}^{-1}$. The key facts that we used to show this are:

- Claim 2, which states that the traceless component of $V U_{i}$ vanishes to first order under the application of $f$ due to the orthogonality of irreps.
- Claim 3, which states that matrices of determinant 1 which are $\epsilon$-close to the identity have trace $O\left(\epsilon^{2}\right)$.
Neither of these depends on the matrices involved being unitary - indeed the Schur orthogonality relations between irreps in eq. (25) also hold for non-unitary irreps. Therefore, our proof implies the following:
- Theorem 4. For any fixed $d \geq 2$, suppose $\mathcal{G} \subset \mathrm{SL}(d, \mathbb{C})$ is a finite gate set that contains a (projective) irrep of some finite group $G$. Let $r>0$ be any fixed radius, let $B_{r}$ be the ball of radius $r$ about the identity in $\mathrm{SL}(d, \mathbb{C})$, and suppose that $\mathcal{G}$ densely generates all transformations in $B_{r}$. Then there is an algorithm which outputs an $\epsilon$-approximation to any $M \in B_{r}$ using merely $O(\operatorname{polylog}(1 / \epsilon))$ elements from $\mathcal{G}$.

Other than the replacement of $\operatorname{SU}(d)$ with $\operatorname{SL}(d, \mathbb{C})$, the only thing that differs between this theorem and Theorem 1 is the additional restriction that the matrix $M$ we are approximating is a finite distance from the identity (as is present in the non-unitary Solovay-Kitaev theorem of [2] as well). This restriction arises simply because $\operatorname{SL}(d, \mathbb{C})$ is not compact, and approximating elements very far from the identity requires longer sequences of gates. For instance, it requires more applications of the gate $\left(\begin{array}{cc}2 & 0 \\ 0 & 1 / 2\end{array}\right)$ to reach $\left(\begin{array}{cc}2^{1000} & 0 \\ 0 & 2^{-1000}\end{array}\right)$ than it requires to reach $\left(\begin{array}{cc}2^{2} & 0 \\ 0 & 2^{-2}\end{array}\right)$. Since points arbitrarily far from the identity require arbitrarily long gate sequences to approximate, one cannot upper bound the length of sequences required to $\epsilon$-approximate arbitrary $M \in \mathrm{SL}(d, \mathbb{C})$ as a function of $\epsilon$ only-rather the length would depend on the distance of $M$ to the identity as well. Restricting $M$ 's distance to the identity allows one to upper bound the length of the approximating sequence in terms of $\epsilon$ only.
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[^2]:    ${ }^{6}$ Even for the case of two-qubit gate sets [15, 11]!

[^3]:    ${ }^{9}$ One can easily see that $\log ^{c}\left(\frac{\log ^{3.97}(1 / \epsilon)}{\epsilon}\right)=O\left(\log ^{c}(1 / \epsilon)\right)$ as the additional $\log ^{3.97}(1 / \epsilon)$ factor only adds lower order $\log \log (1 / \epsilon)$ terms.

[^4]:    ${ }^{10}$ Since an $\epsilon_{0}$-ball occupies $\Theta\left(\epsilon_{0}^{d^{2}}\right)$ volume in $\operatorname{SU}(d), \ell_{0}=\Omega\left(d^{2} \log \left(1 / \epsilon_{0}\right)\right)$ [16]. Since we set $\epsilon_{0}=$ $\left(2|G|^{2}+6|G|(d-1)!\right)^{-1}$ in eq. (3), we have that $\ell_{0}=\Omega\left(d^{3} \log d\right)$ since $\log d$ ! scales as $O(d \log d)$ by Stirling's formula.

[^5]:    ${ }^{11}$ The quantity $e^{i \theta\left(g_{1}, g_{2}\right)}$ is also known as a Schur multiplier of $G$.
    ${ }^{12}$ For example, Zhiyenbayev, Akulin, and Mandilara [36] have recently studied an alternative setting where instead of inverses a certain "isotropic" property of the gates is assumed.

[^6]:    ${ }^{13}$ This is known as a central extension of the representation.

