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Toward a Better Understanding of News User Journeys: A
Markov Chain Approach
Susan Vermeer and Damian Trilling

Amsterdam School of Communication Research, University of Amsterdam, Amsterdam, The Netherlands

ABSTRACT
In recent years, the volume of clickstream and user data collected by
news organizations has reached enormous proportions. As a result,
news organizations—as well as journalism scholars—face novel
methodological challenges to describe and analyze this wealth of
information. To move forward, we demonstrate a computational
approach to understand the news journeys Web users take to find
the news they want to read. We propose the use of Markov
chains. These models provide an effective and compact way to
discover meaningful patterns in clickstream data. In particular,
they capture the sequentiality in news use patterns. We illustrate
this approach with an analysis of more than 1 million Web pages,
from 175 websites (news websites, search engines, social media),
collected over 8 months in 2017/18. The analysis of such data is of
high interest to journalism scholars, but can also help news
organizations to design sales strategies, provide more personalized
content, and find the most effective structure for their website.

KEYWORDS
Online news consumption;
Digital journalism; News user
journeys; Web usage mining;
sequential data; Markov
chains

Introduction

In recent years, the very nature of news consumption has changed drastically as people
increasingly consume news online (Flaxman, Goel, and Rao 2016). The shift toward
online news consumption, however, poses a great challenge to scholars who need to
describe and analyze these patterns of news use. For instance, researchers studying
how citizens interact with journalistic content more andmore find themselves in a position
where they need to rely on online tracking data of user behavior (see e.g., Kleppe and Otte
2017; Dvir-Gvirsman, Tsfati, and Menchen-Trevino 2014; Menchen-Trevino and Karr 2012).
And, indeed, such data have many advantages. They tackle the problem of overreporting
in surveys on news use (see Prior 2009), and allow for a much more fine-grained level of
analysis. For instance, it is possible to go beyond analyzing which outlet has been used,
but to examine which articles exactly have been used. This is especially important when
researchers want to link audience data to content data in order to study media effects
(Scharkow and Bachl 2017; De Vreese et al. 2017).

While such data are of core interest for scholars studying online journalism, it is still
difficult to make sense of the wealth of such data. One could, for instance, aggregate all
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content per user to compare the different media diets that users have; or one could study
the overlap of sources used (e.g., Mukerjee, Majo-Vazquez, and Gonzalez-Bailon 2018), or
one could even construct and analyze a network of users and specific articles (Trilling
2019).

In this article, we want to focus on another, frequently neglected, dimension, namely
the sequence of news-related pages and sites a user is visiting. We know from people-
meter data that television viewership is at least partly shaped by lead-in and lead-out
effects: watching a given program can make it more likely to watch the program that is
aired next or before (Wonneberger, Schoenbach, and van Meurs 2012). Even though
the Web user has much more freedom to choose whatever they please than the television
viewer has, the hyperlinked nature of the Web suggests that also here, some “default”
paths in a users’ online news journey emerge. And indeed, Möller et al. (2019) illustrate
that Web users can be distinguished based on patterns and modes of news use online
(e.g., using search engines to access news online).

But while it is relatively straightforward to sketch such a journey for one given user, it is
more difficult to abstract from here and generalize towards typical journeys. To fill this gap,
we aim to show what journalism scholars can learn from adapting methods currently in
use in the scholarly field of data mining. More specifically, we suggest a technique to
do so, which is based on Markov chains, a method (often used in Web usage mining) to
conceptualize the probability to move—in our case—from one type of news topic to
another one (e.g., politics, entertainment, business). We will focus on the following ques-
tion: “How can Markov chains be applied to the field of journalism studies as a way to under-
stand the sequentiality of news use (i.e., news journeys Web users take to find the news they
want to read)?” Our objective is to familiarize journalism scholars with the basic principles
of Markov chains and show how these principles can be implemented. We therefore show
the application to an exemplary use case.

By means of this approach, we hope to offer substantial added value to journalism
research. Our proposed approach aims to help scholars analyzing and understanding (1)
relationships between content types, and (2) user behavior. Besides, analyzing how Web
users navigate today’s media landscape is especially interesting for the journalistic field.
News organizations aim to understand the journeys Web users take to find the news
they want to read, and how they navigate the complex wealth of online information. By
utilizing Markov chains, news organizations (including journalists and Web developers)
can better understand news users journeys; and, eventually, can help shape the paths
Web users take. We conclude with suggestions for further extending and improving
such an approach to overcome some of its limitations.

The Sequentiality of News Use

News Sequences in Journalism Studies

Traditionally, journalism studies and audience research did not pay much attention to the
sequence in which news items are consumed. With the exception of analyses of television
meter data, which have shown when watching a specific program can increase the chance
of watching the preceding or following program, leading to lead-in and lead-out effects
(Wonneberger, Schoenbach, and van Meurs 2012), the order in which news items are
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consumed has not been of central interest. This changed with a development that has
been referred to as “unbundling” (Hermida et al. 2012; Trilling 2019), “debundling”
(Schmidt et al. 2019) or “atomization” (Bruns 2018) of news: A specific news item is no
longer (only) part of a specific daily edition of a newspaper, or a specific broadcast of a
specific television news program, but can be encountered in various places through
various routes. Early theories of online journalism emphasized its non-linearity and
pointed to the role of hyperlinks as a means for users to interactively determine their
own path through, the possible news content (e.g., Deuze 2003). Yet, for a long time,
the actual use of hyperlinks on news sites remained much more limited than early theories
expected (see, e.g., Barnhurst 2010).

More recently, the focus shifted more towards the role of intermediaries, such as social
networking sites. For instance, Thorson and Wells (2016) have introduced a concept of
“curated flows”, in which they argue that the path a user takes to arrive at a given news
item is shaped by the gatekeeping logic (curation logic) of journalists, algorithms, and
peers. Yet, also studies following such approaches usually measure outcomes such as
the number of articles exposed to rather than the sequence of articles visited (e.g., Wells
and Thorson 2017; Fletcher and Nielsen 2018). In fact, in neighboring fields, such as the
study of (news) recommender systems, sequences play an important role: For instance,
some studies investigate whether or not recommender systems draw users into a rabbit
hole of increasingly extreme content, such as O’Callaghan et al. (2015) who argue that You-
Tube’s suggestions what to watch next tend to be more extreme than what has been
watched before.

We argue that to fully utilize the theoretical potential of approaches that conceptualize
news usage as a dynamic process, a flow, it is necessary to model exposure to individual
news items as dependent on what has been watched or read before. We thus need to
model users’ journey through a set of potential news items.

While some studies have used network analysis to understand clickstreams (Taneja, Wu,
and Edgerly 2018), we offer an alternative approach in which we are able to detect trends
or movements, which cannot be found from a single news article but from a sequence of
articles. In particular, our approach offers a very easy to understand interpretation, as each
relation between two states is simply the probability of transitioning from one state to the
other.

Although the information on news websites can be understood as a sequence of news
articles sets, it can be examined from various perspectives. In the example we provide in
this article, we focus on the probability of users changing from one news topic to another
news topic. By doing so, we argue that the news topic of a current news article is expected
to be able to grasp the news topic of the next news article. In a high-choice media environ-
ment, political topics constantly compete with entertaining topics (Prior 2005); as many
people generally prefer the latter (Prior 2009). Since both entertainment and political
news are available on numerous websites, people’s content preferences become key to
understanding online news consumption (Prior 2005).

Besides examining the probability of users changing from one news topic to another
news topic, it is also possible to detect a sequence in clickstream data by examining
the probability of users changing from one website to another website (e.g., social
media→ tabloid→ tabloid→ broadsheet), which could help to understand the differences
in news consumption patterns contributed by each of the different (news) websites
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(Kleppe and Otte 2017). Another possibility would be to examine the probability of users
changing from one Web page to another Web page within the same website (e.g., home-
page→ section page→ news article→ news article). This type of analysis could provide rel-
evant insights for news organizations seeking to guide users to relevant content on their
website (e.g., enabling personalization). As journalists, editors and Web developers are the
architects of news pathways (Pearson and Kosicki 2017), such findings could help them
shape the paths users take. And, as we have seen, especially from a curated-flows perspec-
tive Thorson and Wells (2016), understanding such paths is of crucial importance for con-
temporary journalism scholarship.

In any event, it is safe to say that, even though journalism studies acknowledges the
importance of sequential news journeys in today’s media environment, these theoretical
considerations have rarely been subjected to empirical analyses.

News Sequences in Journalism Practice

Not only in journalism studies, but also in journalism practice, the sequentiality of news
gains importance.

First, journalistic news production is more and more metrics-driven, and paying atten-
tion to audience metrics and the question which stories are clicked on most have become
ingrained into newsrooms routines (Tandoc 2014; Giomelakis et al. 2019). A/B testing (or
split testing), in which different versions of headlines are used for the same article in order
to determine which one generates the most clicks, is commonplace in contemporary jour-
nalism as well (Hagar and Diakopoulos 2019). But arguably, the reason to read an article
does not only depend on the features of that article, but also on where the user comes
from—in other words, sequence matters.

Second, newsrooms started experimenting with the use of recommender systems to
give personalized recommendations for their readers (Sappelli et al. 2018; Möller et al.
2018). While the algorithms that are implemented to this end differ a lot in their complex-
ity, one could argue that at least conceptually, it makes sense to distinguish between an
article that the reader has read immediately before the current article and an article that
the reader has read at one arbitrary point in time.

In order to get a better idea of the state of the art of the use of such approaches, and to
be able to better put into perspective our proposed approach, we aimed to obtain insights
about the role of data for national, regional and local news brands. To get such back-
ground information, we interviewed a senior data analytics manager, responsible for gen-
erating insights for several Dutch and Flemish news brands. He highlighted that the
volume of clickstream and user data has reached enormous proportions:

Colleagues using the data (e.g., editorial groups, product owners) absolutely drown in the
amount of available data. There are many possibilities to analyze the data, making it fun
and risky at the same time.

He also pointed out that access to a wide variety of data sources does not necessarily indi-
cate that an organization is considered to be at a “mature” stage of data analysis. Knowing
how many daily visitors the website has and how many visitors subscribe to the news
brand is simply not enough to know how to improve digital products. This requires
different data:
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‘What type of stories do visitors read?’, ‘What type of stories make it that visitors opt-in or opt-
out?’. Such insights provide us with better predictions whether visitors return to our website in
the future. Frequently returning to our website increases levels of loyalty, and, subsequently,
the chance they will convert. (i.e., website visitors turning into paying customers)

To reach such goals, news brands focus on two different concepts, namely:
(1) format (e.g., by Web developers and product owners), to improve the website and

reach a high “read-depth” (i.e., visitors reading an entire article) and “page-depth” (i.e., visi-
tors click-through another news article). And, (2) content (e.g., by editorial groups), to
predict whether visitors opt-out on certain news articles or topics, or decide to subscribe
to the news brand. During this process, the sequentiality of news is important:

The sequence is definitely of importance, it is part of the customer journey: ‘What are visitors
doing during a Web session?’, ‘Are visitors interested in a wide variety of topics? Or are they
reading a specific set of articles?’. All in all: ‘Are visitors using the entire spectrum that we
offer?’ (…) Particularly, if visitors are exposed to elements both of the news section and the
service section, there is an increased chance that they will convert. By trying to understand
user behavior—not by asking, but by examining—we are able to align our digital products
to users’ needs, both in terms of format and content.

Discovery and Analysis of Web Usage Patterns

News consumers, thus, provide journalists insightful information by merely clicking on a
news item. These records, which are logged in log files, can serve as a source of infor-
mation on which news items the audience is interested in. Since the volume of clickstream
and user data collected by news organizations has reached enormous proportions, news
organizations—as well as scholars—face new challenges to describe and analyze this
wealth of information. According to Zamith and Lewis (2015) this points to a growing rec-
ognition of the benefits of using computational and algorithmic solutions to drive
analyses.

Analyzing such data would help news organizations, among other things, to design
sales strategies, provide more personalized content, and find the most effective structure
for their website. This type of analysis is often referred to as Web usage mining: The auto-
matic discovery and analysis of meaningful patterns and relationships from a large collec-
tion of semi-structured data, such as clickstream data (e.g., log files; Mobasher 2007).

The Web usage mining process involves three different stages: (1) data collection and
pre-processing (e.g., processing clickstream data into a sets of user activities), (2) pattern
discovery (e.g., obtaining hidden patterns reflecting patterns of Web usage), and (3)
pattern analysis (e.g., building user models). In this paper, we particularly focus on the
third stage, namely the analysis of Web usage patterns.

Various types of analysis can be used to analyze sequential Web usage data (also
depending on the desired outcomes; for an overview see Mobasher 2007). Session and
user analysis have often been used to analyze pre-processed clickstreams. News managers
consult this type of data to see the number of unique users at their website, the most fre-
quent accessed news items, the average view time of a news item, and the most common
entry- and exit-points (MacGregor 2007). In a more detailed way, journalists can use this
type of analysis to discover how a news item—be it a single news item, a Web page, or
an entire news section—has performed or is performing with the audience. For
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example, Boczkowski, Mitchelstein, and Walter (2011) compared online news choices of
journalists (the most prominently shown items on news websites’ homepages) and
news consumers (the most frequently clicked news items). The results indicated a gap
in the online choices of journalists and news consumers: journalists were more likely to
select hard news topics (e.g., international affairs, politics, economics) as the most news-
worthy stories, whereas consumers’ choices were dominated by soft news topics (e.g.,
sports, entertainment, crime). Similarly, Tewksbury (2003) found that online news consu-
mers do not select hard news content as often as they select other news content.
Despite a lack of depth, this type of analysis can be potentially useful for, for example,
understanding users’ interests.

Additionally, cluster analysis and user segmentation can be used to analyze Web usage
data. Clustering is a data mining technique that groups together a set of items (or individ-
uals) having similar characteristics. Clustering of users tends to establish groups of users
showing similar patterns of Web usage. For example, in a recent study Möller et al.
(2019) used k-means clustering to analyze online tracking data. The results illustrate
four relatively distinct clusters of news users, for example, distinguishing users who
access news items through search engines and users who access news items (more inci-
dentally) through social media. The results of this type of analysis can be potentially useful
for providing personalized Web content to users with similar interests.

Markov Chains

A comparatively easy and straightforward way to model news user journeys are Markov
chains. Markov chains have already been successfully applied in a wide range of
domains including economics and finance (e.g., predicting asset prices; Tauchen
1986), sports (e.g., baseball analysis; Bukiet, Harold, and Palacios 1997), games (e.g.,
Snakes and Ladders; Althoen, King, and Schilling 1993), mathematical biology (e.g.,
simulations of brain function; George and Hawkins 2009), search-engine algorithms
(e.g., Google PageRank algorithm; Rai and Lal 2016), and speech recognition (Juang
and Rabiner 1991). Besides, smartphone’s predictive text feature relies on the idea
behind Markov chains: predicting what a user is going to type next, based on the
last thing they typed (i.e., the sequencing of neighboring words). Essentially, the task
of predicting a word a user might want to type given the last word they typed does
not differ much from the task to predict which type of article a user might want to
read given the article read last.

Despite their mathematical simplicity, Markov chains have not yet been widely
implemented in communication research. Only recently, Hopp, Fisher, and Weber (2019)
used hidden Markov models to predict news frames and real-world events sequences in
the United States; and, eventually, forecasting trends in news frames and event densities
(e.g., political and civil conflicts surrounding gun violence, the Trump administration family
separation policy). Distinct event occurrences might be followed by certain news frames
which in turn contribute to the onset of future events. They not only highlight the feasi-
bility of utilizing Markov models, but also its future potential for advancing communication
research. Besides for journalism scholars, Markov chains could also be highly relevant for
sequential data of mobile communication scholars (e.g., analyzing transitions between
mobile application usages), marketing communication scholars (e.g., analyzing consumer
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behavior), and health communication scholars (e.g., examining usage of healthcare infor-
mation technologies).

Indeed, as discussed before, also in the field of Web usage mining, several useful and
well-studies models have been proposed to discover and analyze patterns in sequential
data (see Mobasher 2007). Among the proposed methods we advocate the use of
Markov chains. Markov chains provide an effective and compact way to represent Web
usage data, and are especially suited to detect Web pages that are often viewed in a
sequence (i.e., sequential pattern mining). Markov chains are mathematical systems that
change from one state (i.e., a situation) to another state (Fygenson 1989). All possible
states are listed in a state space {s1, s2,… , sn}. A Markov chain provides the likelihood of
transitioning from state si to state sj. The probabilities for all transitions are presented in
a transition probability matrix: [Pri,j]n×n, where Lnj=1pi,j = 1 for every i.

Figure 1 illustrates an exemplary two-state Markov process with two states (A and B). In
total, there are four possible transitions, as a state can transition back into itself. Each
number represents the probability of the Markov process changing from one state to
another state, with the direction indicated by the arrow (Gilks, Richardson, and Spiegelhal-
ter 1996). For example, if the Markov process is in state A, then the probability it changes to
state B is 0.25, whereas the probability it remains in state A is 0.75.

Markov chains offer a high flexibility regarding the level of analysis. We can construct a
Markov chain for an individual user to model their individual probability for transitioning
from one state to another. One could then either analyze this individual’s behavior in-
depth, or compare the distribution of transition probabilities across users. But we can
also simply construct a Markov chain on an aggregated level, neglecting the individual
user. By calculating transition probabilities across an entire collection of Web user sessions
at an aggregate level. In this way, Markov chains are not only able to predict the next user
action based on a users’ previous surfing behavior, but also discover high probability
sequences (e.g., important relationships among news items), and perform exploratory
analysis of overall user behavior within or across different websites.

Despite their mathematical simplicity, Markov chains have not yet been widely
implemented by journalism scholars. In the next section, we therefore demonstrate
how patterns of Web usage can be modeled as a Markov chain.

Application to an Exemplary Use Case

In the following section, we will show how this method can be put into practice. To do so,
we will walk the reader through all steps that need to be done in order to analyze a
journey. This does not require any specific software. In essence, it only requires counting
transitions and calculating percentages. To encourage other scholars to use Markov

Figure 1. Example of a two-state Markov chain.
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chains, we have developed a Python module, df2markov, that automatically performs all
necessary calculations and can be used by any scholar for their own data sets.1

Working Example

In this paper, we demonstrate how Web usage mining, in particular Markov chains, can be
applied to analyze online tracking data, as tracking online Web users offers a new avenue
for journalism scholars. To do so, we used online tracking data collected by a joint Com-
munication and Information Law Initiative of the University of Amsterdam.

In this project, 383 participants2 installed a browser plug-in Robin—a custom-built
system that registers participants’ Web behavior—and had their browsing behavior
being monitored in the period between 1 July 2017 and 15 March 2018. Participants
were recruited via the LISS (Longitudinal Internet Studies for the Social Sciences) panel
of CentERdata; a true probability sample of the Dutch population. Whenever participants
accessed one of the white-listed websites (which includes an exhaustive list of various
websites: news websites as well as social media and search engines), the plug-in trans-
mitted all Web traffic (HTTP and HTTPS) to the servers.3 In this way, the system collected
the URL request (Web page address), the date, time, session ID and referrer URL (i.e., the
address of the Web page that linked to the resource being requested) for each recorded
visit (see Table 1). In total, we collected 2,336,164 URLs.

Analysis

To be able to analyze participants’ online activities, the raw data needs to be captured and
transformed into relevant and meaningful information:

(1) Online tracking data: During the first stage of the pre-processing phase, it is important
to decide the scope of the study. In this working example, Web behavior is extracted
for 175 websites. In our article, a news website refers to a Web page whose primary
offering is news content, varying from tabloids (e.g., www.telegraaf.nl, www.ad.nl),
broadsheets (e.g., www.volkskrant.nl, www.nrc.nl), online-only outlets (e.g., www.nu.
nl), international outlets (e.g., www.dailymail.co.uk, www.lemonde.fr), broadcasters
(e.g., www.nos.nl, www.npo3.nl), regional outlets (e.g., www.parool.nl, www.at5.nl),
and other news websites (e.g., www.metronieuws.nl). Besides, we included search
engines (e.g., www.google.nl, www.yahoo.com) and social media (e.g., Facebook,
Twitter) to get a more complete picture of online news patterns. During the first

Table 1. An exemplary selection of the data from user Z.
Date Time User URL

08/09/18 11:44:04 Z https://www.google.nl
08/09/18 11:45:49 Z https://www.ad.nl/binnenland/nederlanders-bewegen-meer-dan-wie-ook-in-de-eu/
08/09/18 11:49:09 Z https://www.ad.nl/buitenland/
08/09/18 11:49:51 Z https://www.volkskrant.nl/nieuws-achtergrond/eu-voorzitter-verwacht-snel-akkoord-

digitaks/
08/09/18 11:52:37 Z https://www.volkskrant.nl/nieuws-achtergrond/het-binnenhof-legt-de-mantel-der-liefde-af/
08/09/18 11:53:29 Z https://www.volkskrant.nl/nieuws-achtergrond/weerbericht-veelal-droog-weekeinde/
08/09/18 12:49:16 Z https://www.weeronline.nl
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pre-processing step, we removed irrelevant URLs (e.g., marketing Web pages of news
websites; www.abonnement.parool.nl), which resulted in a sample of 1,175,022 URLs
by 354 unique users.

(2) Web session: Next, we determine what we consider a Web session: for example, a user
can click on a news item, and after having read the article, proceed to click links to
other articles published on the news website. To define new sessions, we implement
the following algorithm: (a) group the tracking data by user ID and time, (b) create a
new session if there is a 30-minute gap between records in the data (using the same
methodology as Athey andMobius 2012), and (c) assign the same session ID to records
that are connected. For example, in Table 1, we would assign a session ID to the first six
records, and start a new session for the final record in the list.

(3) State space: Next, we define a state space, which lists all possible states. In this
example, we will focus on the probability of users changing from one news topic to
another news topic. Though, as we mentioned before, there are numerous other pos-
sibilities that can be explored using Markov chains.4 In this working example, a super-
vised machine learning approach (Vermeer 2018) was used to classify news items. The
coding scheme developed by Shoemaker and Cohen (2005) was used to guide the
coding process. Four news categories were distinguished: (1) Politics (e.g., internal poli-
tics, international politics, and military and defense); (2) Business (e.g., economy, and
education); (3) Entertainment (e.g., sports, culture, and human interest); and (4) Other
(e.g., science and technology, environment, and religion and beliefs). To classify the
topic of news items,5 we assign one of the following states to every record in our
data: (1) Homepage or section page, (2) Politics, (3) Business, (4) Entertainment, (5)
Other, and (6) End of Web session. The final “absorbing” state (i.e., End of Web
session) is added to every session representing the exit point (i.e., a state once
entered, cannot be left). In total, we distinguish six states (Vermeer 2018).

(4) Sequential patterns: Subsequently, we have to organize the data into meaningful
sequential patterns. By grouping the data by user ID, time and session ID, a session
can be defined as a sequence of states. We are now able to create a transition prob-
ability matrix: the likelihood of transitioning between any two states. In total, there are
six states, which results in a transition matrix of 6×6. In a probability transition matrix,
row i contains the transition probability from si to any other state sn, and always needs
to sum up to 1 (Mobasher 2007).

(5) Evaluation: Before making predictions using the Markov models, we must evaluate the
reliability of the estimated transition matrices.6 This is less straightforward than it
seems. It lies at the very nature of our Markov model that for any given user at any
given stage, we cannot say what they will do next in this instance. We can only say
what are—in the long run—the proportions of each possible state the user will turn
to. Imagine a hypothetical two-state Markov model that perfectly fits reality and
that has the transition probabilities depicted in Figure 1. If we would use this model
to predict transitions for new users later on, and would for every user who is in
state A predict that they would stay in A (because 0.75 > 0.25), then even though
this would be the most reasonable prediction, we would expect to be wrong in
25% of the cases. Using classical machine learning evaluation metrics like accuracy,
precision, and recall therefore are not helpful in our case. Instead, the predictive accu-
racy of our model, in this example, would be perfect if also in a new data set, the
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probability A→ A turns out to be .75. In this paper, we stick to the simple case of
Markov chains without “memory”, i.e., for any prediction, we only take into account
the current state (and not previous states); if, in contrast, we would use higher-
order Markov chains that do that, we would have several similar metrics at our disposal
that could quantify how well we model complete trajectories of users (see, e.g., Eiri-
naki, Vazirgiannis, and Kapogiannis 2005). For the sake of this paper, however, we
use a simpler approach. We applied a random sampling procedure to split the data
set into a training set of Web sessions (80%), on which we trained the Markov
model, and a test set (20%), on which we evaluated the model. Various statistical
tests are available that we could use to evaluate the model, such as a likelihood
ratio statistic and the Pearson chi-square statistic (see e.g., Billingsley 1961; Hiscott
1981; Anderson and Goodman 1957). In our working example, we employ a Kolmo-
gorov-Smirnov goodness-of-fit test (like Lazariv and Lehmann 2018), as we are
dealing with a large sample size. As Table 3 shows, the probabilities observed in the
test data set are almost identical to those that we would have predicted based on
our model depicted in Table 2, which is confirmed by the K-S goodness-of-fit test
(Tables 2 and 3).

(6) Markov chain: Finally, we capture sequential dependence by modeling users’ navi-
gational behaviors. Based on the transition probability matrix, we define the tran-
sition paths (as presented in Figure 1) at an individual-level as well as at an
aggregate-level.

Figure 2 represents any possible transition in terms of news items’ content. In this way,
we argue that the topic of the current news article is expected to be a good clue to grasp
the topic of the next news article. We assigned weights to the edges to represent the prob-
ability of users changing from one news topic to another news topic. In other words, the
thicker the line, the higher the transition probability. In this graph, we can discover two
clear sequential patterns. First, after reading a news item (about any topic) users frequently
return to a homepage or section page (H) and continue browsing from there. Second,
there is a relative preference for entertainment news. Online news consumers are very
likely to transfer to entertainment news during a Web session, and also continue
reading entertainment news.

Using the transition paths, we are now able to implement the Markov model to predict
the next click, or the state after n clicks. For example, in order to provide recommendation
(either personal or not), it is possible to choose the path with higher probability among all
existing paths (see Figure 2).

Table 2. Transition probabilities training set (80%)—six states.
Homepage Politics Business Entertainment Other End of Web session

Homepage 15.99 4.27 26.16 49.92 .79 2.88
Politics 14.09 5.69 27.91 47.65 .81 2.33
Business 12.60 4.01 37.16 41.71 1.06 3.45
Entertainment 14.16 4.13 23.71 54.08 . .
Other 11.70 6.46 23.84 49.68 2.61 2.70
End of Web session . . . . . 100

Notes: K-S goodness-of-fit test: D(Nsessions = 348,312) = 0.07, p = .99.
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Additionally, it is important to take into account how the state space— defined at
step three—affects the predictive capabilities of a Markov chain. To demonstrate how
this can affect the interpretation, we merged “Politics” and “Business” news topics to a
hard news category, and “Entertainment” and “Other” news topics to a soft news cat-
egory. Comparing 3 with 2, we see that this new model still leads to similar con-
clusions regarding the dominance of soft news, but the really low probabilities
towards politics are not captured and overshadowed by the comparatively well-
doing business news. As this example illustrates, using too broad categories to
define the state space can lead to less informative models, even if they fit the data
well (Figure 3; Tables 4 and 5).

Conclusion and Discussion

In this paper, we have argued that to understand online news use, we must take into
account the sequentiality of users’ journey. We need to move beyond analyzing why a
user clicked on a given news item, and ask how the user actually got there. In particular,
we suggested a simple to use yet informative model: Markov chains, which describe the
probability of transitioning from one state (such as “reading an entertainment article”,

Table 3. Transition probabilities test set (20%)—six states.
Homepage Politics Business Entertainment Other End of Web session

Homepage 15.23 3.50 23.86 50.45 .70 4.75
Politics 14.75 4.50 25.47 45.95 1.14 2.13
Business 13.40 4.35 35.38 38.66 .94 2.71
Entertainment 13.65 4.19 21.41 54.50 . .
Other 10.41 3.86 21.39 42.33 4.08 1.26
End of Web session . . . . . 100

Notes: K-S goodness-of-fit test: D(Nsessions = 348,312) = 0.07, p = .99.

Figure 2. The probability of users changing from one news topic to another news topic: Homepage or
section page, Politics, Business, Entertainment, Other, and End of Web session.
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or “being on Facebook”) to another state (such as “reading a politics article”, or “being on
the publisher’s website”). The states of interest can be anything, and have to be defined in
advance, forming the state space.

This is interesting both for journalism studies and journalism practice. Although mod-
eling Markov chains is increasingly popular in Web usage mining, there are only a limited
number of studies using Markov chains in communication research (see e.g., Hopp, Fisher,
and Weber 2019). To fill this gap, the present article explicates the usage of Markov chains
in the communication field. We aim to make a methodological contribution to journalism
research, addressing earlier calls to adopt computational and algorithmic solutions in the
field (Zamith and Lewis 2015). Since the volume of clickstream and user data has reached
enormous proportions, scholars face new challenges to describe and analyze this wealth of

Figure 3. The probability of users changing between hard and soft news: Homepage or section page,
Hard news, Soft news, and End of Web session.

Table 4. Transition probabilities training set (80%)—four states
Homepage Hard news Soft news End of Web session

Homepage 15.60 30.56 50.40 3.44
Hard news 13.01 39.67 44.07 3.24
Soft news 14.62 27.70 54.92 2.76
End of Web session . . . 100

Notes: K-S goodness-of-fit test: D(Nsessions = 348,312) = 0.17, p = .99.

Table 5. Transition probabilities test set (20%)—four states.
Homepage Hard news Soft news End of Web session

Homepage 15.43 30.72 50.09 3.76
Hard news 13.80 38.83 43.95 3.41
Soft news 13.86 26.43 55.90 3.82
End of Web session . . . 100

Notes: K-S goodness-of-fit test: D(Nsessions = 348,312) = 0.17, p = .99.
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information. By using Markov chains, we demonstrate an effective approach to discover
meaningful patterns from clickstream data. In this way, we are able to obtain a further
understanding of the news journeys Web users take to find the news they want to read.

Describing and analyzing patterns of news use is also essential for journalism prac-
tice. In particular, the sequentiality of news has gained importance. News user journeys
can be an important source of support and inspiration for editorial groups. Moreover,
such insights help to determine whether a certain news article should be offered
merely to premium members or not. And, are helpful to develop and improve persona-
lization and content recommendation. To quote the data analyst from the publishing
house again:

This next step is still rather difficult: ‘What do we offer visitors after reading a news article?’ If
they read a political news article, we often present them other political news articles to
increase recirculation. Though, you have to offer different interesting news articles that
people do not expect, to prevent people from entering a certain funnel.

The shift toward online news consumption has improved the ability to describe and
analyze patterns of news use. Although novel methods for the study of online news con-
sumption have opened up, it remains challenging:

This is a search (…). Last week, when I was talking to the editor- in-chief, I compared it to
peeling off an onion. In the past we did not go beyond the first two layers, and now we
are getting closer and closer to the core, but we are definitely not there yet…

In this paper, we have described a very basic Markov chain model. We deliberately chose
to do so, because we think that its parsimonity lowers the threshold for applying it sub-
stantially. In particular, it has the great advantage of being very straightforward to inter-
pret. Even people without an in-depth understanding of the methodology can readily
interpret the meaning of the probabilities in Figure 1 or Figure 2. This makes our
method also suitable for the communication of applied research.

This simplicity, however, comes at a cost. Most notably, the model we presented is
“memory-less”: we only consider the last state in which a user is to predict the next
state. We do not consider, for instance, whether they already been at the next state
before; or what they did two steps ago. Utilizing “memory-less” Markov chains to
explore sequential news use, scholars should explore how often a meaningful journey
(Topic→ Topic→ Topic) is interrupted by visiting the homepage (Topic→ Homepage→
Topic). In our data set, the latter occurred for approximately 10% of the transitions.
Future work should explore the application of Markov chains that do have such a
memory. While full Markov chains that take the whole history of a process into account
may be not only inefficient but also unnecessary, the use of variable length Markov
chains (VLMC) might be worth exploring (see, for instance, Ferrari and Wyner 2003;
Machler and Buhlmann 2004).

In conclusion, Markov chains can be effectively used to (1) analyze individual user
behavior in-depth, and compare, for example, the distribution of transition probabilities
across users, and (2) analyze user behavior at an aggregate level to discover high prob-
ability sequences (e.g., important relationships among news items). This, in turn,
enables news organizations as well as research to obtain a better understanding of
news user journeys within or across different websites.
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Notes

1. More information on the Python module see https://github.com/uvacw/df2markov.
2. Besides tracking their online media use, respondents also filled out an online survey: 48.5%

were male, mean age was 47.2 (SD = 19.2), and 15.7% had a low level of education (e.g.,
primary school), 38.3% had a medium level of education (e.g., college), and 44.6% had a
high level of education (e.g., university).

3. To guarantee respondents’ privacy as much as possible, we filtered the raw data to exclude
sensitive information. We stored the data in an Elasticsearch database on a server that is
not directly available for the researchers. Instead, Robout, a Python library is made available
on another secured server to complement Robin. We conducted the analyses using Robout
and a Elasticsearch database on the second server so no sensitive data would leave the
environment.

4. Examining the probability of users changing from one website to another website (e.g., social
media→ tabloid→ tabloid→ broadsheet) or the probability of users changing from one Web
page to another Web page within the same website (e.g., homepage→ section page→ news
article→ news article).

5. More information see https://doi.org/10.6084/m9.figshare.7314896.v1.
6. We are grateful to an anonymous reviewer for their suggestion.
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