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Chapter 1

Introduction

No matter how powerful a machine, it may not be powerful enough. This is
true of machines that do physical work, but also of machines that compute, as
every computer will struggle on some workloads. When a computational task gets
challenging, it is said to be complex. This is not very precise and indeed, the word
complexity is used to indicate a wide variety of phenomena.

This thesis introduces a unified framework for the analysis of a multitude of
forms of complexity. A unifying theory need not be better than any of the specific
theories it tries to include. However, it may open the door to new ways of thinking
about old concepts and thus enable future developments.

We begin this introductory chapter with an informal section, arguing that
there is really no single form of complexity. This section, Section 1.1, is intended
to be readable by a broad audience and is centered around intuition more than
around mathematics. In Section 1.2, we take a more in-depth look at some of the
ways complexity pops up in mathematics and computer science. The notions of
complexity that emerge shall each be subject to an analysis in our unified framework
in Chapter 3. Our unified framework offers a mathematical model of complexity
rooted in a branch of computer science called parameterized complexity theory.
We shall review the existing formalisms in parameterized complexity theory in
Section 1.3. A short overview of the contributions presented in this thesis is given
in Section 1.4.

Following this introductory chapter is a chapter that contains the background
theory required for our analysis of multiple forms of complexity. This background
chapter contains two parts. The first part, Section 2.1, deals with established
theory and serves to make this thesis self-contained. In the second part, Section 2.2,
our new framework for the analysis of complexity is laid out.

The body of this thesis is formed by Chapter 3, which contains all of our
results. It is split into five parts, each dealing with a different form of complexity.
A high-level overview of our results in a shared context is given in Chapter 4.
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1.1 The Size of a Cube

Shown in Figure 1.1 are three different shapes. When we ask which of these three
shapes is the largest, we start a journey down a deep rabbit hole. In this thesis,
that rabbit hole is explored. As an indication of what is to come, we briefly
consider a comparable question: What is the largest species of snakes? The
heaviest snakes are anacondas, but the longest snakes are pythons. Thus, the
answer to this question depends on what is meant by “the largest”.

For our shapes, the situation is no better. Especially since the figure only
shows the abstract essence of a tetrahedron, a cube, and a dodecahedron. Were
the figure to show any particular physical instances of these shapes, then at least
we could have compared masses and lengths. Luckily, abstract shapes can be
measured too. The number of corners, the number of edges, and the number
of faces are a few of the metrics we can look at. In all of these measures, a
cube, Figure 1.1b, is larger than a tetrahedron, Figure 1.1a, and smaller than a
dodecahedron, Figure 1.1c.

‘ tetrahedron cube dodecahedron
corners 4 8 20
edges 6 12 30
faces 4 6 12

None of these ways of measuring a shape, by the number of corners, edges,
or faces, is clearly more fundamental than the others. Besides, these ways of
measuring are by no means all ways there are of measuring a shape. Another
metric looks at the number of edges that need to be traversed in order to get from
one corner to another. Let us consider this metric for the cube. From each corner
of the cube, only 3 others are directly reachable. Sometimes, traversing 2 or even
3 edges may be necessary. Since we never need to go over more than 3 edges, we
say that the diameter of a cube, in an abstract sense, is 3 edges. The diameter of
a shape is another metric that may be used to measure a shape.

Yet another metric is defined by the minimum number of corners we need to
mark so that every edge connects to a marked corner at one or both of its ends.

—

(a) A tetrahedron (b) A cube (c) A dodecahedron

Figure 1.1: Three shapes
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(a) The abstract cube visualized as (b) The Wagner graph. Note that

a graph. Corners of the cube are this graph can be obtained from
shown as dots and dots are con- the cube graph, Figure 1.2a, by
nected by a line whenever the cor- exchanging two endpoints of two
ners they represent are connected edges.

by an edge of the cube.

Figure 1.2: Structures of possibly connected objects can be represented as graphs.
The dots in the above graphs represent the objects and are called vertices. The
lines connecting vertices are called edges.

Such a collection of marked vertices is said to cover the edges. For a cube, it is
possible to cover the edges using 4 corners. It is not possible to cover all the edges
with fewer corners, thus 4 is the minimum number of corners that is required to
cover the edges. Like our previous metrics, this minimum number of corners that
is required to cover the edges of a shape may be used to measure a shape.

Which metric is the most relevant depends on what uses of our shape we are
most interested in. Our previous two metrics looked specifically at corners and
edges. In such cases, we are really only interested in the connection structure of a
shape. Its three-dimensional nature is of lesser interest and the cube may as well
be represented as in Figure 1.2a.

Note that for all simple graphs, there is a maximum to the number of edges as
a function of the number of vertices. Once all vertices in a graph are connected to
each other, we cannot add any new edges to the graph. On the other hand, if we
allow for vertices that are not connected to any other vertex, then the number
of vertices can be far greater than the number of edges. In particular, there is
then no maximum to the number of vertices as a function of the number of edges.
Moreover, there are only finitely many graphs with any given number of vertices,
whereas there are infinitely many for any given number of edges. For this reason,
we may consider the number of vertices to be a more fundamental metric than the
number of edges. However, calling a graph with very many vertices but hardly
any edges “large” may conflict with our intuitive notion of size.

Again, what graphs are large depends on what is meant by “large”. In each
context the appropriate notion of size may be different. Roughly speaking, the
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size of an object relates to how difficult it is to work with. The more extreme the
dimensions or masses of objects are, the more inconvenient processing them will
likely be. This is true for the physical processing of physical objects, but also for
processing abstract objects computationally. It is the latter kind of processing
that this thesis is concerned with.

Returning to graphs, some actions on graphs may conceivably be easier on
graphs with a smaller diameter. In the context of such actions, the diameter of a
graph may be a good measure of the size of a graph. Other contexts may favor
graphs in which the edges can be covered by a smaller number of vertices. A set
of vertices that cover the edges of a graph is called a vertex cover. In contexts
that favor small vertex covers, the minimum size of a vertex cover may be a good
measure of the size of a graph.

As a demonstration of the possible disagreement between all these measures
of the size of a graph, consider the graph in Figure 1.2b. This graph is known as
the Wagner graph. Because it cannot be drawn without some edges crossing each
other, there is no meaningful way we can assign a value to the number of faces of
this graph. Of course, there are also no corners in the way that our shapes had
them, but the Wagner graph does have vertices, which can be counted just as well.
As far as the number of vertices or the number of edges are concerned, the Wagner
graph, Figure 1.2b, has the same size as the graph of the cube, Figure 1.2a.

cube graph Wagner graph
vertices 8 8
edges 12 12
diameter 3 2
vertex cover 4 5

On our other two metrics, the graphs differ. The Wagner graph has a smaller
diameter than the cube graph. By contrast, the minimum size of a vertex cover,
listed simply as “vertex cover” in the table above, is smaller for the cube graph.
Thus, we see that which of the two graphs is larger depends on the metric that is
used and hence on the context in which we compare the two graphs.

In the next section of this chapter, Section 1.2, several more examples of the
multifaceted nature of complexity are discussed more formally. The remainder
of this thesis then works towards a unified analysis of complexity that works for
each of the forms of complexity we identify in Section 1.2. Finally, in Section 4.1,
we shall return briefly to measuring a cube, and summarize our findings.
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1.2 Historical Encounters

The word complexity is used in various contexts and its meaning is not always
made precise. Still, it has often been observed that structural properties of data
may influence the notion of complexity at hand. In this thesis, we put forward a
mathematical formalization of the notion of complexity, covering as many use cases
as possible. First, let us review some of the ways we may encounter complexity and
what structural properties these many forms of complexity are involved with.
In relation to their notions of complexity, each of these structural properties
points at a line of thinking that is essentially parameterized. In Chapter 3, this
parameterized nature is made explicit by rephrasing the corresponding results in
a unified parameterized framework. A historical overview of the theoretical side
of parameterized reasoning can be found in Section 4.2.

1.2.1 Computability

Some sets are intrinsically undecidable. For such sets, there is no effective
procedure that is able to distinguish the members of the set from the nonmembers
of the set. This is a very extreme form of complexity: We are unable to determine
membership in undecidable sets uniformly not because we are perhaps not clever
enough, but because it is fundamentally impossible. Undecidable sets, however,
are not all equally undecidable. It is possible to organize many sets in a hierarchy
of (un)decidability. In fact, there are many ways to do so.

One hierarchy in which sets can be placed based on their decidability is the
arithmetical hierarchy, due to Kleene [91]. This hierarchy consists of classes of sets
that are defined inductively. The classifications are denoted X9 and TIY | where n
is a natural number. A set S'is in 39, if there is a set Pin II)) such that we have

S={x|3Jy: (z,y) € P}.

Observe that the set Pis a set of pairs. Conversely, a set P is in I1° 4 if there is
a set of pairs S in ¥¥ such that we have

P={z|VYy: (z,y) € S}.

All that remains to define the arithmetical hierarchy is a definition of the base case,
the classes ¥ and II3. We follow Rogers [131] and Downey and Hirschfeldt [46]
and set both classes equal to the class of decidable sets. Originally, Kleene chose a
smaller class, namely that of sets definable through “primitive recursive” predicates.
Yet another option is to take for ¥) and IIJ the class of sets definable in first-
order logic with only bounded quantifiers [115]. We shall not go into details about
these alternatives. Whichever definition we adhere to, we end up with the same
classes X0 and 1, whenever n is at least 1. To wit, regardless of our choice for %9
and 11, a set is in X9 precisely when it is semidecidable (also known as recursively
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N (O
% 115 25! 1T
) C ) C
A Az
C N C N
b Iy 5! by
) C N C
A Az
y N ¢ 9O
= m 50— 5! -
X z ) C
AY A7 =AY
(a) The arithmetical hierarchy (b) The difference hierarchy lies be-
low the A level of the arithmetical
hierarchy.

Figure 1.3: The arithmetical hierarchy and the difference hierarchy are both
infinite hierarchies of classes of sets.

enumerable) [91, 115, 131]. Likewise, the complement of a semidecidable set is in
119, as 3 and V are dual to each other in the sense that, for every predicate Q) we
have

—Jdz: Q(z) <= Vz:-Q(x).

Indeed, a set S is in X0 precisely when there is a decidable set A such that we
have

S={z|3y1: Yyg: Fyz: oo s (( (T, 91),Y2)  Yp1)s Yn) € A}, (1.1)

and similarly for 119 when we exchange 3 and V. It follows that, in general, a
set is in ¥ if its complement is in TIY. As, whenever n is at least 1, the classes
0 and I19 are unequal, neither is closed with respect to taking complements.
For convenience, we therefore define classes A as the intersection of ¥ and
I1Y. These classes are closed with respect to taking complements. Remark that
sets in A? are both semidecidable and have a semidecidable complement, and are
therefore decidable. Visually, the arithmetical hierarchy thus looks like depicted
in Figure 1.3a.

Returning to undecidability as a form of complexity, the arithmetical hierarchy
provides a means of analyzing complexity. For sets that appear in one of the
classes of the arithmetical hierarchy, say AY, we may call the level at which it
occurs, n, “the complexity” of the set. Thus, we can compare how undecidable
certain sets are. As demonstrated by (1.1), this notion of complexity ties in with a
more or less structural property of the set it applies to. The number of quantifier
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alternations required for defining a set starting from a decidable set expresses its
complexity.

At a conceptual level, one of the focal points of computability theory is the
behavior of computations in the limit. Computations that terminate eventually
are said to converge, and computations that never terminate are said to diverge.
From this perspective, it is clear how the sets in X, the semidecidable sets,
are slightly more complex than the decidable sets. Decidable sets have decision
procedures and those procedures converge on all inputs. For semidecidable sets on
the other hand, convergence of a procedure that tries to determine membership
can only be guaranteed on the members of the set. Ascending further in the
arithmetical hierarchy, it becomes near-impossible to give characterizations of
the sets in terms of convergence. This is one reason to look for measures of
complexity-beyond-decidability that increase complexity more gradually. One
such measure was introduced by Ershov [52] some 25 years after the introduction
of the arithmetical hierarchy. This measure also revolves around a hierarchy of
classes of sets and is in that regard similar in spirit to the arithmetical hierarchy.
We have seen that the 3 and II classes of the arithmetical hierarchy are not closed
with respect to taking complements. The starting point of Ershov’s hierarchy
was the observation that these classes are also not closed with respect to taking
relative complements. Given two sets A and B in some class X0, with n at least 1,
the set A\ B need not be in X2, and similarly for the classes IIY. However, when
A and B are taken from XY, we may go about deciding whether a given x is
in A\ B as follows.

1: We assume x is neither in A nor in B and if our computations are interrupted
and we are asked our best guess about x, we answer that it is not in A \ B.

2: We try to find out whether x is in A by running a procedure that halts
precisely on the members of A. If this procedure halts, we have learned
that x is in A. In case we are then asked our best guess about z, we answer
that it is in A\ B.

3: Having found that x is in A, we try to find out whether z is in B by running
a procedure that halts precisely on the members of B. If this procedure
halts, we have learned that x is also in B. In case we are later asked our

best guess about z, we know the correct response and answer that it is not
in A\ B.

Only in the final situation, we can answer a membership query with certainty.
Therefore, our procedure should be considered a kind of approximation of a
decision procedure. Observe that the procedure adjusts its knowledge about
membership of x in A\ B at most twice. Procedures that are not convergent
in the classical sense, but are allowed to “change their mind” a finite number of
times were first put forward by Putnam [124] and Gold [66].
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The idea of Ershov was to base a hierarchy on the number of times a decision
procedure in the sense of Putnam and Gold is allowed to change its mind. The
resulting hierarchy is known today as the difference hierarchy [46, 140]. The
classes of the difference hierarchy are denoted Y1 and II.;1. For sets A and B,
let A /A B denote the symmetric difference (A\ B)U (B\ A). A set Sisin ¥}
if there are sets A;, Ay, As, ..., A, in 39 such that we have

S=A ANA,NA; N NA,. (1.2)

Like in the arithmetical hierarchy, a set P is in I if its complement, P°, is
in ¥ 1. Note that when n is odd, we have

(A A Ay AN AG A AN A = A8 AASAAS A - A AC.

Therefore, for odd n, a set Pis in I, if there are sets A;, Ay, Ay, ..., A,, in T1?
such that we have

These definitions are equivalent to the original characterization by Ershov [52] that
was stated in terms of unions of disjoint relative complements. The equivalence
follows from elementary identities. The resulting hierarchy, including the levels A;l
that are the intersection of ¥ 1 and I, is depicted in Figure 1.3b.

Because the AJ class is closed under taking unions, intersections, and comple-
ments, it is also closed under taking symmetric differences. Moreover, it includes
both X¢ and T1Y, thus for all natural numbers n, the classes 3,1, TI1, and A, of
the difference hierarchy are included in AY. Consequently, the difference hierarchy
is only relevant for sets that are not too complicated according to the arithmetical
hierarchy. Still, its core ideas make the ensuing notion of complexity an interesting
measure of undecidability. As we have seen, the number of semidecidable sets
needed to write a set like in (1.2) relates to a generalized form of convergence of

computation.

1.2.2 Computational Tractability

In computational complexity theory, a set is deemed complex if it is intractable.
Here, tractability is customarily taken with respect to the running-time behavior
of decision procedures. While we can measure the time a decision procedure takes
on a specific input, we are primarily interested in how this time compares to
other, unknown, inputs. The running time of a decision procedure is therefore
traditionally expressed as a function of the size of its input. As we saw in
Section 1.1, the notion of input size is heavily reliant on the choice of an encoding
scheme for inputs. No computable encoding scheme reflects all possible structural
aspects an input may have. This is especially visible in contexts that offer some
“standard” encoding. For instance, in graph theory [40], graphs are often thought
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of as encoded by an adjacency matrix. In that case, the size of a graph is
determined by the number of its vertices. However, certain structural properties
other than the number of vertices may be exploitable by a decision procedure for
a set of graphs. Regarding sets that are intractable because the running time of a
decision procedure is at least exponential as a function of the input size, Garey
and Johnson remark the following.

[..] there are a variety of ways in which the time complexity of an
algorithm can be “exponential,” some of which might be preferable to
others. This is especially evident when, as is customary in practice,
we consider time complexity expressed in terms of natural problem
parameters instead of the artificially constructed “input length.” [63,
Section 4.3]

When restricting to inputs on which such natural parameters assume small values,
a set that is initially intractable may indeed become tractable. As inputs with low
parameter values may be abundant, it may be that large subsets of the input space
are easy to digest for some decision procedure. In addition, Garey and Johnson
note that inputs encountered in practice may tend to have low parameter values:
“[..] in practice it is often the subproblem, rather than the general problem, that
we are called upon to solve.”

1.2.1. EXAMPLE. The standard compilers for the Rust programming language
and the Haskell programming language are able to infer data types of variables
and functions. The algorithm they use for this has a worst-case running-time
that scales exponential as a function of the length of its input. However, such
exponential running times are experienced very rarely in practice [89]. Thus,
some property of the expressions that this algorithm operates on behaves in a
special way for inputs that are encountered in practice. Indeed, the origin of the
exponential running time of the algorithm can be traced back to the nesting depth
of a certain pattern in the expressions. In practice, this nesting depth is almost
always low.

1.2.2. EXAMPLE. We can model a social network by a graph, representing persons
by vertices and connecting two vertices when the persons they represent know
each other. Given a graph that models mutual acquaintance, we may ask how
large a subset of people there exists that all know each other [a clique, see 40].
This is formalized by the set

CLIQUE = {(G, 1) | there is a set of at least [ vertices of the graph G in which

each pair of vertices is connected by an edge},

Let G be a graph with n vertices and let [ be at most n. The number of
possible subsets of the vertices of G that are of size [ cannot be bounded by
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a polynomial of n alone. In fact, when [ is, say, 5, the number of subsets is
exponential as a function of n. It is widely believed that there are no decision
procedures for CLIQUE that have a subexponential running time. Nonetheless,
given a subset of vertices of G, we can check whether its members are pairwise
connected within a polynomial running time.

However, this analysis disregards some practicalities that result from the
situation we are modeling. It is rare to come across a person with very many
mutual acquaintances. Therefore, it is safe to assume that in any graph we that
models a social network, almost no vertex is connected to more than, say, 20
others. As a consequence, we find that in any graph encountered in practice, a set
of pairwise connected vertices, a clique, can contain at most 21 elements. This
means that the number of subsets of vertices that needs to be checked is less than
n?!) which, as Garey and Johnson observe [63, Section 4.1], is polynomial in n.
While this already brings the running time down to polynomial, we shall see in
Section 1.3 that a far more efficient decision procedure is not hard to come by.

The takeaway is that computational complexity is preferably measured by
parameters of the input instead of by the input length alone. Somehow, we need
to decide which parameters to take into account. Different decision procedures
may favor different parameters. Note, though, that it is possible to combine
the benefits that different parameters may provide through aggregating multiple
decision procedures.

1.2.3. EXAMPLE. One way to decide membership in CLIQUE is by generating an
exhaustive list of candidate sets of vertices and checking whether any is a clique
of the desired size. Suppose we want to decide whether a given graph G has a
clique of [ elements. The simplest implementation of the aforementioned design
pattern starts out by generating all possible sets of [ vertices of G. However, other
approaches are possible too.

Suppose [ is even and we have a clique (v, vy, vg, ..., v;). Because these vertices
form a clique there is, for i < %, an edge connecting v; to v, L in G. Thus an
alternative way to generate candidate sets of vertices is via all possible sets of
% edges, by taking the endpoints of the selected edges. Any clique of size [ is
guaranteed to be generated this way.

We can compare these two approaches by counting the number of candidate
sets they consider. Let n be the number of vertices in G and m the number of
edges in G. There are ('}) sets of [ vertices and (;7“2) sets of £ edges. When either
of these numbers is much smaller than the other, we expect the corresponding
decision procedure to run much faster than the other. Thus, it pays to construct
an aggregate decision procedure. This decision procedure would first compute
both numbers and then run the decision procedure that is expected to be the
fastest.

The computational complexity of the vertex-centric decision procedure is best
expressed as a function of the parameters n and [. On the other hand, the
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complexity of the edge-centric decision procedure is best expressed as a function
of the parameters m and [. Our aggregate decision procedure demonstrates that
it pays off to take into account multiple parameters. By taking into account more
parameters, we get a more detailed insight into the computational complexity of
a set such as CLIQUE. For some instances of CLIQUE, the running-time bound
available in terms of n and [ is better than that in terms of m and [ and vice
versa.

The algorithm we presented for our aggregate decision procedure for CLIQUE in
the example above combines two other algorithms. Such algorithms are known as
hybrid algorithms [103]. They offer a best-of-both-worlds alternative in situations
where we have two algorithms without one being better than the other. From a
parameterized point of view, hybrid algorithms combine the information of multiple
input parameters and as such show how these parameters can interact. This is
relevant not only when we use parameters to measure computational complexity,
but also in the design of ever-faster polynomial-time algorithms.

1.2.4. EXAMPLE. As a showcase of hybrid algorithms that do not face computa-
tional intractability, we shall take a look at sorting algorithms. Even naive sorting
algorithms,; such as repeatedly finding the least value, manage to have a running
time bounded by a polynomial of the length of the input list. Because sorting is
such a common operation in algorithmics, extensive research has been put into
the development of fast sorting algorithms.

The quicksort algorithm [35] makes a number of comparisons that is at most
quadratic as a function of the length, n, of the input list. However, worst-
case inputs are very rare and on average the algorithm needs roughly nlogn
comparisons. With a number of comparisons in the order of nlogn in the
worst case, the heapsort algorithm [35] appears at least as good as quicksort.
Nevertheless, it has a higher overhead and in practice it is often outperformed by
quicksort. By combining both algorithms, we can construct a sorting algorithm
that is about as fast as quicksort, yet has a worst-case running time in the order
of nlogn. This hybrid algorithm is known as introsort [111] and is used by some
prominent implementations of the C++ standard library.

The way introsort chooses between its constituent algorithms, quicksort and
heapsort, is not as up-front as it was in our hybrid decision procedure for CLIQUE.
This matters when we want to identify parameters that express structure favored
by either of the constituent algorithms. Instead of handing over the input to either
quicksort or heapsort, the hybrid introsort hooks into the divide-and-conquer
nature of quicksort. The core of the quicksort algorithm is that it splits its
input list into a list of low values and a list of high values. These sublists can be
sorted independently and for that, quicksort recursively invokes itself. Because
the splitting stage requires some n comparisons for a list of n elements, we do not
want the recursion depth to exceed a constant multiple of logn. In the worst case,
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however, quicksort reaches a recursion depth of n. To mitigate this worst case
behavior, introsort uses heapsort to sort the sublists when the recursion depth gets
too high, say higher than 2logn. Thus, we have found that the recursion depth
reached by quicksort functions as a parameter of the input list. This parameter
may appear somewhat unnatural and its specific value for a given list depends on
the implementation of quicksort. For all implementations, however, input lists
that get high parameter values can be cons